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Summary

In this thesis, we discuss mathematical methods to compute families of Feynman integrals.
Central to our approach are two mathematical structures: the geometries underlying integral
families, and their associated twisted (co-)homology groups. We use the latter to derive
general relations among integrals and understand the so-called canonical form of a basis of
master integrals better. Additionally, we present the analytic computation of several integral
families: specific Lauricella integrals associated with hyperelliptic curves, the unequal-mass
kite integral family, and two-dimensional (fishnet) integrals.

We begin by reviewing the physical and mathematical background. Starting with a brief
summary of the role of Feynman integrals in perturbative quantum field theory, we introduce
key tools such as their parametric representations, their cuts, and the method of differential
equations, which relies on finding a so – called canonical basis of an integral family. Then we
introduce the mathematical background: We discuss the geometries appearing in the inte-
gral families studied in this thesis – including hyperelliptic curves and Calabi–Yau varieties
– and review the twisted (co-)homology groups, with an emphasis on the computation of
intersection and period matrices.

We conclude the first part by discussing how a matrix of cuts of Feynman integrals can be
interpreted as a period matrix of twisted (co-)homology groups. This interpretation provides
a transition into one of the central results of this thesis: We explore what can be learned
from the so-called twisted Riemann bilinear relations for the intersection and period matrices
of twisted (co-)homology groups associated to a Feynman integral family. These relations
not only explain known and provide new relations, but also enable us to gain a deeper
understanding of the canonical basis. Then we use these insights to construct canonical
differential equations for Lauricella integral families associated to genus-one and genus-two
hyperelliptic curves which serve as models for hyperelliptic maximal cuts. Next we present
the analytic computation of the unequal-mass kite integral family, which is related to two
distinct elliptic curves. A key step is the parametrisation of the five kinematic variables on
two elliptic tori, enabling the solution in terms of iterated integrals on these tori. Then we
study single-valued Feynman integrals in two spacetime dimensions. We show how these
integrals naturally are bilinear combinations – effectively, double copies – of twisted periods.
This construction is equivalent to the one of the Kähler potential of a Calabi–Yau geometry,
which we exploit to compute the conformal fishnet integrals directly from the data of their
associated Calabi-Yau varieties.

The techniques developed here provide a conceptual bridge between the abstract math-
ematics of (twisted) periods and the analytic computation of Feynman integrals, e.g., for
scattering amplitudes.
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List of Symbols

Here, we collect the symbols that we use repeatedly throughout the thesis. Note that some of
the symbols have different meanings in different contexts. We list those with ⊚ and give all
meanings. Some symbols that are only used locally are not listed.

Symbol Meaning

⟨·|·] Period pairing – (4.3)

[·|·⟩ Dual period pairing – (4.38)

⟨·|·⟩ ⊚ Inner product between de-Rham cohomology groups – (3.10) & (4.36)

⊚ Bracket of QFT – only in Section 2.1

[·|·] Homology intersection pairing – (4.34)

(123) Object related to (123)-sunrise or -torus of the kite integral family

(345) Object related to (345)-sunrise or -torus of the kite integral family

ai ⊚ a cycles of a hyperelliptic curve – figure 3.3

⊚ Parameters of hypergeometric function – (4.173) & (4.182)

αi ⊚ Indicials in the Frobenius method –(3.23)

⊚ Generic exponent of a factor Li(z) of the twist –(4.2)

⊚ Data of Aomoto-Gelfand hypergeometric function - (4.163)

A(λ, ε) Connection matrix for a vector of master integrals – (2.98)

A Matrix of a-periods of the hyperelliptic curve –(3.35)

Ã Matrix of a-quasi-periods of the hyperelliptic curve – (3.46)

AB K-algebra of functions – Section 5.2.1

AB,ε AB ⊗K K(ε)

A(ϵk; τ) Defines generating series for iterated Eisenstein integrals – (3.158)

bi ⊚ b cycles of a hyperelliptic curve – figure 3.3

⊚ Parameters of hypergeometric functions –(4.173) & (4.182)

⊚ Betti number, dim [Hi(X)]

B(z, z′) Bidifferential – (3.200)

B(λ) ε-independent part of canonical connection matrix – (2.103)
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Symbol Meaning

BFk
Bk

k!
with Bk the k-th Bernoulli number

Bn(M,C) {n− forms ϖ |ϖ = dϖ̃, where ϖ̃ is an (n− 1) − form }
Bn(M,Z) {∆γ n-chain |∆γ = ∂∆γ̃}
Bn(X,∇Φ) {n− forms ∇Φφ̃ | φ̃ a n− 1-form}
Bn(X, ĽΦ) {twisted n− cycles ∂γ | γ = ∆c

γ ⊗ Φ|∆γ with ∆c
γ a n+ 1-cycle }

B(z) Baikov polynomial – (2.37)

BB Basis of EB – Section 5.2.1

B Matrix of b-periods of the hyperelliptic curve –(3.35)

B̃ Matrix of b-quasi-periods of the hyperelliptic curve – (3.46)

C Cohomology intersection matrix – (4.37)

Cn(M,C) {n-form ϖ | dϖ = 0}
Cn(M,Z) {n− chains∆γ | ∂∆γ = 0}
Cn(X, ĽΦ) {γ = ∆c

γ ⊗ Φ|∆c
γ
|∆c

γ an n− cycle and ∂(γ ⊗ Φ|γ) = 0}
Cn(X,∇Φ) {n− forms φ on X |∇Φφ = 0}
Ccl

i1,··· ,iL Classical intersection numbers – (8.43)

Cj Integration contour in Baikov representation – (2.39)

cj exp(2πiαj) – (B.20)

C(x) cot(πx)

Cutj1,...,jr [Iν ] Cut of a Feynman integral – (2.43)

compX,Φ Comparison isomorphism – (4.124)

χ, χijkl Conformal cross ratios – (2.87)

χ(X) Euler Number

D Dimension

d Integer part of the dimension

Dj Propagator of a Feynman graph/integral

D+ {z |Φφ(z) = 0} – (4.91)

D− {z |z is a pole of Φφ(z) and z /∈ Σ}– (4.92)

DJ
I Matrix of determinants of periods – (3.18)

dext Exterior derivative in the external coordinates

dint Exterior derivative in the internal coordinates

d dint + dext

∂z partial derivative in z – (3.2)
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Symbol Meaning

dr de Rham object

di cj − 1 – (B.20)

∂ Operator that sends n-chain to its boundary (including twist)

δi ⊚ Symbols for Leray co-boundaries – (4.109)

⊚ Symbolic generic exponents in regularised poles of the twist

∆γ Topological cycle

∆c
γ Compactified topological cycle

∆ ⊗ Φ|∆ Twisted cycle – (4.21)

∆p Coaction-like map – (4.154)

∆(z) Factor in modular forms – (3.147)

∆j Conformal weights

E Linearly independent ext. points of Feynman graph, E = next − 1

E(λ) Elliptic integral – (3.70)

E(x, y|Ω) Prime form – (3.198)

EB K-algebra of generating eI,j – Section 5.2.1

EF FC ⊗ EB

eI,ik Letters of generating series for iterated integrals – (5.91)

ϵ
(j)
k Tsunogai algebra generators – (3.161)

ϵ Characteristics – (3.184)

ε Dimensional regulator for Feynman integrals

E
[
j1 j2 ... jℓ
k1 k2 ... kℓ

; τ
]

Iterated Eisenstein integrals – (3.152)

η Metric

η(τ) Dedekind η function – (3.93)

η1, η2 Quasi-periods of an elliptic curve – (3.48)

η2(τ), η4(τ) η-function – (3.86)

F Second Symanzik Polynomial – (2.24)

FG Prefactor with conformal weight

F(λ) Elliptic integral – (3.74)

FEK(z, η, q) Kronecker-Eisenstein series – (3.170)

FC Frac(C⊗K AB)

2F1 Gauss’ hypergeometric 2F1 function – (4.2)

F(α|µ|λAG) Aomoto-Gelfand hypergeometric function –(4.163)
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Symbol Meaning

g Genus of a hyperelliptic curve – (3.29)

g2, g3 Coefficients in the Weierstrass form – (3.67) & (3.81)

g(k) (z, τ) g-kernels – (3.174)

Gk(τ) Eisenstein series – (3.85)

G(a1, . . . , an; x) Multiple polylogarithms – Definition (3.21)

GI Generating functional for iterated integrals – (5.91)

GG Generating functional for multiple poylogarithms G – (3.132)

detG(q1, . . . , qn) Gram determinant – (2.36)

Γg Siegel modular group – (3.179)

Γ0(N),Γ(N) Congruence subgroups – (3.139)

Γ̃ ( n1
w1

n2
w2

...

...
nk
wk;w| τ) Elliptic multiple polylogarithms – (3.171)

Γ ( n1
w1

n2
w2

...

...
nk
wk;w| τ) Elliptic multiple polylogarithms – (3.177)

γE Euler-Mascheroni constant

H Homology intersection matrix – (4.34)

Hn
dR(X,C) de-Rham cohomology group on X, Cn(X,C)/Bn(X,C)

Hn(X,Z) Betti homology group on X, Cn(X,Z)/Bn(X,Z)

Hn
dR(X,∇Φ) Cn(X,∇Φ)/Bn(X,∇Φ)

Hn(X, ĽΦ) Cn(X, ĽΦ)/Bn(X, ĽΦ)

Hlf
n(X,LΦ) Locally finite version of Hn(X, ĽΦ) – (4.5)

Hn(X−,D+, ĽΦ) Relative twisted homology group – (4.97)

Hn(X+,D−,LΦ) Dual relative twisted homology group – (4.98)

Hg Siegel upper half-space in Cg×g

HX,Φ Tuple of (co-)homologies and comparison isomorphism

H Hamiltonian density

I(a0, . . . an+1) Multiple polylogarithms – Definition 3.22

I(λ) Vector of master integrals

Iν({pipj}, {m2
i }) Feynman integral in momentum representation – (2.12)

IE,+(ϵk; τ) Generating series for iterated Eisenstein integrals

j j-invariant of an elliptic curve – (3.68)

J ⊚ Complex structure on a manifold

⊚ Matrix in Feynman representation – (2.22)

Ja, Ĵa Yangian generator of level zero and one – (2.82)
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Symbol Meaning

K(λ) Elliptic integral of first kind– (3.70)

K(λ) Kähler potential of a Calabi-Yau

K Some algebraic number field – Definition in A.1

K Kinematic space of the kite integral family – (7.2)

KN Skew-diagonal matrix of ones – (5.99)

L Loop number of a Feynman graph

Li(z) Factor of the twist Φ

ℓi, ℓ Loop momentum

Lin(z) Classical Polylogarithm – (3.20)

ĽΦ,LΦ Local systems – (4.5) and Definition A.3

L Lagrangian

Λ,Λω1,ω2 ,Λτ ⊚ Lattice in the Jacobian – (3.7)

⊚ Set of punctures

λ, λi ⊚ Generic external parameter

⊚ Parameter of a hyperelliptic curve or Calabi-Yau family

λ(a, b, c) Källén function a2 + b2 + c2 − 2ab− 2ac− 2bc

λabc λ(Xa, Xb, Xc)

M,M,MG Variety

M ⊚ For fishnet integrals: Number of vertices on the vertical axis

⊚ Matrix in Feynman representation – (2.22)

mi Internal mass in a Feynman graph

Mm
0 Generating series for independent motivic ζ values – (4.133)

Mcs Complex moduli space of a Calabi-Yau family

M,Mn Amplitude – (2.10)

m Label for motivic object

m
[
j1 j2 ... jℓ
k1 k2 ... kℓ

]
Multiple modular values – (3.155)

µ Data of a Aomoto-Gelfand hypergeometric function – (4.163)

µB(x) Holomorphic measure on a base space B – used in eq. (3.219)

n Dimension of space X on which we define twisted (co-)homology groups

N For fishnet integrals: Number of vertices on the horizontal axis

next Number of external legs of a Feynman graph

nint Number of internal propagators of a Feynman graph
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Symbol Meaning

nisp Number of irreducible scalar products

νi,ν Exponents of propagators in Feynman integral

ν
[
j
k

; τ
]

Kernels for iterated Eisenstein integrals – (3.151)

∇Φ Twisted connection – (4.3)

O Differential operator (e.g., Picard-Fuchs operators)

Ω Unique holomorphic differential of a CY

Ω Normalised period matrix of a hyperelliptic curve – (3.36)

ΩEK(z, η) Combination of Kronecker Eisenstein forms – (3.176)

Ωn(M,C) Space of n-forms on M over C
Ω1(AB) K-vector space of differential forms with coefficients in AB

ω Kähler form – (3.94)

ωG Kähler form of a fishnet graph G

ω1, ω2 Periods of holomorphic differential of an elliptic curve – (3.37)

ωn Form in hypergeometric functions – (4.165)

ω(i) Basis of H(1,1)(WG)

ωΦ
dintΦ
Φ

= dintlog Φ – (4.3)

ωk(z, τ) Kronecker Eisenstein forms – (3.175)

p Dimension of C1(AB) in Section 5.2.1

pi ⊚ External momentum of a Feynman diagram

⊚ Coefficients of differential operators pi(z) = qi(z)
qdeg(z)

P Period matrix – (4.4)

Plog
Θ (λ, ε) Maximal cut sector in d log basis

P Period matrix for a hyperelliptic curve

Π Period vector of a (CY) manifold M

P exp Path-ordered exponential

℘(z) Weierstraß p-function – (3.79)

Φ Twist – (4.2)

φ Generic form in a twisted cohomology group

ϕ(x) Scalar field in the Lagrangian

ϕG(χ) Conformal part of the fishnet integrals – (2.86)

ϕGI
E∗

F → FC ⊗K VB, p
∗ 7→ p∗(GI) =

∑
w∈S fwJ(w)
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Symbol Meaning

ψi(x) ⊚ Polynomials in second kind Abelian differentials – (3.45)

⊚ Series needed for the computation of intersection numbers – (B.3)

Ψ2,e
j , Ψ2,o

j Polynomials second kind differentials – (3.53)

ϖ (p, q)-form

ϖi Basis element of VB in Section 5.2.1

ϖ̃i Basis element of C2(AB)in Section 5.2.1

q ⊚ Exponential of period, q = exp(πiτ) – (3.87)

⊚ Dimension of C2(AB) in Section 5.2.1

qi(z) ⊚ Coefficients of a differential operator – (3.16)

⊚ Momenta in the propagators – (2.13)

R(λ, ε) Dimensional shift matrix – (2.97)

r Number of factors in the twist – (4.2)

ρf Map between f alphabet and ζ values

S ⊚ Physical action

⊚ Generator of the modular group – Definition 3.25

SΛ Punctured Riemann sphere

Sp(2g,Z) Symplectic group – (3.179)

Sol(O) Solution space of an operator O – (3.109)

Sϵ(x) ε-sphere around point x

S Semi-simple part of a period matrix

S Scattering matrix – (2.8)

s2(r, k) Stirling number of second kind: 1
k!

∑k
i=0

(
k

i

)
(k − i)r

s̃k Symmetric polynomials – e.g., in (3.49)

s(x) sin(πx)

σ Permutation

Σi Hypersurfaces defined from a twist:
⋃r

i=1{z|Li(z) = 0}
Σλ Riemann surface family with parameters λ

Σ Homology intersection matrix

T Generator of the modular group – Definition 3.25

T Interaction part of the scattering matrix

7



Symbol Meaning

ti(z) Mirror map – Definition 3.15

tRG,i Mirror map from fishnet graph G

τ Normalised period of the elliptic curve, τ = ω2

ω1

θ ⊚ Differential operator θz = z∂z

⊚ Symbols that track boundaries – (4.109)

θRj ⊚ Riemann Θ constants – Definition 3.12

⊚ Special Jacobi-θ-functions – (3.89)

θ[a, b](z|τ) Jacobi-θ-function – (3.88)

Θν Sectors of Feynman integral family – (2.14)

Θ(z,Ω) Classical Riemann Θ function – Definition 3.38

Θ [ϵ] (z,Ω) Riemann Θ function with characteristics – (3.184)

U First Symanzik Polynomial – (2.23)

U(λ, ε) Transformation matrix between bases of Feynman integrals

U Unipotent part of a period matrix

u Abel’s map – (3.44)

ui(λ, ε) Entries in transformation ansatz to find canonical DEQ

u
(123)
i , u

(345)
i Functions in the definition of the sunrise punctures – (7.21)

V Number of propagators going into vertex in a fishnet theory

VG Number of vertices of a Feynman graph

VB Space of differential forms generated by canonical differential equation

VB ⟨Jγ(w) |w ∈ BB⟩K – (5.95)

WG Mirror Calabi-Yau to CY MG

w1|j Canonical first kind Abelian differential

w
(k)
2|w Second kind Abelian differential – (3.208)

w3|z1,z2 Third kind Abelian differential – (3.204)

x,x, xi ⊚ Coordinate of hyperelliptic curve – (3.28)

⊚ Internal spacetime coordinates

X Space on which we define the twisted cohomology groups

Xi Scaleless kinematic parameters of the kite integral family – (7.1)

X± CPn − Σ −D±

ξi Position space coordinates in R2

y Coordinate of hyperelliptic curve – (3.28)
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Symbol Meaning

yAG Data of a Aomoto-Gelfand hypergeometric function – (4.163)

zi, z ⊚ Complex coordinate – (3.1)

⊚ Baikov variables

z
(123)
i , z

(345)
i Sunrise punctures – (7.20)

z̄i, z̄ Conjugate complex coordinate

dz Exterior derivative in z

dz Complex conjugate exterior derivative

ζn ζ value – Definition 3.23

List of Abbreviations

BD Basso Dixon

CY Calabi-Yau

DEQ Differential equation

eMPL Elliptic multiple polylogarithm

eq. Equation

LHC Large Hadron Collider

MPL Multiple polylogarithm

MMV Multiple modular value

MZV Multiple zeta value

PFI Picard Fuchs Ideal

QCD Quantum Chromodynamics

QED Quantum electrodynmamics

QFT Quantum field theory

TRBR Twisted Riemann bilinear relations





Chapter 1

Introduction

One of the core ideas of modern theoretical physics is to describe the world using
mathematical frameworks and to derive predictions from these frameworks that
can be tested experimentally. In turn, this pursuit has also inspired various areas
of mathematics and provided concrete applications and examples for abstract con-
structions. The interplay between physics and mathematics remains fascinating
and fruitful in a wide variety of areas. Along these lines, this thesis focuses on a
specific topic: a special class of integrals known as Feynman integrals, which arise
in Quantum Field Theory (QFT). QFT is the theoretical framework of the standard
model of particle physics, used to describe three of the four fundamental forces:
the strong, weak, and electromagnetic interactions. The fourth force, gravity, is
described within a different geometric framework – general relativity. Recently,
however, integrals such as the ones we discuss are also used to study observables
related to gravitational waves [1–5]. Additionally, these integrals appear in other
contexts, such as string theory [6, 7], which plays a minor role in this work. Here,
we extend this motivation to study Feynman integrals, explain the focus of this
thesis, and outline its structure.

QFT is a framework used and developed in modern particle physics. Much of ex-
perimental particle physics is conducted in collider experiments, such as those at the
Large Hadron Collider (LHC). In these experiments, incoming elementary particles
with high energies scatter, and the outgoing particles are measured. To learn from
these experiments, one must compare them with existing theories, which requires
accurate theoretical predictions. The central theoretical framework is the Stan-
dard Model of particle physics, which has been remarkably successful in explaining
a wide range of experimental results. The strongest of its forces is the strong
interaction. Quantum Chromodynamics (QCD) governs this force and particles
interacting with it in a self-contained way. To bridge experiment and theories, one
must compute observables within these theories. However, since these are quantum
theories, it is not possible to compute a single definitive value for an observable.
Instead, one determines the probability distribution for a certain outcome. The
probability distribution for a certain collision producing certain outgoing particles
with specific momenta and masses is the so-called scattering amplitude. A highly
successful method for computing scattering amplitudes is perturbation theory: The
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amplitude is computed as an expansion in the small coupling constants associated
with each force. The coefficient at each order can be computed from Feynman in-
tegrals. One writes down all allowed Feynman diagrams for that order and particle
content, extracts their mathematical expressions, and sums them up. Each addi-
tional term in the expansion corresponds to additional integrations over an internal
momentum and these are represented with higher loop orders in the diagrams. The
resulting integrals are known as Feynman integrals. This explains in a nutshell, how
scattering amplitudes and their fundamental building blocks, Feynman integrals,
play a central role in theoretical particle physics. Consequently, an entire research
field is dedicated to their computation. The two primary goals of these studies are
the following:

• Precision Physics. After the discovery of the Higgs boson and the so far widely
observed predictability of the Standard model of particle physics, we are in
the precision era of particle physics. The goal is now to measure the Stan-
dard Model’s parameters with high accuracy. Small discrepancies from its
predictions in experimental data could point to physics beyond the Standard
Model.

• Structures in QFT. A better understanding of the scattering amplitudes – the
objects connecting a theory to observables in the real world – is crucial for
a better understanding of the theory. Non-trivial relations between theories
have been found from studying their scattering amplitudes. An example is
the so-called double-copy formalism, which says that a wide variety of gravity
amplitudes can be built putting together building blocks of gauge theory
amplitudes (such as the ones describing the strong and electroweak forces).
Crucially, the study of Feynman integrals also revealed deep connections to
various areas of mathematics, which are interesting in their own right.

In this thesis, we are especially interested in the mathematical structures, which,
as noted earlier, also arises in integrals from other contexts. In string perturbation
theory, certain amplitudes are given by integrals over punctured Riemann spheres –
similarly to certain Feynman integrals related to tori or Riemann surfaces of genus
two. Additionally, the use of amplitudes-based techniques in the study of gravi-
tational wave observables and cosmology has revealed the appearance of integrals
that are very similar to Feynman integrals.

One of the central objectives of this thesis is to obtain a deeper understanding
how the geometries underlying Feynman integrals can be used to establish rela-
tions between them and to facilitate their analytical computation. Many Feynman
integrals – in particular ones used for phenomenological applications – are express-
ible in so-called multiple polylogarithms and in that way trivially related to the
punctured Riemann sphere. More complicated Feynman integrals – in particular
ones involving higher loop orders with massive internal momenta – have also been
found to involve periods of elliptic curves [8–10] and more recently even Calabi-Yau
(CY) varieties [3–5, 11–28] and higher genus Riemann surfaces [27, 29–31]. While
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methods for computing these specific Feynman integrals have rapidly advanced in
recent years, open questions remain. In this thesis, we take steps toward addressing
them by studying specific integral families and identifying general patterns along
the way. In particular, we discuss an integral family related to two distinct elliptic
curves [32, 33], functions that model maximal cuts which constitute specific limits
of hyperelliptic Feynman integrals [34] as well as a class of Feynman integrals that
are computed by single-valued versions of CY periods [35–38]. The second major
theme of this thesis is the application of twisted intersection theory for similar
purposes. Twisted intersection theory was introduced in the study of Feynman
integrals to identify linear relations [39–46]. As a natural framework for integrals
with multi-valued integrands, it can also be used to deduce further properties and
relations [6, 47–49]. Specifically, we explore the implication of a set of bilinear re-
lations between (twisted) periods, the so-called twisted Riemann bilinear relations
(TRBR) for Feynman integrals [34, 50]. The results of this discussion are closely
tied and directly applicable to the classes of integrals that we study because of their
interesting geometric properties. In that sense and a multitude of specific ways,
both objectives are intimately tied to each other. In more detail, we discuss the
following content in this thesis:

Overview of the thesis

In Chapter 2, we introduce Feynman integrals and some common techniques
and objects used in their computations. Specifically, we first review how they arise
in QFT in Section 2.1. Then, in Section 2.2 we introduce different integral repre-
sentations commonly used for Feynman integrals in different contexts. One of these
contexts is the computation of so-called cuts of Feynman integrals, specific limits
that preserve important properties and we discuss them in Section 2.3. In Section
2.4, we illustrate the concepts discussed up to this point with several examples.
Finally, we discuss today’s standard method for computing Feynman integrals, the
method of differential equations, in Section 2.5.

In Chapter 3, we discuss all basic geometric notions that we need for the rest
of the thesis. Specifically, we start with a general introduction of objects related to
varieties such as their cohomology and homology group and the differential oper-
ators annihilating their periods – integrals between the cycles from the homology
group and differentials from the cohomology group. Then we discuss specific vari-
eties: Riemann surfaces and hyperelliptic curves in Section 3.2 and then Calabi-Yau
varieties in Section 3.3. Our main interest are iterated integrals defined on these
varieties, as they naturally appear in Feynman integrals. In Section 3.4, we explore
these integrals, focusing on those over Riemann surfaces of varying genera. Finally,
in Section 3.5, we establish the connection to Feynman integrals by discussing how
a variety can be associated with a family of Feynman integrals, and do so with
several examples relevant for this thesis.

In Chapter 4, we introduce another central mathematical framework for this
thesis: The theory of twisted (co-)homology groups and their intersection numbers.
In Section 4.1 we start with a review of these concepts (computational details can
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also be found in Appendix B). Here we distinguish between twisted cohomology
groups for differentials without additional poles and relative twisted cohomology
groups used to treat integrands that have unregulated poles. Then we briefly
mention (twisted) motivic and de Rham periods in Section 4.2. We use these
objects to review a construction of single-valued versions of twisted periods. As
a prime example of twisted periods we introduce Aomoto-Gelfand hypergeometric
functions in Section 4.3 and construct single-valued versions for several examples
of these functions. Finally, in Section 4.4, we explain, how Feynman integrals can
be interpreted as (relative) twisted periods.

In Chapter 5, we discuss how a good understanding of the concepts from
Chapter 4 can be used to derive new relations for Feynman integrals: In Section
5.1 we explain how one can find bilinear relations (for maximal cuts) from the
twisted Riemann bilinear relations from twisted intersection theory. In Section
5.2 we explain what else one can learn from these relations about the structure
of the intersection matrix for a Feynman integral family in canonical form, i.e.,
with a basis particularly suited for solving with the differential equation approach.
This is related to a concept of self-duality for maximal cuts and reveals interesting
connections to representation theory.

In Chapter 6, we discuss canonical differential equations for a class of functions
that form the prototype of a hyperelliptic maximal cut: Lauricella functions. In
particular, we explain how to derive a canonical basis for families of Lauricella
functions related to hyperelliptic curves of genus one and two in Section 6.1. In
particular, we also use results of Section 5.2 to get a better understanding of the
new functions arising in these canonical bases. In Section 6.2 we also discuss the
modular properties of the iterated integrals we obtain as a solution for the canonical
differential equations. We find that the appearing forms are partially Siegel quasi-
modular forms.

In Chapter 7, we discuss one specific integral family, the unequal mass kite
integral family in D = 2 − 2ε dimensions. This integral family is related to two
distinct tori and has five parameters, which makes it an interesting example for
a multi-parameter Feynman integral family related to more than one non-trivial
geometry. After introducing this integral family in Section 7.1, we explain how one
can find its canonical differential equation in Section 7.2. Then, we discuss how to
express this differential equation on the two tori in Section 7.3 and comment on
the choice of boundary values and the integration in Section 7.4.

In Chapter 8, we discuss Feynman integrals in two integer dimensions. These
are generally single-valued periods of some (twisted) (co-)homology groups. In that
sense, one can compute them as single valued versions of twisted periods (which are
all Aomoto-Gelfand hypergeometric functions), as we explain in Section 8.1. For
specific parameter choices these single-valued versions of periods are at the same
time special objects in the context of Calabi-Yau varieties, namely exponentials of
their Kähler potentials. These can be written in bilinears of Calabi-Yau periods,
which is analogous to the bilinear formula for single valued versions of twisted pe-
riods from twisted intersection theory. We discuss this connection in Section 8.2
and also consider its implications, including an interpretation of fishnet integrals
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as quantum volumes and special relations that one can derive in this framework.

The main part of the thesis is accompanied by a set of Appendices:

• In Appendix A we give definitions for various mathematical concepts we use
throughout the thesis.

• In Appendix B we explain methods to compute intersection numbers in (rela-
tive) twisted (co-)homology groups and illustrate them with examples. Addi-
tionally, we give a proof for the ε-dependence of certain intersection numbers.

• In Appendix C we give additional relations for punctures related to the kine-
matic space of the unequal mass kite integral family of Chapter 7.

• In Appendix D we give extended calculations that were omitted in the main
part of the thesis, in particular we give the proof of Theorem 5.1 and as well
as several the Laurent expansions of basic differentials on hyperelliptic curves.

• In Appendix E we review some relevant aspects of representation theory.
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Chapter 2

Feynman Integrals

In this chapter, we provide the physical motivation for considering the types of
integrals that are discussed in subsequent chapters.
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Chapter 2

In Section 2.1, we focus first on Feynman integrals that appear in scattering ampli-
tudes computed in the context of particle physics. Then, we mention integrals with
similar structures that appear in gravitational wave physics, cosmology and string
theory. In Sections 2.2 and 2.3, we introduce all relevant definitions and ideas
related to these (Feynman) integrals – such as different integral representations
and limits – and illustrate them with several examples in Section 2.4. Finally, in
Section 2.5, we introduce the method of differential equations, a standard method
to compute Feynman integrals that we use throughout the thesis.

This chapter reviews existing literature.
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Chapter 2

2.1 Feynman Integrals in High Energy Physics

We provide a very brief review of how Feynman integrals arise in the calculation
of observables in QFT, particularly in modern particle physics. For a more in-
depth treatment of the foundations of this topic, see the classic literature (e.g.,
[51–53]). For a modern, research-focused perspective, see e.g., [54, 55], or [8],
which specifically focuses on Feynman integrals.

Feynman Integrals in Quantum Field Theory

We begin by introducing the concept of an observable in QFT and then show how
the computation of observables relies on the computation of scattering amplitudes,
which in turn can be obtained perturbatively in the coupling constants with Feyn-
man integrals appearing in the coefficients.

Observables From Scattering Amplitudes. The fundamental object defining
a QFT is its Lagrangian density (or simply the Lagrangian) L ({ϕi(x)}, {∂µϕi(x)}),
which is a function of fields ϕi(x) – depending on local coordinates x1 – and their1Throughout this thesis,

we denote vectors and
matrices in boldface,
e.g., x = (x1, . . . , x4)
for a four-vector.

derivatives ∂µϕi(x). Different types of fields exist and represent different types of
particles. They are distinguished by their behaviour under Lorentz transformations.
For all examples considered in this thesis, we only need scalar fields. The integral
of the Lagrangian density over space-time is the action S:

S =

∫
L ({ϕi(x)}, {∂µϕi(x)}) dDx . (2.1)

We denote by D the number of space-time dimensions. In general, the physical
space-time dimension is D = 4 in particle physics . However, in QFT, we generally
use dimensional regularisation2, setting D = d+ 2ε with ε being a small perturba-2That is because some

Feynman integrals are
divergent individually.
Their divergence is
captured by poles in ε
which cancel against
each other in the
physical observable.

tion from an integer space-time dimension d. The equation of motion for each field
ϕi is given by the Euler-Lagrange equation

∂µ

Å
∂L

∂ (∂µϕi)

ã
− ∂L

∂ϕi

= 0 , (2.2)

which can be derived by requiring δS = 0 in accordance with the principle of least
action.

Example 2.1 (ϕ4-theory: Lagrangian). Possibly the simplest example is the La-
grangian of a single scalar field ϕ(x) with mass m3:3The term 1

2 (∂µϕ(x))
2

is called the kinematic
term and the term
1
2m

2ϕ(x)2 is called the
mass term.

L =
1

2
(∂µϕ(x))2 − 1

2
m2ϕ(x)2 . (2.3)

Its equation of motion is given by the Klein-Gordon equation

(
∂µ∂µ +m2

)
ϕ(x) = 0 . (2.4)
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With an additional interaction term, we obtain the Lagrangian for the so-called
ϕ4-theory,

L =
1

2
(∂µϕ(x))2 − 1

2
m2ϕ(x)2 − g

4!
ϕ(x)4 , (2.5)

where g is the coupling constant determining the strength of the interaction.

The beauty of the Lagrangian formulation lies in the fact that the Lagrangian
contains all information on a theory of fundamental forces. A particularly compact
example is the following:

Example 2.2 (QED). The Lagrangian for quantum electrodynamics (QED), the
quantum field theory of electromagnetism is:

LQED = LDirac + LMaxwell + Lint = ψ̄ (iγµ∂µ −m)ψ − 1

4
(Fµν)2 − eψ̄γµψAµ .

(2.6)

This Lagrangian contains the electromagnetic vector potential Aµ (whose particles
are photons), which also defines the electromagnetic field tensor Fµν = ∂µAν−∂νAµ,
as well as a bispinor field4 ψ (whose particles are electrons). The coupling constant 4A bispinor field trans-

forms as an element
of a four-dimensional
complex vector space(
1
2 , 0
)
⊕
(
0, 1

2

)
represen-

tation of the Lorentz
group.

e is equal to the electric charge of the bispinor field, i.e. the electron.

Similarly, one can construct a Lagrangian for other established theories of par-
ticle physics or extended candidate theories. A particularly relevant theory for
particle physics is QCD describing the strong interaction and QCD is itself part
of the full standard model of particle physics which describes the electro-weak and
strong interactions and all particles that interact with these forces. To test these
theories in reality, one needs to compare their predictions with experimental mea-
surements. In particle physics, parameters are measured through collider experi-
ments. The theoretical description of a certain5 scattering event (in a collider) is 5A certain scattering

event means a scatter-
ing event with a speci-
fied set of incoming and
outgoing particles.

the following: We assume that we have a set of incoming particles described by the
fields {ϕ1

in, ϕ
2
in, . . . } in the (asymptotically) far past, where they can be considered

free, i.e. non-interacting. Similarly, consider a set of outgoing particles described
by the fields {ϕ1

out, ϕ
2
out, . . . } in the far future, where they are free. The probabil-

ity for this specific scattering event to happen in a certain theory containing the
involved particles is denoted by

|⟨ϕ1
outϕ

2
out . . . |ϕ1

inϕ
2
in . . . ⟩|2 . (2.7)

In general, we work in momentum space, with the position space vectors ⟨ϕ1
outϕ

2
out . . . |

and |ϕ1
inϕ

2
in . . . ⟩ related to momentum space vectors out⟨p1p2| and |k1k2 . . . ⟩in via

a Fourier transform.6 In momentum space, we need to compute: 6We now attach the la-
bels in and out to the
brackets ⟨ and ⟩ to
avoid clutter.

out⟨p1p2 . . . |k1k2⟩in = ⟨p1p2 . . . |S|k1k2 . . . ⟩. (2.8)

This is equivalent to saying that we compute a matrix element of the limiting
unitary operator S, describing the time-evolution between in- and out-states. In
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general, the time-evolution operator takes the form S = N exp(−iH (2T )) where T
is the asymptotic time and H the Hamiltonian density of the system. Commonly,
one splits S into

S = 1 + iT , (2.9)

where T captures the interactions and the limit S = 1 describes a history without
interaction, where the particles just pass each other. In a scattering process, we
are interested in the interaction part, which takes the form

⟨p1p2 . . . |iT|k1k2 . . . ⟩ = (2π)4δ(4)

(∑

i

ki −
∑

i

pi

)
iM ({ki} → {pi}) . (2.10)

The δ(4) function guarantees that the momentum of in- and outgoing particles is
conserved, and M is the scattering amplitude. The cross section and the differential
cross section, which can be measured in experiments are functions of the scattering
amplitude, appearing in the form |M|2. Thus, the scattering amplitude is the
quantity that needs to be computed to connect to experiments.

Scattering Amplitudes From Feynman Diagrams. In general, the matrix
element of (2.8) cannot simpliy be computed exactly. However, the exponential
in S can be expanded in the one or multiple coupling constants of the theory
(for simplicity we assume here that there is only one coupling constant) and then
the amplitude can be computed perturbatively. In general, the full perturbative
expansion diverges [56] and a full treatment of the amplitude must contain non-
perturbative effects. Still, considering only the first few orders of the perturbative
expansion has proven to produce valid results confirmed by experiments.

There is a systematic approach to computing the coefficients: One uses so-
called Feynman diagrams. These are graphical representations of the terms in each
coefficient, consisting of vertices connected by internal edges and attached to ex-
ternal ones. A vertex represents an interaction and is associated with the coupling
constant(s), whereas the lines connecting vertices, the so-called propagators, repre-
sent terms due to the kinematic and mass terms in the Lagrangian/Hamiltonian.
Depending on the explicit particle content, the propagators take different forms
– graphically represented by differently structured lines and formally by the dif-
ferent kinematic and mass terms of the respective particles. The precise rules for
which graphs are allowed in the given theory and which mathematical terms are
associated to them are the so-called Feynman rules and can be read off from the
Lagrangian. For more details and examples we refer to the standard literature,
e.g., [51]. The full coefficient for the coupling constant at a specific order can be
constructed by drawing all allowed Feynman diagrams with the respective order in
the couplings and then summing up their mathematical expressions. The resulting
expression can be decomposed in terms of expressions coming from scalar diagrams,
with scalar products between the external momenta serving as coefficients – this
decomposition originated from Passarino and Veltman [57]. It is a key step in re-
ducing a scattering amplitude to its simplest components. Thus, we focus here on
scalar diagrams.
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Example 2.3 (ϕ4-theory: Feynman Rules). Let us thus give as a first example the
Feynman rules in ϕ4-theory (from example 2.1):

<latexit sha1_base64="hIJpASQa1TODWLwFDwpAocCAbW8=">AAAHhnicnVTbTttAEF0oaSC9QfvYl1UDUlBjyzYE2tJWqC1VXypRtVyk2KC1szGrbGyz3gDB8m/03/oP/YRW6njjhEsCCd3Imd2ZOWdn5lh2I85iaRi/pqbvzRTuF2fnSg8ePnr8ZH7h6W4cdoRHd7yQh2LfJTHlLKA7kklO9yNBSdvldM9tfczieydUxCwMfshuRJ028QPWZB6R4DpcmPlZsl3qsyCRrHUeMU92BE1LdkOQU1wxqsYyDsIGrQvmH0kHJ7akZ1Jdm7iceK00seM24Tz57hFOBI5EGBGfyFC8SdN0o2Q3Gee4sqLXMiqPCY9TXLEiuTyIjYhgrAqoQ+VdLI+Y16pq750Bjabhyqq+MiiuzRqnpFslbnhCnSTdwCMInPyiHta6BZv3Dkm1qmboZp7oUh6e3jaBxePFXss9fO1SgWOnt/gO201BvISlyfGBpbUPrJfMplHMeBikPd6lwbqQRzMnvWHrTFIREI5jJdSQOhnTOBGci9S+BIMCrs9xlIZvNcWw/t8MSsQLsHUz+JqM5h1kHFJx8iGDjOYtYlmT8uxSAaErGvX6sCYU6XXW8lp/TmsA1FfvNGZFoUADCkU4muLysCZuEoalMT+fNg0aV75Ah/NlQzfUwsMbM9+UUb62w/nfyEYNFCIPdVAbURQgCXuOCIrhV0cmMlAEPgcl4BOwYypOUYpKgO1AFoUMAt4W/PtwqufeAM4ZZ6zQHtzC4RGAxGgJns+K0YXs7FYK+xjsH3jOlc+/8YZEMWcVdsG6wDinGL+CX6IjyBiHbOeZ/VrGI7OuJGqiV6obBvVFypP16Q14PkFEgK+lIhhtqUwfOFx1PoEJBGB3oIJsyn0GrDpugCXKUsUS5IwE+ATYbPpZPTd318s4R9mrYF4Xfniza+nmmm5+Wy1vfshfiln0HL1AFVB+HW2iL2gbavVm/hbKhWpBK84W9WKtuN5LnZ7KMc/QlVXc/Ac9MxUY</latexit>

Scalar propagator:
q

= i
q2�m2+i✏

External scalar: = 1

Vertex: = �ig

To account for higher order propagators (q2−m2+iε)−ν, we put ν−1 dots on the
propagator in the Feynman diagram.7 For each closed internal loop of propagators, 7This appears, e.g., in

the kite integral fam-
ily as depicted in figure
7.3.

we introduce an internal momentum, over which we integrate. The momenta for
the internal propagators are assigned such that the overall incoming momentum is
conserved at each vertex:

<latexit sha1_base64="PQEd0PTQTY1mhP9E+RgSMBDFOAI=">AAAIy3icnVTdbts2FGa71nO9n6bb5W6IxQHsTRIkOU7SBR2KLht2sQIdsKQFLKegKNomTIkKRTt1VN11j7T32O0w7A32CLvYES27yeI4WWhTJM/Pd85HHjJMBc+06/5x5+4H9+7XPqw/aHz08SefPtx49NlRJieKskMqhVSvQpIxwRN2qLkW7FWqGIlDwV6G4+9K/cspUxmXyS96lrJ+TIYJH3BKNIheP7r/ZxCyIU9yzcdnKad6oljRCCJFTnHL7jhdy23jREasp/hwpPs4DzR7o03gPBSEjos8yGIiRP6TlGlRFPuNrWDAhcCtyptyRQXDLT/V7ffKVSqMTeAeJDzDesTp2LK/7S+BbBu3tp3OMqOYR6dkZpFQTlk/L/bxKoR+FWru7K9zrliDVdeyXcerLEMm5Ok64s2TZsV7DtA9l+O1u9Z8goOBIjTnRX5y7Nvxsf81D1iacSGTogJetsZKgq6zu6DoOo+vpHiVcwc2yNlxd3xvbwGyDYDObvd/AdkrkOxbQy0Z2bekZK/gZN+SlL2K1VqwOdQyoffFXh4Wjdv7eAsflNWyh9mUJWKGs5RQFuHydsAQSZ1houQkiSAXtrgpjWAg4XrTEQ445gnOXWvHtTwf+p5r+duu1XHdAufY3LKeKTWIn0PQr6jMWgFvF5ZZZTwxq3N5ufPEltffu1kdC6KGzNQxT3RVzIGK86g4PgiYEEXe8oOUt48PLpfz+YfG9p3uTW/NEVOg+sbAVQ+KWwFcfFPWHapfXvF5bcyXj29TGsbtPIq3tiZgW2/GtBnAAzA0eqKUPG0GFoY/jmXMEj2JMZVJxtTUPORmH1gSXXzGX29swqmahi9PvGqy+bSz+fvbd7/99UJu/I0CFCGJKJqgGDGUIA1zgQjK4NdDHnJRCrI+ykGmYMaNnqECNcB3AlYMLAhIx/AdwqpXSRNYl5iZ8aYQRUBX4InRFvQfDGII1mVUBvMMxn+gnxnZ8MoIuUEuM5zBGALiA4P4HOQajcDiOs+4slzkcr1nyUqjAdozbDjklxpJyZMucQ5Ao0A2NhqMvjeWQ8AIzXoKO5DAeAgZlLu8QMCGcQQjMSMzKEmFSABPwVjufpnP1ezmFmeogFLw/nvwlydHUL07jvcz1MQzNG919AX6ErXg5HfRU/QjegG50tqz2qh2UlP15/WsflZ/Oze9e6fy+RxdaPVf/wWR+3Sf</latexit>

Loop =
R

dD`
(2⇡)D

Vertex: �! momentum conservation

The integrals we obtain by imposing such rules (and specifically the integra-
tion for each loop) are called Feynman integrals. There are two types of physical
singularities that Feynman integrals in QFT typically posses: ultra-violet (UV) sin-
gularities and infra-red (IR) singularities. UV divergences occur at large momenta,
whereas IR divergences occur for low momenta or long distances. Specifically, the
latter are classified as collinear and soft divergences. Both can be regularised by
introducing dimensional regularisation, i.e., a dimension D = d − 2ε. In general,
Feynman integrals have at most regular singularities in the kinematic variables and
the scaling exponents near a singularity are linear in the space-time dimension D.
In this thesis, we discuss Feynman integrals obtained from multi-loop Feynman
graphs. To set the notation for the remainder of this thesis, let us summarise the
parameters that identify a (multi-loop) Feynman graph:

Definition 2.1 (Feynman graphs). We denote by a Feynman graph G a graph
defined by the following sets:

• VG: the number of vertices

• nint: the number of internal edges (each attached to a vertex on either side)
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• next: the number of external legs (or half-edges) .

This just defines the graph as a picture. To bring physics into this picture, we
assign:

• to every external leg in next a momentum pi ∈ RD (or CD) ,

• to every internal edge in nint a mass mi ∈ R (or C) and a momentum qi,

• to every vertex some power of the coupling constant(s) appearing in the theory.

Note that due to momentum conservation, not all of the external momenta are
linearly independent. We denote by E the number of linearly independent external
momenta; generally E = next − 1 in four-dimensional spacetime.

Example 2.4 (ϕ4-theory: Simple One-Loop Graphs). In a scalar theory, the sim-
plest one-loop graphs are:

<latexit sha1_base64="qTo38JqnwVTloQcNTttOnk1D7dI=">AAAJk3ictVXbbtMwGDYDVlpOG4grbiy2SZ1ooiRd6WACTWND3Ewa0k5S001O4nVWnQOJu9FFeRqeinfgEbjgt5O2O3YrEp5SO7//7/tPXzQn4iwRhvHr3tT9Bw+nS4/KlcdPnj57PjP7YjcJe7FLd9yQh/G+QxLKWUB3BBOc7kcxJb7D6Z7T/Szv905onLAw2Bb9iLZ90gnYEXOJANPh7PTPiu3QDgtSwbpnEXNFL6ZZxfZicoqrWr1mLOIg9GgrZp1j0capLegPoeKmDiduN0vtxCecp9vEi0JOsyxbqSzYR4xzXK3rDUngstjlFFetSCyOLq+7wlhFbkHKfSyOmdutaZ/aQyJNw9UlfZSUz7xT0q8RJzyh7TRbwdcxtItQOdgaBy7KBq9GTTN0s/B0KA9Px9U+/32+qDsnaOgTNG7+I7aPYuKmLEu/H1iaf2C9ZTaNEsbDICuIhysfTWtQmTFqYtXQm66/uIIX8LrMYhnTExrwPk4i4lIPy67D5oUiwSQOe4EH/aGDCVQGjRswQ/2qCc28c6O3a5t3EZ4PzdSbNUO3cjw0ZGKwdg79L7GHkW8CFuOqS1UM6ccMjJO4Q9P54DC1Yz9lgciyj2Y+ofNUkxLBNRBZV4i0SZLaGGRyWSvqM9YsvXFXQa71HKf4kC+LLaf5X3prFvxyapqpm+ezHj90mdwF+G3ovD836c7S60PdmfrypLK1Bh8NwOtSwpPCG0P4mBLOC2WU5ITqvUZ0d1LKHQU8qn4CAds08C78OzqcmTN0Qy189WAWhzlUrK1w5jeykYdC5KIe8hFFARJw5oigBP5ayEQGisDWRinYYjgxdU9RhiqA7YEXBQ8C1i78duCtVVgDeJeciUK7EIXDEwMSowV4vihGB7xlVArnBPY/8JwpW+fGCKlilhn2YXeAsawYN8Eu0DF43Ib0C89BLrcjZVUCHaFlVQ2D/CJlkXW6Q551uInB1lU3GG0ozw5wOOr9BDoQwL4DGcguDxiwqtiDnaidKpagYCTAF8Muuy/zubm63OMMSSmYlwd/9bBr6eY73fy2NLe6VojiEXqN3qAqTL6JVtFXtAW5uqVKySi9L30ovyqvlNfK67nr1L0C8xJdWOXNv7pQuh8=</latexit>

Tadpole

nint = 1

next = 2

E = 1

Bubble

nint = 2

next = 2

E = 1

To conclude our discussion of Feynman graphs arising in QFT, let us summarise
the relevant steps for computing a scattering amplitude from these graphs:

Review: Computing a scattering amplitude from Feynman graphs

We typically compute the scattering amplitude at a specific loop order, which
corresponds to a particular order in the expansion of the coupling constant. For
the L-th loop order and next external particles of a given species, the following
steps can be applied:

1. Draw all allowed Feynman graphs. This can be done with existing soft-
ware, e.g., the packages QGraf [58] (or FeynArts [59]).

2. Perform all spinor algebra to obtain a decomposition in only scalar Feyman
integrals, e.g., with the packages FORM [60–62] (or FeynCalc [63–65]).

3. Write down the mathematical expressions for all appearing Feynman
graphs and compute the Feynman integrals.

4. Put everything back together.

24



Chapter 2

The focus of the next sections is on step 3, in particular on the computation
of massive multi-loop Feynman integrals. Similar integrals also appear in other
areas of physics, such as string theory. Moreover, the application of scattering
amplitude-based techniques in gravitational wave physics and cosmology has fur-
ther highlighted the importance of understanding and precisely computing these
integrals.

String Integrals

See also:
We give a more in
depth account of the
appearing geometries
in Chapter 3 and
explain how they are
associated to Feynman
graphs in Section 3.5

.

In the following chapters, we explore how connections to specific geometries can be
leveraged to compute Feynman integrals. Such connections also exist in the context
of string integrals, leading to an overlap in technical knowledge and computational
methods between the two fields. Standard literature for string integrals is [66, 67].

String amplitudes are path integrals describing scattering between states coming
in from infinity. Whilst the trajectory of a point particle is a worldline, strings sweep
out two-dimensional worldsheets. We distinguish between open and closed strings:
a closed string forms a loop, whereas an open string has endpoints. Notably, the
graviton corresponds to an excitation of a closed string, while the gluon arises as
an excitation of an open string. Consequently, in some theories, closed strings are
associated with gravity, whereas open strings correspond to gauge theory. Any
element of a string S-matrix is associated to some two dimensional worldsheet with
insertion points from interactions. Due to physical constraints, these worldsheets
take the form of Riemann surfaces with punctures. A Riemann surface with g
handles is referred to as a genus g surface. As in QFT we can arrange a string
amplitude by loops and the number of loops corresponds to this genus. For example,
a closed string amplitude of n external strings, Mn, can be expanded as

See also:
We discuss examples
for Feynman integrals
associated to Riemann
surfaces in Chapter 6
and Chapter 7. These
also appear in many
examples throughout
other parts of this
thesis.

Mn =
1

g2S
M(0)

n + M(1)
n + g2SM(2)

n + . . . , (2.11)

where gS is the string coupling constant. In contrast to QFT, in closed string
theory there is only one integral per loop order. For open and unoriented strings
there are more possibilities. In the former case, every L-loop string integral M(L)

n

is an integral over a genus L Riemann surface: M(0)
n is an integral over a punctured

Riemann sphere, M(1)
n is an integral over a punctured torus and for higher loops,

one considers higher genus Riemann surfaces. This connects the study of string
integrals to the study of Feynman integrals associated to Riemann surfaces, many
of which can also be written order by order in ε in terms of integrals over punctured
Riemann surfaces.

Additionally, closed string integrals are single-valued and connected to open
string integrals by the Kawai-Lewellen-Tye (KLT) relations [68].

See also:
We discuss the single-
valued construction in
Section 4.2 and we
apply it to construct
single-valued Feynman
integrals in Chapter 8.

In that sense, the
KLT relations are closely related to constructing single-valued versions of certain
integrals, which are also relevant for certain Feynman integrals.

Finally, let us note that a large amount of knowledge on Calabi-Yau varieties in
the Feynman integrals community, where it is used to compute Feynman integrals
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related to these varieties, is imported from the string theory literature. In super-
string theory, Calabi-Yau (CY) varieties arise as the geometry of the additional
space-time dimensions (in addition to the standard four dimensions in Minkowski
space-time).

Other Applications: Gravitational Waves and Cosmology

The success of methods and results from scattering amplitudes in particle physics
has led to their application in other areas. Here, we provide a brief, incomplete
overview of how these techniques are being applied in gravitational wave physics
and cosmology.

Gravitational Waves. The first observation of gravitational waves [69] as well
as subsequent observations [70] and the prospect of more sensitive gravitational
wave detectors [71, 72], have led to significant efforts in computing the associated
observables such as the gravitational waveform. Traditionally, these computations
have relied on numerical relativity, but in recent years scattering amplitude-based
techniques have been adopted. These involve a direct computation from appro-
priate amplitudes, different effective field theories as well as the worldline QFT
approach [73–75]. In many cases, these computations involve Feynman-like inte-
grals that can be solved with methods similar to the ones discussed later in this
thesis. For example, high-precision computations in the WQFT formalism are per-
formed with the differential equation method and by leveraging the Calabi-Yau
variety associated to the appearing integrals [4]. This provides further motivation
to better understand Feynman integrals associated with non-trivial geometries.

Cosmological Correlators. Cosmological correlators have recently also been
computed with methods developed for Feynman integrals, such as the differential
equations method [48, 76–82].

See also:
Twisted intersection
theory and specifically
its application to
Feynman integrals in
discussed in Chapter
4.

Specifically, these integrals can naturally be consid-
ered in the framework of twisted intersection theory, which has also been employed
for Feynman integrals. Additionally, notions such as cuts and a coaction are be-
ing developed for cosmological correlators [83]. Another application in cosmology,
which is closer to experimental observations, is the computation of loop integrals
in the Effective Field Theory of Large Scale-Structure for the one-loop bispectrum
analysis of the BOSS data, measuring cosmological parameters [84].

2.2 Feynman Integrals: Representations

The form of Feynman integral obtained by applying the Feynman rules in momen-
tum space to a Feynman graph is referred to as the momentum representation.
Other representations also exist and those are valuable for different applications.
In particular, we review momentum representation, Schwinger and Feynman pa-
rameter representation and Baikov representation.
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2.2.1 Momentum Representation

Let us begin by stating the form of a generic scalar multi-loop Feynman integral
in momentum representation, as one would read it off from a Feynman graph.
Similarly, one can also define a position space representation.

Definition 2.2 (Feynman Integrals in Momentum Representation). A scalar L-
loop Feynman integral with internal masses mi and external momenta pi in mo-
mentum representation is a function of the independent scalar products pi · pj of
the external momenta and the squared internal masses m2

i :

Iν({pi · pj}, {m2
i }) = eLεγE(µ2)ν−

LD
2

∫ ( L∏

r=1

dDℓr

iπ
D
2

)
nint∏

j=1

1

D
νj
j

(2.12)

with propagators Dj = q2j +m2
j where

ν =
next∑

j=1

νj and qj =
L∑

r=1

cjrℓr +
next−1∑

r=1

djrpr . (2.13)

Here and henceforth, we denote by ℓi the loop or internal momenta8, by L the loop 8The linear combination
of momenta in the qi
depends on the specific
graph and needs to be
chosen such that mo-
mentum is conserved at
each vertex.

number and γE is the Euler-Mascheroni constant. We call the entries νj of ν the
propagator powers. The renormalisation scale µ is introduced to make the action
dimensionless. Occasionally, we shorten Iν := Iν({pi · pj}, {m2

i }).

In general, the physical spacetime is a four-dimensional Minkowski space, whereas
the integral in eq. (2.12) is often initially considered in Euclidean space. One can
translate between these spaces with a coordinate transformation called the Wick
rotation. The integrals are labelled by ν, the collection of their propagator powers.
We can interpret a specific Feynman integral as a member of a family of Feynman
integrals indexed by these propagator powers. The concept of collecting a set of
Feynman integrals into a family will be useful because it allows us to interpret this
family as a vector space and define a basis for it. Additionally, we partition such
a family into sub-families or sectors. We characterise these sectors by introducing
the object

Θν = (θH(ν1), . . . , θH(νnint
)) with θH(x) =

®
1 x > 0

0 x ≤ 0
, (2.14)

the Heaviside step function. Every integral with the same value of Θν is said to
belong to the same sector. Those sectors can be (partially) ordered in a natural
way by the prescription

Θν ≥ Θµ if θH(νi) ≥ θH(µi) for 1 ≤ i ≤ nint . (2.15)

Let us illustrate these concepts with the example of the bubble integral family,
whose graph was given in Example 2.4.
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Example 2.5 (Bubble integral family). In momentum representation, the bubble
integral family with two distinct masses in D dimensions is

Iν ({p2}, {m2
1,m

2
2}) = eγEε(µ2)ν−

D
2 (−1)ν

∫
dDℓ

iπ
D
2

1

(ℓ2 −m2
1)

ν1((ℓ− p)2 −m2
2)

ν2
.

(2.16)

The three relevant sectors are depicted in figure 2.1.
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⇥1 = (1, 1) ⇥2 = (1, 0) ⇥3 = (0, 1)

m1

m2

pp

m1 m2

Figure 2.1: The bubble integral family has three master integrals, one in each
sector. The top sector contains the unequal mass bubble [left] and the other two
sectors contain tadpoles, each with one of the two masses of the full bubble integral
[middle and right].

Their graphs are called the bubble and the tadpole graphs. These serve as simple
examples for the remainder of this introductory chapter (and beyond).

Massless Feynman Integrals in D = 2 Dimensions. We comment here
specifically on massless Feynman integrals in D = 2 dimensions.

See also:
We discuss Feynman
integrals in two dimen-
sions in detail in Chap-
ter 8.

The propaga-
tors of eq. (2.13) for massless Feynman integrals take the following form:

Dj = qj(u,v)2 =

(
L∑

r=1

cjrur +
next−1∑

r=1

djrvr

)2

, cjr, djr ∈ {−1, 0, 1} . (2.17)

Here ur and vr denote generic internal and external coordinates in R2. These can
live either in position or in momentum space. In momentum space we set ur = ℓr
to be the loop momenta and vr to be the the external momenta pr. In any case,
we can replace the two-dimensional real vectors ur and vr by complex variables,
whose real and imaginary parts are the components of the real vectors. Explicitly,
in position space, we write

xj = u1j + iu2j and λj = v1j + iv2j . (2.18)

In these coordinates eq. (2.17) is

Dj = |qj(x,λ)|2 (2.19)
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and the full integral family for a Feynman graph G takes the form

IGν (λ) =

Å
− 1

2πi

ãL ∫
CL

(
L∧

j=1

dxj ∧ dx̄j

)
nint∏

j=1

1

|qj(x,λ)|2νj . (2.20)

Note that this from relies on the propagators being massless. We cannot trivially
express massive propagators as squared absolute values in the same way.

2.2.2 Schwinger and Feynman Parameter Representation

Two closely connected standard representations are the Schwinger and Feynman
parameter representations. Both of these are based on the Schwinger trick and
their building blocks are the graph polynomials. The Schwinger trick relies on the
formula

1

Aν
=

1

Γ(ν)

∞∫

0

dααν−1e−αA for A > 0 and Re(ν) > 0 . (2.21)

Applying it to each propagator of the form (−q2j +m2
j), one finds:

Iν =
eLεγE(µ2)ν−

LD
2∏nint

j=1 Γ(νj)

∫

αj≥0

dnintα

(
nint∏

j=1

α
νj−1
j

)∫ ( L∏

r=1

dDℓr

iπ
D
2

)
e−

∑nint
j=1 αj(−q2j+m2

j) .

The argument of the exponential function in the integrand can be expressed with
the matrices M and J :

nint∑

j=1

αj

(
−q2j +m2

j

)
= −

L∑

r=1

L∑

s=1

ℓr ·Mrs · ℓs +
L∑

r=1

2ℓr · Jr + J̃ . (2.22)

These matrices define the graph polynomials:

Definition 2.3 (Graph Polynomials). The first Symanzik polynomial is

U = det(M) (2.23)

and the second Symanzik polynomial is

F =
det(M)

µ2

Ä
J̃ + JTM−1J

ä
. (2.24)

With these polynomials one can define the following two representations:

Definition 2.4 (Feynman Integral in Schwinger Representation). A Feynman in-
tegral in Schwinger representation is

Iν =
eLεγE∏nint

j=1 Γ(νj)

∫

αj≥0

dnintα

(
nint∏

j=1

α
νj−1
j

)
[U(α)]−

D
2 exp

Å
−F(α)

U(α)

ã
(2.25)
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Definition 2.5 (Feynman Integral in Feynman Parameter Representation). The
Feynman parameter representation of a Feynman integral is given by

Iν =
eLεγEΓ

(
ν − LD

2

)
∏nint

j=1 Γ(νj)

∫

αj≥0

dnintα δ

(
1 −

nint∑

j=1

αj

)(
nint∏

j=1

α
νj−1
j

)
[U(α)]ν−

(L+1)D
2

[F(α)]ν−
LD
2

.

(2.26)

Note that by the Cheng-Wu theorem the delta distribution in the integrand can also
be replaced by a reparametrisation with any delta distribution of the form

δ

Ñ
1 −

∑

j∈J̃ ⊆{1,...,nint}

αj

é
. (2.27)

As an example we consider the bubble integral of Example 2.5.

Example 2.6 (The Bubble Integral in Feynman Parameter Representation). For
the bubble integral family of Example 2.6, we find

2∑

j=1

αj(−q2j +m2
j) = −(α1 + α2)ℓ

2 + 2α2 ℓ · p + (α1m
2
1 + α2m

2
2 − α2p

2) (2.28)

and thus

U(α) = α1 + α2 and F(α) =
1

µ2

[
(α1 + α2)

(
α1m

2
1 + α2m

2
2

)
− α1α2p

2
]
. (2.29)

Consequently, the Feynman parameter representation of this integral family is

Iν =
eεγEΓ

(
ν − D

2

)
∏2

j=1 Γ(νj)

∫

αj≥0

dα1dα2 δ (1 − α1 − α2)α
ν1−1
1 αν2−1

2

[U(α)]ν−D

[F(α)]ν−
D
2

. (2.30)

Massless case In the massless limit, i.e., for m2
1 = m2

2 = 0, this is

Iν ({p2}, {0, 0}) =
eεγEΓ

(
ν − D

2

)

Γ(ν1)Γ(ν2)

Å
− p2

µ2

ãD
2
−ν

1∫

0

dα1 α
D
2
−ν2−1

1 (1 − α1)
D
2
−ν1−1 .

(2.31)

This integral is the integral representation of a β function as in Definition 4.1 for

Re

Å
D

2
− ν2

ã
,Re

Å
D

2
− ν1

ã
> 0 .

Thus, it can also be written as

Iν ({p2}, {0, 0}) = eεγE
Γ
(
ν − D

2

)

Γ(ν1)Γ(ν2)

Å
− p2

µ2

ãD
2
−ν

β

Å
D

2
− ν2,

D

2
− ν1

ã
= eεγE

Å
− p2

µ2

ãD
2
−ν Γ

(
ν − D

2

)
Γ
(
D
2
− ν1

)
Γ
(
D
2
− ν2

)

Γ(ν1)Γ(ν2)Γ(D − ν)
. (2.32)
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2.2.3 Baikov Representation

In Baikov representation[8, 85], we choose the propagators themselves (and irre-
ducible scalar products) as integration variables.

Definition 2.6 (Feynman Integral in Baikov Representation). The integral of
eq. (2.12) in Baikov representation is

Iν({pi · pj}, {m2
i }) = eLεγE(µ2)ν−

LD
2

[detG(p1, . . . , pE)]
E+1−D

2

π
1
2
(nisp−L) [detC]

∏L
j=1 Γ

(
D−E+1−j

2

) Iν (2.33)

with9 9In this thesis, we
refer to the integral
eq. (2.34) as the Baikov
integral to distinguish
from the full Feynman
integral in Baikov
representation that
contains the pre-factor
in eq. (2.33).

Iν = Iν({pi · pj}, {m2
i }) =

∫

C

dnispz [B(z)]
D−L−E−1

2

nisp∏

s=1

z−νs
s . (2.34)

The

nisp =
1

2
L(L+ 1) + EL . (2.35)

integration variables z = (z1, . . . , znisp) are linearly independent scalar products
involving the loop momenta. In general, we choose nint of these to be the propagators
zi = Di of the graph. If nisp > nint, one can either add irreducible scalar products
as additional variables or equivalently one considers a larger graph with a sufficient
number of propagators and sets the powers νi of these additional propagators to
zero. The Gram determinants are defined as

detG(q1, . . . , qn) = det

á
−q21 −q1 · q2 . . . −q1 · qnisp

−q2 · q1 −q22 . . . −q2 · qnisp

...
...

. . .
...

−qnisp
· q1 −qnisp

· q2 . . . −q2nisp

ë
(2.36)

and the Baikov polynomial is

B(z) = detG (ℓ1, . . . , ℓL, p1, . . . , pE) . (2.37)

The determinant detC is independent of the integration variables zi and encodes
parts of the Jacobian due to the variable transformation. We denote regions where
the ratios of Gram determinants are positive by

Cj =

ß
detG(kj, kj+1, . . . , kL, p1, . . . , pE)

detG(kj+1, . . . , kL, p1, . . . , pE)
≥ 0

™
(2.38)

and define the integration region as

C = C1 ∩ C2 ∩ · · · ∩ CL . (2.39)
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In dimensional regularisation the exponent of the Baikov polynomial in the in-
tegrand of eq. (2.34) is non-integer and consequently the integrand is multi-valued.
The factors z−νs

s introduce additional branch points for non-integer νs and poles
for integer positive νs. In many higher loop cases, computing the Baikov repre-
sentation for the full integral in this way gives unnecessarily bloated expressions
which need to be simplified. In those cases, it is easier to transform the variables
loop-by-loop, viewing the remaining graph as external [86, 87]10.10In mathematical terms,

one can consider this
approach to be the con-
struction of a fibration.

We give here a simple example to illustrate Baikov representation, but refer
to Section 2.4 for further examples including ones where we use the loop-by-loop
approach.

Example 2.7 (Baikov Representation of Bubble Integral Family). We start with a
rather trivial one-loop example and compute the Baikov representation for the bubble
integral family of Example 2.5. It has two linearly independent scalar products, ℓ2

and ℓ · p as well as two propagators. Thus, one can choose as variables

z1 = ℓ2 −m2
1 and z2 = (ℓ− p)2 −m2

2 . (2.40)

The Baikov polynomial is

B (z1, z2) = p2(m2
1 + z1) −

1

4

(
p2 +m2

1 −m2
2 + z1 − z2

)2
(2.41)

and we obtain:

Iν ({p2}, {m2
1,m

2
2}) (2.42)

=

∫

C

ï
p2(m2

1 + z1) −
1

4

(
p2 +m2

1 −m2
2 + z1 − z2

)2
òD−3

2

z−ν1
1 z−ν2

2 .

In this case, the integration region C is just the region of R2 where the Baikov
polynomial eq. (2.41) is positive.

2.3 Feynman Integrals: Cuts

Different notions of cuts exist in the physics literature, and they are reviewed
concisely in [88] and we give a rather intuitive presentation here. They all have
in common that a certain set of propagators is cut and generally cutting means
replacing the propagators by some Dirac δ function. Here, we define a cut integral as
the original loop integral with the cut propagators put on-shell or equivalently, the
contour replaced by a contour that encircles only the poles of the cut propagators.
In momentum representation – see eq. (2.12) – cutting propagators j1, . . . , jr yields
the following expression:

Cutj1,...,jr [Iν ] = eLεγE(µ2)ν−
LD
2 ResDj1

=0...Djr=0

[∫ ( L∏

r=1

dDℓr

iπ
D
2

)
nint∏

j=1

1

D
νj
j

]
. (2.43)
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A precise definition and an extended discussion of cuts at one loop is given in [89].
Practically, it is often easier to compute cuts in Baikov representation, where the
integration variables include the propagators themselves:

Cutj1,...,jr
[
Iν({pi · pj}, {m2

i })
]
∼ Reszj1=0...zjr=0

[∫

C
dnispz [B(z)]

D−L−E−1
2

nisp∏

s=1

z−νs
s

]
.

(2.44)

The maximal cut is obtained by cutting all physical propagators. In general, the
contour associated with a given residue is not unique, and there exist multiple
linearly independent ways to take the maximal cut. A natural approach to defining
a basis for these linearly independent maximal cuts is by considering them as
periods of twisted (co-)homology groups (or their relative versions for non-maximal
cuts). To lay the groundwork for this discussion, we first introduce the concept of
cut integrands in an intuitive way.

See also:
The mathematical
background of this
framework is intro-
duced in Chapter 4,
and we explain how
to construct these
maximal cuts within
that context in Section
4.4.

Graphically, the cut propagators are denoted by slashed propagators and one
can associate a Feynman rule in momentum space to them:
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Cut propagator:

q

= 2⇡ �(q2) ✓(q0)

Combining this rule with the uncut Feynman rules, one can find a cut integrand.
Again, this is often most conveniently done in Baikov representation, with the
δ function δ(zi) for each cut propagator Di = zi. The branch-points and poles
of the resulting integrand (in the maximal cut, we generally have only branch
points, no poles) can then be used to determine a variety. One can find a basis of
independent contours and differentials on this space and compute their integrals.
These integrals form a basis of maximal cuts and we collect them in a matrix that
we call the maximal cut matrix.

This matrix preserves many of the (physical) properties of the full Feynman
integral family. In particular, since cut integrals are obtained from uncut ones by
taking a residue at zi = 0 for some values of i, all linear relations for uncut integrals
also hold for cuts (with all integrals where non-existent propagators are cut set to
zero) [90, 91].

2.4 Feynman Integrals: Examples

In this section we gather a number of examples to illustrate the concepts introduced
in the previous sections. At the same time, we introduce in that way many of the
Feynman integrals that we study in subsequent chapters.
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2.4.1 The Sunrise and Kite Integral Families

Kite graph:
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Sunrise graph:
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See also:
We compute the
unequal mass kite
integral family in
D = 2− 2ε in Chapter
7. The unequal mass
sunrise integral family
is solved in [92].

The sunrise integral
family also appears
in other examples
throughout this thesis,
e.g., in Examples 3.13
and 5.2.

In the previous sections we used the unequal mass bubble integral family as a
simple yet generic example for a one-loop graph. In fact, one can easily see that
the unequal mass bubble is the most generic two-point one-loop graph. As a natural
next step, we now consider the most general two-loop two-point graph. A two-point
graph with external momentum p and two loop-momenta ℓ1, ℓ2 has five linearly
independent irreducible scalar products:

{ℓ21, ℓ22, ℓ1 · ℓ2, ℓ1 · p, ℓ2 · p} . (2.45)

Thus, the most generic two-loop, two-point graph must have five internal propa-
gators and it is given by the kite graph, depicted as the upper graph in figure 2.2
and in the margin here.

Example 2.8 (The Kite Integral Family in Momentum Representation). In mo-
mentum representation, the kite integral family is

Iν = (−1)|ν|e2γEM
ε(µ2)|ν|−D

∫
dDℓ1
iπD/2

ddℓ2
iπD/2

1

Dν
, (2.46)

where ν ∈ Z5, D is a vector of the propagators

D1 = −ℓ21 +m2
1 − iϵ , D2 = −(ℓ2 − p)2 +m2

2 − iϵ ,

D3 = −(ℓ1 − ℓ2)
2 +m2

3 − iϵ ,

D4 = −ℓ22 +m2
4 − iϵ , D5 = −(ℓ1 − p)2 +m2

5 − iϵ .

(2.47)

Note that we included the factor (−1)|ν| to match with the conventions in [32]. As
in [32, 92], we choose µ = m3. The integral family has uniform transcendentality
and all integrals (besides the trivial double-tadpoles) are finite in two dimensions.

The sunrise integral family is a sub-family of the kite integral family. In fact,
there are two ways to obtain subtopologies belonging to sunrise families from the
kite integral family. Setting ν4 = ν5 = 0, we obtain a sunrise integral family with
propagators D1, D2, D3 – later denoted the (123)-sunrise – and setting ν1 = ν2 = 0
we obtain a sunrise integral family with propagators D3, D4, D5 – later denoted the
(345)-sunrise. The graphs for both of these families and their relation to the kite
graph are depicted in figure 2.2.
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Figure 2.2: The upper graph is the kite graph with five propagators to which we
associate distinct masses. Upon setting certain propagator weights to zero (or
graphically pinching the propagators) one obtains two distinct sunrise graphs.

See also:
We discuss elliptic
curves (for Feynman
integrals) in Section
3.2.

The kite integral and its sunrise sub-topology appears most prominently in self-
energy computations at two-loops (e.g., the electron’s or photon’s self-energy) –
see e.g., [28, 93–95]. The massive sunrise integral family is a thoroughly studied
integral family in the physics [96–104] as well as mathematics literature [105, 106],
as it is arguably the simplest Feynman integral in whose solution elliptic integrals
appear and has been studied for a long time [93]. We will later see how this
appearance of elliptic objects can be deduced from the maximal cut computed in
Baikov representation. Let us therefore derive the Baikov representation for the
sunrise integral family.

Example 2.9 (The Kite Integral Family in Baikov Representation). By eq. (2.45),
the sunrise integral family has five independent irreducible scalar products. Thus
in the standard approach of computing Baikov representation, one needs to intro-
duce two additional variables besides the three propagators – for example the two
additional propagators that complete a sunrise integral family to the kite integral
family. However, we choose to use the loop-by-loop approach, where we require only
one additional variable.11 We split the diagram in two one-loop graphs as depicted 11This example was also

discussed in [8].in figure 2.3 and parametrise each of them separately. From the viewpoint of the
first loop with loop momentum ℓ1, the second loop momentum ℓ2 is an external
momentum and thus the first loop can be parametrised as

dDℓ1

iπ
D
2

=
1

2
√
πΓ
(
D−1
2

) [detG(ℓ2)]
1−D

2 [detG(ℓ1, ℓ2)]
D−3
2 dz1dz3 . (2.48)
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Figure 2.3: We illustrate the loop-by-loop approach for computing the Baikov
representation of the sunrise integral family. The first loop has loop momentum ℓ1
and the second loop has loop momentum ℓ2.

The two Gram determinants contain the three irreducible scalar products ℓ21, ℓ
2
2, ℓ1 ·

ℓ2 and in addition to the two variables z1 and z3 we choose z4 = D4 to express
them all in Baikov variables. The second loop has loop momentum ℓ2 and the loop
momentum ℓ1 has already been integrated out (see figure 2.3). Thus, for this loop
the internal momentum is ℓ2 and the external one is p. It is parametrised by

dDℓ2

iπ
D
2

=
1

2
√
πΓ
(
D−1
2

) [detG(p)]1−
D
2 [detG(ℓ2, p)]

D−3
2 dz2 dz4 . (2.49)

Since the Gram determinants in this expression contain the irreducible scalar prod-
ucts ℓ22 and ℓ2 · p, they can be expressed solely in z2 and z4. Overall, we find for the
sunrise integral family in Baikov representation:

Iν ({pi · pj}, {m2
i }) = e2εγE(µ2)|ν−D (p2)

1−D
2

4πΓ
(
D−1
2

)2 Iν ({pi · pj}, {m2
i }) (2.50)

with the Baikov integral

Iν ({pi · pj}, {m2
i }) =

∫

Cll

Bll (z) · z−ν1
1 z−ν2

2 z−ν3
3 dz1dz2dz3dz4 , (2.51)

where

Bll (z) = [detG(ℓ2)]
1−D

2 [detG(ℓ1, ℓ2)]
D−3
2 [detG(ℓ2, p)]

D−3
2 (2.52)
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is expressed in coordinates z1, z2, z3, z4. We take the maximal cut, i.e. the residues
in z1, z2, z3 around 0, finding

MC
[
Iν ({pi · pj}, {m2

i })
]

=

∫ [
Bll (z)|z1,z2,z3→0

]
dz4 , (2.53)

where

Bll (z)|z1,z2,z3→0 ∼ zε4
(
(z4 − λ1 )(z4 − λ2 )(z4 − λ3 )(z4 − λ4 )

)− 1
2
−ε

(2.54)

with

λ1 = −(m1 +m2)
2, λ2 = −(m3 + p)2, (2.55)

λ3 = −(m3 − p)2, λ4 = −(m1 −m2)
2 . (2.56)

Banana graph:
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See also:
We compute the two-
dimensional and mass-
less version of these in-
tegrals in Example 8.1.

The L-loop banana integral is the L-loop generalisation of the sunrise integral.
Its one- and two-loop versions are the bubble (Example 2.5) and the sunrise integral.

Example 2.10 (Banana Integral Family in Momentum Representation). In mo-
mentum representation, the banana integral family is

Ibananasν ({p2}, {m2
i }) = e2εγE(µ2)ν−D

∫ ( L∏

k=1

dDℓk
iπD/2

)
δD

(
p−

L∑

i=1

ℓi

)
L+1∏

j=1

1

D
νj
j

(2.57)

with

Dj = (−ℓj +m2
j) . (2.58)

This integral family has been studied extensively in the literature as an example for
integrals with Calabi-Yau varieties associated to them [16, 18, 19, 22, 107].

2.4.2 The Non-planar Crossed Box Family

Non-Planar
Crossed Box
Graph:
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The non-planar crossed box family has the following form in momentum represen-
tation:

Inpcbν ({p2}, {m2}) = e2εγE(µ2)ν−D

∫
dDℓ1
iπD/2

dDℓ2
iπD/2

7∏

i=1

1

Dνi
i

, (2.59)

with

D1 = −ℓ21 +m2
1 − iϵ,D2 = −(ℓ1 − p1)

2 +m2
2 − iϵ,D3 = −(ℓ1 − p1 − p2)

2 +m2
3 − iϵ,

D4 = −ℓ22 +m2
4 − iϵ,D5 = −(ℓ2 − p3)

2 +m2
5 − iϵ,D6 = −(ℓ1 + ℓ2)

2 +m2
6 − iϵ,

D7 = −(ℓ1 + ℓ2 − p1 − p2 − p3)
2 +m2

7 − iϵ . (2.60)

Here, we consider all external particles to be massless, i.e., p2i = 0 and set D =
4 − 2ε. The integral only depends on the kinematic variables s = (p1 + p2)

2, t =
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(p2 + p3)
2 and the masses m2

i . This integral family appears for example in Moller
scattering and top pair production. Here, we consider the equal-mass non-planar
crossed box, which means that we set m2

i = m2. One can define dimensionless
variables, e.g., s/m2 and t/m2 and set m2 = 1 without loss of generality. In
[31] the varieties associated to this diagram and specifically how they depend on
the way the Baikov representation is computed are studied.

See also:
We discuss how to as-
sociate geometries to
Feynman integrals in
Section 3.5 and in par-
ticular, how to as-
sociate a hyperelliptic
curve to this integral
family.

We repeat here the
computation in the loop-by-loop approach. There are nine linearly independent
scalar products involving the loop momenta:

{ℓ21, ℓ22, ℓ1 · ℓ2, ℓ1 · p1, ℓ1 · p2, ℓ1 · p3, ℓ2 · p1, ℓ2 · p2, ℓ2 · p3} . (2.61)

We use as external momenta the independent set {p12 = p1 + p2, p2, p3} and split
the graph in two loops as depicted in figure 2.4.
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Figure 2.4: We illustrate the loop-by-loop approach for computing the Baikov
representation of the sunrise integral family. The first loop has loop momentum ℓ2
and the second loop has loop momentum ℓ1.

Example 2.11 (Non-Planar Crossed Box: Baikov Representation). We take as
the first loop the one spanned by the propagators 4, 5, 6, 7 and with loop momentum
ℓ2 (represented by the lower left graph in figure 2.4). The external parameters of
this loop are p12, p3, ℓ1 and we parametrise

dDℓ2 ∼ Bnpcb
1 (z)

4−D
2 Bnpcb

2 (z)
D−5
2 dz4dz5dz5dz7 (2.62)

with Bnpcb
1 (z) = detG(p12, p3, ℓ1) and Bnpcb

2 = detG(p12, p3, ℓ1, ℓ2) . (2.63)
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The Gram determinants can be expressed in the seven propagators (denoted z1, . . . , z7
in their role as coordinates) and an additional irreducible scalar product z8 = 1

2
ℓ1·p3.

In the following, we will be less precise concerning prefactors in the external vari-
ables, as we want to highlight the integrand in the coordinates zi. The second loop
is the one spanned by the propagators 1, 2, 3 and in a sense the additional one, 8
(represented by the lower right graph in figure 2.4). We parametrise:

dDℓ1 ∼ Bnpcb
3 (z)

4−D
2 Bnpcb

3 (z)
D−5
2 dz1dz2dz3dz8 (2.64)

with Bnpcb
3 (z) = detG(p12, p1, p3) and Bnpcb

4 = detG(p12, p1, p3, ℓ1) . (2.65)

From these parametrisations of both loops, we obtain for the maximal cut:
See also:
In Section 6.1.4 we
discuss a normalised
version of the Lau-
ricella function with
six parameters, which
is a model for the
maximal cut of the
equal-mass non-planar
crossed box.

Max-Cut
[
Inpcbν ({s, t}, {m2})

]
(2.66)

∼ Reszj1 ,...,zj7=0

[
Bnpcb
1 (z)

4−D
2 Bnpcb

2 (z)
D−5
2 Bnpcb

3 (z)
4−D
2 Bnpcb

4 (z)
D−5
2

(
7∏

i=1

z−1
i

)
8∏

i=1

dzi

]

=

∫
Bnpcb
1 (z)

4−D
2 Bnpcb

2 (z)
D−5
2 Bnpcb

3 (z)
4−D
2 Bnpcb

4 (z)
D−5
2

∣∣∣
z1,...,z7→0

dz8

=

∫
2
Ä
P npcb
2

ä− 1
2
Ä
P npcb
4

ä− 1
2
−ε
, (2.67)

where

P npcb
2 = (z − λnpcb1 )(z − λnpcb2 ) (2.68)

P npcb
4 = (z − λnpcb3 )(z − λnpcb4 )(z − λnpcb5 )(z − λnpcb6 ) (2.69)

with

λnpcb1 = −s(s+ t) + 2
√
m2st(s+ t)

2s
(2.70)

λnpcb2 =
−s(s+ t) + 2

√
m2st(s+ t)

2s
(2.71)

λnpcb3 =
1

4

Ä
−s−

√
−4m2s+ s2

ä
, (2.72)

λnpcb4 =
1

4

Ä
−s+

√
−4m2s+ s2

ä
(2.73)

λnpcb5 =
1

4

Ä
−s−

√
12m2s+ s2

ä
(2.74)

λnpcb6 =
1

4

Ä
−s+

√
12m2s+ s2

ä
(2.75)

The maximal cut of this diagram was first computed directly in momentum space
[108, 109]. In [31] different geometries arising from this maximal cut depending on
the mode of calculation were analysed.

39



Chapter 2

2.4.3 Fishnet Integrals

Fishnet graphs:
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See also:
We discuss how these
integrals can be com-
puted as single-valued
versions of twisted pe-
riods or equivalently
as Kähler potentials of
certain Calabi-Yau va-
rieties in Chapter 8.

Finally, we introduce a class of integrals known as fishnet integrals. These integrals
derive their name from fishnet graphs. Those can be obtained by cutting a a regular
tiling of the plane along a closed curve C that intersects the edges of the tiling.
This process defines a connected graph G, consisting of the external edges—those
intersecting C—and the interior edges, which lie within the enclosed region. An
example – with a rectangular tiling – is depicted in figure 2.5. In particular, we
consider the tiling in position space, where we denote the internal coordinates by
ξi and they are related to the momentum space coordinates by:

ℓµj = ξµj − ξµj+1 . (2.76)

The Feynman rules for massless fishnet integrals in position space are:
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a b!
R

dD⇠i ! [(a � b)2]�⌫

. (2.77)

Each vertex denotes an integration over the D-dimensional position space (the
number of vertices in position space equals the number of loops in momentum
space).
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C C

Figure 2.5: An illustration of how one obtains a fishnet graph by cutting along a
closed contour in a regular tiling. In this example, a 6-loop graph is cut from a
rectangular tiling, where the black graph depicts the position space representation
and the light-orange graph depicts the dual momentum space representation.

We consider vertices with 3, 4 and 6 edges attached. The internal edges are
propagators and we consider theories where they are raised to some (globally con-
stant) power ν. With these rules, we can associate to a fishnet graph G a Feynman
integral

IGν (σ) =

∫ [∏

i

dDξi

][∏

i,j

1

[(ξi − ξj)2]ν

] [∏

i,j

1

[(ξi − σj)2]ν

]
. (2.78)
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where σ are the external position space variables. We are particularly interested
in two-dimensional massless fishnet integrals. As in eq. (2.20), we can write these
integrals in D = 2 dimensions in complex coordinates, where they take the form:

IGν (λ) ∼
∫ [∏

i

dxi ∧ dx̄i

][∏

i,j

1

[|xi − xj|2]ν
] [∏

i,j

1

[|xi − λj|2]ν
]
. (2.79)

Of particular interest are fishnet integrals exhibiting conformal symmetry in two
dimensions. That means they are invariant under the operators of the conformal
algebra, see the discussion below and specifically eq. (2.85). Conformality is ensured
by assigning appropriate propagator powers. They have to be chosen, such that at
each vertex with V incoming propagators

V · ν = D , (2.80)

which means, we let ν = D
V

. We consider tillings with V = 3, 4, 6 (i.e., propagator
powers 2

3
, 1
2
, 1
3

in D = 2) with a particular focus on square tilings V = 4. In general,
fishnet integrals can be understood as correlation functions and in particular, for
square tilings (V = 4), they belong to the bi-scalar fishnet theory, see refs. [110,
111]. For more details on fishnet integrals in integrability, see e.g., refs. [112–115].

Symmetries of Fishnet Integrals

Conformal fishnet integrals not only exhibit symmetry under the conformal algebra
(as mentioned above) but also possess discrete symmetries. Moreover, there exist
correspondences between graphs of different valencies—these are known as the star-
triangle relations.

Yangian Symmetry. Feynman integrals are called conformal if they are annihi-
lated by the tensor product action of the Lie-algebra so(1, D+1). The correspond-
ing densities can be organised as level-zero generators Ja – which correspond to the
original generators of g – and the level-one generators Ĵa – which are constructed
from the level-zero ones:

JaIGν = ĴaIGν = 0 . (2.81)

These generators satisfy the following commutation relations:

[
Ja, Jb

]
= fab

cJ
c ,

[
Ja, Ĵb

]
= fab

cĴ
c , (2.82)

where fab
c are the structure constants of the algebra g. The action of these gener-

ators on the external labels λi is defined as follows:

Ja =
n∑

j=1

Ja
j , Ĵa =

1

2
fa

bc

∑

j<k

Jc
jJ

b
k +

n∑

j=1

śjJ
a
j , (2.83)
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where Ja
j represents a differential operator in the external variables λi. The con-

stants śj, known as evaluation parameters, characterize an external automorphism
of the Yangian algebra. Specifically, in D = 2 dimensions, the Yangian splits into
holomorphic and anti-holomorphic parts:

Y (so(1, 3)) = Y (sl2(R)) ⊕ Y (sl2(R)) . (2.84)

The generators Ja
j of Y (sl2(R)) are

Pµ
j = −i∂µλj

, Kµ
j = −2iλµj

(
λνj∂λj ,ν + ∆j

)
+ iλ2j∂

µ
λj
,

Lµν
j = i

Ä
λµj ∂

ν
λj

− λνj∂
µ
λj

ä
, Dj = −i

(
λµj ∂λj ,µ + ∆j

)
. (2.85)

Here, the scaling dimension ∆j corresponds to the conformal dimension that tells
how it transforms under dilations (scale changes), of the external leg j of the fishnet
graph. Since these generators act as differential operators, eq. (2.81) leads to a set
of partial differential equations satisfied by the fishnet integrals. Complete Yangian
invariance can be inferred from invariance under the level-zero Lie algebra together
with a single additional level-one generator—for example, the level-one momentum
generator P̂µ. Since the Yangian Y (so(1, D + 1)) contains the conformal algebra
so(1, D + 1) as a subalgebra, fishnet integrals are conformally invariant, with each
external point λj carrying a conformal weight ∆j. Consequently, a fishnet integral
associated with a given Feynman graph G can be expressed as

IGν (λ) = |FG(λ)|2 ϕG(χ) , (2.86)

where |FG(λ)|2 is an algebraic function carrying the conformal weight, while ϕGχ)
depends solely on conformal cross ratios such as

χijkl :=
λ2ijλ

2
kl

λ2ikλ
2
jl

, λij := λi − λj . (2.87)

Permutation symmetries In addition to Yangian symmetry, enforced by dif-
ferential operators, fishnet integrals also exhibit discrete symmetries under permu-
tations of the external points. In particular, for massless fishnet integrals there is
considerable freedom in these permutations. We denote by PermG the subgroup of
the permutation group of the external labels that leaves the integral invariant:

IGν (σ · λ) = IGν (λ) , for all σ ∈ PermG . (2.88)

In particular, every automorphism of G induces a permutation of the external labels
λj under which the fishnet integral remains invariant and Aut(G) is a subgroup of
PermG. Unlike Yangian symmetry, which is implemented via differential operators,
permutation symmetries act by exchanging labels. However, they can still be used
to generate additional operators that annihilate the integral family: a permutation
of the external points by σ ∈ PermG corresponds to a corresponding permutation
of the differential operators.

Ja
σ := σJaσ−1 and Ĵa

σ := σĴaσ−1 . (2.89)
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These operators define an alternative representation corresponding to a different
ordering, which also annihilates the integral. The level-zero generators remain un-
changed Ja

σ = Ja for all σ ∈ PermG whereas the permuted level-one operators
generally differ from the original ones. Since Yangian invariance follows from con-
formal invariance combined with the invariance under the level-one momentum
operator P̂µ, it suffices to examine how permutations act on the latter. For a non-
trivial reordering, the differential operator P̂µ

σ generally differs from P̂µ. In other
words, there exists a set of level-one momentum operators PermG that annihilate
I
(D)
G .

P̂µ
σI

G
ν = 0 , for every σ ∈ PermG . (2.90)

Star-Triangle Relations. The star-triangle relations allow us relate different
conformally-invariant integrals, in particular fishnet integrals. This allows a higher-
loop fishnet integral to be computed from a lower-loop one with modified propaga-
tor weights. In particular we can relate certain graphs in triangular (V = 3) and
hexagonal (V = 6) tilings. For α + β + γ = D, these relations allow to identify an
integration-star with a propagator-triangle,

∫
dDξ

(σ1 − ξ)2σ(σ2 − ξ)2β(σ3 − ξ)2γ
=

Xσβγ

(σ1 − σ2)2γ
′(σ2 − σ3)2σ

′(σ3 − σ1)2β
′ (2.91)
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with

Xαβγ = πD/2Γ(α′)Γ(β′)Γ(γ′)

Γ(α)Γ(β)Γ(γ)
, (2.92)

where we use the notation x′ = D/2 − x. Note that these relations do not provide
a one-to-one map between graphs from triangular and hexagonal tilings.

2.5 Feynman Integrals: Differential Equations

Currently, the standard approach for computing Feynman integrals analytically —
especially those with non-trivial underlying geometries or multiple parameters — is
the method of differential equations [116–120].

See also:
In Chapters 7 and 6 we
solve different families
of (Feynman) integrals
with this approach.

In a nutshell, this method involves
identifying a basis of so-called master integrals for a given family of Feynman
integrals and solving the differential equation that this basis satisfies. A key step
is transforming to a canonical basis of master integrals, where the solution can be
expressed algorithmically in terms of iterated integrals.
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2.5.1 Linear Relations Between Feynman Integrals

As discussed near Definition 2.2, Feynman integrals in the same dimension D with
the same set of propagators Di form a Feynman integral family, parametrised by the
values ν and can be further divided into different sectors. Importantly, there exist
linear relations among different members of the same family, and in fact, the integral
family defines a vector space with a finite basis. This statement becomes precise
when considering instead of the integrals themselves, their integrands as elements
of a (relative) twisted cohomology group, as we explore in Section 4.4.12 In the12Moreover, the IBP re-

lations discussed below
arise naturally from a
basis decomposition in
this framework [40, 41,
44–46].

physics literature, linear relations between integrals of the same family manifest
as integration-by-parts (IBP) relations [121, 122], dimensional shift identities, and
symmetry-induced linear relations among Feynman graphs. We review all of these
here, with particular emphasis on the IBP relations.

IBP Relations. IBP relations can be derived from identities of the form
∫

dDℓi
∂

∂ℓµi

Å
vµ

Dν1
1 . . . Dνm

m

ã
= 0 , (2.93)

with vµ being a linear combination of internal and external momenta. This identity
stems from the Poincaré invariance of Feynman integrals, which requires Feynman
integrals to be invariant under a shift of the loop momentum, i.e., under ℓ→ ℓ+ p,
where p is a constant momentum. This invariance implies the following relation

∫
dDℓ f(ℓ+ p) =

∫
dDℓ f(ℓ) . (2.94)

Expanding the integrand for small p gives:

∫
dDℓ f(ℓ+ p) =

∫
dDℓ f(ℓ) + pµ

∫
dDℓ

∂

∂ℓµ
f(ℓ) + O(p2) . (2.95)

From this expansion, it follows that all higher order terms and thus any total deriva-
tive must vanish, leading to the identity in eq. (2.93), where vµ is a combination
of internal and external momenta. Based on this result, we can now derive lin-
ear relations for Feynman integrals within a family. Note that any derivative in a
combination of internal and external momenta changes the powers of the appearing
propagators and otherwise only introduces scalar products of the external momenta
in the numerators, which are in particular independent of the loop momenta. In
that sense, one obtains on the left-hand side of eq. (2.93) a linear combination of
integrals from a particular family. Additionally, linear relations exist between dif-
ferent integrals within an integral family due to graph symmetries. Together, these
relations allow for a recursive determination of a basis of so-called master integrals
for the integral family. This standard recursive approach to find it is the so-called
Laporta algorithm [123, 124]. There are different publicly available packages [125–
128] that compute the IBP reduction of a family of master integrals based on the
Laporta algorithm. For the integrals considered in this thesis we used primarily the
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Mathematica Package LiteRed [129]. However, for many computations in parti-
cle phenomenology, but also in gravitational waves physics, the decomposition of
multi-parameter Feynman integral families in terms of master integrals is still a
bottleneck and thus its improvement is an active area of research. Different frame-
works are being used, such as Gröbner bases [129–136], twisted cohomology [40,
41, 44–46] and machine learning [137]. Note that as indicated in eq. (2.15), there is
a natural partial order for sectors of the family of Feynman integrals. We generally
sort the master integrals in a way that respects this ordering. Additionally, note
that the basis of master integrals is always finite and its dimension can be obtained
via critical point counting or equivalently an Euler characteristic [138, 139].

Dimensional Shift Relations. Linear relations also exist between Feynman
integrals of different dimensions, differing by multiples of two, known as dimensional
shift relations. They can easily be derived in Baikov representation, where the
dimension appears as an exponent of the integrand and a shift by D → D + 2
introduces an additional factor of B(z) in the integrand:

ID+2
ν ({pi · pj}, {m2

i }) =

∫

C
dnispz [B(z)]

D−L−E−1
2 B(z)

nisp∏

s=1

z−νs
s . (2.96)

Since B(z) is a polynomial in the z, the left hand side can be written as a linear
combination of integrals in D dimensions with shifted νs. Conceptually, these rela-
tions resemble IBP relations, as both the spacetime dimension and the propagator
exponents appear in the exponent and both classes of relations connect integrands
with different exponents. The dimension-shift relations were derived in ref. [140]
(see also ref. [141]). We denote the matrix encoding these dimensional shift rela-
tions by R(λ, ε) and refer to it as the dimension shift matrix :

ID+2
ν ({pi · pj}, {m2

i }) = R(λ, ε) IDν ({pi · pj}, {m2
i }) . (2.97)

One application of the dimension shift matrix is the following: Certain Feynman
integrals are easier to compute in specific dimensions, such as d = 2, while the
desired result is in four physical dimensions. The dimensional shift relations allow
us to translate results obtained in different dimensions.

2.5.2 Differential Equations for Feynman Integrals

Differentiating a Feynman integral with respect to an external parameter yields
a linear combination of integrals from the same family with different propagator
exponents. Any such derivative can be expressed as a linear combination of the
basis of master integrals. Specifically, for the vector I(λ, ε) of master integrals, this
results in a linear differential equation of the form [116–120]:

dextI(λ, ε) = A(λ, ε)I(λ, ε) . (2.98)

Note that we use both exterior derivatives with respect to the internal and the
external variables in this paper. For that reason, we introduce a notation for
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these derivatives and their sum: dint is the exterior derivative with respect to
the internal variables, e.g., the loop momenta, dext is the exterior derivative with
respect to the external variables and dfull = dint + dext. Often, we just write d, if
the considered variables are obvious from the context. The connection matrix A
can be decomposed as

A(x, ε) =
E∑

i=1

dλi Ai(λ, ε) , (2.99)

with the Ai(λ, ε)
13 consisting of rational functions in the external variables λ and13We often leave out the

explicit dependence
and shorten to A and
Ai.

ε. Note that if we sort the master integrals in a way that respects the partial
ordering of eq. (2.15)14, we obtain a matrix A that is block lower-triangular. By

14With the largest inte-
gral in this ordering be-
ing the last one.

construction, the matrix A is integrable, i.e., it satisfies the constraint

dA + A ∧A = 0 . (2.100)

We have considerable freedom in choosing the basis of master integrals and two
bases I′ and I can be related via a transformation matrix U(λ, ε):

I′(λ, ε) = U(λ, ε) I(λ, ε) . (2.101)

The corresponding connection matrices are related by

A′ = UAU−1 + dUU−1 . (2.102)

It is natural to expect that the differential equations derived from some bases are
easier to solve than others. Indeed, there exist specific bases, known as canonical
bases, which seem to be particularly useful for solving their differential equations.
The key properties we require of a canonical basis J(λ, ε) are the following:

• The connection matrix of the differential equation ε-factorizes, i.e. it takes
the form A(λ, ε) = ε ·B(λ) with B(λ) independent of ε.

• B(λ) has only simple poles.

While the first condition is straightforward, the interpretation of the second is
case-dependent. The properties of the canonical differential equation be a recur-
ring theme throughout this thesis.

See also:
In particular, we con-
sider the properties of
forms appearing in the
canonical differential
equation in Section 5.2
and discuss them with
specific examples in
Section 6.2.

For now, we focus on the implications of the
first property, which help us to identify a function space of iterated integrals and
ultimately lead us back to the second condition. In ref. [142], it was observed that
there exists a distinguished basis J(λ, ε) such that

dJ(λ, ε) = εB(λ)J(λ, ε) with B(λ) =
∑

i

Bi ωi , (2.103)

where the ωi are one-forms in λ. This differential equation can formally be solved
by

J(λ, ε) = Pγ(λ, ε)J0 with Pγ (λ, ε) = P exp

Ç
ε

∫

γ

B

å
, (2.104)
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where Pexp denotes the path-ordered exponential along some path γ from a point
λ0 to a generic space in the kinematics. The integrability of the connection guar-
antees that the path-ordered exponential depends only on the homotopy class [γ],
i.e. on the chosen endpoints and not the specific path. To account for the lower
boundary, the path-ordered exponential is multiplied with a boundary value J0,
i.e. with the vector of master integrals evaluated at the point λ0, which needs to
be computed separately. While the entries of A(λ, ε) are rational one-forms in λ,
the entries of B(λ) may not be rational. The transformation matrix U(λ, ε) that
expresses the change of basis to the canonical one generally involve the maximal
cuts of the Feynman integrals in integer dimensions, and the latter often contain
algebraic functions of the external kinematics and/or the periods and quasi-periods
of some algebraic variety. This non-rational dependence then typically arises in the
matrix B(λ). In practice one only needs the first few terms in the Laurent ex-
pansion around ε = 0. The path-ordered exponential in the solution of the ε-form
differential equation can easily be Laurent expanded:

J(λ, ε) =

Ç
1 + ε

∫

γ

B + ε2
∫

γ

B ·B + O(ε3)

å
· J0 . (2.105)

Note that the coefficients of this expansion are iterated integrals over the matrix
B. More specifically, we can write them as iterated integrals of the one-forms ωi:

Pγ(λ, ε) = 1 +
∞∑

k=1

εk
∑

1≤i1,...,ik≤p

Bi1 · · ·BikIγ(ωi1 , . . . , ωik) , (2.106)

where we defined the iterated integral:

Iγ(ωi1 , . . . , ωik) =

∫

γ

ωi1 · · ·ωik =

∫

0≤ξk≤···≤ξ1≤1

dξ1 fi1(ξ1) dξ2 fi2(ξ2) · · · dξk fik(ξk) .

(2.107)

Therefore, understanding the function space of the Feynman integral in a pertur-
bative expansion reduces to understanding these iterated integrals. Since these
integrals are determined by the differential forms ωi, this naturally leads us back
to the second condition imposed on the canonical basis: the requirement that the
forms have only simple poles. In many cases, this property manifests through a
decomposition the Feynman integrals in terms of multiple polylogarithms—a class
of functions defined by iterated integrals over one-forms of the type dx

x−c
.

See also:
We discuss these and
other iterated integrals
appearing in Feynman
integrals in Section 3.4.

There are
also examples where B(λ) involves modular forms [5, 22, 102–104, 143–147], the
coefficients of the Kronecker-Eisenstein series [92, 147] or periods of Calabi-Yau
varieties and integrals thereof [5, 21, 22, 24, 107]. While the existence of a canoni-
cal form for the differential equation remains conjectural, there is now substantial
evidence in its favour. In particular, in the case where the differential forms ωi are
d log-forms, there is a solid understanding of how to find the canonical basis, see,
e.g., refs. [116, 117, 148–152]. For cases where the canonical form cannot be ex-
pressed just in rational functions of the kinematic parameters λ, generic algorithms
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or packages do not exist, but there are different proposals for generic methods [24,
34, 107], which have been employed in many examples, some of which be discuss be-
low. Here, we apply them to the simple example of the bubble, we used throughout
the chapter to illustrate the above concepts:

Example 2.12 (The Equal Mass Bubble Family: Differential Equations). We
continue with the example introduced in Example 2.5. In that case an integral

reduction with LiteRed gives three master integrals, I =
(
I1,0 , I0,1 , I1,1

)T
. In

D dimensions and the dimensionless coordinate {λ1 =
m2

1

m2
2
, λ2 = p2

m2
2
} the initial

differential equation takes the formThe functions in eq. (2.108)
are:

a
1
1 =

D − 2

F (λ1, λ2)

a
2
1 =

(2 − D)(λ1 + λ2 − 1)

2λ2F (λ1, λ2)

a
1
2 =

(D − 2)(λ2 − λ1 − 1)

2λ1F (λ1, λ2)

a
2
2 =

(D − 2)(λ1 − λ2 − 1)

2λ2F (λ1, λ2)

a
1
3 =

(D − 3)(λ1 − λ2 − 1)

F (λ1, λ2)

a
2
3 = −

Ä
(D − 2) (λ1 − 1)2

ä
2λ2F (λ1, λ2)

+
2(1 + λ1)λ2 + (D − 4)λ2

2

2λ2F (λ1, λ2)
.

A =

Ñ
0 0 0

0 (D−2)
2λ1

0

a11 a12 a13

é
dλ1 +

Ñ
0 0 0
0 0 0
a21 a22 a23

é
dλ2 , (2.108)

with the aki,j in the margin and the function F (λ1, λ2)

F (λ1, λ2) = λ21 + (λ2 − 1)2 − 2λ1(1 + λ2) . (2.109)

Note that in D = 2 − 2ε dimensions, all except for the lower right entry are al-
ready in ε-form and we choose to work in this dimension. Then with a simple
transformation of the form

J = U I with U =

Ñ
1 0 0
0 1 0

0 0
√
F (λ1, λ2)

é
(2.110)

we obtain a differential equation in ε-form, dJ = εB J with

B =

Ñ
0 0 0
0 −dλ1

λ1
0

(B )3,1 (B )3,2 (B )3,3

é
(2.111)

where

(B )3,1 =
(λ1 + λ2 − 1)λ1dλ2 − 2λ1λ2dλ1

λ1λ2
√
F (λ1, λ2)

(2.112)

(B )3,2 =
(λ1 − λ2 + 1)λ2dλ1 + (λ2 − λ1 + 1)λ1λ2

λ1λ2
√
F (λ1, λ2)

(2.113)

(B )3,3 =
2λ2(1 − λ1 + λ2)dλ1 + (1 + λ2 − λ2)(1 − λ2 − λ2)dλ2

λ2F (λ1, λ2)
. (2.114)

Thus, the differential equation is in ε form and only contains simple poles as well
as the square-root

√
F (λ1, λ2). Note that this square-root can be removed with an

appropriate change of coordinates, see the standard literature [8]. Let us also shortly
comment on the special functions that appear in the simplest integrals of the family
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here: The tadpoles related to the upper left-block of the differential equation. Due to
the structure of the differential equation matrix, these can only be iterated integrals
over −dλi

λi
. Additionally, note that in the equal mass limit m1 = m2 = m with

the single dimensionless parameter λ = λ2 = p2

m2 , the basis reduces to two master

integrals with the initial basis being Ieq =
(
I1,0 , I1,1

)T
and the canonical differential

equation matrix reduces to

Beq =

Ç
0 0
1√

(λ−4)λ

1
4−λ

å
dλ . (2.115)

In that case, there is a simple transformation of variables that rationalizes the
square-root , which is

λ 7→ (1 + χ)2

χ

and after this transformation, the matrix takes the form

Beq =

Å
0 0
1
χ

1
χ
− 2

χ−1

ã
dχ . (2.116)

This differential equation matrix only has simple poles at χ = {0, 1,∞}.

This naturally raises several important questions, which we address through
various examples and the general discussion presented throughout the thesis:

• How can we systematically find the canonical differential equation?

• What can we understand about the appearing forms in the canonical differ-
ential equation and the corresponding iterated integrals?

Naturally, these questions are deeply interconnected. A systematic approach
to finding canonical differential equations depends on the specific properties we
require. These properties, in turn, serve as a means to constrain the space of iter-
ated integrals. Understanding these integrals is crucial not only for more efficient
numerical evaluations in phenomenological applications but also for gaining deeper
insight into the mathematical structures that arise in QFT.
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Geometries and Special Functions
for Feynman Integrals

In this chapter, we introduce basic notions related to the geometries that we asso-
ciate to Feynman integrals throughout the thesis. Those are depicted in figure 3.1.

See also:

• In Chapter 6 we
discuss a class of
functions that model
maximal cuts of Feyn-
man integrals related
to hyperelliptic curves,
specifically focusing on
genus one and two.

• In Chapter 7 we
solve the kite integral
family related to two
elliptic curves.

• In Chapter 8 we dis-
cuss fishnet integrals in
two dimensions, which
can be computed as
special single-valued
functions of periods
related to Calabi-Yau
varieties.
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Riemann Sphere

Genus 0

Torus

Genus 1

Riemann Surface

Genus g

Calabi-Yau Variety

Figure 3.1: Varieties appearing in Feynman integrals.
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First, in Section 3.1, we review objects related to varieties and in particular their
(co-)homology groups and periods. Then we examine two specific classes of vari-
eties: In Section 3.2 we focus on Riemann surface, in particular those arising from
hyperelliptic curves and in Section 3.3 we briefly cover Calabi-Yau varieties. Next,
in Section 3.4, we explore the iterated integrals associated with these geometric
objects. Finally, in Section 3.5, we outline how varieties can be related to Feynman
integrals, with a particular focus on examples that appear throughout the thesis.

Sections 3.1 to 3.3 and parts of Sections 3.4 and 3.5 are reviews based on the
existing literature. The following results were obtained during the PhD and
are already published:

♠ The construction of Abelian differentials in terms of Θ functions in
Section 3.4 was already presented in an appendix of [34], which resulted
from a collaboration with Claude Duhr and Sven Stawinski. The expres-
sions can easily be derived from the existing literature on Riemann Θ functions.

♠ The connection between conformal fishnet integrals in two dimensions and CY
varieties of Section 3.5 was already presented in [35] which resulted from a col-
laboration with Claude Duhr, Florian Loebbert, Albrecht Klemm and Christoph
Nega.
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3.1 (Co-)Homology Groups and Periods

Let us start by introducing the basic algebro-geometric definitions that we use
throughout this chapter irrespective of the variety we consider. In particular, we
characterise a variety by its (co-)homology groups and its periods.

Cycles, Differentials and Periods

See also:
We collect basic defi-
nitions of complex and
Kähler manifolds in
Appendix A.

Let M be a manifold with dimension D. In general, we work with complex
manifolds and a D-dimensional complex manifold can also be expressed as a 2D-
dimensional real manifold. We choose the complex coordinates z = (z1, . . . , zD)
and their complex conjugates z̄ = (z̄1, . . . , z̄D), where

zk = zk,r + izk,i and z̄k = zk,r − izk,i , (3.1)

with zk,r and zk,i being the real and imaginary parts of the coordinate zk
1. Then,1Note that we could

take the zk,r and zk,i
as coordinates for the
space in 2D real dimen-
sions.

one can define the operators

∂k =
∂

∂zk
=

1

2

Å
∂

∂zk,r
− i

∂

∂zk,i

ã
and ∂̄k =

∂

∂z̄k
=

1

2

Å
∂

∂zk,r
+ i

∂

∂zk,i

ã
(3.2)

and from these the exterior derivatives

dz =
D∑

k=1

dzk ∂k and dz̄ =
D∑

k=1

dz̄k ∂̄k (3.3)

as well as

d = dz + dz̄ . (3.4)

Any differential on M can locally be expressed as a (p, q)-form

ϖ = fϖ(z, z̄) dzi1 ∧ · · · ∧ dzip ∧ dz̄i1 ∧ · · · ∧ dz̄iq (3.5)

with p, q ∈ {0, . . . , D}. We denote the space of n-forms by Ωn(M,C) and it can
be decomposed into spaces of (p, q)-forms with p+ q = n denoted by Ω(p,q)(M,C).
The full exterior derivative of eq. (3.4) acts by d : Ωn(M,C) → Ωn+1(M,C). Of
particular interest are closed and exact forms on M:

Cn(M,C) = {n-form ϖ | dϖ = 0} (3.6)

Bn(M,C) = {n-form ϖ |ϖ = dϖ̃, where ϖ̃ is an n− 1-form} . (3.7)

Definition 3.1 (de-Rham Cohomology Group). The n-th de Rham cohomology
group of M is

Hn
dR(M,C) = Cn(M,C)/Bn(M,C) , (3.8)

i.e., it consists of equivalence classes of closed forms modulo exact forms.
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Naturally, one can split the cohomology group into subgroups of (p, q)-type and
obtain a Hodge decomposition:

Hn
dR(M,C) = ⊕p+q=nHp,q

dR(M,C) . (3.9)

In the middle cohomology, we can define an intersection form

⟨·, ·⟩ : Hn,0
dR(M,C) × Hn,0

dR(M,C) → C, with ⟨α, β⟩ =

∫

M
α ∧ β . (3.10)

Similarly to the de-Rham cohomology groups of differentials, we consider the sin-
gular or Betti homology groups of contours. The elements of the n-th singular
homology group on M are equivalence classes of closed n-chains ∆ taken modulo
boundaries. In particular, these n-chains are linear combinations of oriented sim-
plical subsets (i.e. one can think of them as oriented smooth submanifolds). More
specifically, we let ∂ be the operator that maps the n-chain to its boundary and

• Cn(M,Z) is the set of n-chains ∆, that fulfil ∂∆ = 0,

• Bn(M,Z) is the set of n-chains ∆, that are boundaries, i.e. ∆ = ∂∆̃.

Definition 3.2 (Betti Homology Group). The n-th singular or Betti homology
group of the manifold is

Hn(M,Z) = Cn(M,Z)/Bn(M,Z) . (3.11)

Its dimension bn = dim (Hn(M,Z)) is called the Betti number.

There exists a natural intersection pairing

Hp(M,Z) × HD−p(M,Z) → C , (3.12)

which computes the oriented topological intersection of cycles. We denote the
matrix of intersections between a basis of cycles by Σ in this context. The period
pairing maps tuples of Betti and de Rham (co-)cycles to complex numbers by
integration:

(∆, ϖ) 7→
∫

∆

ϖ . (3.13)

These integrals are the periods of the manifold. Here, we collect these periods of
basis elements in vectors and matrices. In particular, we denote by Π a vector of the
middle cohomology basis element integrated over the basis cycles (in particular for a
CY, where the middle cohomology is one-dimensional) and by P the period matrix
that contains all basis differentials integrated against basis cycles (in particular for
hyperelliptic curves).
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Picard-Fuchs Ideals

The computation of Feynman integrals as described in Section 2.5 is based on
Gauss-Manin differential equations. In general the periods defined by these inte-
grals also satisfy higher-order inhomogeneous differential equations, particularly in
the limit ε→ 0. We discuss these differential equations facilitated by the so-called
Picard-Fuchs operators in the context of CY periods and follow the discussion in
ref. [19]. The Picard-Fuchs ideal of a CY variety (or any other algebraic variety)
is the ideal of operators O that annihilate the periods, i.e.,

OΠ = 0 . (3.14)

Here we review some basic notions related to Picard-Fuchs operators and their
solutions. In particular, we write the Picard-Fuchs operators in the differential
operators

θz = z∂z and θ̄z = z̄∂z̄ . (3.15)

Single-Parameter Operators. A single-parameter differential operator of de-
gree deg has the form

O = qdeg(z)∂degz + qdeg−1(z)∂deg−1
z + · · · + q0(z) (3.16)

= q̃deg(z)θdegz + q̃deg−1(z)θdeg−1 + · · · + q̃0(z) , (3.17)

where qk(z) and q̃k(z) are polynomials in z. The leading coefficient qdeg(z) is called

the discriminant of O and also denoted by Disc(O). We let pi(z) = qi(z)
qdeg(z)

. Note,

that θz and ∂z are related by

θrz =
k∑

i=1

s2(r, k)zk∂kz or equivalently zr∂rz =
r−1∏

j=0

(θ − j) . (3.18)

This relation includes the Stirling number of second kind:

s2(r, k) =
1

k!

k∑

i=0

(−1)i
Å
k
i

ã
(k − i)r .

The singularities of a Picard-Fuchs operator can be classified into three categories:

Definition 3.3. Ordinary, regular singular and irregular singular points

• The differential equation has an ordinary point at z = z0 if the coefficient
functions pi(z) are analytic in a neighbourhood of z0 for all 0 ≤ i ≤ deg.

• The differential equation as a regular singular point if (z − z0)
deg−ipi(z) is

analytic in a neighbourhood of z0 for all 0 ≤ i ≤ deg.

• A point that is neither an ordinary nor a regular singular point is called a
irregular singular point.
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All singular points are zeroes of the discriminant.

Definition 3.4 (Fuchsian differential equation). A differential equation without
irregular singular points is called a Fuchsian differential equation.

To solve Fuchsian differential equations locally around a point z0, we generally
use the Frobenius method.

See also:
In Example 3.10 we
apply the Frobenius
method to the Legen-
dre curve family.

Review: Frobenius Method in One Variable

1. Choose a point z0 and determine whether it is an ordinary or a regular
singular point. In general, we perform a coordinate transformation, such
that z0 = 0.

2. The starting point is the indicial equation

q̃deg(0)αdeg + q̃deg−1(0)αdeg−1 + · · · + q̃0(0)α = 0 . (3.19)

The solutions α of this equation are the indicials or local exponents near
z0 = 0.

3. Make ansätze for the independent solutions of the differential equation

Of(z) = 0 , (3.20)

near z0 = 0. There are deg independent solutions and they take the
following form:

• Ordinary: There are deg solutions α1, . . . , αn to the indicial equation
eq. (3.19) and the solution space of O near z0 = 0 is spanned by

zαiFi,0(z) = zαi

∞∑

k=0

ci,kz
k for 1 ≤ i ≤ deg with ai,0 ̸= 0 . (3.21)

In general, we choose the normalisation ci,0 = 1.

• Regular singular: The indicials come with some multiplicity:

{α1, . . . , α1

deg1

, α2, . . . , α2

deg2

, . . . , αm, . . . , αm

degm

} , (3.22)

where deg1 + deg2 + · · · + degm = deg. A singular point, where all
indicials are equal is called a point of maximal unipotent monodromy
or short MUM-point. One can collect the information of the singular
points z1, . . . , zs in the so-called Riemann P symbol :





z1 z2 . . . zs
α
(1)
1 α

(2)
1 . . . α

(s)
1

...
...

...
...

α
(1)
deg α

(2)
deg . . . α

(s)
deg





(3.23)
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Each of the distinct indicials αi comes with degi solutions. The solu-
tions have branch cuts, which are reflected by the appearance of log
functions in the solution. Explicitly, the k-th solution with indicial
αi takes the form

zαi

k∑

j=0

1

(k − j)!
logk−j(z)Fi,j(z) for 0 ≤ k ≤ degi−1 . (3.24)

In particular, the lowest orders are:

zαiFi,0(z) (3.25)

zαi [log(z)Fi,0(z) + Fi,1(z)] (3.26)

zαi

ï
1

2
log2(z)Fi,0(z) + log(z)Fi,1(z) + Fi,2(z)

ò
(3.27)

4. Apply the operator O to the ansätze and solve for the Fi,j(z). Generally,
we normalise by Fi,j(0) = 1.

Multi-Parameter Operators Similarly, one can build Picard-Fuchs operators
in m variables from the operators θz1 , . . . , θzm . Their solution can also be obtained
with the Frobenius method around singular points z0. For more details on the form
of the solutions and subtleties in that case, see e.g., refs. [19, 38].

3.2 Riemann Surfaces and Hyperelliptic Curves

In this chapter, we discuss Riemann surfaces, i.e. one-dimensional complex oriented
manifolds. They are distinguished by their genus g, which generally amounts to
the number of holes in the surface.

See also:
We discuss the special
functions in Sections
3.4.3 and 3.4.4.

We restrict the discussion to Riemann surfaces
that are hyperelliptic curves. We start by reviewing central objects related to
hyperelliptic curves and specifically discuss their periods in Subsection 3.2.1. For
more details, we refer to the standard literature on Riemann surfaces and their
special functions [153–157] (see also [158, 159] for recent reviews in the physics
literature). Then we focus on the genus one case, which is particularly relevant for
Feynman integrals, in Subsection 3.2.2.

3.2.1 Basics on Hyperelliptic Curves
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All hyperelliptic curves are Riemann surfaces (but not all Riemann surfaces are
hyperelliptic curves).

Definition 3.5 (Riemann surface). A Riemann surface is a connected one-dimensional
complex analytic manifold or equivalently, a connected two-dimensional real mani-
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fold R with a complex structure on it, i.e. an atlas of charts to the open unit disc
such that the transition functions are holomorphic.

In particular, we consider compact Riemann surfaces:

Theorem 3.1. Any compact Riemann surface is homeomorphic to a sphere with
handles. The number of handles is called the genus of the surface.

We illustrate a Riemann surface as described in Theorem 3.1 in 3.2.
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Figure 3.2: We can picture a Riemann surface of genus g as a sphere with g handles.

A hyperelliptic curve is defined by the polynomial equation

y2 = Png+2(x) =

ng+2∏

i=1

(x− λi) , (3.28)

where the genus g of the curve is given by

g =

®
ng

2
, if ng is even,

ng+1

2
, if ng is odd.

(3.29)

A hyperelliptic curve is referred to as even or odd, depending on whether ng is even
or odd.2 The hyperelliptic curve in eq. (3.28) has branch points at 2Most of the notions de-

scribed in this section
apply similarly in both
cases, and any differ-
ences will be specifi-
cally pointed out.

λ = (λ1, . . . , λng+2).

We typically set λ1 = 0 and λ2 = 1. The points (x,±y) satisfying the condition in
eq. (3.28) fulfil

y± = ±

Ã
2g+2∏

i=1

(x− λi) , (3.30)

and thus define two Riemann sheets, which can be glued together along g+1 branch
cuts. We choose these cuts as

[λ1, λ2], [λ3, λ4], . . . , [λ2g−1, λ2g], and

®
[λ2g+1, λ2g+2], if ng is even,

[λ2g+1,∞], if ng is odd.
(3.31)

The resulting Riemann surface Σλ is topologically equivalent to a Riemann sphere
with g handles. Notably, any Riemann surface of genus two is necessarily hyper-
elliptic, meaning that restricting to hyperelliptic curves is only a limitation for
g ≥ 3.
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Canonical Cycles for a Hyperelliptic Curve

In general, the homology group H1(Σλ,Z) is 2g dimensional. That means there
are no non-trivial cycles for the (genus zero) Riemann sphere (Section 3.4.1) and
two cycles for the (genus one) torus (Section 3.2.2). If we consider a punctured
Riemann surface, the number of basis cycles generally increases. In general, a
canonical basis for the homology group H1(Σλ,Z) of a hyperelliptic curve of genus
g (without punctures) can be split into g a-cycles, denoted by ai, and g b-cycles,
denoted by bi. Here, canonical refers to the fact that the topological intersection
numbers of the cycles, as given by the intersection pairing [•|•], adopt the following
simple (symplectic) form:

[ai|aj] = 0, [bi|bj] = 0, [ai|bj] = −[bi|aj] = δij . (3.32)

A canonical basis of cycles for an even hyperelliptic curve of genus g is depicted
in figure 3.3. The figure looks the same for an odd hyperelliptic curve of genus g,
with λ2g+2 replaced by ∞. Note that for a punctured Riemann surface, one needs
to add cycles encircling each of the punctures.
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Figure 3.3: There are 2g canonical cycles for an even hyperelliptic curve of genus
g. Note that the canonical cycles for an odd hyperelliptic curve of genus g can be
chosen in a very similar way, with the point λ2g+2 replaced by ∞.

In figure 3.4 we illustrate how these cycles can be drawn on the corresponding
Riemann surface of genus g depicted as a sphere with handles.
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Figure 3.4: The canonical cycles on a Riemann surface of generic genus g wind
around the holes.

60



Chapter 3

Abelian Differentials and Periods on the Hyperelliptic Curve

All rational differentials on a hyperelliptic curve – in algebraic coordinates x, y or
geometric coordinate z – can be classified into three classes of so-called Abelian
differentials:

Definition 3.6 (Abelian differentials).

• Abelian differentials of the first kind are holomorphic differentials.

• Abelian differentials of the second kind are meromorphic differentials with
vanishing residues at the poles.

• Abelian differentials of the third kind are meromorphic differentials with non-
vanishing residues.

In the following paragraphs, we construct bases for these classes of differentials
using linear combinations of the simple forms:

xi dx

y
. (3.33)

See also:
We give the Laurent
expansions of these
monomials in Ap-
pendix D.1.

This construction is based on determining the residues of the simple differentials
via a Laurent expansion. Notably, since the Laurent series for differentials on
even and odd hyperelliptic curves differ, the construction depends on whether we
consider an even or an odd hyperelliptic curve.

Abelian Differentials of the First Kind & the Normalized Period Matrix.
As a basis for the holomorphic or first kind Abelian differentials of an (even or odd)
hyperelliptic curve, we can choose the g one-forms Example: A basis

of holomorphic differ-
entials for hyperelliptic
curves of genus zero to
two is given by the fol-
lowing sets:

Genus 0 : {}

Genus 1 :

ß
dx

y

™
Genus 2 :

ß
dx

y
,
xdx

y

™
.

ϖi =
xi−1dx

y
, 1 ≤ i ≤ g . (3.34)

The integrals of the first kind basis differentials over the a or b-cycles are the a-
and b-period matrices,

Aij =

∫

aj

xi−1dx

y
, Bij =

∫

bj

xi−1dx

y
, i, j = 1, . . . , g . (3.35)

See also:
In Example 3.8, we
give explicit expres-
sions for these periods
for a family of elliptic
curves in terms of ellip-
tic integrals.

The (normalized) period matrix, is the quotient of the a- and b-period matrices:

Ω = A−1B . (3.36)

This normalized period matrix is a symmetric g × g matrix with positive definite
imaginary part.
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Example 3.1 (Period Matrix for Hyperelliptic Curves of Genus One). For an
elliptic curve, the a- and b-periods are commonly denoted as

ω1 =

∫

a

dx

y
, ω2 =

∫

b

dx

y
. (3.37)

The normalized period matrix reduces to a single scalar, commonly denoted the
modular parameter:

τ =
ω2

ω1

. (3.38)

Example 3.2 (Period Matrix for Hyperelliptic Curves of Genus Two). At genus
two the a- and b-periods are 2 × 2 matrices

A =

Ç ∫
a1

dx
y

∫
a2

dx
y∫

a1

xdx
y

∫
a2

xdx
y

å
, B =

Ç ∫
b1

dx
y

∫
b2

dx
y∫

b1

xdx
y

∫
b2

xdx
y

å
. (3.39)

The normalized period matrix allows us to define the Jacobian of the hyperel-
liptic curve:

Definition 3.7 (Jacobian variety). Let

Λ = {2πiN + ΩM |N,M ∈ Zg} . (3.40)

The complex torus

Jac(Σλ) = Cg/Λ (3.41)

is called the Jacobian variety.

A Riemann surface of genus one is conformally equivalent to its Jacobian variety.
The canonical differentials w1 = {w1|1, . . . , w1|g} on the Riemann surface are defined
by the normalization ∫

ai

w1|j = δij . (3.42)

They can be related to the basis choice of eq. (3.34) in algebraic coordinates by

ϖi =

g∑

j=1

Aij w1|j . (3.43)

We denote by u the Abel map:

u : Σλ → Jac(Σλ), u(x, y) =

∫ y

x

w1 =

Ç∫ x

y

w1|1, . . . ,

∫ x

y

w1|g

å
. (3.44)
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Abelian Differentials of the Second Kind. For the Abelian differentials of
the second kind in algebraic coordinates, we choose forms

Ψi(x)

y
dx , with Ψi(x) =

2g∑

j=1

cjx
j , (3.45)

where the coefficients cj are such that they have poles at infinity, but their residues
vanish. To construct a basis, one must find g linearly independent differentials
of this form, which we denote by ϖg+1, . . . , ϖ2g. The construction depends on
whether the underlying hyperelliptic curve is even or odd and we use the Laurent
expansions given in Appendix D.1. For instance, in the case of an odd hyperelliptic
curve, the differentials xidx

y
for i ≥ g have a pole but no residue at ∞. In contrast,

for an even hyperelliptic curve, they have a residue at ∞, which must be cancelled
by adding appropriate counter-terms. It is important to note that there is consid-
erable freedom in choosing the basis: clearly we can add any linear combination of
differentials of the first kind (which are holomorphic) without affecting the residue.
The integrals of the second kind differentials over the a and b cycles are the a- and
b-quasi-period matrices,

Ãij =

∫

aj

dxΨi(x)

y
, B̃ij =

∫

bj

dxΨi(x)

y
, i, j = 1, . . . , g . (3.46)

Let us illustrate this with some examples:

Example 3.3 (Second Kind Abelian Differentials at Genus One). At genus one,
for an odd elliptic curve, a basis of second kind differentials is given by the single
element

x dx

y
. (3.47)

The quasi-periods are

η1 =

∫

a

x dx

y
, η2 =

∫

b

x dx

y
. (3.48)

For an even elliptic curve of genus one, we can choose for example:Å
x2 − s̃1

2
+
s̃2
6

ã
dx

y
, (3.49)

where we denote by s̃k the kth elementary symmetric polynomial in the branch
points λi (including for the choice λ1 = 0, λ2 = 1) – e.g., s̃1 =

∑ng+2
i=1 λi, s̃2 =∑ng+2

i,j=1,i<j λiλj, . . . .

Example 3.4 (Second Kind Abelian Differential at Genus Two). For a genus two
hyperelliptic curve we need two second kind differentials. For an odd hyperelliptic
curve, we choose:

Ψ2,o
1 (x)dx

y
,

Ψ2,o
2 (x)dx

y
, (3.50)
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with the polynomials

Ψ2,o
1 (x) =

(
3x3 − 2s̃1x

2 + s̃2x
)

and Ψ2,o
2 (x) = x2 . (3.51)

For an even hyperelliptic curve, we choose:

dx

y
,

xdx

y
,

Ψ2,e
1 (x)dx

y
,

Ψ2,e
2 (x)dx

y
,

x2dx

y
(3.52)

with the polynomials

Ψ2,e
1 (x) = 4

Å
x4 − 3

4
s̃1x

3 +
1

2
s̃2x

2 − 1

4
s̃3x

ã
and Ψ2,e

2 (x) = 2

Å
x3 − 1

2
s̃1x

2

ã
.

(3.53)

Abelian Differentials of the Third Kind. To complete the basis of Abelian
differentials, one must include an Abelian differential of the third kind for each
puncture of a punctured Riemann surface. An even hyperelliptic curve always hasExample: For even

hyperelliptic curves of
low genus, the third
kind differentials with
residue at ∞ are

Genus 1 :
xdx

y

Genus 2 :
x2dx

y
.

a puncture at ∞, meaning that at least one third-kind differential must be added
in this case. We choose this differential to be

ϖ2g+1 =
xgdx

y
. (3.54)

For any additional puncture at a point c, we add another third kind Abelian dif-
ferential of the form

ϖc =
dx

y(x− c)
. (3.55)

These have simple poles at (x, y) = (c,±yc) with yc =
√
Pg(c) for a fixed choice of

branch.

Summary. The basis of Abelian differentials for a hyperelliptic curve of genus g
with punctures at the points {c1, c2, . . . } has the following elements:

first kind

ϖ1, . . . , ϖg,
second kind

ϖg+1, . . . , ϖ2g

odd curve

,
third kind

ϖ2g+1

even curve

, . (3.56)

Computing the periods between these differentials and the basis cycles, we obtain
the period matrix

P =

Ç∫
γj

ϖi

å
=

Ñ
A B ⋆

Ã B̃ ⋆
⋆ ⋆ ⋆

é
, (3.57)

where the upper-left blocks are the already discussed a- and b-cycle (quasi-)periods.
For an odd hyperelliptic curve with no punctures, these blocks make up the full
period matrix. The elements ⋆ are periods from (co-)cycles related to punctures,
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including the puncture at ∞. The entries of the (quasi-)period matrices can be
expressed in terms of Lauricella D functions.

See also:
We define the Lau-
ricella D function
in Definition 4.174.
Additionally note that
due to their special
role in period matrices
of hyperelliptic curves,
families of Lauricella
functions are a model
for hyperlliptic max-
imal cuts, which we
discuss in Chapter 6.

These matrices satisfy quadratic
relations, specifically the classical Riemann bilinear relations:

2∑

i=1

ï∫
ai

ω

∫

bi

η −
∫

bi

ω

∫

ai

η

ò
=

∫

∂C
fη , (3.58)

where ω, η are one-forms and f is a primitive of ω, i.e., df = ω, see, e.g., [160]
for details. The integral on the right-hand side is taken over the boundary of the
fundamental domain C, which is obtained by cutting the hyperelliptic curve along
all homology cycles. This integral can be interpreted as a sum of residues on the
hyperelliptic curve. Alternatively, these relations can also be derived by considering
the limit ε→ 0 of the twisted Riemann bilinear relations [50].

Example 3.5 (Bilinear Relations for Odd Hyperelliptic Curve of Genus One). The
periods of Example 3.1 and the quasi-periods of Example. 3.3 satisfy the Legendre
relation,

ω1η2 − ω2η1 = −8πi . (3.59)

Example 3.6 (Bilinear Relations for Hyperelliptic Curves of Genus Two). Choos-
ing the bases of Abelian differentials as in the examples above, one can obtain the
following simple relations, referred to as generalized Legendre relations, from the
Riemann bilinear relations [161] (see also [160])Å

A B
Ã B̃

ãÅ
0 1

−1 0

ãÅ
A B
Ã B̃

ãT
= 8πi

Å
0 1

−1 0

ã
. (3.60)

More explicitly, these provide three independent quadratic relations between 2 × 2
matrices,

BAT −ABT = 0 , (3.61)

B̃ÃT − ÃB̃T
= 0 , (3.62)

B̃AT − ÃBT = 8πi1 . (3.63)

By taking the inverse of the above matrix equation (3.60) we find two additional
relations

AT Ã− ÃTA = 0 , (3.64)

BT B̃ − B̃TB = 0 .

3.2.2 Elliptic Curves and Tori
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Now we discuss in some more detail the genus one case, i.e. elliptic curves or tori.
We already learned that a hyperelliptic curve is related to different objects (i.e.
the curve itself, the Jacobian variety, a double-cover of a higher genus Riemann
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surface). For the genus one case, these are particularly well-studied and we only
scratch the surface here. For some more mathematical background, we refer to the
standard literature [162] as well as different reviews in the physics literature [8,
144, 163]. In the integrals we discuss in later chapters of this thesis, elliptic curves
generally arise via their polynomial equations, i.e. as (odd) cubics

y2 = (x− λ1)(x− λ2)(x− λ3) (3.65)

and (even) quartics

y2 = (x− λ1)(x− λ2)(x− λ3)(x− λ4) . (3.66)

Definition 3.8 (Elliptic Curve). More specifically, any elliptic curve can be written
as the locus of a cubic equation in P2

C with only one point, the base point, on the
line at ∞ and every elliptic curve has an equation of the form

y2 = 4x3 − g2x− g3 (3.67)

written in non-homogenous coordinates x = X
Z

and y = Y
Z
(where the base point in

homogenous coordinates is at [0, 1, 0]). This form is called the Weierstrass normal
form.

Note that despite the Weierstrass standard form being a cubic, any quartic with
distinct roots can be brought in Weierstrass form by a specific transformation and
therefore we can call both even and odd curves elliptic. At this point, we already
observe that different polynomial equations might define the same elliptic curve.
To uniquely classify the curve, one can compute the so-called j-invariant:

j =
1728g2
g32 − 27g3

. (3.68)

Example 3.7 (Legendre form). A Weierstrass equation is in Legendre form, if it
can be written as

y2 = x(x− 1)(x− λ) . (3.69)

By choosing λ as a parameter and considering the moduli space of Legendre
curves, one has a simple example for a family of elliptic curves and we come back
to this example repeatedly. The (co-)homology groups for even and odd elliptic
curves were already given in Examples 3.1 and 3.3. We depict the cycles again for
this specific case in figure 3.5.
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Figure 3.5: The elliptic curve has two cycles, which are realised as two independent
contours wrapping the hole of the torus.
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An elliptic curve is characterised by its modular parameter τ , which is com-
puted as a ratio of the individual periods. Generally, the periods evaluate to linear
combinations of elliptic integrals. The complete elliptic integrals of the first and
second kind are defined as

K(λ) =

∫ 1

0

dx√
(1 − λx2)(1 − x2)

and E(λ) =

∫ 1

0

dx

 
1 − λx2

1 − x2
. (3.70)

Example 3.8 (Periods and Quasi-Periods of the Legendre Curve). For the ba-
sis choice of Example 3.1 and the Legendre curves of Example 3.7 labelled by the
parameter λ, we find

ω1 = 2

∫ 1

0

dx

y
=

4√
λ

K(λ−1) and ω2 = 2

∫ 1

λ

dx

y
=

4√
λ

K(1 − λ−1) , (3.71)

η1 = 4
√
λ
(
K
(
λ−1
)
− E

(
λ−1
))
. (3.72)

Consequently, the Legendre relations of eq. (3.59) give relations between elliptic
integrals. In particular, those can be reduced to the generic relation

K(u)E(1 − u) + E(u)K(1 − u) − K(u)K(1 − u) =
π

2
. (3.73)

Additionally, we use the incomplete elliptic integrals such as

F(arcsin(
√

X)|Y) =

∫ √
X

0

dx√
(1 − Yx2)(1 − x2)

. (3.74)

The Lattice and the Torus

The periods ω1, ω2 of an elliptic curve define a lattice

Λω1,ω2 = ω1Z⊕ ω2Z = {n1ω1 + n2ω2|n1, n2 ∈ Z} . (3.75)

Often, one defines it with the normalised period τ as:

Λτ = Z⊕ τZ = {n1 + n2τ |n1, n2 ∈ Z} . (3.76)

We picture the lattice Λω1,ω2 in figure 3.6.

67



Chapter 3
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Figure 3.6: The periods ω1 and ω2 define the lattice Λω1,ω2 .

Then C/Λω1,ω2 is equivalent to C/Gω1,ω2
3 with the group Gω1,ω2 generated by3Note that due to

the uniformisation
theorem (e.g. [164])
all compact Riemann
surfaces can be ob-
tained as quotients
of the form ∆/G
with ∆ a domain in
C and G a group
that acts properly
discontinuously.

the translations

z → z + ω1, z → z + ω2 . (3.77)

In particular, one obtains

Στ = C/Λω1,ω2 = {z ∈ C|z = aω1 + bω2 with a, b ∈ [0, 1)} , (3.78)

which is called the fundamental parallelogram. We represent it in figure 3.6. The
basis a- and b-cycles are the boundaries of the rectangle. Topologically, one can
obtain a torus from this parallelogram by identifying opposite sides, i.e. gluing
them together.

Translating between torus and curve So far, we have discussed objects on
the elliptic curve in terms of the coordinates x, y. Alternatively, one can work on
the torus with a single complex coordinate z. We now explain how to translate
between these coordinates by first introducing the following function on the torus:

Definition 3.9 (Weierstrass’ ℘(z)-function).

℘(z) =
1

z2
+

∑

Y ∈Λω1,ω2−{0}

Å
1

(z + Y )2
− 1

Y 2

ã
. (3.79)

By definition, this function is periodic with periods ω1, ω2 and additionally it isNote that in order
to be well-defined,
any function on the
fundamental parallelo-
gram/torus must have
this periodicity.

even, i.e. ℘(−z) = ℘(z).

The Weierstrass’ ℘(z) function fulfils the following equation:

(℘(z)′)2 = 4℘(z)3 − g2℘(z) − g3 , (3.80)
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where

g2 = 60
∑

Y ∈Λ−{0}

1

Y 4
and g3 = 140

∑

Y ∈Λ−{0}

1

Y 6
(3.81)

and thus

(x, y) = (℘′(z), ℘(z)) (3.82)

is a point on the elliptic curve with Weierstrass normal form (3.67). In that way,
we can translate from a point z on the torus to a point (x, y) on the elliptic curve
in Weierstrass form. To define differentials on the torus, we see:

dx

y
=

d℘(z)

℘(z)′
= dz . (3.83)

To translate in the other direction – from the curve to the torus – we use Abel’s map,
which makes the isomorphism between the elliptic curve and the torus explicit:4 4The normalising pref-

actor might be defined
differently and is a con-
ventional choice.

Definition 3.10 (Abel’s map). Abel’s map is defined as

u : (x,±y) 7→ z± = ± 1

ω1

∫ x

λ1

dx

y
mod Λω1,ω2 . (3.84)

On the moduli space of elliptic curves At this point, we want to again
explicitly. We generally do not work with one elliptic curve, but with a moduli
space of elliptic curves5. That means, the parameter we are interested in (e.g. 5And the same is true

also for the other ge-
ometries we work with

physical parameters like momenta and masses) are the parameters that define the
elliptic curve, in general by combining to the branch points λi. As we also want to
vary with respect to these parameters (to compute differential equations) we have
to work with the moduli space of elliptic curves. In particular, as soon as we have
more than E > 1 parameter (that can be represented in some way by τ through
a change of variables), we need to work with the moduli space of elliptic curves
with E marked points, commonly denoted by M1,E. Note that every even elliptic
curve has one marked point, so we just add E−1 that correspond to the remaining
parameters.

Special Functions on the Torus Let us introduce some special functions on
the torus. A particularly important class of functions are Eisenstein series, which
we discuss in more detail as modular forms in Section 3.4.2.

Definition 3.11 (Eisenstein Series). We define holomorphic Eisenstein series of
SL(2,Z) by

Gk(τ) =
∑

(m,n)∈Z2−{(0,0)}

1

(mτ + n)k
for k ≥ 4, even . (3.85)
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These is the standard examples for modular forms in the following paragraph.
Additionally, we define special combinations of Eisenstein series, that are modular
forms and appear in the sunrise integral family:

η2(τ) = [G2(τ) − 2G2(2τ)]
dτ

2πi
, (3.86a)

η4(τ) = G4(τ)
dτ

(2πi)3
. (3.86b)

Often it is useful to expand a τ -dependent quantity as a function of

q = exp(πiτ) (3.87)

instead of working directly with τ .

Definition 3.12 (Jacobi-θ-function). In general, the Jacobi-θ-function is defined
as

θ[a, b](z|τ) = θ[a, b](z, q) =
∞∑

n=−∞
q(n+

1
2
a)2e2i(n+

1
2
a)(z− 1

2
πb) . (3.88)

Due to the symmetry of these functions6 we only need the following four θ functions6

θ[a + 2n, b](z|τ) =
θ[a, b](z|τ)
θ[a, b + 2n](z|τ) =
e−nπiaθ[a, b](z|τ)

and their q-expansions:

θ1(z, q) = θ[1, 1](z, q) = 2
∞∑

n=0

(−1)nq(n+
1
2
)2 sin((2n+ 1)z) (3.89)

θ2(z, q) = θ[1, 0](z, q) = 2
∞∑

n=0

q(n+
1
2
)2 cos((2n+ 1)z) (3.90)

θ3(z, q) = θ[0, 0](z, q) = 1 + 2
∞∑

n=1

qn
2

cos(2nz) (3.91)

θ4(z, q) = θ[0, 1](z, q) = 1 + 2
∞∑

n=1

(−1)nqn
2

cos(2nz) . (3.92)

Additionally, we use the following function:

Definition 3.13 (Dedekind η function). The Dedekind η function is defined for
τ ∈ H:

η(τ) = e
iπτ
12

∞∏

n=1

(1 − e2πinτ ) = q−
1
24

∞∏

n=1

(1 − q̄n) . (3.93)
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3.3 Calabi-Yau Varieties

For completeness, let us start with the definition of a Calabi-Yau manifold:

Definition 3.14 (Calabi-Yau geometry). A Calabi-Yau n-fold is the quadruple
(M, ω,Ω) where M is a compact n-dimensional Kähler manifold (with a Kähler
metric η and complex structure J), ω is the Kähler form and Ω is a non-vanishing
holomorphic (n, 0) form. The latter forms are linked by the following relation:

ωn

n!
= (−1)

n(n−1)
2

Å
i

2

ãn
Ω ∧ Ω̄ . (3.94)

See also:
More details on defini-
tions of basic objects in
the context of Kähler
manifolds can be found
in Appendix A.

Note that besides the existence of the non-trivial (n, 0) form there are several
equivalent definitions for Calabi-Yau n-folds and we refer for these as well as proofs
of their equivalence to the standard literature [165, 166]. One such definition is
the vanishing of the canonical class. This condition allows us to derive an explicit
condition for a space to be Calabi-Yau: The families of Calabi-Yau n-folds we
encounter in this thesis, specifically in Chapter 8, are defined as covers of a base
space B. That means we consider a polynomial constraint ync = P (x,λ) in an
n-dimensional base space B with coordinate x = (x1, . . . , xn).

See also:
We discuss how the
fishnet integrals define
Calabi-Yau n-folds in
eq. (3.218).

The variables λ
appear in the coefficients of the polynomial and parametrise the family of n-folds.
In order for such a polynomial constraint to define a Calabi-Yau family, its degree
needs to be such that the canonical class vanishes and this condition is captured
in the so-called adjunction formula [165]. The unique holomorphic L-form of this
family is

Ω =
µB(x)

P (x,λ)
1
nc

, (3.95)

where µB is the holomorphic measure on B. Note that, at this point, we have al-
ready encountered and studied in detail the simplest Calabi-Yau geometries: tori.
Here, we begin by examining them explicitly as Calabi-Yau varieties and in partic-
ular use as an example the Legendre family of Example 3.7.

Example 3.9 (Legendre Elliptic Family as a Calabi-Yau Family). As discussed
in Example 3.1, the basis of holomorphic differentials for an elliptic curve is one-
dimensional. In particular, the unique holomorphic (1, 0) differential in coordinates
(x, y) is Ω = dx

y
. From eq. (3.94) we see that the volume form in the coordinate z

is ω = i
2

dz ∧ dz̄.

Calabi-Yau Periods

We denote by

Π =
(∫

∆1

Ω, . . . ,

∫

∆bn

Ω
)
, bn = dim Hn(M,Z) (3.96)
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the vector of periods that are integrals of the basis element Ω of the one-dimensional
middle cohomology Hn

dR(M) along the basis cycles ∆i. In general, we characterise
the Calabi-Yau geometry by its Picard-Fuchs ideal that annihilates the periods and
compute these with the Frobenius method as explained in Section 3.1. We illustrate
this using the Legendre curve from Example 3.10.

Example 3.10 (Picard-Fuchs Operator for Legendre Curves). For the Legendre
curves, the Picard-Fuchs operator takes the form

OL(λ) = θ2λ − λ

Å
θ +

1

2

ã2
(3.97)

= λ2(1 − λ)
∂2

∂λ2
+ λ(1 − 2λ)

∂

∂λ
− 1

4
λ . (3.98)

Now, we apply the Frobenius method to obtain the solutions of this operator, which
correspond to the periods of the Legendre family. Specifically, we compute it around
the singular point λ0 = 0.

1. The indicial equation is simply α2 = 0. Thus, λ0 = 0 is a MUM point with
indicial zero.

2. At this MUM point, we can make the following ansätze for the two periods:

ΠL,1 =
∞∑

i=0

c1,iλ
i (3.99)

ΠL,2 = log(λ)
∞∑

i=0

c1,iλ
i +

∞∑

i=0

c2,iλ
i . (3.100)

3. We choose the order nmax up to which we want to determine the coefficients
and apply the operator to solve for the coefficients:

OLΠL,1 = 0 and OLΠL,2 = 0 . (3.101)

Choosing additinoally the normalisation c1,0 = c2,0 = 1, we find:

c1,1 =
1

4
, c1,2 =

9

64
, c1,3 =

25

256
, . . . (3.102)

c2,1 =
3

4
, c2,2 =

15

32
, c2,3 =

65

192
, . . . . (3.103)

We can read off from the coefficients in eq. (3.102) that the first period is

ΠL,1 = 2F1

Å
1

2
,
1

2
, 1;λ

ã
(3.104)

with 2F1 being Gauss hypergeometric function as defined in eq. (4.2). This
fits with our assumption that the periods of elliptic curves should be elliptic
integrals, as

2F1

Å
1

2
,
1

2
, 1;λ

ã
=

2

π
K(λ) . (3.105)
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In this case, we started with the Picard-Fuchs operator and found its periods.
However, there are situations where we have one period of a Calabi-Yau variety and
must determine the corresponding operators to determine the remaining periods.
In general, determining the Picard-Fuchs operator from a single period ΠG,0 given
in integral representation is a non-trivial task. However, in some cases, the Picard-
Fuchs ideal can be found using the following method: We mention this again

in Section 8.2.1 where
we also present results
partially obtained in
this way.

Review: Finding the Picard-Fuchs Ideal

1. Obtain a series representation of ΠG,0.

2. Make an ansatz for the operators in the Picard-Fuchs ideal.

3. Solve for the coefficients in the ansatz by requiring that they annihilate
the initial period ΠG,0.

Note that confirming whether the full ideal has been found is non-trivial, as the
dimension of the homology group is not necessarily known. However, if we identify a
MUM point and obtain the expected solution structure using the Frobenius method,
this provides a strong indication.

Bilinear Relations Due to Griffiths transversality7, the periods of a Calabi-Yau 7For more details, we re-
fer to the standard lit-
erature [165, 166].

n-fold satisfy relations, which take the form

Π(λ)TΣ ∂kzΠ(λ) =

∫

Mn

Ω ∧ ∂kzΩ =

®
0 for 0 ≤ r ≤ n

Ck(λ) for |k| = n
, (3.106)

where the Ck(λ) are rational functions in the complex structure parameters. Specif-
ically, we obtain bilinear relations, called the Hodge-Riemann bilinear relations :

Π(z)TΣΠ(z) = 0 . (3.107)

Due to their origin, these relations appear in the literature with the name Griffiths
transversality relations.

Picard-Fuchs Operators

For the remainder of this chapter, we discuss properties of Picard-Fuchs operators.
We restrict the discussion here to single-parameter operators: We consider oper-
ators as in eq. (3.16) and specifically ones in a single coordinate λ, that take the
form

O = ∂nλ + an−1∂
n−1
λ + . . .+ a1∂λ + a0, with ai ∈ C(λ) , (3.108)

for some coefficients ai. We denote the n-dimensional C-vector space of its solutions
by

Sol(O) = {f(λ) : C → C : O f(λ) = 0} . (3.109)

This solution space is spanned by the periods Πi(λ) of the associated Calabi-Yau
variety.
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Definition 3.15 (Mirror Map). In general, the mirror map is defined by

ti(λ) =
1

2πi

ΠG,i(λ)

ΠG,0(λ)
, i = 1, . . . , bn − 1 , (3.110)

where the ΠG,i(λ) exhibit a logarithmic divergence at the MUM-point and bn is the
dimension of the CY’s homology group .

Let us now assume, that O is a differential operator of degree L + 1 with only
regular-singular points and λ0 = 0 is a MUM point. Thus, near this point the
differential equation Of(λ) = 0 admits solutions of the form

Πk(λ) = Π0(λ)
1

k!
logk z + O(logk−1(λ), z) , 0 ≤ k ≤ ℓ . (3.111)

If bn = 2, the mirror-map is

t(λ) = t1(λ) =
1

2πi

Π1(λ)

Π0(λ)
=

log z

2πi
+ O(λ) . (3.112)

Its exponential is a holomorphic function of λ:

q(λ) = e2πi t(λ) = z + O(λ2) . (3.113)

We consider two Picard-Fuchs operators O and Õ to be equivalent, Õ ∼ O, if there
is a function α(λ) ∈ Q(λ), so that

Õ = α(λ)Oα (λ)−1 with α(λ) ∈ Q(λ) . (3.114)

In order to relate Picard-Fuchs operators related to different Feynman graphs, we
need certain operations on these operators and we define these here.

Definition 3.16 (Hadamard product). Let us consider two holomorphic functions
(at λ0 = 0), denoted f and g, whose expansion in λ around 0 takes the form

f(λ) =
∞∑

i=0

fiλ
i and g(λ) =

∞∑

i=0

giλ
i . (3.115)

Then, their Hadamard product is defined as

(f ∗ g)(λ) :=

∮

|λ|=ϵ

dt

2πit
f(t)g(λ/t) =

∞∑

i=0

figiλ
i . (3.116)

Based on the definition of the Hadamard product of functions, one can define the
Hadamard product of operators. Namely, let Of and Og be the operators of minimal
degree that annihilate f and g, respectively. Then, their Hadamard product is

Of ∗Og = Of∗g . (3.117)
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Similarly, mth symmetric and anti-symmetric power representations respectively
be denoted by SymmO and ∧mO. Again, these operations are defined by operations
on the solution space.

Definition 3.17 (Symmetric Product). SymmO is the operator of minimal degree
that annihilates all products of m solutions of O, i.e., it is defined by its solution
space

Sol(SymmO) =
〈
yi1 · · · yim | yik ∈ Sol(O)

〉
C . (3.118)

Definition 3.18 (Anti-Symmetric Product). Let J = (j1, . . . , jm) and Am,n the set
of
(
n
m

)
m-tuples J . For a given choice, of tuples I, J we define

DJ
I := det

Ö
θ
j1
z yi1 ... θ

j1
z yim

θ
j2
z yi1 θ

j2
z yim

...
...

...
θjmz yi1 ··· θjmz yim

è
(3.119)

with elements (W )ij = θjzyi, i, j = 0, . . . , n − 1 and yi ∈ Sol(O). We also de-

fine DI = D
(0,··· ,m−1)
I . The mth anti-symmetric power of O is then defined as the

irreducible operator of minimal degree with solution space

Sol(∧mO) =
〈
DI | I ∈ Am,n

〉
C . (3.120)

Finally, we introduce the statement of mirror-symmetry:

Definition 3.19 (Mirror Symmetry). Mirror symmetry states that CY L-folds
come in pairs (MG,WG) such that the cohomology groups Hp,q(MG) and Hℓ−p,q(WG)
are interchanged. Mirror symmetry exchanges the complex structures encoded in
HL−1,1(MG) with the Kähler structures from H1,1(WG).

3.4 Iterated Integrals and Special Functions

In the following section we discuss iterated integrals. In particular we focus on
iterated integrals that can be expressed on Riemann surfaces or are in other ways
related to these.

3.4.1 Multiple Polylogarithms
<latexit sha1_base64="Rzr/Hdyi3KcJqVUzB0Xc1XJit/4=">AAAIdHicjVNdbxNHFL0BtxjTUtI+wsNAiGRUe7W7CTYKSpWGlvYFiaoEkLxRNLs7safeL3bHpI7lf8F/4DfRH9KnPvTMeB07xB/samfu3Dn33HPvzPpZJAtl2582rl2vfPX1jerN2q1vvr393Z3N718X6SAPxFGQRmn+1ueFiGQijpRUkXib5YLHfiTe+P1nev/Ne5EXMk1eqWEmjmPeTeSpDLiC62Tz+kfPF12ZjJTsn2cyUINcjGsMzzZ7LvNCsdLJ6q/S7FG5c5j+zZyatpgX5vyso9OzMxmq3r5tPY7jY1bHHMSNdhA/Ys0mq7sXy6cI+zn8a1AoEbIsLaRWUjO8XpKGgnF1Kbrjiyg9O2ajh16EwkJ+4jwcP50o8U5lFM2Ts0DmQQS1bqaQCSiv6PFQdHwOoOkX22eR7PZUN+fD+7v2/QZLMx5INcSGbTk7WnvDnmPSmmumzoU7ZQ9YvenqTZ4HrO48sfd2Wvaey3gSgrU1w3VCXvREiCwzuL2nAy6DAdfFddD8dwPTzxZqbELhfJmO5UwKnepbiHIt044FrM0ywLF2V9Euga3kbU8CWmt4F8HW6l3Zg0WY5Yy2hlrtlU2dQb6E0FxGlOSuPqh51BVaTyThpX/y5M6WbdnmYVcNpzS2Dh54P374dDB8mW5u/EMehZRSQAOKSVBCCnZEnAq8HXLIpgy+YxrBl8OSZl/QmGqIHQAlgODw9jF2seqU3gRrzVmY6ABZInw5Ihlt43tuGH2gdVYBu8D8H75z4+suzTAyzFrhELMPxpuG8QX8inpArIuMS+RUy/pIXZWiU3piqpHQlxmPrjO44PkFOzl8fbPD6FeD7ILDN+v36ECC+QgKdJenDMxUHGLmZhaGJSkZOfhyzLr7Ws/y6iaIc3M6NXO2Apq1BjF3AiP4de/79JvJozONzRnF6Gjf2A41yCIXo7ZsY49Xcipoyukdxs+5dHQbbwP12OVoGd6p1VrDPdV7CM/A3L5Falul0qn21Zx65OZ0pv6ruqcKd+nxhT2r5EuUv8Ac05/lSQlUMDmx5blcvLNsO7hxs5WNlf7Pnc//6qvGa9dyWpbzB374Q5o8VbpLD6gO1W06oN/pJe5hULld2a3sV3668W/1XnWruj2BXtsoY36gS0/V+h8Ef/NA</latexit>

The simplest Riemann surface is the genus zero surface, the punctured Riemann
sphere SΛ = Ĉ−Λ, where Λ is the set of punctures. A basis for its homology group
H1(SΛ) simply consists of a circle around each of the punctures and its de Rham
cohomology group H1

dR(SΛ) is spanned by the differentials

dz

z − λi
for λi ∈ Λ (3.121)

and z a coordinate on SΛ. The iterated integrals over these simple differentials
are the multiple polylogarithms. The classical version of multiple polylogarithms
is defined by a series expansion:
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Definition 3.20 (Classical (Multiple-)Polylogarithm Lin(x)). The classical poly-
logarithm is defined as

Lin(z) =

∫ z

0

dt

t
Lin−1(t) =

∞∑

k=1

zk

kn
. (3.122)

The series definition of eq. (3.122) can also be generalised to the case with multiple
parameters88Note that this series

may not be defined for
some values of zi and
mi. We use this defini-
tion within its domain
of convergence.

Lim1,...,mk
(z1, . . . , zk) =

∑

0<n1<n2<···<nk

zn1
1 z

n2
2 . . . znk

k

nm1
1 nm2

2 . . . nmk
k

. (3.123)

In the context of Feynman integrals, we want to define multiple polylogarithms
iteratively by integrating the basis differentials with simple poles of eq. (3.121).

Definition 3.21 (Multiple Poylogarithms G). The standard convention for multi-
ple polylogarithms (MPLs) in physics is

G(a1, . . . , an; x) =

∫ x

0

dt

t− a1
G(a2, . . . , an; t) . (3.124)

The recursion starts with G(; x) = 1 and the ai are constants in x. The weight of
the MPL is the number of integrations n. If an = 0, the integral diverges. In that
case one regularises it by taking the lower boundary to be one, e.g.,

G(0, . . . , 0; x) =
1

n!
logn(x) since log x =

∫ x

1

dt

t
. (3.125)

The classical version of multiple polylogarithms is contained in this definition
[167]:

Lim1,...,mk
(z1, . . . , zk) = (−1)kG

Ñ
0, . . . , 0
mk−1

, z−1
k , . . . , 0, . . . , 0

m1−1

, (z1, . . . , zk)
−1, 1

é
.

An alternative notation that is commonly used for the class of functions spanned
by the G is the following

Definition 3.22 (Multiple Poylogarithms I). Multiple polylogarithms as commonly
used in the mathematics literature are defined as the iterated integrals

I(a0, a1, . . . , an; an+1) =

∫ an+1

a0

dt

t − an

I(a0, a1, . . . , an−1, t) . (3.126)

The functions G and I are related by

G(an, . . . , a1; an+1) = I(0, a1, . . . , an, an+1) . (3.127)

We mostly use the functions G and only refer to Li and I when necessary. In any
case, multiple polylogarithms satisfy many relations. For example, the G form a
shuffle algebra, which means that we can express products of G of weight n1 and
n2 as sums of G of weight n1 +n2. For a comprehensive review, see e.g., [168, 169].
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Multiple Zeta Values Multiple ζ values are defined as the values of the Li
functions at zi = 1:

Definition 3.23 (MZVs). The ζ values are

ζn = Lin(1) for n > 1 . (3.128)

For n1, . . . , nk > 1, we can also compute the multiple ζ values9 9We say that these ζ
values have depth r
and weight n1+· · ·+nr,
where ni ∈ N and nr ≥
2.

ζn1,...,nr = Lin1,...,nr(1, . . . , 1) =
∑

0<k1<···<kr

k−n1
1 k−n2

2 . . . k−nr
r (3.129)

= (−1)rG(0, . . . , 0
nr−1

, 1, . . . , 0, . . . , 0
n2−1

, 1, 0, . . . , 0
n1−1

, 1; 1) . (3.130)

All even values, i.e. values of the form ζ2n, evaluate to powers of π. More
specifically:

ζ2n = (−1)n+1 (2π)2nB2n

2(2n)!
. (3.131)

The relations that hold for MPLs are translated to MZVs and conjecturally there
are no relations between MZVs of different weights.

See also:
We briefly discuss mo-
tivic and de-Rham ver-
sions of the MPLs in
Example 4.12.

Generating Series for MPLs One can also obtain MPLs as coefficients of the
generating series [170]

GG(ei; z) =
∞∑

w=0

∑

a1,...,aw=0,1

ea1ea2 . . . eawG(aw, . . . , a2, a1; z) ,

which solves the Knizhnik-Zamalodchikov equation and involves the non-commuting
variables e0, e1. Note that also here we have endpoint singularities that are regu-
larised by the choices of eq. (3.125), see [171–173].

3.4.2 Modular Forms and Iterated Eisenstein Integrals

Next we discuss iterated integrals in the modular parameter τ . In particular, we
consider ones whose kernels are modular forms. Additionally, we need the concept
of modularity to obtain a canonical basis for the kite integral family in Chapter 7.

Modular forms

Definition 3.24 (SL2(K)). Let K ⊂ C a ring. SL2(K) is the group of matricesÅ
a b
c d

ã
(3.132)

with a, b, c, d ∈ K and ad− bc = 1. It acts on t ∈ K ∪ {∞} by

gt =
at+ b

ct+ d
for g ∈ SL2(K) . (3.133)

77



Chapter 3

Definition 3.25 (Modular Group). The group SL2(Z)/{±1} is the modular group.
It is spanned by

S =

Å
0 −1
1 0

ã
and T =

Å
1 1
0 1

ã
. (3.134)

Their action on the upper half-plane is given by

St = −1

t
and Tt = t+ 1 . (3.135)

They satisfy the identities

S2 = 1 and (ST)3 = 1 . (3.136)

Example 3.11. In general, the normalised period τ of an elliptic curve is chosen
such that it lives in H and thus its modular transformation takes the form

τ 7→ gτ =
aτ + b

cτ + d
. (3.137)

For a point z on a torus, a modular transformation acts as

z 7→ gz =
z

cτ + d
. (3.138)

Of particular importance are special subgroups of the modular group, namely:

Definition 3.26 (Principal Congruence Subgroups). The principle congruence sub-
groups are

Γ0(N) :=

ßÅ
a b
c d

ã
∈ SL2(Z) | c = 0 (mod N)

™
(3.139)

Γ(N) :=

ßÅ
a b
c d

ã
∈ SL2(Z) | b = c = 0 (mod N) and a = d = 1 (mod N)

™
for N ∈ Z.

Definition 3.27 (Weakly Modular Functions). Let k be an integer. We say that
a function f is weakly modular of weight k if f is meromorphic on the upper half
plane H and satisfies the relation

f

Å
at+ b

ct+ d

ã
= (ct+ d)kf(t) for all

Å
a b
c d

ã
∈ SL2(Z) . (3.140)

Since −1 ∈ SL2(Z), each modular function of weight k satisfies f(t) = (−1)kf(t),
from which it follows that all modular functions of odd weight vanish.

Definition 3.28 (Modular Form). A modular function is called modular form if it
is holomorphic everywhere including at ∞. If the function is zero at ∞ it is called
a cusp form.
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Modular forms of different weights are linearly independent and so

M = ⊕k≥2Mk , (3.141)

where Mk denotes the space of modular forms of weight k. Note that the Eisenstein
series of Definition 3.11 is a modular form and more specifically:

Gk(τ) ∈ Mk . (3.142)

In fact, the Eisenstein series can be used to classify all modular forms. More
specifically:10 10Note that we chose

a convention for the
weight so that it
does not agree with
the quasi-modular
weight chosen for
quasi-modular forms in
Definition 3.150. That
is because we choose
the latter to match
the definitions in the
physics literature e.g.
[32, 92]. Thus, a
weakly modular form
in the conventions here
is a quasi-modular
form of weight k + 2.

M0 = C, M2 = 0, M4 = G4(z)C, M6 = G6(z)C (3.143)

M8 = G4(z)2C ,M10 = G4(z)G6(z)C (3.144)

Mk≥12 = ∆(z)Mk−12 ⊕GkC (3.145)

M2k+1 = 0 for all k (3.146)

where

∆(z) = g2(z)3 − 27g3(z)2 (3.147)

with

g2(z) =
(2π)4

12

[
1 + 240

∞∑

n=1

σ3(n) exp(2πinz)

]
(3.148)

g3(z) =
(2π)6

216

[
1 − 504

∞∑

n=1

σ5(n) exp(2πinz)

]
(3.149)

and σs(n) =
∑

d|n d
s. In the context of Feynman integrals, we also encounter the

following generalizations of modular forms:11 11Conventions: Note that
the definition of the
quasi-modular weight
in Definition 3.29 is the
one commonly used in
the physics literature
whereas the definition
of modular weight in
Definition 3.27 is the
one in the mathematics
literature.

Definition 3.29 (Quasi-Modular Form). A quasi-modular form of quasi-modular
weight k and depth p is a function whose image under a modular transformation
takes the form

f(z, τ) →
p∑

i=0

(cτ + d)k−2

Å
cz

cz + d

ãi
fi(z, τ) , (3.150)

where the functions fi are holomorphic on the upper-half plane H.

Iterated Eisenstein Integrals

The iterated integrals over Eisenstein series of Definition 3.11 are the so-called
iterated Eisenstein integrals. Those related to modular graph forms, which appear
in the expansion of closed one-loop string amplitudes [174, 175].
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Definition 3.30 (Iterated Eisenstein Integrals). More specifically, we define the
following integration kernels

ν
[
j
k

; τ
]

= (2πi)1+j−k τ jGk(τ)dτ and ν
[
j
k

; τ
]

= (−2πi)1+j−kτ̄ jGk(τ)dτ̄ (3.151)

to define the iterated integrals

E
[
j1 j2 ... jℓ
k1 k2 ... kℓ

; τ
]

:=

∫ i∞

τ

ν
[
jℓ
kℓ

; τℓ
]
· · ·
∫ i∞

τ3

ν
[
j2
k2

; τ2
] ∫ i∞

τ2

ν
[
j1
k1

; τ1
]

= (2πi)1+jℓ−kℓ

∫ i∞

τ

τ jℓℓ Gkℓ(τℓ) E
î
j1 ... jℓ−1

k1 ... kℓ−1
; τℓ
ó
dτℓ (3.152)

and their complex conjugates. The two simplest example are

E
[
j
k

; τ
]

= (2πi)1+j−k

∫ i∞

τ

dτ1τ
j
1Gk(τ1) (3.153)

E
[
j1 j2
k1 k2

; τ
]

= (2πi)2+j1+j2−k1−k2

∫ i∞

τ

dτ2τ
j2
2 Gk2(τ2)

∫ i∞

τ2

dτ1τ
j1
1 Gk1(τ1) . (3.154)

In discussing iterated Eisenstein integrals E
[
j
k

; τ
]
we denote the number of integra-

tions the modular depth of the iterated Eisenstein integral and the number
∑ℓ

i=1 ki
the degree.

Any endpoint divergences due to τℓ → i∞ are regularised by tangential-base-
point regularisation as in [176]. Specifically:

∫ i∞

τ

τ jkdτk = − 1

j+1
τ j+1 .

Additionally, we define the multiple modular values, which are obtained by taking
the limit τ → 0.

Definition 3.31 (Multiple modular values).

m
[
j1 j2 ... jℓ
k1 k2 ... kℓ

]
=

∫ i∞

0

τ jℓℓ Gkℓ(τℓ) dτℓ

∫ i∞

τℓ

· · ·
∫ i∞

τ3

τ j22 Gk2(τ2) dτ2

∫ i∞

τ2

τ j11 Gk1(τ1) dτ1 ,

(3.155)

Intuitively, we can consider the MMVs to be genus zero objects. At depth one,
they are given by ζ-values:

m
[
j
k

]
:=

∫ i∞

0

τ j1Gk(τ1) dτ1 =





−2πiζk−1

k−1
: j = 0 ,

2(−1)j+1j!(2πi)k−1−j

(k−1)!
ζj+1ζj+2−k : 0 < j ≤ k−2 .

(3.156)

Beyond depth one, the multiple modular values contain additional periods such
as L-values of holomorphic cusp forms. For more details and many examples, see
[177]. In this thesis, we only consider MMVs from a subclass that can be expressed
in Q[2πi]-linear combinations of MZVs and these can be considered genus zero
objects.
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Generating Series

A generating series whose coefficients are the iterated Eisenstein integrals of Defi-
nition 3.30 is [177]

IE,+(ϵk; τ) = Pexp

ñ∫ i∞

τ

A(ϵk; τ1)

ô
, (3.157)

with

A(ϵk; τ) =
∞∑

k=4

k−2∑

j=0

(−1)j
(k−1)

j!
ν
[
j
k

; τ
]
ϵ
(j)
k . (3.158)

Specifically, the first few orders of the expansion of the path-ordered exponential is

IE,+(ϵk; τ) = 1 +
∞∑

k1=4

k1−2∑

j1=0

(−1)j1
(k1−1)

j1!
E
[
j1
k1

; τ
]
ϵ
(j1)
k1

(3.159)

+
∞∑

k1=4

k1−2∑

j1=0

∞∑

k2=4

k2−2∑

j2=0

(−1)j1+j2
(k1−1)(k2−1)

j1!j2!
E
[
j1 j2
k1 k2

; τ
]
ϵ
(j1)
k1
ϵ
(j2)
k2

+ . . .

with iterated Eisenstein integrals eq. (3.152) of modular depth ≥ 3 in the ellipsis
and τ derivative

∂τ IE,+(ϵk; τ)dτ = −IE,+(ϵk; τ)A(ϵk; τ) . (3.160)

The non-commuting variables

ϵ
(j)
k = adj

ϵ0
(ϵk) (3.161)

are elements of Tsunogai’s derivation algebra, which is generated by ϵ0, ϵ2, ϵ4, . . .
and has been explored from various viewpoints in the mathematical literature [178–
191]. The algebra generated by these letters is not free but rather they fulfill
homogenous relations, the so-called Pollack relations [185, 186, 192]. Those arise
at higher degrees12, starting from degree 14 with the relation 12In accordance with

the associated iterated
Eisenstein integrals
in eq. (3.159) , the

derivations ϵ
(j)
k are

given degree k and
modular depth one and
concatenation prod-

ucts ϵ
(j1)
k1

ϵ
(j2)
k2

. . . ϵ
(jℓ)
kℓ

are defined to have
modular depth ℓ.

0 = [ϵ4, ϵ10] − 3[ϵ6, ϵ8] . (3.162)

We can also express modular transformations in the language of generating series.
Specifically, the S transformation of (3.135) acts on IE,+(ϵk; τ) by

S
[
IE,+ (ϵk; τ)

]
= IE,+

Å
ϵk;−1

τ

ã
= S(ϵk)U−1

S I(ϵk; τ)US . (3.163)

The integration kernels of eq. (3.151) are transformed by the operators US which
are defined by their action

U−1
S ϵ

(j)
k US = (−1)j(2πi)k−2−2j j!

(k−j−2)!
ϵ
(k−j−2)
k . (3.164)
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The generating series S(ϵk) is the tangentially regulated S-cocycle

S(ϵk) := Pexp

Å∫ i∞

0

A(ϵk; τ1)

ã
(3.165)

= IE,+(ek; τ)|τ→0 (3.166)

= 1 +
∞∑

k1=4

k1−2∑

j1=0

(−1)j1
(k1−1)

j1!
(2πi)j1+1−k1m

[
j1
k1

]
ϵ
(j1)
k1

+
∞∑

k1=4

k1−2∑

j1=0

∞∑

k2=4

k2−2∑

j2=0

(−1)j1+j2
(k1−1)(k2−1)

j1!j2!
(2πi)j1+j2+2−k1−k2m

[
j1 j2
k1 k2

]
ϵ
(j1)
k1
ϵ
(j2)
k2

+ . . . .

Similarly, the modular T -transformation operates on τ by τ → τ+1 can be calcu-
lated from

T
[
IE,+(εk; τ)

]
= IE,+(εk; τ+1) = exp(2πiN)I(ϵk; τ)UT , (3.167)

The operation of UT is defined by its action on the letters

U−1
T ϵ

(j)
k UT =

k−2−j∑

p=0

(−2πi)p

p!
ϵ
(j+p)
k (3.168)

and [177, 193]

N = N+ − ϵ0 with N+ =
∞∑

k=4

(k−1)BFkεk . (3.169)

where BFk = Bk

k!
with Bk the k-th Bernoulli number.

3.4.3 Elliptic Multiple Polylogarithms

See also:
In Section 7.3.1, we
express the forms of
the kite integral fam-
ily’s canonical connec-
tion matrix in the ker-
nels defined here.

Elliptic multiple polylogarithms can be equivalently defined on both the torus and
the elliptic curve. We review their definition on the torus and refer to the literature
for their definition directly on the elliptic curve in algebraic coordinates x, y. The
integration kernels for elliptic multiple polylogarithms on the torus are built from
the so-called g-kernels arising in the Kronecker Eisenstein series.

Definition 3.32 (Kronecker-Eisenstein-series). The Kronecker-Eisenstein-series is
defined as [163, 194, 195] (following conventions of [8])

FEK(x, y, q) = π
θ′1(0, q)θ1(π(x+ y), q)

θ1(πx, q)θ1(πy, q)
=

∞∑

α=0

yα−1g(α)(x, q) , (3.170)

where θ′1(z, τ) = ∂zθ1(z, τ) and θ1(z, τ) is the odd Jacobi θ function as defined in
eq. (3.89).
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The coefficients of the Kronecker–Eisenstein series are the g-kernels g(α)(z, τ),
which exhibit simple poles in z at lattice points, i.e., at z = a+bτ with a, b ∈ Z and
b ̸= 0. For k = 1, g(1)(z, τ) has a simple pole at all lattice points, including those
with b = 0. These kernels serve as the elliptic analogs of d log forms, in the sense
that they can be used as integration kernels for elliptic multiple polylogarithms.

Definition 3.33 (Elliptic Multiple Polylogarithms on the Torus). Iterated integrals
over the g-kernels in z-space are elliptic multiple polylogarithms [8, 195–197]

Γ̃ ( n1
w1

n2
w2

...

...
nk
wk;w| τ) =

∫ w

0

dw′ g(n1)(w′−w1, τ)Γ̃ ( n2
w2

...

...
nk
wk;w

′| τ) . (3.171)

If we integrate along a path in τ -space, we obtain integrals and series of the
form

M(f1, f2, ..., fk|τ) =

τ∫

i∞

f1 (t1)

t1∫

i∞

f2 (t2) ...

tk−1∫

i∞

fk (tk) , (3.172a)

ELix1,...,xℓ;y1,...,yℓ;q̄
n1,...,nℓ;m1,...,mℓ;σ1,...,σℓ−1

=
ℓ∏

α=1

∞∑

jα=1
kα=1

xjαα
jnα
α

ykαα
kmα
α

q̄jαkα
ℓ−1∏

i=1

(jiki+...+jℓkℓ)
−σi/2 .

(3.172b)

Their convergence properties are summarised in [197]. The g-kernels transform
under SL(2,Z) as quasi-modular forms (see (3.150))

g(k)
( z

cτ + d
,
aτ + b

cτ + d

)
= (cτ + d)k

k∑

j=0

(2πi c z)j

j!(cτ + d)j
g(k−j)(z, τ) . (3.173)

We give the q-expansions around q = 0 for k = 0, ..., 4 explicitely:

g(0)(z, τ) = 1

g(1)(z, τ) = π cot(πz) + 4π sin(2πz)q2 + O(q4) ,

g(2)(z, τ) = −π
2

3
+ 8π2 cos(2πz)q2 + O(q4) ,

g(3)(z, τ) = −8π3 sin(2πz)q2 + O(q4) ,

g(4)(z, τ) = −π
4

45
− 16π4

3
cos(2πz)q2 + O(q4) .

(3.174)

In Feynman integrals, the g-kernels often appear in the following combinations:

Definition 3.34 (Kronecker-Eisenstein form).

ωk(z, τ) = (2π)2−k
(
g(k−1)(z, τ)dz + (k − 1)g(k)(z, τ)

dτ

2πi

)
. (3.175)

These forms are quasi-modular forms with quasi-modular weight k as defined in
Definition 3.29.
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There is an alternative notion of elliptic multiple polylogarithms on the torus,
which is defined with the so-called f -kernels. Those are the coefficients of the
following generating series:

ΩEK(x, y, q) = exp

ï
2πi

Im(z)

Im(τ)

ò
FEK(x, y, q) =

1

y

∑

α≥0

f (α)(x)yα . (3.176)

The kernels f (n) are invariant under translations in ω1 and ω2 but they explicitly
depend on the anti-holomorphic variable z̄. Their iterated integrals are

Γ ( n1
w1

n2
w2

...

...
nk
wk;w| τ) =

∫ w

0

dw′ f (n1)(w′−w1, τ)Γ ( n2
w2

...

...
nk
wk;w

′| τ) . (3.177)

One can also define a class of elliptic multiple polylogarithms on the elliptic curve,
i.e. with kernels in the coordinates x, y and this was explicitly done in [163, 198–
200]. The definitions of kernels on the torus and on the elliptic curve can be
matched by comparing poles and residues.

3.4.4 Siegel Modular Forms and Abelian Differentials

In this section, we extend our discussion of functions and iterated integrals on
elliptic curves to higher-genus hyperelliptic curves. In particular, we introduce
Riemann Θ functions as a generalisation of Jacobi θ functions, Siegel modular forms
as an extension of classical modular forms, and finally, we explore the concept
of hyperelliptic polylogarithms on hyperelliptic curves and surfaces. For further
details on Siegel modular forms, we refer to the classical textbook [201] (in German)
as well as the more recent reviews [202–204].

Siegel-modular Forms

In the previous section, we considered modular forms in terms of the normalised
period τ , which lives in the upper half-plane H. To generalize this concept, we
classify the space where the normalised period Ω lives and the transformations
that act on it.

Definition 3.35 (Siegel Upper Half Space and the Siegel Modular Group). The
Siegel upper half space is the space13:13Note that H = H1.

Hg = {Ω ∈ Cg×g : Ω = ΩT , ImΩ > 0} . (3.178)

The Siegel modular group Γg, is the symplectic group

Γg = Sp(2g,Z) =

®Å
A B
C D

ã
∈ Z2g×2g

∣∣∣
Å
A B
C D

ãT Å
0 1

−1 0

ãÅ
A B
C D

ã
=

Å
0 1

−1 0

ã´
.

(3.179)
Here g is some positive integer, that we generally identify with the genus.
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The Siegel modular group acts on the Siegel upper half space in the following
way:

γ ·Ω = (AΩ + B)(CΩ + D)−1 for γ =

Å
A B
C D

ã
∈ Γg, Ω ∈ Hg . (3.180)

Now we can define the central object of this section:

Definition 3.36 (Siegel Modular Forms).
See also:
Since they define the
weight of a Siegel
modular form, finite-
dimensional complex
representations of
GL(g,C) play an im-
portant role here and
we give some remarks
on such representa-
tions in Appendix E.

A Siegel modular form of weight ρ –
where ρ : GL(g,C) → GL(V ) is a finite-dimensional complex representation with
representation space V – is a holomorphic map f : Hg → V , such that

f(γ ·Ω) = ρ(CΩ + D)f(Ω) , (3.181)

for all Ω ∈ Hg and γ =

Å
A B
C D

ã
∈ Γg.

As in the genus-one case, where the congruence subgroups in eq. (3.26) take a
special role, we are particularly interested in functions that transform covariantly
under subgroups. To this end, we define the principle congruence subgroups of the
Siegel modular group.

Note that at genus one,

i.e. for Ω = τ ,

the Riemann Θ func-

tion reduces to the

Jacobi θ function of

eq. (3.88), albeit with

different conventions.

Definition 3.37 (Principle Congruence Subgroup). The principle congruence sub-
group of level N ∈ Z>0 is defined as

Γg(N) = {M ∈ Γg |M ≡ 1 mod N} ⊂ Γg . (3.182)

A general congruence subgroup of Γg of level N is then any subgroup that con-
tains the principle congruence subgroup Γg(N), see the lecture notes [205] for some
examples.

Riemann Θ Functions and Constants Next, we introduce the Riemann Θ-
function, which simultaneously serves as a fundamental example of a Siegel modular
form and as a key building block for the hyperelliptic multiple polylogarithms
discussed in the second part of this section. For further details, we refer to the
textbooks [153, 156, 157] and the lecture notes [164].

Definition 3.38 (Riemann Θ Function). The classic Riemann Θ function is de-
fined by the series representation

Θ(z,Ω) =
∑

n∈Zg

exp
[
iπnTΩn + 2πinTz

]
, (3.183)

where z = (z1, . . . , zg) ∈ Cg, Ω ∈ Hg and g is a positive integer. We let ϵ1, ϵ2 ∈ Zg

be a pair of vectors and call the matrix ϵ =
î
ϵ1
ϵ2

ó
the matrix of characteristics.

These characteristics are referred to as odd or even if their scalar product ϵT1 ϵ2 is
odd or even. The Θ function with characteristics is then defined as

Θ [ϵ] (z,Ω) =
∑

n∈Zg

exp

ï
iπ
(ϵ1

2
+ n

)T
Ω
(ϵ1

2
+ n

)
+ 2πi

(
n +

ϵ1
2

)T (
z +

ϵ2
2

)ò
.

(3.184)
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Under translations of z by a linear function in Ω, the Riemann Θ function
transforms as

Θ [ϵ] (z+Ωλ1+λ2,Ω) = exp

ï
2πi

Å
1

2
(ϵT1λ2 − λT

1 ϵ2) − λT
1 z − 1

2
λT

1Ωλ1

ãò
Θ [ϵ] (z,Ω) .

(3.185)
Under a parity transformation of z, the Riemann Θ functions obey the following
identity:

Θ[ϵ](−z,Ω) = (−1)ϵ1·ϵ2Θ[ϵ](z,Ω) . (3.186)

Under translations of the characteristics ϵi → ϵi + 2νi with ν1,ν2 ∈ Zg, the
Riemann Θ function transforms as

Θ
î
ϵ1+2ν1

ϵ2+2ν2

ó
(z,Ω) = exp

(
iπϵT1 ν2

)
Θ
î
ϵ1
ϵ2

ó
(z,Ω) . (3.187)

This allows one to restrict to ϵ1, ϵ2 ∈ {0, 1}g and consequently there are only 22g

independent choices of (half) characteristics. For example, at genus one, there are
four distinct characteristics and their Jacobi θ functions are listed in eq. (3.89).14At14Note that we the con-

ventions we use for the
Jacobi θ and Riemann
Θ functions are dis-
tinct, so they cannot
be obtained from each
other, so Θ[ϵ](z, τ) ̸=
θ[ϵ](z, τ), but there is a
non-trivial relation be-
tween these functions.

genus two, there are 16 characteristics, 10 of which are even. The Riemann Θ
functions evaluated at z = 0 are called Riemann Θ constants and can be interpreted
as functions Θ [ϵ] (Ω) ≡ Θ [ϵ] (0,Ω) in Ω on Hg. Note that due to eq. (3.186), the
Θ constants vanish for odd characteristics. Similarly, one can define derivative
(Riemann) Θ constants ∂iΘ [ϵ] (Ω) ≡ ∂ziΘ [ϵ] (z,Ω)|z=0. As an example, we list
below the 10 Θ constants and the 6 derivative Θ constants for genus two.

Example 3.12 (Θ Constants for Genus Two). The 10 Riemann Θ constants at
genus two associated to the 10 even characteristics are:

θR1 = Θ
î
1,1
1,1

ó
(Ω), θR2 = Θ

î
0,0
1,1

ó
(Ω) , θR3 = Θ

î
0,0
1,0

ó
(Ω),

θR4 = Θ
î
0,1
1,0

ó
(Ω) , θR5 = Θ

î
0,0
0,1

ó
(Ω) , θR6 = Θ

î
0,0
0,0

ó
(Ω) ,

θR7 = Θ
î
0,1
0,0

ó
(Ω) , θR8 = Θ

î
1,1
0,0

ó
(Ω) , θR9 = Θ

î
1,0
0,0

ó
(Ω) ,

θR10 = Θ
î
1,0
0,1

ó
(Ω) . (3.188)

The six derivative Θ constants are

∂iθ
R
11 = ∂iΘ

î
0,1
0,1

ó
(Ω), ∂iθ

R
12 = ∂iΘ

î
0,1
1,1

ó
(Ω), ∂iθ

R
13 = ∂iΘ

î
1,0
1,1

ó
(Ω) ,

∂iθ
R
14 = ∂iΘ

î
1,0
1,0

ó
(Ω), ∂iθ

R
15 = ∂iΘ

î
1,1
1,0

ó
(Ω), ∂iθ

R
16 = ∂iΘ

î
1,1
0,1

ó
(Ω) .

(3.189)

The Θ constants are (classical) Siegel modular forms with weight ρdet, 1
2

15 for15We define ρdet, 12 and
other weights in ap-
pendix E.

a congruence subgroup of Γg of level 2, at least up to a multiplicative complex
phase [206, 207]. By Thomae’s formula one can also express the parameters of the
polynomial defining a hyperelliptic curve in Riemann Θ functions, see e.g. [208–
210].
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(Quasi-)periods as Siegel (Quasi-)modular Forms. Let us consider a family
of hyperelliptic curves with parameters λ. If we perform a closed loop in param-
eter space, the hyperelliptic curve remains the same but the integration cycles
and consequently also the periods change due to the monodromy transformation.
Specifically, the a and b-periods undergo a linear transformation and thus the pe-
riods are transformed by a constant 2g × 2g matrix M with integer values, the
so-called monodromy matrix 16 16The transposes are due

to our convention to
label the columns and
not the rows of the
A,B matrices by the
cycles.

Å
BT

AT

ã
→ M

Å
BT

AT

ã
. (3.190)

The monodromy matrix is an element of Sp(2g,Z) as it preserves the symplectic
structure of the homology basis. The group of all transformations due to indepen-
dent closed loops forms a subgroup of Sp(2g,Z), i.e. a subgroup Γ of the Siegel
modular group Γg, which is always some congruence subgroup [211]. By eq. (3.190)
we find the action on the a-period matrix to be

M ·A = A(CΩ + D)T for M =

Å
A B
C D

ã
∈ Γg , (3.191)

which shows that A is a Siegel modular form with respect to Γ with weight 1⊗ρF17, 17We define 1 ⊗ ρF and
other weights in ap-
pendix E.

where 1 refers to the trivial representation. Additionally, we find for the normalised
period matrix

M ·Ω = (AΩ + B)(CΩ + D)−1 . (3.192)

We can also determine how the quasi-period matrix Ã transforms under modular
transformations. Note that the period matrix P of eq. (3.57) fulfils some linear
differential equation in the parameters λ and in particular this leads to a differential
equation for the a-period matrix:

∂A = Q1A + Q2Ã , (3.193)

where Ri are g× g matrices that depend on the choice of ∂. Consequently, we can
express the matrix of a-quasi-periods in a-periods and their derivatives:

Ã = R1A + R2∂A , (3.194)

where R1 = −Q−1
2 Q1 and R2 = −Q−1

2 . An analogous equation holds for the
b (quasi-)periods and for Ω = A−1B. In particular, using also the quadratic
identities (3.61) and (3.63), we can find [34]:

R2A∂Ω = 8πiA−1T . (3.195)

Using (3.194) and the transformation behavior of A and Ω, we find

M · Ã = Ã(CΩ + D)T + R2A∂ΩCT . (3.196)

Inserting (3.194) in this relation, we finally obtain:

M · Ã = Ã(CΩ + D)T + 8πiA−1TCT . (3.197)

Since Ã does not transform as a Siegel modular form but rather as the derivative of
one, we refer to it as a Siegel quasi-modular form; see [212] for a formal definition.
Furthermore, the period matrix can also be expressed in terms of Riemann Θ
functions using the Rosenhain formula [213].
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Abelian Differentials in Riemann Θ Functions

In this section, we comment on how to relate the Abelian differentials on the hy-
perelliptic curves in the algebraic coordinates (x, y) to differentials in the geometric
coordinate z.18 The change of coordinates from (x, y) to the coordinate z is ob-18Such considerations

might also be a first
step to relate hy-
perelliptic iterated
integrals to the iter-
ated integrals on genus
g Riemann surfaces
introduced in [159,
214, 215].

tained by the so-called Schottky parametrisation[216], see [154] for more details
or [159] for a recent review in the physics literature. Numerically this coordinate
change can e.g., be performed using the Myrberg algorithm [217], see for exam-
ple [218–221] for further discussions and an implementation. We will see, that all
Abelian differentials can be written in terms of first kind differentials and Riemann
Θ functions.

Abelian Differentials of First Kind. We already discussed how to relate the
canonical first kind differentials w1|j on the Riemann surface to the differentials ϖi

in (3.43). Together with the Riemann Θ functions, these are the building blocks
for the second and third kind differentials.

The additional objects we require are the prime form and the bidifferential. The
prime form is defined as (see, e.g., [155, 156, 222, 223])

E(x, y|Ω) =
Θ[ϵ](u(x, y),Ω)

ηϵ(x)ηϵ(y)
, (3.198)

where ϵ = (ϵ1, ϵ2) is an odd (half-)characteristic and ηϵ(x) is the holomorphic
function defined by

ηϵ(x)2 =

g∑

i=1

w1|i∂iΘ[ϵ](0,Ω) . (3.199)

We commonly shorten E(x, y) = E(x, y|Ω).19 The prime form is independent of19Note that we also
often drop the explicit
dependence of the
Θ functions on Ω to
keep the expressions
shorter.

the chosen characteristic. The fundamental bi-differential is defined by, see, e.g.,
[164],

B(z, z′) = dzdz′ logE(z, z′ |Ω) = dzdz′ log Θ[ϵ](u(z, z′),Ω) . (3.200)

We can explicitly write this as

B(z, z′) = (2π)2
ï

Θ⟨z, z′⟩(u(z, z′) + cϵ)

Θ(u(z, z′) + cϵ)
− Θ⟨z⟩(u(z, z′) + cϵ)Θ⟨z′⟩(u(z, z′) + cϵ)

Θ(u(z, z′) + cϵ)2

ò
dz∧dz′ ,

(3.201)
where we introduced the following notation for derivatives of Θ functions

Θ⟨z1, . . . , zk⟩(x) =
∑

n∈Zg

nTw1(z1) . . . n
Tw1(zk) exp

[
iπnTΩn+ 2πinTx

]
, (3.202)

and

cϵ =
1

2
(Ωϵ1 + ϵ2) . (3.203)
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See also:
In Appendix D.1 we
give explicit expres-
sions for the expan-
sion of differentials of
the basic differential
forms around ∞ for
even and odd hyperel-
liptic curves.

Abelian Differentials of Third Kind. The normalised Abelian differential of
third kind with poles at z1, z2 is defined as [155]:

w3|z1,z2 = dz log
E(z, z1)

E(z, z2)
= dz

ï
∂zE(z, z1)

E(z, z1)
− ∂zE(z, z2)

E(z, z2)

ò
. (3.204)

The normalisation here means that
∫

ai

w3|z1,z2 = 0 , resz=z1w3|z1,z2 = 1 , resz=z2w3|z1,z2 = −1 . (3.205)

In terms of Riemann Θ functions this differential is

w3|z1,z2 =

ï
w1|i(z)∂iΘ(u(z, z1),Ω)

Θ(u(z, z1),Ω)
− w1|i(z)∂iΘ(u(z, z2),Ω)

Θ(u(z, z2),Ω)

ò
dz . (3.206)

To relate these differentials to the third kind differentials of (3.54) and (3.55), we
just match the respective poles and residues. For the third kind differential with
pole at ∞, we find

xgdx

y
= −w3|z+∞,z−∞ +

g∑

i=1

Å∮
ai

xgdx

y

ã
w1|i . (3.207)

Here z+∞ and z−∞ are the values of the global variable related to ∞ on the two sheets.

Abelian Differentials of Second Kind. The normalised differential of the sec-
ond kind with pole at z̃ of order k + 1 is given by a residue of the fundamental
bi-differential [164],

w
(k)
2|z̃ = −1

k
Resz′=z̃

ï
1

(z′ − z̃)k
B(z, z′)

ò
, (3.208)

which satisfies
∮

ai

w
(k)
2|z̃ = 0 , resz=z̃

î
w

(k)
2|z̃
ó

= 0 . (3.209)

In particular, we find for a finite pole z̃:

w
(k)
2|z̃ =

(2π)2

k!

∂k−1

∂z′k−1

ï
Θ⟨z, z′⟩(u(z, z′) + cϵ)

Θ(u(z, z′) + cϵ)
− Θ⟨z⟩(u(z, z′) + cϵ)Θ⟨z′⟩(u(z, z′) + cϵ)

Θ(u(z, z′) + cϵ)2

ò∣∣∣∣
z′=z̃

dz .

(3.210)

For a pole at ∞, we obtain (focussing on an even hyperelliptic curve for definiteness)

ω
(k)
2|∞ =

(2π)2

k!

∂k−1

∂u′k−1

1

u′2

ï
Θ⟨z⟩(u(z, 1/u′) + cϵ)Θ⟨1/u′⟩(u(z, 1/u′) + cϵ)

Θ(u(z, 1/u′) + cϵ)2

−Θ⟨z, 1/u′⟩(u(z, 1/u′) + cϵ)

Θ(u(z, 1/u′) + cϵ)

ò∣∣∣∣
u′=0

dz . (3.211)

Using these expressions, one can match the second kind differentials on the curve
and the surface again by comparing poles and residues.
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3.5 Geometry And Feynman Integrals

Let us conclude the chapter by returning to the Feynman integrals we are interested
in and reviewing different approaches to associate a family of varieties with a family
of these integrals. Specifically, we focus on the integral families treated in the
remainder of the thesis.

From the Maximal Cut in Baikov Representation

As given in eq. (2.44), a non-trivial maximal cut is generally an integral

MC =

∫ (LMC∏

i=1

dxi

)∏

j

Bνj
j (x) (3.212)

after taking all residues.20 In general and in particular for all examples considered20Note that in some
cases this is non-trivial
and we have additional
poles besides zi = 0.
We need to also take
their residues before
using the integral ex-
pression to determine
the associated geome-
try.

in this thesis, the exponents νj take the form νj =
µj

2
± ε with µj ∈ Z. The ε→ 0

limit of the integrand can be used to define a polynomial equation

y2 =
∏

j

Bνj
j (x)|ε7→0 (3.213)

and we can define a variety via this polynomial constraint in PLMC
C . We illustrate

this with the prominent examples of this thesis and start with the sunrise integral
family:

Example 3.13 (The Sunrise’s Elliptic Curve). We reviewed the Baikov represen-
tation and subsequently the maximal cut of the unequal mass sunrise integral in
the loop-by-loop approach in Example 2.9. We gave the Baikov polynomial in the
maximal cut limit in eq. (2.54). In the limit ε→ 0, it reduces to

Bll (z) =
(
(z4 − λ1 )(z4 − λ2 )(z4 − λ3 )(z4 − λ4 )

)− 1
2 . (3.214)

From this integrand we can define a quartic elliptic curve with the polynomial equa-
tion

y2 = (x− λ1 )(x− λ2 )(x− λ3 )(x− λ4 ) , (3.215)

with the branch points λi depending on the masses and the external momentum.

This procedure relied on the integral family being considered in D = 2 − 2ε.
If we considered the same integral family in three (±ε) dimensions, we would not
find this curve. Similarly, we consider an integral family related to a hyperelliptic
curve with genus two.

Example 3.14 (A Hyperelliptic Curve of Genus Two from the Non-Planar Crossed
Box).

See also:
We discuss hyperellip-
tic curves in Section
3.2 and the integral
family of this example
in Section 6.1.4.

We use the expressions from Example 2.11. In the limit ε→ 0, the integrand
of eq. (2.67) defines a hyperelliptic curve of genus two via the polynomial

y2 = (x− λnpcb1 )(x− λnpcb2 )(x− λnpcb3 )(x− λnpcb4 )(x− λnpcb5 )(x− λnpcb6 ) , (3.216)

as discussed in [29, 31].

90



Chapter 3

In the two examples given here, the remaining integral of eq. (3.212) after
taking all residues is one-dimensional. There also exist cases, where more than one
integration variable remains and we can associate higher dimensional manifolds to
Feynman integral families. Specifically, there are different examples of Feynman
integral families related to CYs appearing in the literature [5, 19, 20, 24, 28, 95].
At this point we make an important remark: The geometries associated with a
Feynman integral family need not necessarily arise from its top sector, as illustrated
in the example above. The varieties related to a Feynman integral family may
instead be associated with one or more of its sub-sectors. A notable example is the
kite integral family from Example 2.8: while its top sector has a trivial maximal
cut, simply corresponding to a punctured Riemann sphere, it contains two distinct
sunrise sub-sectors, each associated with a different torus, as illustrated in figure
7.1.

Special Case: Fishnet Integrals

See also:
We discuss these inte-
grals in detail in Sec-
tion 8.2.

We consider as a special case, the massless fishnet integrals of eq. (2.78) in D = 2,
which take the form

IGν (λ) ∼
∫ [∏

i

dxi ∧ dx̄i

][∏

i,j

1

[|xi − xj|2]ν
] [∏

i,j

1

[|xi − λj|2]ν
]

∼
∫ ∏

i,j,k,l,m

Å
dxi

(xj − xk)ν(xl − λm)ν

ã∧ Å dx̄i
(x̄j − x̄k)ν(x̄l − λ̄m)ν

ã
.

As described in Section 3.3 a family of Calabi-Yau manifolds can be defined by a
polynomial equation and an ambient space. For specific parameter and dimension
choices, these data defining a CY L-fold family can be read off from the integrals
of eq. (2.78) in position space representation. The integrand of eq. (2.78) is defined
with coordinates x in CL. The natural compactification of this space is an L-

fold product of PC, i.e., we choose the base space B = PL
C = ×L

i=1
PC,i. The

polynomial equation in this space – which we can read off from the half-integrand
in holomorphic coordinates – is:21 21Note, that we use the

same name for the co-
ordinates in CL and
PL here for simplicity.
Of course the transi-
tion to PL requires a
homogenisation of co-
ordinates.

ydc = PG(x,λ) =
∏

j,k,l,m

(xj − xk)ν
∏

i,j

(xl − λm)ν . (3.217)

We consider a dc-fold covering over the base space and in particular, we often choose
a double cover dc = 2. The adjunction formula [165] implies that for this polynomial
equation to define a CY L-fold, the parameters need to fulfill the condition

dc
dc − 1

= V · ν . (3.218)

For dc = D = 2 this is equal to the condition of (2.80) – the conformal massless
fishnet integrals in two dimensions define CY L-folds. Specifically, we consider the
tilings with V = 3, 4, 6 and propagator powers 2

3
, 1
2
, 1
3

respectively. The unique
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holomorphic differential is given in the homogeneous coordinates [xi : wi] of each
PC by

ΩG(x,λ) =

∧ℓ
i=1(wi dxi − xi dwi)

PG(x,λ)
d−1
d

. (3.219)

For more subtle explanations related to this association, we refer to [35, 37, 38].

Other Approaches

As we have seen in Section 3.3, the periods of a Calabi-Yau variety are determined
as the solutions of an ideal of differential operators, the Picard Fuchs ideal. Thus,
this ideal of operators also determines the Calabi-Yau family that is associated
to the integral family. One can find the Picard-Fuchs ideal for the maximal cut
from the linear differential equations it satisfies algorithmically. Another way to
obtain a family of varieties from a Feynman integral family is via the Symanzik
representation, more specifically by taking a quotient of the Symanzik polynomials
[224, 225] in the proper embedding space. One example, where this has been shown
to give the same variety as the polynomial equation defined from the maximal cut
in Baikov representation is the sunrise integral family [92]. Lastly, let us remind
again of the fact that in different contexts, the integrals take different forms and for
example in string integrals, the integration space is always a punctured Riemann
surface of genus L with L the loop number, see the discussion in Section 2.1.
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Twisted and Motivic
(Co-)Homology Groups

See also:

• In Chapter 5 we
study bilinear rela-
tions between twisted
periods and their
implications for rela-
tions between (cuts of)
Feynman integrals. We
also understand the
role of the intersection
matrix of twisted co-
homology in canonical
bases.

• In Chapter 6 we
study hyperellip-
tic maximal cuts,
modelled by hyper-
geometric Lauricella
functions. We use re-
sults derived from from
twisted intersection
theory and particularly
the results of Chapter
5.

• In Chapter 8 we dis-
cuss Feynman integrals
in two dimensions, as
single-valued versions
of twisted periods,
which can be con-
structed as a double
copy of twisted peri-
ods, as described in
Subsection 4.3.2.

Many of the integrals we consider in this thesis have multi-valued integrands –
most importantly Feynman integrals in dimensional regularisation and the special
hypergeometric functions with generic parameters that arise in them. As such,
one natural way to study them is as twisted periods, i.e., periods of twisted (co-
)homology groups, which form are (co-)homology groups with coefficients. This
viewpoint and the insights from twisted intersection theory that it allows us to
use are relevant for many results presented in this thesis. Some of them are listed
in the margin here. They require a solid understanding of the basics of twisted
intersection theory, which we provide in this chapter. In addition to twisted (co-
)homology groups, we will also – more briefly – introduce some results from motivic
cohomology and comment on their appearance in the context of Feynman integrals.
Additionally, the motivic framework is where the construction for single-valued
versions of twisted periods we apply stems from.
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In particular, brief reviews on twisted (co-)homology groups as well as motivic
cohomology are presented in Sections 4.1 and 4.2. In the latter our focus is on con-
structing single-valued versions of periods in Subsection 4.2.2 and on the motivic
coaction for special classes of functions in Subsection 4.2.3. We supplement these
introductions with a class of examples in Section 4.3, where we discuss Aomoto-
Gelfand hypergeometric functions. Finally, we explain in Section 4.4 how one can
interpret Feynman integrals as twisted periods. This chapter is further comple-
mented with Appendix B, where we explain how to practically compute some of
the objects introduced throughout the chapter.

Section 4.1 and parts of Section 4.2 are reviews based on the existing literature
and resemble similar reviews in [36, 50, 226]. The following results were
obtained during the PhD and many of them are already published:

♠ In Section 4.2.3 we present preliminary results on a coaction-like map,
which was obtained during a collaboration with Axel Kleinschmidt and Oliver
Schlotterer. A publication on this construction is in preparation [227].

♠ The discussion of (single-valued) Aomoto-Gelfand hypergeometric functions
in Section 4.3 was already presented in [36], which resulted from a collaboration
with Claude Duhr.

♠ The discussion on how to interpret Feynman integrals as twisted periods
is partially taken from similar discussions in [50, 226], which resulted from
collaborations with Claude Duhr, Cathrin Semper and Sven Stawinski.
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4.1 Review of Twisted (Co-)Homology Groups

In this section, we discuss the cohomology and homology groups whose period
pairings evaluate to multi-valued integrals of the form

∫

γ

Φφ . (4.1)

More specifically:

• Φ is a multi-valued function – the twist – and here, we assume that the twist
takes the form

Φ =
r∏

i=0

Li(z)αi , (4.2)

where the Li(z) are polynomials in the variables z ∈ X1 and αi ∈ C in the1Typically X = Pn
C − Σ

here with Σ a union of
hypersurfaces specified
by the branch points
and poles of Φφ as de-
tailed later. But one
can also define twisted
cohomology groups on
other varieties.

most general case.

• φ is a rational n-form on X. In general, we define the twist such that all
poles of φ appear as a zero of one of the Li(z). That might be achieved by
including factors Lj(z)0 in the twist.

• γ is a closed integration contour on X. For the integral in eq. (4.1) to be
well-defined, we attach a choice for the branch of Φ to γ.

Starting from some integral of interest, the data extracted from these objects can
be used to define (relative) twisted (co-)homology groups.2. In particular, we de-2Twisted (co-)homology

groups form a subset of
(co-)homology groups
with coefficients, with
the coefficients defined
by values of the twist.

fine a connection and the corresponding systems of its local sections. The twisted
connection and the dual twisted connection are

∇Φ = dint + ωΦ ∧ · and ∇̌Φ = dint − ωΦ ∧ · with ωΦ =
dintΦ

Φ
= dintlog Φ , (4.3)

where the term with ωΦ account for the multi-valuedness of the integrands. The
spaces these are defined on also depend on the particular integrals we want to
consider and will be specified below. Note that at this point we explicitly use
the exterior derivative with respect to the (physically) internal variables. The
distinction between the derivatives dint and dext is particularly relevant in this
chapter. Acting with the connection ∇Φ on φ is equivalent to acting with the
exterior derivative on the full integrand Φφ:

dint (Φφ) = Φdintφ+ dintΦ ∧ φ = Φ

Å
dintφ+

dintΦ

Φ
∧ φ
ã

= Φ∇Φφ . (4.4)

The local systems3 defined by the twist are3A proper definition of
the local system can
be found in Definition
A.3.

ĽΦ = {f(z) | ∇̌Φf(z) = 0} and LΦ = {f(z) | ∇Φf(z) = 0} . (4.5)
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If Φφ has branch points, but no poles or zeroes (i.e. αi /∈ Z for all i and∑r
i=0 αi /∈ Z), the definition of the twisted (co-)homology groups defined by the

data is straightforward and we review it in Subsection 4.1.1. In situations relevant
for physics, we typically have additional poles in Φφ that are not regulated by Φ
– meaning they are not branch points of the twist. One can regulate these either
by working relative to some hypersurfaces – using relative twisted (co-)homology
groups – or by introducing a generic parameter and performing a limit. We review
these modes of regularisation in Section 4.2, but also make some comments on how
the two approaches are equivalent for the objects we care about. Throughout this
discussion, we keep referring to the example of Euler’s β-function as well as Gauss
hypergeometric 2F1 function. Let us start by introducing these here to illustrate
the discussion so far.

Example 4.1 (Euler’s β function: An Example for a Multivalued Function). Eu-
ler’s β function is defined by

β(a, b) =

∫ 1

0

xa−1(1 − x)b−1dx =
Γ(a)Γ(b)

Γ(a+ b)
for Re(a),Re(b) > 0 . (4.6)

We define the twist

Φ = xa(1 − x)b (4.7)

and the form φ = dx
x(1−x)

such that

β(a, b) =

∫ 1

0

Φφ . (4.8)

Example 4.2 (Gauss Hypergeometric 2F1 function: An Example for a Multivalued
Function). The integral representation of the hypergeometric 2F1 function is

2F1(a, b, c;λ
−1) =

Γ(c)

Γ(b)Γ(c− b)

∫ 1

0

zb−1(1 − z)c−b−1(1 − λ−1z)−adz (4.9)

and we also use its normalised version

2F1(a, b, c;λ
−1) =

Γ(b)Γ(c− b)

Γ(c)
2F1(a, b, c;λ

−1) (4.10)

and assume that the parameters a, b, c are generic. Then we can write

2F1(a, b, c;λ
−1) = (−λ)a

∫

γ=[0,1]

Φφ (4.11)

with Φ = zb(1 − z)c−b(z − λ)−a and φ =
dz

z(1 − z)
(4.12)

Due to the generic choice of a, b, c the function Φ is multi-valued on X = PC −
{0, 1, λ,∞} and φ is a single-valued and holomorphic form on X. In this example,
the connection of eq. (4.3) is defined with

ωΦ = dint log Φ =
b− cz

z(1 − z)
+

a

λ− z
. (4.13)
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4.1.1 Review: Twisted (Co-)homology

Here, we follow mostly the notion of twisted cohomology from [228–230] as com-
monly done in the physics community [39, 44]. Within the current subsection, we
restrict the exponents in the twist of eq. (4.2) by the condition

αi /∈ Z and
r∑

i=0

αi /∈ Z . (4.14)

In that case, φ is a single-valued, holomorphic form on the space

X = Pn
C − Σ where Σ =

r⋃

i=1

Σi =
r⋃

i=1

{z|Li(z) = 0} . (4.15)

We call the components Σi the regulated boundaries. X needs not be the punctured
Riemann sphere, one could just as well consider twisted cohomology on other va-
rieties, as it was for example done in [6], but the examples we consider here are
covered by the choice of eq. (4.15).

Twisted (Co-)Homology Groups and Their Pairings

One can understand twisted (co-)homology groups using what we know about stan-
dard (co-)homology groups from Section 3.1 but replacing the exterior derivative
d with the connection ∇Φ. In particular, that means that we also consider the
notions of closed (∇Φφ = 0) and exact (φ = ∇Φφ̃) with respect to this connection
∇Φ. Here, we elaborate the consequences of this in detail.

We are still primarily interested in integrals of the form eq. (4.1) – here with the
restriction of eq. (4.14) – and we work modulo differentials that vanish upon inte-
gration. Consequently, we want to work modulo exact forms and to that end define
an equivalence relation φ + ∇φ̃.4 That means, we want to consider differentials4This is equivalent to

the approach of work-
ing modulo IBP rela-
tions in the context of
Feynman integrals [40].

from a twisted de-Rham cohomology group:

Definition 4.1 (Twisted de Rham Cohomology Group). The twisted version of a
de Rham cohomology group is defined as

Hk
dR(X,∇Φ) = Ck(X,∇Φ)/Bk(X,∇Φ) , (4.16)

with

Ck(X,∇Φ) = {k − forms φ on X | ∇Φφ = 0} , (4.17)

Bk(X,∇Φ) = {k − forms ∇Φφ̃ | φ̃ a k − 1-form} . (4.18)

All twisted cohomology groups we consider here are finite-dimensional and
specifically [231]:

2n∑

k=0

(−1)kdim
[
Hk

dR (X,∇Φ)
]

= χ(X) , (4.19)
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where χ(X) is the Euler number of the underlying space, see Definition A.8. Prac-
tically, one can obtain the dimension of a given cohomology group Hk

dR (X,∇Φ)
by counting the critical points of dint log Φ. For n = 1 this can be done by com-
puting the number of solutions of dint log Φ = 0. For n > 1, the dimension can
be found iteratively [232]. In fact, only the middle cohomology group Hn

dR(X,∇Φ)
is non-zero [231]. Thus, we only consider k = n. The elements of Cn(X,∇) are
called twisted co-cycles. In a similar way, we consider closed modulo exact con-
tours. That means we consider contours that are taken from equivalence classes of
so-called twisted cycles (or loaded cycles) in

Cn(X, ĽΦ) = {γ = ∆c
γ ⊗ Φ|∆c

γ
|∆c

γ an n − cycle and ∂(γ ⊗ Φ|γ) = 0} . (4.20)

We denote these cycles by5 5Note that including
only a finite number
of simplices is a choice
and serves as a regular-
isation. We comment
on this in more details
below when defining
also the dual twisted
homology group as
well as in the appendix
B.

γ = ∆c
γ ⊗ Φ|γ =

finite∑

∆

a∆∆ ⊗ Φ|∆ . (4.21)

Here, ∆c
γ is a compactified topological n-cycle that can be decomposed into a finite

number of simplices embedded in X – denoted by ∆ – with coefficients a∆ ∈ R.
They always come with a branch choice of Φ|∆ (loaded onto ∆). Practically, this
means that every twisted cycle comes with a local choice of branch for Φ. This
branch is taken from the local system ĽΦ. The operation ∂(∆c

γ⊗Φ|γ) restricts both
the contour and the branch of Φ to the boundary (of the contour). We denote the
space of boundaries by

Bn(X, Ľ) = {twisted n − cycles ∂γ | γ = ∆c
γ ⊗ Φ|∆γ with (n + 1)-cycles ∆c

γ}
(4.22)

and define the twisted homology group:

Definition 4.2 (Twisted Homology Group). The twisted version of a Betti homol-
ogy group is defined as

Hn(X, ĽΦ) = Cn(X, ĽΦ)/Bn(X, ĽΦ) . (4.23)

In some contexts, we put the twisted cycles and co-cycles into brackets, denoting
by ⟨φ| the twisted co-cycle and by |γ] the twisted cycle. These brackets already
hint at a vector space structure and pairings between the objects, the first of which
we define promptly:

Definition 4.3 (Period Pairing). The period pairing pairs twisted cycles and co-
cycles via integration. The periods evaluate to integrals such as the one in eq. (4.1):

⟨·|·] : Hn(X, ĽΦ) × Hn
dR (X,∇Φ) → C (4.24)

⟨γ|φ] =

∫

γ

Φφ . (4.25)
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Applying this pairing to basis elements γi of Hn(X, ĽΦ) and φj of Hn
dR(X,∇Φ),

we obtain the period matrix P:

Definition 4.4 (Twisted Period Matrix). The entries of the twisted period matrix
P are

Pij = ⟨φi|γj] =

∫

γj

Φφi . (4.26)

For all objects introduced up to here – specifically the twisted (co-)homology
groups and periods – one can define dual6 versions. In principle,7 one can think of6In particular, the dual-

ity is facilitated by the
intersection pairings.

7As long as there are no
poles to regularise and
one needs to be even
more careful.

these as elements of the twisted (co-)homology groups with the inverse twist Φ−1

or equivalently, with the connection ∇̌Φ. Practically, the pairings that define the
dualities require that at least one of the two objects that are paired is regularised,
since we always want to pair two elements with at least one of them being compactly
supported so that the pairings are well-defined. Implicitly, we already defined
the twisted cycles to be regularised by taking only finite linear combinations of
simplices, so the dual twisted cycles do not need to be compactly supported in our
conventions.

Definition 4.5 (Dual Twisted Homology Group). The (locally-finite) dual twisted
homology group is defined by

Hlf
n(X,LΦ) = {η̌ = ∆η̌ ⊗ Φ−1|η̌ |∆η̌ locally finite , ∂η̌ = 0}/{boundaries ∂η̃} ,

(4.27)

with the elements η̌ taking the form

∆η̌ ⊗ Φ|−1
η̌ =

locally finite∑

□
b□□⊗ Φ−1|□ , (4.28)

where the □ are embeddings of simplices and b□ ∈ R.

In general8, these locally finite dual cycles are generated by a set of bounded8Though, keeping in
mind that throughout
this discussion the re-
striction of eq. (4.14)
holds.

chambers – specifically for linear factors Li(z) – whose boundaries are the zero
loci of the factors Li(z) of the twist Φ. Often, we deform the chambers, so that
they lie in X and do not intersect points lying outside of X. Their regularised
versions generate the cycles of the twisted homology group in 4.23 and they are
obtained by taking tubings around the boundaries. Note that the particular feature
of restricting with eq. (4.14) allows us to take in principle the same basis choice
for the homology group and its dual, albeit one of them being regularised.

See also:
This become more
clear in the examples,
with the first one being
Example 4.3.

In that
case, we denote both bases by the letter γi, distinguishing the contour ∆γ̌i from its
regularised version ∆γi.

Example 4.3 (Twisted Homology Bases for Twist with Only Linear Factors in
1D). We consider here as a simple example the univariate case with a twist built
from r+ 1 linear factors of the form Li(x) = (λi − x). The zero loci of these linear
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equations simply define a set of points Σ = {λi | 0 ≤ i ≤ r} that we assume to be
ordered λi < λj for i < j and real. In this situation, a basis of locally-finite dual
cycles can be chosen to be supported on r independent open intervals between these
points λi. Two examples for natural choices of this basis are

γ̌j = ∆γ̌j ⊗ Φ−1|γ̌j with ∆γ̌j = (0, λj) for j = 1, . . . , r (4.29)

<latexit sha1_base64="iF7JRuxOWxS0MgIJ8SNEi+jKH8Y=">AAAKXnicnVTdbts2FD7pFq9R159sNwUGDESbYA4gE6Tjn2ZBhsz7vSnQYU1bwA4CSmIc1bLkSnS2RNBD7GX6An2K9WovsWEXveghJdlJU8dOJJg8PDzfd75zSNkZBX6iGPt76cYnny5XPru5Yt36/Padu/dWv3iWROPYlXtuFETxC0ckMvBDuad8FcgXo1iKoRPI587gB73//FjGiR+FT9XJSO4PRT/0D31XKHQdrC7/1XNk3w9T5Q9OR76rxrHMrJ4Xiz+6TiDcgT0OVCyIOvLdwT6pMlq32QahlLhRqOIoSEi1Ydf4BhGhR6otY+JuleeR2zlXAaT1DRJGnuwKJzqW+yTtKfmnMlWkJluWpmtsLcuyAteNYhH2JUbYh34Q7EyWUymuH7uBJNU6bY7UNB9fPGEvwH554uDlgon5jMyEkBmNs2vfIa5Bt5p2jdF2c4PUaqTapGyyvoD2IqWkZ08aX+O0qZNqINPGXASjjRLAF0PwsxBOt3LQOoJMD5MjMZI7edV5V3IakrgikDtMM3yPF0EVCtNsmxBrffZlMtGxi8Yj9i2+eFqIMM/CsM1WCbya0E4ulC+otHM9pZ2PK517xer5Yc+422aX8itcbb7g1W5fmrd95bzpyxrPFsx9LjM/m/kyVINeD9e8Jq51TdzmDJwMvXP/vcQ6uPeQUWYectHghfFwd+3f12+Ob/33JFpdegs98CACF8YwBAkhKLQDEJDg2wUODEbo24cUfTFavtmXkIGF2DFGSYwQ6B3g2MdVt/CGuNaciUG7mCXAX4xIAuv4+9kwOhits0q0E5zf4e/U+PozM6SGWSs8wdlBxhXD+Bj9Co4wYh5yWESWWuYjdVUKDuGRqcZHfSPj0XW6E54fcSdG38DsEPjJRPaRwzHrY+xAiPMeKtBdLhmIqdjDWZhZGpawYBTIF+Osu6/1zK4ujzg1p2OZs5WoWWuQZ04gRb/u/QB+MXl0psyc0RA7OjA2Bxso1HHUFjN2dimnQk0xvMLxQy6NbuNrYz2sGKnhLa3WHO5Sbwc9Y3P7Pqa2VSgttV/OqUdhTqf0X9RdKmxAc2JPK1lE+WOch/B7cVISK8hPbHauOr7TbJt446YrhqsMv3P+4Vd90XhWp7xF+W/4wXcgf27CV/AAqqi6DbvwKzzBe+gu/1/5uvJNpbryj1Wxblt389AbSwXmSzj3WPffA9B+piI=</latexit>

0 �j�1 �j�1

Figure 4.1: The dual cycle γ̌j of eq. (4.29) is supported on the interval (0, λj) as
illustrated here.

and

η̌j = ∆η̌j ⊗ Φ−1|η̌j with ∆η̌j = (λj−1, λj) , for j = 1, . . . , r . (4.30)
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Figure 4.2: The dual cycle η̌j of eq. (4.30) is supported on the interval (λj−1, λj)
as illustrated here.

These choices9 are depicted with their orientations in figures 4.1 and 4.2. The 9Note that we here gen-
erally write intervals
(x, y) and mean the de-
formed path from x to
y that lies in X.

intervals are deformed into the lower half-plane so that they do not intersect the
other punctures λi that are taken out of X. This amounts to analytically continuing
the twist on the lower-half plane and is equivalent to choosing the following branch
for each factor locally:

arg[Lj(z)] =

®
0 if 1 ≤ j ≤ k

−π if k + 1 ≤ j ≤ m
on the interval (λk, λk+1) . (4.31)

For the (non-dual) twisted cycles we need to construct the compactly supported
version ∆c

γ of the topological cycles ∆γ̌. In particular, the regularised versions of
the dual twisted cycles γ̌j are 10 10The factors di and ci

are defined by:
cj = exp(2πiαj)
dj = cj − 1
as in eq. (B.20).

γj = ∆c
γj
⊗ Φ|∆c

γj
=
Sϵ(0)

d0
⊗ Φ|Sϵ(0) + (ϵ, λj − ϵ) ⊗ Φ|(0+ϵ,λj−ϵ) −

Sϵ(λj)

dj
⊗ Φ|Sϵ(λj) .

(4.32)

Their support is depicted in figure 4.3.
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✏0 �j

Figure 4.3: The cycle γj of eq. (4.32) is supported on a regularised version of the
interval (0, λj) as illustrated here.

The Sϵ(x) are oriented positively (anti-clockwise) ε-circles around x and the
branches are chosen by analytically continuation along these circles, taking into
account the branch choices of eq. (4.31). The boundary of these cycles vanishes due
to the normalising factors dj:

∂
Ä
∆c

γj
⊗ Φ|∆c

γj

ä
=

ϵ

d0
(c0 − 1) + (λj − ϵ− ϵ) − λj − ϵ

dj
(cj − 1) = 0 . (4.33)

For multi-variable cases, the intervals are replaced with multi-dimensional cham-
bers and the regularisation can be obtained similarly.

In some contexts, we denote the dual twisted cycles by |η̌], in particular, when
they are part of a pairing. The intersection pairing between a twisted cycle γ
and a dual twisted cycle ξ̌ – which we denote by [·|·] – counts the (topological)
intersections of the two cycles, taking into account their orientations as well as the
branch choices for Φ and Φ−1 loaded onto them at each of the intersecting points.
More details on their computation are given in appendix B or can be found in
refs. [36, 228, 233].

Definition 4.6 (Homology Intersection Matrix H). If {β1, β2, . . . } is a basis of
the homology group Hn(X, ĽΦ) and {α̌1, α̌2, . . . } is a basis of a dual homology group
Hn(X,LΦ), the intersection matrix H for these bases has the entries

Hij = [α̌j|βi] . (4.34)

Let us turn our attention to the dual differentials, i.e. the co-cycles in the dual
cohomology group. We regularise the elements of the dual twisted cohomology
group, which is:

Hn
dR,c

(
X, ∇̌Φ

)
= {compactly supported n− forms φ̌ | ∇̌Φ φ̌ = 0}/{exact forms} .

(4.35)

Since in general X is not compact and the forms φ ∈ Hk
dR(X,∇Φ), compactified

dual co-cycles χ̌ are necessary, so that the intersection pairing

⟨φ|χ̌⟩ =

∫

X

φ ∧ χ̌ (4.36)

is well-defined. Note that within this pairing and in related contexts, we often
denote the dual co-cycles by |χ̌⟩. Due to the restriction in eq. (4.14), we can
use a compactified version of the twisted cohomology basis for the dual twisted
cohomology basis. These compactified differentials are denoted by φ̌c, but often we
omit the label c explicitely as the dual differentials are always compactified.1111This particular feature

is important for the re-
sults of Chapter 5. 102
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Definition 4.7 (Cohomology intersection matrix H). Given bases φi and χ̌d,j of the
twisted cohomology and its compactified dual, we define the cohomology intersection
matrix C with entries

Cij =
1

(2πi)n
⟨φi|χ̌j⟩ . (4.37)

We explain an algorithm for computing intersection numbers in Appendix B.
Additionally, we define the dual period matrix:

Definition 4.8 (Dual Period Matrix). The dual period matrix is the matrix P̌ with
entries

P̌ij = [γ̌j|φ̌i⟩ =

∫

γ̌j

Φ−1φ̌i . (4.38)

Thus, we have reviewed pairings between all four twisted (co-)homology groups.
Applied on bases of these spaces, the resulting matrices are all non-degenerate, i.e.
have full rank. Poincaré duality implies the isomorphisms [231]:

Hk
dR(X,∇Φ) ∼= Hlf

2n−k(X,LΦ) and Hk
dR,c(X, ∇̌Φ) ∼= H2n−k(X, ĽΦ) . (4.39)

We summarise the groups and the pairings that facilitate the dualities in figure 4.4.
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Poincaré

h·|·i

[·|·]

[·|·ih·|·]

Hn
dR(X,r�)

Hn,lf(X, Ľ�)

Hn
dR,c(X, ř�)

Hn(X, Ľ�)

Figure 4.4: There are four twisted (co-)homology groups we can associate to a
space X and a twist Φ and for each pair of them we can associate a pairing.

We illustrate these objects and pairings with two simple examples. If a > 1 or b > 1, we
just split the
respective parameter
into an integer part
and a non-integer part
that is smaller than
one and takes the role
of the a, b in this
example.

Example 4.4 (Euler β function: (Co-)Homology Groups and Their Bases). This
example is a continuation of example 4.1. Here, we assume that 0 < a, b < 1 are
non-integer. The (co-)homology groups defined by the twist Φ of eq. (4.7) on the
space X = C−{0, 1,∞} are one-dimensional. We choose for H1

dR(X,∇Φ) the basis
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element φ = dx
x(1−x)

. We can choose the same representation for the basis of the

dual cohomology group H1
dR(X, ∇̌Φ). The corresponding intersection matrix is

C = (⟨φ|φ̌⟩) =

Å
a+ b

ab

ã
. (4.40)

The homology group H1(X, ĽΦ) is spanned by γ = ∆c
γ ⊗Φ∆γ , where ∆c

γ is the regu-
larised version of the interval ∆γ̌ = (0, 1) – with the regularisation as in eq. (4.32).
For the dual homology group we choose this interval to be the support of the single
basis element. The corresponding homology intersection matrix is

H = ([γ̌|γ]) =

Å
− exp(πia) exp(2πib) − 1

(exp(2πia− 1) (exp(2πib) − 1)

ã
(4.41)

= − 1

2πi

Å
Γ(1 − a)Γ(a)Γ(1 − b)Γ(b)

Γ(1 − a− b)Γ(a+ b)

ã
. (4.42)

The period matrix is

P = (⟨φ|γ]) = (β(a, b)) (4.43)

and the dual period matrix is P̌ = P|{a,b}→−{a,b}.

Example 4.5 (2F1 function: (Co-)homology Groups and Their Bases). We con-
tinue with the conventions of Example 4.2, assuming that a, b, c, c − a /∈ Z. For
the dual homology, we choose a basis with supports ∆γ̌1 = (λ,∞) and ∆γ̌2 = (0, 1).
These are depicted in figure 4.5.
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Figure 4.5: The basis elements γ̌1 and γ̌2 of the dual homology group H1(X,LΦ)
are supported on the intervals (λ,∞) and (0, 1).

For the homology group H1(X, ĽΦ) we choose a basis supported on the regularised
versions of these intervals. The homology intersection matrix is

H(λ) =

Å
i
2

csc[aπ] csc[(a− c)π] sin[cπ] 0
0 − i

2
csc[bπ] csc[(b− c)π] sin[cπ]

ã
.

(4.44)

See also:
We use the bases
χ, χ̌ in Example 4.10,
whereas we use the
bases φ, φ̌ in Section
6.1.2.

One can choose a standard d log basis for H1
dR(X,∇Φ):

χ1 = d log

Å
z

1 − z

ã
=

dz

z(1 − z)
and χ2 = d log

Å
z

z − λ

ã
=

λdz

z(z − λ)
. (4.45)
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The dual cohomology group H1
dR(X, ∇̌Φ) is generated by the same basis χ̌i = χi.

Another basis choice is

φ1 = dz and φ2 = zdz (4.46)

and

φ̌1 =

ï
φ1

z(1 − z)(z − λ)

ò
c

and φ̌2 =

ï
φ2

z(1 − z)(z − λ)

ò
c

. (4.47)

See also:
Note that we spell out
the calculation of the
cohomology intersec-
tion matrix in Example
B.1 and of the homol-
ogy intersection matrix
in Subsection B.1.2 of
Appendix B.

Explicitly, the cohomology intersection matrices are:

Cχ(λ) =

Ç
− c

b(b−c)
1
b

1
b

a−b
ab

å
and Cφ(λ) =

Ç
0 1

1−a+c
1

2−a+c
1−a+b+λ(1+c)
(1−a+c)(2−a+c)

.

å
(4.48)

The period matrix in the φ basis is

Pφ
11(λ) = eiπ(c−b)λ1−a+c

2F1

(
b− c, a− c− 1,−c;λ−1

)
(4.49)

Pφ
12(λ) = e−iπaλ−a

2F1

(
1 + b, a, 2 + c;λ−1

)
(4.50)

Pφ
21(λ) = eiπ(c−b)λ2+c−a

2F1

(
b− c, a− 2 − c,−1 − c;λ−1

)
(4.51)

Pφ
22(λ) = e−iπaλ−a

2F1

(
2 + b, a, 3 + c;λ−1

)
. (4.52)

The dual period matrix can be obtained by mapping a → −a + 1, b → −b − 1, c →
−c− 1 in the period matrix entries. These shifts invert the twist and adjust for the
different choice of dual basis and basis. Note that for a twist

Φ = z−
1
2
+a1ε(1 − z)−

1
2
+a2ε(z − λ)−

1
2
+a3ε (4.53)

that shift simply amounts to ε→ −ε and consequently, as a function of ε: P̌(ε) =
P(−ε). We motivate why choices such as this one lead to particular intersection
matrices in Chapter 5.

See also:
More examples can be
found, e.g., in:
bullet Examples 5.2 &
5.3
bullet Section 6.1.3 &
6.1.4
bullet Appendix B.2

The period matrix in the basis χ can also be expressed in hy-
pergeometric 2F1 functions and we do not explicitly state it here. The corresponding
dual period matrix in the basis χ̌ can be obtained by mapping (a, b, c) → −(a, b, c).
Explicitly:

P̌χ(a, b, c) = Pχ(−a,−b,−c) . (4.54)

Twisted Riemann Bilinear Relations

There are completeness relations for the homology and the cohomology basis re-
spectively:

(2πi)−n|φ̌i⟩(C−1)ij⟨φj| = 1 and |γi](H−1)ji[γ̌j| = 1 . (4.55)

These completeness relations can be used to decompose period integrals in the
co-cycles or cycles respectively:

⟨φ|γ] = (2πi)−n

d∑

j=1

⟨φ|φi⟩
(
C−1

)
ij
⟨φj|γ] (4.56)
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⟨φ|γ] =
d∑

j=1

⟨φ|γi]
(
H−1

)
ji

[γj|γ] . (4.57)

See also:
In Section 5 we dis-
cuss what one can learn
from the twisted Rie-
mann bilinear relations
about (maximal cuts
of) Feynman integrals.

By inserting a completeness relation into the homology and cohomology intersec-
tion pairing one obtains the twisted Riemann bilinear relations [230]:

1

(2πi)n
P
(
H−1

)T
P̌T = C , (4.58)

1

(2πi)n
PT
(
C−1

)T
P̌ = H . (4.59)

Example 4.6 (2F1 function: Twisted Riemann Bilinear Relations). We continue
the discussion of the hypergeometric 2F1 function of Examples 4.2 and 4.5. The
Riemann bilinear relations in that example are bilinear relations between hyper-
geometric 2F1 functions. An example for such a relation obtained with the basis
eq. (4.46) is:

(a− c− 2)2F1

(
1 − b, 1 − a, 1 − c;λ−1

)
2F1

(
−b, 1 − a,−c;λ−1

)
(4.60)

+ (a− 1 − c)2F1

(
1 + b, a, 2 + c;λ−1

)
2F1

(
1 − b, 1 − a, 1 − c;λ−1

)

+ (1 − a+ b+ λ(1 + c))2F1

(
−b, 1 − a,−c;λ−1

)
2F1

(
−b, 1 − a,−c;λ−1

)
= 0

Note that for specific parameter choices, these relations can become quadratic. Gen-
erally, they reduce to known relations for this class of functions.

Differential Equations

Generally, the differentials in the period integrals depend on some parameters λ.
In applications in physics these are the physical parameters, such as the masses and
momenta. As outlined in Section 2.5, we use differential equations with respect to
these parameters to compute Feynman integrals. The differential equations can
also be derived using the cohomology intersection numbers. The period matrix
P(λ) and the dual period matrix P̌(λ) as functions of the physical parameters are
the fundamental solutions of the differential equations

dextP(λ) = A(λ)P(λ) , (4.61)

dextP̌(λ) = C(λ)P̌(λ) . (4.62)

Similarly, the intersection matrix C is the unique – up to constant prefactors –
rational solution of the differential equation [234–237]

dextC(λ) = A(λ)C(λ) + C(λ) Ǎ(λ)T . (4.63)

The connection matrix A(λ) for the differential equation for a basis of differentials
φi can also be computed from intersection numbers12:12As in eq. (4.37), we use

Cij(λ,α) =
1

(2πi)n ⟨φi|χ̌j⟩. Ai,k =
1

(2πi)n

∑

l,k

⟨ηi|χ̌l⟩
(
C(λ,α)−1

)
lk

(4.64)
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with the χ̌l being elements of some dual basis and

ηi = dextφi + dext log Φ ∧ φi . (4.65)

C is the intersection matrix between the two bases φ and χ̌.

Example 4.7 (2F1 function: Differential Equations). We continue in the conven-
tions of Examples 4.2, 4.5 and 4.6 and compute the connection matrix for the period
matrix defined with the basis φ of eq. (4.46) using eq. (4.64):

dPφ(λ) = Aφ(λ)Pφ(λ) with A =

Ç
1−a+b−aλ
λ(1−λ)

2−a+c
λ(λ−1)

1+b
1−λ

2−a+c
λ−1

å
. (4.66)

d log bases: For specific basis choices, we can deduce additional properties and
symmetries of the connection matrix. We do so specifically for so-called d log bases.
A common basis choice for the homology group are chambers bounded by the
hypersurfaces defined by the zeroes of the factors Li(z) in the twist, as discussed,
e.g., in Example 4.3. The analogous basis choice for the differentials is a d log basis.
The defining property of this basis is, that it has only d log singularities and these
are located only on the boundaries of the hypersurfaces. While such a d log basis
is expected to exist quite generally, explicit constructions are only known in cases
where at most one of the factors Li(z)13 of the twist is a polynomial of degree larger 13Below we repeatedly

shorten these to
Li := Li(z).

than one and the remaining factors define hyperplanes [40]. For instance, if Σ is a
union of linear hyperplanes only, it is possible to choose a dlog basis of the form

See also:

We gave an example
for a d log basis in
eq. (4.45).

φI = dlog

Å
Li0

Li1

ã
∧ dlog

Å
Li1

Li2

ã
∧ · · · ∧ dlog

Å
Lih−1

Lih

ã
, (4.67)

where I = (i0, i1, . . . , ih) [231]. For bases of this form, the following theorem holds
[50]:

Theorem 4.1. We consider a twisted cohomology group with twist

Φ =
r∏

k=1

Lk(z)akµ , ak ∈ Q , (4.68)

where µ is a formal variable, and assume that the period matrix P(λ, µ) is defined
from a d log basis as in eq. (4.67) such that it satisfies the differential equation

dextP(λ, µ) = A(λ, µ)P(λ, µ) (4.69)

with respect to the variables λ. Then the connection matrix takes the form

A(λ, µ) = µB(λ) . (4.70)

Moreover, it is possible to pick d log bases such that B(λ) = B(λ)T is a symmetric
matrix.
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Proof. We prove the µ-dependence and the symmetry separately, following the
proof already given in [50].

µ-dependence
We choose a d log basis φI as specified in eq. (4.67), along with a corresponding
dual basis φ̌I = [φI ]c. The matrix A(λ, µ) can be computed in terms of intersection
numbers from eq. (4.64). Our first goal is to see that the dependence of A(λ, µ)
on µ is as given in eq. (4.70) and we do so by analysing the µ-dependence of the
intersection numbers used to compute A(λ, µ):

• Given that we use a d log basis, a result from ref. [238] (see Theorem B.1 in
Appendix B.3) implies that

CKL(λ, µ) =
1

(2πi)n
⟨φK |φ̌L⟩ =

1

µn
aKL , (4.71)

for some rational numbers aKL. Equivalently

C(λ, µ) =
1

µn
C̃ , (4.72)

where C̃ is a constant matrix.

• In appendix B.3 we prove that for ηI as in eq. (4.65):

⟨ηI |φ̌L⟩ =
(2πi)n

µn−1
ãIL(λ) , (4.73)

for some constants ãIL in µ.

Thus, we find that the entries of A(λ, µ) as computed from eq. (4.64) are linear in
µ:

A(λ, µ) = µ Ã(λ)C̃−1 , (4.74)

with Ã a matrix that is constant in µ.

Symmetry
Note that it is always possible to select a d log basis φI such that the matrix
C(λ, µ), is diagonal. If C(λ, µ) is not diagonal in some basis φI , we can transform
to an orthogonal basis with entries φ̃I using the Gram-Schmidt procedure14:14The Gram-Schmidt al-

gorithm can be used
since the cohomology
intersection pairing is
symmetric and non-
degenerate for our spe-
cific choice of bases.

φ̃I = φI −
I−1∑

J=1

⟨φ̃J |φ̌I⟩
⟨φ̃J | ˇ̃φJ⟩

φ̃J , I = 1, . . . ,M , (4.75)

and we have ⟨φ̃I | ˇ̃φJ⟩ = 0 for I ̸= J . Let us write the change of basis from φI to φ̃I

as

φ̃I =
M∑

J=1

UIJφJ , (4.76)
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transforming the dual basis in the same way. A priori, the transformation matrix
U depends on λ and µ. However, from eq. (4.75) we know (inductively) that the
entries of B are built from ratios of intersection numbers of the form ⟨φI |φ̌J⟩. It
follows from eq. (4.71) that these ratios, and therefore the entries of the matrix U,
are constant in µ. The matrix of intersection numbers in this basis is

UC(λ, ε)UT = µ−nUC̃UT = µ−n diag(c1, . . . , cM) , (4.77)

with the constants cI given by

cI = (2πi)−n µn ⟨φ̃I | ˇ̃φI⟩ . (4.78)

The period matrix in the basis φ̃I is P̃(λ, µ) = UP(λ, µ), and by construction the

dual period matrix is
ˇ̃
P (λ, µ) = P̃(λ,−µ). Since U is constant, the differential

equation for P̃(λ, µ) is still in µ-factorised form,

dextP̃(λ, µ) = µUB(λ)U−1P̃(λ, µ) . (4.79)

At this point we can even renormalise the bases so that they are orthonormal

ψI =
»

(2πi)−n µn c−1
I φ̃I and ψ̌I =

»
(2πi)−n µn c−1

I
ˇ̃φI . (4.80)

For this basis, the intersection matrix is ⟨ψI |ψ̌J⟩ = δIJ . Consequently, we have
constructed bases that are simultaneously orthonormal and exhibit a differential
equation in µ-factorised form. Let us assume, we have chosen such bases from the
beginning. We can obtain the differential equation for the dual period matrix P̌
in two ways. It can be found by replacing µ by −µ in the differential equation for
the period matrix P:

dextP̌(λ, µ) = dextP(λ,−µ) = −µB(λ)P(λ,−µ) = −µB(λ)P̌(λ, µ) . (4.81)

On the other hand, since the intersection matrix C is the identity matrix in this
case, eq. (4.63) implies that B(λ)T = −B̌(λ) and consequently

dextP̌(λ, µ) = −B(λ, µ)T P̌(λ, µ) = −µB(λ)T P̌(λ, µ). (4.82)

Comparing eqs. (4.81) and (4.82), we see that B(λ)T = B(λ).

Relations Between Periods and Dual Periods We conclude this subsection
by focusing on relations between the periods and the dual periods that are due to
the restriction of eq. (4.14) before lifting this restriction in the following subsection.
If we choose the dual basis elements to be φ̌i = [φi]c, i.e., the compactified versions
of the basis elements, the period matrix and the dual period matrix are related by

See also:
We already had an ex-
ample with this prop-
erty in eq. (4.54).

P̌ij(λ,α) =

∫

γ̌j

Φ−1φ̌i =

∫

γ̌j

Φ−1[φi]c =

∫

[γ̌j ]c

Φ−1φi =

∫

γj

Φ−1φi = Pij(λ,−α) .

(4.83)
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We can always define the bases in such a way as long as the restriction of eq. (4.14)
holds, i.e., it is always possible to choose

P̌(λ,α) = P(λ,−α) , if condition (4.14) holds. (4.84)

See also:
We discuss in Sec-
tion 4.4 how maximal
cuts of Feynman inte-
grals are twisted peri-
ods with specific expo-
nents of the form αi =
µi

2 ± ε and also have
this property.

We interpret this as a self-duality property of the periods. This self-duality prop-
erty is also realised on the level of the connection matrix B of eq. (4.61):

B̌(λ,α)P̌(λ,α) = dextP̌(λ,α) = dextP(λ,−α) = B(λ,−α)P(λ,−α) (4.85)

or

B̌(λ,α) = B(λ,−α) . (4.86)

Note that if we have additional poles that are not regulated by the twist Φ in the
periods, this choice will in general not be possible and thus we also generally don’t
have the self-duality property. Note also that in the applications in this thesis,
we might not always be interested in the dependence on the full α by itself, but
instead α has entries of the form αi = µi

2
± ε. In that case, we can also choose a

basis with the self-duality property

P̌(λ, ε) = P(λ,−ε) . (4.87)

In particular, the dual basis that allows for this is

φ̌i =

[
φi

r∏

j=1

Lj(z)−1

]

c

. (4.88)

In this case, we find similarly to eq. (4.86), that

B̌(λ, ε) = B(λ,−ε) . (4.89)

4.1.2 Review: Relative Twisted Cohomology

If condition (4.14) does not hold, additional subtleties need to be considered: Ad-
ditional poles in the integrand need to be regulated. One way to do so is by using
relative twisted (co-)homology groups. We discuss these, mostly based on [47, 49,
229] in this subsection. An alternative way to regulate the poles is by introducing
factors into the twist, whose exponents δi we set to zero at the end of any calcula-
tion. We also comment on this regularisation and compare the two methods.

Relative Twisted (Co-)Homology Groups

Whilst the definitions for the connections in eq. (4.3) and the local systems in
eq. (4.5) in spirit remain the same, the spaces we define them on need to be chosen
more carefully. From the data imposed by the integral (4.1), we define the following
hypersurfaces of branch points, poles and zeroes:

Σ = {z |Li(z) = 0 ∧ αi /∈ Z} ∪ {∞} , (4.90)
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D+ = {z |Φφ(z) = 0} , (4.91)

D− = {z |z is a pole of Φφ(z) and z /∈ Σ} . (4.92)

Additionally, we define

X± = Pn
C − (Σ ∪D±) . (4.93)

Relative Twisted Homology Groups Since D+ contains the zeroes of Φφ, we
can work relative to this set, i.e., consider cycles with boundaries on D+ as closed
– we are interested in differential forms that vanish on D+, so we can allow for
cycles with boundaries on D+ and still consider them closed. Explicitly, we define
relative twisted cycles as elements of

Cn(X−,D+, ĽΦ) = Cn(X−, ĽΦ)/Cn(D+, ĽΦ) , (4.94)

with

Cn(D+, ĽΦ) = Cn(X−, ĽΦ)|D+ . (4.95)

Similarly, we define

Bn(X−,D+, ĽΦ) = Bn(X−,D+, ĽΦ)/Bn(D+, ĽΦ) (4.96)

and the relative twisted homology group

Hn(X−,D+, ĽΦ) = Cn(X−,D+, ĽΦ)/Bn(X−,D+, ĽΦ) . (4.97)

In practice, the cycles generating this homology group are supported on

• either regularised versions of chambers bounded by the Σi (as for non-relative
twisted homology groups) or

• on tubings around the surfaces in D− (as for non-twisted homology groups).

The cycles may look like they have non-vanishing boundaries, as long as these
(seeming) boundaries lie in D+, which we work relative to. The dual homology
group is defined with the inverse twist Φ−1 and thus the roles of poles and zeroes
are interchanged on the dual side. We define the dual relative twisted homology
group very similarly to the definition in eq. (4.97), albeit exchanging X+ ↔ X−
and D+ ↔ D−:

Hn(X+,D−,LΦ) = Cn(X+,D−,LΦ)/Bn(X+,D−,LΦ) . (4.98)

The (basis) cycles of the dual twisted homology group are allowed to end at poles
of Φφ and thus the generators look like bounded chambers with the boundaries
being from Σ or D−. We shortly discuss the computation of homology intersection
numbers in relative twisted homologies in Appendix B.1.2.
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Example 4.8 (2F1 function: Relative Twisted Homology Group). Let us return
to the 2F1 function of Examples 4.2 and 4.5, but this time we do not take the
parameters a, b, c to be generic and instead choose a configuration that introduces
poles. More specifically, we set b, c /∈ Z to be generic and a = 0 so that the integrand
has a pole at λ. We assume 0 < 1 < λ and define the spaces

Σ = {0, 1,∞}, D+ = ∅ and D− = {λ} . (4.99)

Consequently

X+ = CP− {0, 1,∞} and X− = CP− {0, 1, λ,∞} . (4.100)

The relative twisted homology group is H1(X−,D+ = ∅, ĽΦ) ∼= H1(X−, ĽΦ). Since
the integrand has no zeroes, the surface we are working relative to vanishes and
since the integrand is not multi-valued near the point λ, we choose the first basis
cycle to be supported on the ϵ-ball around λ. As a second basis element of the
homology group we choose one supported on the regularised interval (0, 1):

∆γ1 = (2πi)−1Sϵ(λ) and ∆γ2 = (0, 1)c . (4.101)

For the dual basis we choose cycles supported on the following intervals bounded by
points from Σ ∪D−:

∆γ̌1 = (λ,∞) and ∆γ̌2 = (0, 1) . (4.102)

We depict both, the support of the basis and the support of the dual basis in figure
4.6.
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Figure 4.6: The basis cycles of basis cycles of eq. (4.101) are depicted on a regu-
larized interval (0, 1)c and a ϵ-ball around λ. The dual basis cycles of eq. (4.102)
are supported on the intervals (0, 1) and (λ,∞).

The homology intersection matrix of these bases is

HR =

Å − i
2π

0
0 − i

2
csc[bπ] csc[(b− c)π] sin[cπ]

ã
. (4.103)

We review how to compute this intersection matrix in Example B.5 of Appendix B.
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Relative Twisted Cohomology Groups In the same way, one can define the
relative twisted cohomology group

Hn
dR(X−,D+,∇Φ) = Cn(X−,D+,∇Φ)/Bn(X−,D+,∇Φ) , (4.104)

with

Cn(X−,D+,∇Φ) = Cn(X−,∇)/Cn(D+,∇) . (4.105)

In cases where we consider integrands that have only poles but no zeroes – i.e.,
D+ = ∅ – the relative twisted cohomology reduces to the non-relative version
presented in the previous section [229]

Hn
dR(X−,D+,∇Φ) ∼= Hn

dR(X−,∇Φ) , (4.106)

albeit defined on the space X− = X −D−. Due to the presence of these poles, the
dual relative twisted cohomology group – which our conventions should be com-
pactly supported – looks significantly different than the dual twisted cohomology
without poles:

Hn
dR(X+,D−, ∇̌Φ) = Cn(X+,D−, ∇̌)/Bn(X+,D−, ∇̌Φ) . (4.107)

Its elements can be written in the form [47, 49]

φ̌ = θψ + δ1(θψ1) + · · · + δ1,2 (θψ1,1) + . . . , (4.108)

where θ is a symbol that tracks the possible boundary terms. The sum is taken
over all (intersections of) sub-boundaries of D−. The form δi1,...,ip(ϕi1,...,ip) is the
Leray coboundary [47, 49, 231] of a form ϕi1,...,ip that is defined on the boundary
{Σi1 = 0} ∪ · · · ∪ {Σip = 0}. Explicitly, it can be expressed as

δi1,...,ip(ϕi1,...,ip) =
Φ

Φ|i1,...,ip
dθi1 ∧ . . . dθip ∧ ϕi1,...,ip , (4.109)

where dθ can be thought of as the derivative of the Heaviside θ function

θH(x) =

ß
1 , x > 0 ,
0 , x ≤ 0 .

™
. (4.110)

More details on the meaning of the symbols δ and θ are given in refs. [47, 49],
where they are constructed. For one-forms, i.e., for forms in H1

dR(X+,D−, ∇̌), we
can explicitly construct a basis from forms

δzi(1) =
Φ

Φ|zi=0

dθ(z − zi) , for zi a pole , (4.111)

and compactifications of twisted co-cycles ϕreg with ‘regulated’ singularities,

[ϕreg]
rel
c = ϕreg

∏

i

θ(z − zi) +
∑

i

ψi dθ(z − zi) , (4.112)

with ϕreg chosen as in the non-relative case and zi ∈ D+ ∪ Σ. The functions ψi are
the local primitives defined by ∇̌Φψi = ϕreg.
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Example 4.9 (2F1 function: Relative Twisted Cohomology Group). We continue
the discussion of Example 4.8, focusing now on the twisted cohomology group rather
than the homology group. Since the example we consider has no zeroes in the
integrand, H1

dR(X−,D+ = ∅,∇Φ) ∼= H1
dR(X−,∇Φ) can be treated exactly as in the

non-relative case and consequently, we can also choose the d log basis of eq. (4.45):
χR,i = χi. The dual relative twisted cohomology group is H1

dR(X+, {λ}, ∇̌Φ) and we
can choose for its basis the following classes of differentials

χ̌R,1 = χR,1 and χ̌R,2 = −δλ(1) = − Φ

Φ|z 7→λ

dθ(z − λ) . (4.113)

Note that the first basis element is the same as in the non-relative or non-dual basis
and only the element χ̌R,2 is distinct due to the non-regulated pole at λ. The period
matrices of these bases and the homology bases of Example B.1 are1515The function β(a, b, c)

denotes the incomplete
β function with upper
integration limit a. PR =

Ç
0 Γ(b)Γ(c−b)

Γ(c)

−(1 − λ)c−bλb 2F1

(
b, 1, 1 + c, 1

λ

)
å

(4.114)

P̌R =

Ç
eiπ(b−c)β

(
1
λ
, 1 + c, b− c

) Γ(−b)Γ(b−c)
Γ(−c)

−eiπ(b−c)(λ− 1)b−cλ−b 0

å
. (4.115)

The cohomology intersection matrix is

CR =

Ç
− c

b(b−c)
0

1
b

−1

å
. (4.116)

Regulating with Limits

As already noted, we include every pole of Φφ in the twist, albeit possibly with an
exponent that is zero. But, we can also take that exponent to be a generic factor
δi to zero, so that we have no more unregulated poles and work with standard
twisted cohomology groups. In the end, we set the generic δi. This limit needs to
be taken carefully, i.e., potentially after an additional rotation, to avoid producing
degeneracies or spurious poles. A discussion of this procedure can also be found
in [239]. Instead of going into detail about this procedure, we illustrate it with an
example, the hypergeometric 2F1 function of Example 4.8.

Example 4.10 (2F1 Functions: Regulating with Limits). We consider the twist
as a function of the exponent a, with the aim of setting a → 0 in the end of the
calculation:

Φ(a) = zb(1 − z)b−c (1 − λz)−a , a ̸= 0 . (4.117)

In the generic case a ̸= 0, the condition (4.14) is satisfied and we can consider
the corresponding twisted (co-)homology groups as described in Section 4.1.1. In
particular, in that case we can choose the twisted homology basis of Example 4.3 and
the twisted cohomology basis χ of Example 4.5. In these examples, we computed
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the period and intersection matrices. We Laurent expand the intersection matrices
of eq. (B.8) and eq. (4.44) in the parameter a, finding:

H(a) =

Å− i
2π

1
a

+ O (a0) 0
0 − i

2
csc[bπ] csc[(b− c)π] sin[cπ]

ã
(4.118)

Cχ(a) =

Ç
− c

b(b−c)
1
b

1
b

− 1
a

+ 1
b

+ O(a)

å
. (4.119)

Both matrices diverge in the limit a → 0.16 On the other hand, if we just take 16Taking α → 0 we
would obtain ∞ in the
entry (1, 1) ofH(a) and
the (2, 2) entry ofC(a).

the global lowest order, we obtain matrices that does not have full rank, i.e., that
cannot be the intersection matrices of non-degenerate bases. We can perform a
rotation so that the intersection matrices are non degenerate in the limit – which
is equivalent to considering the local lowest order in each entry of the matrices in
eq. (4.118).17 Taking the limit in that specific way, we also find intersection matrices 17The corresponding

rotation matrices UH

and UC can be read
off easily.

that are exactly the same as the ones we obtain using relative twisted (co-)homology
groups:18

18This was also explained
in [239].

HR = [UH(a)H(a)] |a→0 with UH(a) =

Å
a 0
0 1

ã
(4.120)

CR = [Cχ(a)UC(a)] |a→0 with UC(a) =

Å
1 0
0 a

ã
. (4.121)

Taking the same rotation of the homology basis and the dual cohomology basis, one
can also recover the period matrices of eq. (4.114) after the limit:

PR = [Pχ(a) ·UH(a)] |a→0 and P̌R =
[
UC(a) · P̌χ(a)

]
|a→0 . (4.122)

Thus, by taking the correct limit we can recover the same results as we obtain in the
relative framework. Taking this limit correctly (i.e., after the additional rotation
imposed by the matrices UH/C) changes the dependence of the period matrix and the
dual period matrix on a, b, c and consequently, in general relations such as eq. (4.54)
do not hold after the limit.

4.2 Review: Motivic Periods for Phycisists

In this section, we give a rather brief and conceptual review of motivic and de Rham
periods from a physicist’s perspective. In particular, we discuss the construction of
single-valued periods from de Rham periods and give some comments on iterated
Eisenstein integrals. For a more detailed introduction of motivic and de Rham
periods tailored to a physics audience, see [240, 241]. The following summary
constitutes a brief intuitive review of relevant parts of these references.

4.2.1 Motivic and de Rham Periods

As established before, we interpret periods as pairings between a contour σ and a
differential ω by integration19: 19We extend here the

notation of the previ-
ous section to include
twisted as well as non-
twisted periods and for
the latter Φ = 1.
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⟨ω|σ] =

∫

σ

Φω . (4.123)

In general we take ω to be an element of a (twisted)de-Rham cohomology group
Hn

dR(X,∇Φ) and σ to be an element of a (twisted) Betti homology group Hn,B(X, ĽΦ)
group. They are related by the Grothendieck-de Rham comparison isomorphism:

compX,Φ : Hn
dR(X,∇Φ) ⊗ C → Hn,B(X, ĽΦ) ⊗ C . (4.124)

The comparison isomorphism is practically computed by integration when it makes
sense, i.e., by integrals such as the one in eq. (4.123). We collect the (co-)homology
groups and their comparison isomorphism in a tuple

H = HX,Φ =
(
Hn,B(X, ĽΦ),Hn

dR(X,∇Φ), compX,Φ

)
. (4.125)

Here, we think about a motivic period via its realisations that can be written as a
tuple

[HX,Φ, σ, ω]m (4.126)

with σ and ω representing equivalence classes of elements in Hn,B(X, ĽΦ) and
Hn

dR(X,∇Φ) respectively. The motivic periods of HX,Φ form a ring, which we denote
by PH and there is a homomorphism [241]

per : PH → C, [HX,Φ, σ, ω]m 7→ ⟨ω|σ] =

∫

σ

Φω (4.127)

called the period map. Due to this map, the notation

[HX,Φ, σ, ω]m = ⟨ω|σ]m =

∫ m

σ

Φω (4.128)

is justified, i.e., occasionally we just write motivic periods as the period integrals
they evaluate to under the period map labelled with m.

Example 4.11 (Motivic Logarithm). Let X = P1
C−{0,∞}. We consider the rela-

tive (non-twisted) (co-)homology groups H1
dR(X mod {1, λ}) and H1(X mod {1, λ}).

Choosing [1, λ] ∈ H1(X mod {1, λ}) and dt
t
∈ H1

dR(X mod {1, λ}), the motivic loga-
rithm is

logm(λ) =

ï
HX , (1, λ),

dt

t

ò
(4.129)

and its period map evaluates to the logarithm

per [logm(λ)] =

∫ λ

1

dt

t
= log(λ) . (4.130)
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Similarly, de Rham periods can be thought of via their realisations

[HX,Φ, ω̃, ω]dr or here shortly ⟨ω̃, ω⟩dr (4.131)

where in some sense, ω̃ can be viewed as a representative of an element of a dual
version of the de Rham cohomology group Hn,dR(X,∇Φ), also called a de Rham
homology. Thus, rather than pairing Betti and de Rham representatives, we now
consider pairings between de Rham representatives and their dual counterparts.
Unlike for the motivic periods there is no natural period map that uniquely relates
these representatives to integrals. However, one can construct a single-valued map
acting on de Rham periods, which provides a way to evaluate them as elements in
C. With this framework in place, we can turn to the motivic coaction and the con-
struction of single-valued versions of periods. These constructions are particularly
well understood for multiple polylogarithms and their constants. For these cases,
there also exist generating series from which one can read them off [170] and we
shortly review them below in order to lead up to similar constructions that are be-
ing developed for iterated Eisenstein integrals and that are presented in Subsection
4.2.3.

Example 4.12 (MZVs: Motivic and de-Rham versions). In Subsection 3.4.1 we
introduced MPLs. There are motivic Gm, ζm and de Rham versions Gdr, ζdr of both,
the MPLs and the MZVs [225, 241–243]. As already mentioned, the ζn1,...,nr fullfill
relations and so do their motivic versions. There is a representation of these motivic
ζm values, in which all of these Q-relations are already inherent: the f-alphabet [243,
244]. The f-alphabet consists of non-commuting letters f2k+1 for k ∈ N>0, along
with a commuting letter f2. The map ρf relates MZVs to elements of the f-alphabet.
This map is an isomorphism for Q-independent ζm values, but it is not unique20. 20This map is not

unique, and its am-
biguities are well
understood as being
linked to a basis of
irreducible MZVs [243,
244]. A canonical
choice is provided
in [245].

As a normalisation condition, it is assigned to act on depth-one MZVs by

ρf(ζ
m
2k+1) = f2k+1 and ρf(ζ

m
2 ) = f2 . (4.132)

There is a generating series for the preimages of words in f, that is, the Q-independent
multiple zeta values:

Mm
0 =

∞∑

r=0

∑

i1,...,ir∈2N+1

ρ−1(fi1 . . . fir)Mi1 . . .Mir (4.133)

= 1 +
∑

i1∈2N+1

ζmi1Mi1 +
∑

i1,i2∈2N+1

ρ−1(fi1fi2)Mi1Mi2 + . . . .

Inserting the motivic and de Rham versions of the MZVs appearing in the series
of eq. (4.133), one can also define motivic and de Rham versions of this generating
series that we denote by Mm

0 and Mdr
0 respectively. We also use MZV series with a

different set of generators σw that replace the Mw, i.e.,

Mσ = M0

∣∣
Mw→σw

=
∞∑

r=0

∑

i1,...,ir∈2N+1

ρ−1(fi1 . . . fir)σi1 . . . σir . (4.134)

The genus-one zeta generators σw contain an arithmetic component zw and a geo-
metric component σw−zw.

117



Chapter 4

4.2.2 Single-valued Periods

In general, the periods we consider in this chapter are twisted periods – that is,
they are multi-valued functions in the entries of some set of parameters λ. Such
functions naturally arise as Feynman integrals, correlators or string integrals. But
in many applications, the object of interest are single-valued objects – as phys-
ical observables should be in the end. A small number of examples, where the
construction of single-valued periods was explicitly used in physics include:

• amplitudes in the multi-Regge limit of N = 4 SYM built from single-valued
versions of multiple polylogarithms [246, 247],

• closed string integrals, that are single-valued versions of periods defined on
Riemann surfaces (or models thereof, as in [6]) and

• Feynman integrals in two dimensions, as we discuss in detail in Chapter 8
based on [35–38].

The diversity of these few examples indicates, how a good understanding of single-
valued periods can be used in physics. We review below how to associate to a
twisted period its single-valued version. This procedure is generally non-trivial and
we do not go into the details. Unless stated otherwise, we assume that we are
working with twisted (motivic or de Rham) cohomology groups on the punctured
Riemann sphere, where computations tend to be more tractable. In particular,
we do not claim that the statements and constructions discussed here extend to
(co-)homology groups defined on more complex varieties (or their moduli spaces),
such as the torus. The so-called single-valued maps is particularly well-understood
for punctured Riemann spheres, see e.g., [7, 248, 249]. It assigns to a de-Rham
period defined from equivalence classes of (dual) n-forms ν̌ and ω a single-valued
period:

sv
(
[HX,Φ, ν̌, ω]dr

)
= (2πi)−n

∫

X

ω ∧ conj∗(ν̌) = (−2πi)−n

∫

X

conj∗(ω) ∧ ν̌ , (4.135)

where is induced by complex conjugation as described in conj∗ : X → X [248].
When we explicitly include the twist21, this amounts to21Additionally, we as-

sume that the forms ω̌
and ω are algebraic.

sv
(
[HX,Φ, ν̌, ω]dr

)
= (−2πi)−n

∫

X

|Φ|2 ω ∧ ν̌ . (4.136)

In going back to the notation of Section 4.1 we can express this as2222Note that this is a
slight abuse of nota-
tion. Additionally, the
argument presented
here is rather an intu-
itive reasoning and not
a proper derivation of
the results. For a more
rigorous treatment see
[7, 248].

sv
(
[HX,Φ, ν̌, ω]dr

)
= (−2πi)−n⟨ω|ν̌⟩ (4.137)

and using the Riemann bilinear relations of eq. (4.58) (or equivalently, inserting a
completeness relation), we find:

sv
(
[HX,Φ, ν̌, ω]dr

)
= (−2πi)−n⟨ω|ν̌⟩ = (−2πi)−n

∑

i,j

⟨ω|ei][ei|ěj][ěj|ν̌⟩ (4.138)
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for bases ei, ěj of the twisted cohomology group and the dual group respectively.
Using eq. (4.138) we can find the single-valued version of a particular de-Rham
period defined by the co-cycles ν̌ and ω. We can also define an object that we
denote the single-valued version of the twisted period matrix for a given basis23: 23Note that in our

applications of this, we
consider non-relative
twisted (co-)homology
groups and the in-
tersection numbers
between twisted cycles
are rational func-
tions with rational
coefficients of e2πiaj ,
which implies that
H|α→−α = Hα for α
the exponents of the
twist.

Psv = (−2πi)−nP
(
H−1

)T
P

T
= P
î
P

−1
C
ó
|α7→−α , (4.139)

with α the exponents of the twist. This single-valued version of the period matrix
can only be related to a certain period matrix canonically (and uniquely) if it arises
from separated de Rham groups. For the applications in physics discussed here, it
is sufficient to know that this condition is always fulfilled when X is the punctured
Riemann sphere, i.e., whenever we work with genus zero objects, but not, when we
work with higher genus or higher dimensional objects. In those cases, there exists
a natural map, the so-called de Rham projection

č0 : H1,B(X, ĽΦ) → H1
dR(X,∇Φ) , (4.140)

which uniquely maps a cycle to a dual co-cycle. In that way, one can relate a period
to a de Rham period and then to a single-valued period:

∫

γ

ω −→ [HX,Φ, č0(γ), ω]dr −→ (2πi)−n

∫

X

ω ∧ č0(γ) (4.141)

This single-valued period can be computed explicitly with the double-copy formula
of eq. (4.139). The matrix Psv satisfies the same holomorphic differential equa-
tion as the period matrix P. Indeed, since P is the only holomorphic factor in
eq. (4.139), we have

∂Psv = (∂P)
î
P

−1
C
ó
|α7→−α = APsv for ∂P = AP . (4.142)

To confirm that the single-valued version of the period matrix that we gave in
eq. (4.139) is actually single-valued, we observe that it behaves under a monodromy
transformation as

Psv → PMα(δ)M−α(δ)−1
î
P

−1
C
ó
|α7→−α = Psv , (4.143)

i.e. it is invariant.

Example 4.13 (β function: Single-valued Version). Let us start by reviewing the
single-valued analogue of the Euler β function from Example 4.1. It admits the
integral representation:

βsv(α1, α2) = − 1

2πi

∫

C
|z|2α1|1 − z|2α1

dz ∧ dz̄

|z|2|1 − z|2 . (4.144)

An expression for βsv in terms of Gamma functions can be obtained from the period
and intersection matrix computed in Example 4.4:

βsv(α1, α2) = − 1

2πi
PαH

−1
α Pα =

Γ(α1)Γ(α2)Γ(1 − α1 − α2)

Γ(α1 + α2)Γ(1 − α1)Γ(1 − α2)
, (4.145)

where we dropped the transposition of all matrices, because they are one-dimensional.
This was also derived in ref. [7, 248].
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Again, this map is particularly well-understood for the single-valued versions of
MPLs and MZVs. We give as an example the generating series for single-valued
versions of words in the f-alphabet of Example 4.12.

Example 4.14 (MZVs: Single-Valued Versions). As a second example, we continue
the discussion of Example 4.12. In particular, we note, that the single-valued map
acts on words in the f-alphabet by shuffle products [250, 251]

sv(fn2 fi1 . . . fir) = δn,0

r∑

j=0

fij . . . fi2fi1 fij+1
. . . fir , i1, . . . , ir ∈ 2N+1 . (4.146)

From this expression, one can also deduce the action of the single-valued map on
the generating series M0:

svM0 =
∞∑

r=0

∑

i1,...,ir∈2N+1

ρ−1 (sv (fi1 . . . fir))Mi1 . . .Mir (4.147)

= 1 + 2
∑

i1∈2N+1

ζi1Mi1 + 2
∑

i1,i2∈2N+1

ζi1ζi2Mi1Mi2 + . . . .

From this expression, we can read off the single-valued versions of independent
combinations of MZVs by taking the coefficients of the respective words in the Mij .

Similarly there exists a generating series for equivariant and single-valued ver-
sions of iterated Eisenstein integrals as defined in eq. (3.157).

Example 4.15 (Iterated Eisenstein Integrals: Equivariant and Single-Valued Ver-
sions). Equivariant versions of iterated Eisenstein integrals were constructed in
[252] and this construction was translated into explicit generating series in [177]:

Ieqv(ϵk; τ) = (svMz)
−1 I(ϵk; τ)T (svMσ) IE,+(ϵk; τ) . (4.148)

This combination of Eisenstein integrals fulfils the condition2424The single-valued
map of svMz and
svMσ simply acts
on the MZVs in the
expansion eq. (4.134)
via eq. (4.146), and the
series Mz = Mσ|σw→zw

only retains the
arithmetic parts of
the genus-one zeta
generators.

Ieqv
Å
ϵk;−1

τ

ã
= U−1

S Ieqv(ϵk; τ)US , Ieqv(ϵk; τ+1) = U−1
T Ieqv(ϵk; τ)UT (4.149)

so that it to transform under SL(2,Z) in the same manner as the connection
eq. (3.158), without introducing any cocycles. Analogously to eq. (4.148) one derives
a generating series for single-valued iterated Eisenstein integrals [177, 252].

sv I(ϵk; τ) = (svMσ)−1 I(ϵk; τ)T (svMσ) IE,+(ϵk; τ) . (4.150)

Unlike the equivariant iterated Eisenstein integrals in eq. (4.148), their single-valued
counterparts in eq. (4.150) align with the general concept of single-valued periods
[252].
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4.2.3 Coactions

The general version of the motivic coaction is given by [240, 253]

∆mot⟨σ|ω]m =
∑

ei

⟨σ|ei]m ⊗ ⟨ěi|ω⟩dr , (4.151)

where the ei form a basis of the de Rham cohomology group and ěi is the dual
basis (i.e. the basis of the de Rham homology). To use this operation in physics,
we want to interpret both sides of the ⊗ as (iterated) integrals, when possible.
For the motivic period, this can be done with the period map. For the de Rham
periods such an interpretation – due to the single-valued map of (4.136) – only ex-
ists in the genus zero case in a well-defined way due to the de Rham projection.25 25This is only possible

in a canonical way, if
the de Rham projec-
tion exists. Even if it
does not – i.e., beyond
genus zero – one can
still assign some con-
tour to a dual co-cycle,
if one can find a consis-
tent prescription and in
that way make sense of
the motivic coaction.

Different notions of the coaction map and the closely related symbol calculus have
been widely studied in the physics literature [168, 169, 250, 254–271]. In particu-
lar, the polylogarithmic case is well understood and for polylogarithmic Feynman
integrals, the coaction is used to connect and simplify their expressions, see [173]
for a review. The connection between the coaction prescriptions used by physicists
and the motivic Galois coaction studied by mathematicians [242–244, 272–275] is
well understood for MPLs [249, 264]. We give an example for a well-understood
and simple case, the coaction of motivic MZVs in the f-alphabet.

Example 4.16 (MZVs: Coaction). We continue the discussion of Examples 4.12
and 4.14. Words in the alphabet f of motivic MZVs admit a simple expression for
their motivic coaction [242–244, 274], given by a deconcatenation formula:

∆ (fn2 fi1 . . . fir)
m =

r∑

j=0

(
fn2 fi1 . . . fij

)m (
fij+1

. . . fir
)dr

, i1, . . . , ir ∈ 2N+1 . (4.152)

Note that we often shorten the notation xm = xm⊗1 and xdr = 1⊗xdr to indicate by
the labels m and dr also the position within the tensor product. From this formula,
one can deduce:

∆Mm
0 = Mm

0Mdr
0 . (4.153)

Simple expressions for the coaction and single-valued version of the generating
series GG also exist [170]. Beyond that, there has been significant effort to identify
a simple representation for an elliptic coaction [198, 276, 277], see e.g., [278–280] for
applications in particle physics. In particular a mathematically rigorous treatment
of the motivic coaction for the sunrise integral family has been given in [105, 264].
Nevertheless, establishing a connection between the mathematical results [105, 264]
and the coaction prescriptions proposed in the physics literature remains an open
problem. In the remainder of Subsection 4.2.3, we give some ideas in this direction
for a specific class of elliptic iterated integrals, the iterated Eisenstein integrals as
defined in eq. (3.157).

We collect qualitative expressions for the generating series of the coaction and
single-valued versions of multiple polylogarithms – which are genus zero objects –
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on the left-hand side of figure 4.7. Additionally, we review a generating series for
single-valued iterated Eisenstein integrals in eq. (4.150), which we depict in the
lower-right corner of figure 4.7.

(Mdr
0 )−1GmMdr

0 Gdr = ⇝ (Mdr
σ )−1ImMdr

σ Idr∆Gm

analogy

∆Im

svG(svM0)
−1GT (svM0)G = = (svMσ)−1 IT (svMσ) Isv I

Genus 0 Genus 1

d
et

er
m

in
es

Figure 4.7: The single-valued map (lower-right) and coaction (upper-right) for
the generating series of multiple polylogarithms as well as their relation is well
understood. Additionally there exists a single-valued map for the generating series
of iterated Eisenstein integrals. By analogy, we define a map ∆ acting on the
generating series for iterated Eisenstein integrals.

Note that the generating series for single-valued iterated Eisenstein integrals is
structurally very similar to the one for single-valued MPLs. In particular, genus-
one construction can be derived from the genus-zero construction by interchanging
the roles of genus-zero and genus-one quantities as follows:

• meromorphic MPLs → by iterated Eisenstein integrals of eq. (3.152)

• non-commutative elements e0, e1 → Tsunogai derivations ϵ
(j)
k

• genus-zero zeta generators Mw → genus-one generators σw .

This analogy is depicted by the solid horizontal arrow at the bottom of figure 4.7.
By applying the same analogy to the motivic coaction of MPLs, as indicated by
the dashed horizontal arrow in the top row of figure 4.7 we obtain the following
expression:

∆pImE,+(ϵk; τ) = (Mdr
σ )−1ImE,+(ϵk; τ)Mdr

σ IdrE,+(ϵk; τ) . (4.154)

We denote the map defined in this way by ∆p to signify that it is a proposal and we
do not claim that it is equal to the motivic coaction for these objects. In particular,
a better understanding of the de-Rham periods appearing in IdrE,+(ϵk; τ) is necessary
to write down the motivic coaction of these objects explicitly. Since the objects
in IdrE,+(ϵk; τ) are written as iterated Eisenstein integrals labelled by dr whereas
de Rham periods are generally tuples of de Rham co-cycles and dual co-cycles,
one needs a prescription to map the dual co-cycles to cycles of iterated Eisenstein
integrals in a unique way (which involves a choice). Whilst an understanding of this
prescription has not been obtained yet, the map ∆p still allows for simple closed
expressions at low depth and has interesting properties. Differentiation with τ acts
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only on the dr entry of ∆pIm(ϵk; τ). Thus, the genus-zero property ∆∂z = (1⊗∂z)∆
naturally extends to

∆p∂τ = (1⊗ ∂τ ) ∆p

for the iterated Eisenstein integrals appearing in the expansion of ImE,+(ϵk; τ). All
non-trivial iterated Eisenstein integrals (3.152) vanish in the regularized limit τ →
i∞ and thus limτ→i∞ IE,+(ϵk; τ) = 1. This allows us to derive, that ∆p commutes
with the limit at τ → i∞. In the limit τ → 0 – which can in principle be thought
of as a limit to genus zero – the generating series of iterated Eisenstein integrals
reduces to that of MMVs (3.165) and

lim
τ→0

IE,+(ϵk; τ) = S(ϵk). (4.155)

The assumption that the limit τ 7→ 0 commutes with ∆p, i.e., The translation be-
tween the motivic
coaction in [193] and
the action of ∆p on
Sm is obtained by the
following translations:
Cm
S 7→Sm

ϕmY 7→ Mm
z Y (Mm

z )
−1

bm 7→ Mm
z (Mm

σ )
−1

Y|γ 7→ UγYU−1
γ

sS 7→ XS .

∆p

(
lim
τ→0

ImE,+(ϵk; τ)
)

= lim
τ→0

∆p

(
ImE,+(ϵk; τ)

)
, (4.156)

is equivalent to it acting on Sm by

∆pSm(ϵk) =
(
Mdr

σ

)−1 Sm(ϵk)Mdr
σ Sdr(ϵk). (4.157)

One can show, that the motivic coaction ∆ acts on Sm in exactly that way [193],
implying that when applied to multiple modular values, ∆p agrees with the motivic
coaction. To verify this assertion, we inserted known multiple modular values in
the f-alphabet into Sm and computed the deconcatenation coaction for each coeffi-
cient. One can compare these to the coefficients on the right-hand side of (4.157)
to confirm, that it gives the motivic coaction. We performed this check for the
following depths and weights:

Depth Weights
2 (4,4), (4,6), (6,6), (4,10), (6,8), (4,12), (6,10), (8,8)
3 (4,4,4), (4,4,6), (4,4,8), (4,4,6)

The advantage of the expression in eq. (4.157) is that it allows us to practically
compute the motivic coaction of multiple modular values explicitly from the gen-
erating series. At genus zero, the coaction exhibits a particular behaviour under
discontinuities [168]: de Rham periods (on the right-hand side of the coproduct) are
only defined up to discontinuities. More generally, any de Rham period is defined
by two de Rham representatives (as in (4.131)) and thus does not know how an
integration cycle changes under a modular transformation. Instead, under a mod-
ular transformation γ, it is only sensitive to how γ acts on differential forms. To
make this precise, we introduce an operation preγ that acts on differentials without
affecting integration contours. Specifically, for the S- and T -transformations, we
define

preS [Y] = U−1
S YUS, (4.158)

preT [Y] = U−1
T YUT , (4.159)
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where US and UT are given in (3.164) and (3.168). Notably,

preS[A] = S[A]. (4.160)

By explicitly performing S and T transformations to the generating series IE,+ we
find, that ∆p interacts with modular transformations γ by

∆p (γIE,+ (ϵk; τ)) = (γ ⊗ preγ) (∆pIE,+ (ϵk; τ)) ±Mdr
σ UγMdr

σ U−1
γ . (4.161)

The properties discussed here align with ones one would expect the motivic coaction
to have, though to explicitly compare to the latter as defined in [193], one still needs
to understand the appearing de Rham periods.

4.3 Aomoto-Gelfand Hypergeometric Functions

In Examples 4.1 and 4.2 as well as subsequent examples featuring these functions,
we have already encountered Euler’s β function and the hypergeometric 2F1 func-
tion. Those are the first two examples of Aomoto-Gelfand hypergeometric func-
tions appearing in this thesis. Aomoto-Gelfand hypergeometric functions consti-
tute a very general class of hypergeometric functions and were first introduced by
Gelfand [281, 282] and then further studied by Aomoto [231, 283]. As these func-
tions constitute a large class of examples for twisted periods and appear frequently
in Feynman integrals as well as other physical objects, we explore them in more
detail in this section and specifically consider several examples that arise again
throughout this thesis. This section is supplemented with appendix B.2, where we
give intersection matrices of twisted (co-)homology groups that one can associate
to certain of these hypergeometric functions.

4.3.1 Definition of Aomoto-Gelfand Hypergeometric Func-
tions

We primarily define the Aomoto-Gelfand hypergeometric functions26 via their inte-26The same class of
functions is also known
with different names,
including: General-
ized Euler integrals,
Mellin Integrals,
A-hypergeometric
integrals.

gral representation to get an immediate connection to their twisted (co-)homology
groups [228]. We do not discuss other definitions or the general properties of
Aomoto-Gelfand hypergeometric functions in detail here, but we refer to the liter-
ature (cf., e.g., refs. [228, 231, 281–283]).

Definition 4.9 (Aomoto-Gelfand Hypergeometric Function). An Aomoto-Gelfand
hypergeometric function of type (n + 1, r + 1) is defined by the data (α|µ|yAG),
where2727In our examples, we

keep the restriction
of eq. (4.14), which
means:
αi /∈ Z,

∑r
i=0 αi /∈ Z.

• α = (α0, . . . , αr) ∈ Cr and µ = (µ0, . . . , µr) ∈ Zr are r + 1 dimensional
vectors
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• and yAG is an (n+ 1) × (r + 1) matrix of parameters:

yAG =

Ö
y00 . . . y0r
...

. . .
...

yn0 . . . ynr

è
. (4.162)

From this data we define:

F(α|µ|yAG) =

∫

Γ

ΦAG ω =

∫

Γ

ΦAG f ωn , (4.163)

where

ΦAG =
r∏

j=0

(y0jτ0 + y1jτ1 + · · · + ynjτn)αj (4.164)

and the integrand involves the holomorphic n-form in the homogenous coordinates
[τ0 : . . . : τn] on Pn

C

ωn =
n∑

i=0

(−1)iτi dτ0 ∧ · · · ∧ d̂τi ∧ · · · ∧ dτn , (4.165)

where the hat indicates that the corresponding element has been omitted. The ra-
tional function f takes the form

f =
r∏

j=0

(y0jτ0 + y1jτ1 + · · · + ynjτn)µj . (4.166)

If µi = 0 for all i, then f = 1. We generally use the affine coordinate chart zi = τi
τ0
,

1 ≤ i ≤ n in which the twist and the n-form are

ΦAG =
r∏

j=0

(y0j + y1jz1 + · · · + ynjzn)αj and ωn =
n∧

i=1

dzi . (4.167)

The data (α|µ|yAG) also defines twisted (co-)homology groups: We take the
twist from eq. (4.164) and define the space28 28We are working with

the affine coordinates
z.XAG = Cn − ∪r

j=1{z|y0j + y1jz1 + · · · + ynjzn = 0} . (4.168)

Then we can interpret fωn as an element of Hn
dR(XAG,∇AG) and Γ as an element of

Hn(XAG, ĽAG). Finally, the Aomoto-Gelfand hypergeometric functions are twisted
periods

F(α|µ|yAG) = ⟨fωn|Γ] (4.169)
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of these groups. One consequence of this interpretation is, that we can decompose
any Aomoto-Gelfand hypergeometric functions into a basis of Aomoto-Gelfand hy-
pergeometric functions via the completeness relations of eq. (4.55):

F(α|µ|yAG) = cT C−1
AG PAG

(
H−1

AG

)T
h (4.170)

with

c = (2πi)−n
(
⟨f ωn|φ̌1⟩, . . . , ⟨f ωn|φ̌dH⟩

)T
, (4.171)

h =
(
[γ̌1|Γ], . . . , [γ̌dH|Γ]

)T
, (4.172)

where dH is the dimension of the (co-)homology group. All information on these
functions is encoded in the period and intersection matrices. As is commonly done
in the literature, we simply refer to the Aomoto-Gelfand hypergeometric functions
as hypergeometric functions from here on.

Lauricella functions F
(R)
D

The Lauricella functions F
(R)
D are defined by the hypergeometric series

F
(R)
D (a, b, c;y) =

∞∑

i1,...,ir=0

(a)i1+···+ir(b1)i1 . . . (br)ir
(c)i1+···+iri1! . . . ir!

yi11 . . . y
ir
r , (4.173)

where b = (b1, . . . , bR) and y = (y1, . . . , yR) ∈ CR. The Lauricella F
(R)
D admit the

integral representation

F
(R)
D (a, b, c;y) =

Γ(c)

Γ(a)Γ(c− a)

∫ 1

0

za(1 − z)c−a

R∏

j=1

(1 − yjz)−bj
dz

z(1 − z)
. (4.174)

Additionally, we define the normalised version of the Lauricella functions F
(R)
D by

F (R)
D (a, b, c;y) = β(c− a, a)F

(R)
D (a, b, c;y) . (4.175)

From the previous equation, we can recognise them as Aomoto-Gelfand hypergeo-
metric functions of type (2, R + 2) with

y =

Å
0 1 1 . . . 1
1 −1 −y1 . . . −yR

ã
. (4.176)

For R = 0, we recover Euler’s b function and for R = 1, 2 we obtain the hypergeo-
metric functions of Gauss and Appell:

β(a, c) = F
(0)
D (a, c) (4.177)

2F1(a, b1, c; y1) = F
(1)
D (a, b1, c; y1) , (4.178)

F1(a, b1, b2, c; y1, y2) = F
(2)
D (a, b1, b2, c; y1, y2) .
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We also introduce their normalized versions:

2F1(a, b1, c; y1) = β(c− a, a) 2F1(a, b1, c; y1) , (4.179)

F1(a, b1, b2, c; y1, y2) = β(c− a, a)F1(a, b1, b2, c; y1, y2) . (4.180)

From the integrand in eq. (4.174), we can read off the twist:

Φ = za(1 − z)c−a

R∏

j=1

(1 − yjz)−bj . (4.181)

In general29, we consider cases, where 0 < |a|, |bj|, |c − a| < 1. If this condition 29Note that we can also
define the twist to be
za(1 − z)c−a ∏R

j=1(y
−1
j −

z)
−bj .

We still define the
same (co-)homology
groups, the specific hy-
pergeometric functions
just need prefactors
to have the correct
normalization.

is not fulfilled, we can split the respective parameter into an integer part and a
non-integer part that is smaller than one and proceed in the same way. To get the
Lauricella function with the respective parameters, we just need to choose a form
φ with a higher pole (regulated by the twist). Of course we can in principle also

have exponents larger than one in the twist. The Lauricella functions F
(R)
D have

been discussed in detail in [253] in the framework of twisted cohomology groups.

Generalised hypergeometric p+1Fp functions

The generalised hypergeometric p+1Fp functions are defined by the series

p+1Fp (a0, a1, . . . , ap, b1, . . . , bp, y) =
∞∑

n=0

(a0)n . . . (ap)n
(b1)n . . . (bp)n

yn

n!
, (4.182)

which converge on |y| < 1, and the bi are not allowed to be negative integers.
Additionally we assume that ai − bj /∈ Z and bi − bj /∈ Z for any i, j. For p = 1,
we recover the definition of Gauss’ hypergeometric function 2F1. The generalised
hypergeometric functions admit the integral representation:

p+1Fp (a0, a1, . . . , ap, b1, . . . , bp, y) = b(ap, bp − ap)
−1 (4.183)

×
∫ 1

0

dtp t
ap−1
p (1 − tp)

bp−ap−1
pFp−1(a0, . . . , ap−1, b1, . . . , bp−1, ytp) (4.184)

=

(
p∏

i=1

b(ai, bi − ai)
−1

∫ 1

0

dti t
ai−1
i (1 − ti)

bi−ai−1

)
(1 − yt1 . . . tp)

−a0 , (4.185)

with 1F0(a0, y) = (1 − y)−a0 . We also define the normalised versions

p+1Fp (a, b, y) = p+1Fp (a, b, y)

p∏

i=1

b(ai, bi − ai) (4.186)

=

(
p∏

i=1

∫ 1

0

dti t
ai−1
i (1 − ti)

bi−ai−1

)
(1 − yt1 . . . tp)

−a0 . (4.187)

where we set a = (a0, a1, . . . , ap) and b = (b1, . . . , bp). The zeros of the twist
are located at the hyperplanes ti = 0 and ti = 1, along with the hypersurface
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1−yt1 . . . tp. For p > 1, this hypersurface is not a hyperplane, which seems to imply
that the generalised hypergeometric functions p+1Fp do not directly fit into the
category of Aomoto-Gelfand hypergeometric functions. However, by introducing a
variable change ti = zi

zi−1
(where z0 = 1), we obtain

1 − ti =
zi−1 − zi
zi−1

and 1 − yt1 . . . tp = 1 − zpy. (4.188)

In these new variables, the zeros of the twist appear at the hyperplanes zi = 0, zi =
zi−1, and 1−yzp = 0. Consequently, the generalised hypergeometric functions p+1Fp

are in fact Aomoto-Gelfand hypergeometric functions. The twisted (co-)homology
groups associated with the generalised p+1Fp function are explored in detail in [284,
285]. The first non-trivial instance beyond the Gauss hypergeometric function
occurs at p = 2 with the hypergeometric 3F2 function:

3F2 (a, b; y) (4.189)

=

∫ 1

0

∫ 1

0

ta2−1
2 (1 − t2)

b2−a2−1ta1−1
1 (1 − t1)

b1−a1−1(1 − yt1t2)
−a0dt1 ∧ dt2

=

∫

D1

za1−b2
1 za2−1

2 (1 − z1)
b1−a1−1(1 − yz2)

−a0(z1 − z2)
b2−a2−1dz1 ∧ dz2.

The integration region is D1 = {0 < x2 < x1 < 1}. From the integrand in
eq. (B.55), we read off the twist:

Φ = za1−b2
1 za22 (1 − z1)

b1−a1(1 − yz2)
−a0(z1 − z2)

b2−a2 . (4.190)

In general, we consider cases, where the exponents in the twist are between zero and
one but as for the Lauricella function, other cases can also be treated equivalently.
We provide the period and intersection matrices for this case in Appendix B, which
is partially based on [285].

4.3.2 Single-valued Hypergeometric Functions

The single-valued version of an Aomoto-Gelfand hypergeometric function as in
eq. (4.163) is

F sv(α|µ|yAG) =

∫

Γ

|ΦAG|2 f ωn ∧ fωn , (4.191)

In the remainder of this section, we construct single-valued versions of special
hypergeometric functions as bilinears in the respective class of functions – which is
possible due to the double copy formula of (4.139).

Example 4.17 (Single-valued Lauricella functions.). The single-valued analogues
of the Lauricella FD functions have been studied in detail in ref. [253]. They admit
the integral representation:

F sv
D (a, b, c;y) = − 1

2πi

∫

C
dx ∧ dx̄ |x|2(a−1)|1 − x|2(c−a−1)

r∏

i=1

|1 − yix|−2bi . (4.192)
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We can express F sv
D (a, b, c;y) as a bilinear combination of holomorphic Lauricella

functions by utilizing eq. (4.139). The period and intersection matrices needed for
this construction are provided in eq. (B.54) and eq. (B.52). Here, we specifically
present the formulas for the cases r = 1 and r = 2, which correspond to Gauss’
hypergeometric 2F1function and the Appell F1 function, respectively (see eq. (4.177).
For the single-valued analogue of Gauss’ hypergeometric function, we find

2F sv
1 (a, b1, c; y) =

s(a)s(c− a)

πs(c)
2F1(a, b1, c; y)2F1(a, b1, c; ȳ) (4.193)

− s(b1)s(c− b1)

πs(c)
2G1(a, b1, c; y)2G1(a, b1, c; y) , (4.194)

where we introduced the abbreviation s(x) = sin(πx). The function 2F1(a, b1, c; y)
is the normalised Gauss hypergeometric function introduced in eq. (4.179), and the
function 2G1(a, b1, c; y) is given by

2G1(a, b1, c; y) = (−1)c−a−b1y1−c
2F1 (1 + a− c, 1 + b1 − c, 2 − c; y) . (4.195)

This expression agrees with the one given in ref. [253]. The single-valued Appell F1

given by

F sv
1 (a, b1, b2, c; y1, y2) = y−a

1 y−a
2

s(a)s(b1)s(b2)s(a− c)

s(b1 + b2 − c)
(4.196)

{
2F1(a, b1, b2, c; ȳ1, ȳ2)

[
ya1y

a
2

i

s(a− b1 − b2)

s(a)s(b1)s(b2)
F1(a, b1, b2, c; y1, y2)

+ ya1(i+ C(a))(1 − iC(b1))F1

Å
a, 1 + a− c, b1, 1 + a− b2;

1

y2
,
y1
y2

ã
− ya2(i+ C(a))(1 + iC(b2))F1

Å
a, 1 + a− c, b2, 1 + a− b1;

1

y1
,
y2
y1

ã]
− e−iπ(2(a+b1)+c)ya2 ȳ

−a
2

s(a)s(a− c)
F1

Å
a, 1 + a− c, b1, 1 + a− b2;

1

ȳ2
,
ȳ1
ȳ2

ã
×
[
ya1
(
eiπ(2a+b1) − eiπ(b1+2c)

)

s(b1)
F1(a, b1, b2, c; y1, y2)

+ 2ie2iπ(a+b1)F1

Å
a, 1 + a− c, b2, 1 + a− b1;

1

y1
,
y2
y1

ã]
− 2i

e−iπ(a−b2)ya1 ȳ
−a
1

s(a)
F1

Å
a, 1 + a− c, b2, 1 + a− b1;

1

ȳ1
,
ȳ2
ȳ1

ã
×
[
ya2

s(b2)
F1(a, b1, b2, c; y1, y2) +

eiπ(a−b2+c)

s(a− c)
F1

Å
a, 1 + a− c, b1, 1 + a− b2;

1

y2
,
y1
y2

ã]
+

[
2iya1 ȳ

−a
2 s(b1 − c)

s(a)s(b1)s(a− c)

∣∣∣F1

Å
a, 1 + a− c, b1, 1 + a− b2;

1

y2
,
y1
y2

ã ∣∣∣2 + (y1, b1 ↔ y2, b2)

]}
,
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with C(x) = cot(πx) and s(x) = sin(πx). For the construction of the analytic
continuations of the Appell F1 function necessary to evaluate this function, we
refer to ref. [286].

Example 4.18 (Single-valued Generalized Hypergeometric p+1Fp functions). . The
generalized hypergeometric p+1Fp functions has been discussed in refs. [284, 285].
In Appendix B.2 we give the intersection and period matrices necessary to construct
the single-valued versions of the functions with the double copy formula. This single-
valued analogue is given by the integral (we use the conventions of Section 4.3.1):

p+1F sv
p (a, b; y) =

Å
− 1

2πi

ãp ∫
Cp

dx1 ∧ · · · ∧ dxp ∧ dx̄1 ∧ · · · ∧ dx̄p |xp|2(ap−1)

(4.197)

× |1 − x1|2(b1−a1−1)|1 − yxp|−2a0

p−1∏

k=1

|xk|2(ak−bk+1)|xk − xk+1|2(bk+1−ak+1−1) ,

(4.198)

which is equal to the following sum of bilinears of p+1Fp functions:

p+1F sv
p (a, b; y) =

∣∣
p+1Fp(a, b; y)

∣∣2
p∏

i=1

s(ai)s(bi − ai)

πs(bi)
(4.199)

−
p∑

i=1

|y|2(1−bi)
∣∣
p+1Fp(ai, bi; y)

∣∣2 s(a0)s(bi − a0)

πs(bi)

p∏

j=1,j ̸=i

s(bi − aj)s(bj − aj)

πs(bi − bj)
,

where we defined

ai = (1 + ai − bi, 1 + a1 − bi, . . . , ̂1 + ai − bi, . . . , 1 + ap − bi, 1 + a0 − bi) ,
(4.200)

bi = (1 + b1 − bi, . . . , ̂1 + bi − bi, . . . 1 + bp − bi, 2 − bi) . (4.201)

We come back to these single-valued versions of hypergeometric functions when
discussing two dimensional Feynman integrals in Chapter 8.

4.4 Feynman Integrals and Their Cuts as Twisted

Periods

We conclude this chapter by explaining explicitly how one can interpret Feynman
integrals as (relative) twisted periods. In particular, we discuss this interpretation
for Feynman integrals in Baikov representation, as defined in eq. (2.34).30 We focus30It is also possible to in-

terpret Feynman inte-
grals as twisted peri-
ods starting from dif-
ferent representations
and this was done e.g.
in [47, 49].

on the Baikov integral Iν of eq. (2.33) and do not take the prefactors arising in
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Baikov representation into account. Obtained in the loop-by-loop approach, these
integrals Iν have the form

Iν({pi · pj}, {m2
j}) =

∫

C
Φφν with Φ = B1(z)α1 . . .BK(z)αK . (4.202)

with C as given in eq. (2.39). The exponents of the twist depend on the dimension
D and in particular in dimensional regularisation, they have the form

αi = µi

2
± ε with µi ∈ Z , (4.203)

and the rational differential form is

φν = dNz
N∏

i=1

z−νi
i . (4.204)

This information defines (relative) twisted cohomology groups, from which we can
construct a period matrix.31 The product of Baikov polynomials raised to some 31Some ideas on period

matrices for Feynman
integrals were also pre-
sented in refs. [19, 287].

non-integer powers containing the dimensional regulator ε defines the multi-valued
twist Φ and consequently a collection of bounding surfaces Σ. Additional poles
not regulated by the twist arise due to the form φν and are located at the surfaces
{zi = 0}. They can be gathered in D− as described in eq. (4.92). Assuming the set
of zeroes D+ is empty, we obtain the groups Hn(X−, ĽΦ) and Hn

dR(X−,∇Φ) as well
as their duals Hn(X+,D−,LΦ) and Hn

dR(X+,D−, ∇̌Φ) associated to the Feynman
integral family. In general, we need to use relative twisted (co-)homology groups –
i.e. D− ̸= ∅ – for uncut Feynman integrals as not all poles of φν are regulated by
the twist. As discussed in Subsection 4.2, the dual forms are qualitatively differ-
ent in this situation. Though these dual Feynman integrands still carry valuable
information and have been studied [47, 49, 288].

Let us start by making more comments on the forms spanning the cohomology
group and repeat some properties we discussed for Feynman integrals but this
time stated in the twisted cohomology framework: First of all, the forms can be
split in different sectors. More specifically, every rational form φν ∈ HN

dR(X−,∇Φ)
that we consider a Feynman integrand is associated to a sector Θν ∈ {0, 1}N , as
defined in eq. (2.14).32 The sectors have a natural partial order as defined in eq. 32For simple reference,

we state it here again:
Θν =(
θH(ν1), . . . , θH(νN )

)

where θH(ν) is the
Heaviside step function
from eq. (4.110).

(2.15). This partial order induces a partial order on the Feynman integrands –
as it did for the master integrals. A sector is called reducible if every twisted co-
cycle belonging to this sector can be expressed as a linear combination of co-cycles
from a lower sector. A top-sector is an irreducible sector that is maximal for the
partial ordering. We denote the irreducible sectors of the family by Θ1, . . . ,ΘS,
and Mi is the number of master integrands in the irreducible sector Θi – i.e. the
number of basis elements needed to span the top sector. Note33 that the overall 33For some Feynman

integral families, the
dimension one ob-
tains for the twisted
cohomology group
is smaller than the
one found via IBP
reduction, because the
latter includes physical
symmetries.

number of master integrands of course must be equal to the dimension of the
twisted cohomology group Hn

dR(X−,∇Φ) and in principle finding the basis of master
integrands is equivalent to finding a basis for this group. Similarly, the IBP relations
are just projections of elements of the cohomology group onto this basis, which can
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be done via intersection numbers. This fact has been used to compute IBP relations
from intersection numbers [39, 40, 42, 44, 45, 239, 289]. We can always choose the
basis to only consist of integrands from irreducible sectors.3434The dual basis can be

built in a similar man-
ner: It is defined on
boundaries i.e. on cuts.
So we can build it cut-
by-cut as described in
[47, 49].

Integrating the master integrands along appropriate contours, we obtain the
master integrals. Integrating along all basis cycles, we obtain a generating set of
periods that we collect in the period matrix. Note that integrating over a basis of
cycles is equivalent to integrating over contours that encircle different poles, which
means we compute cuts as described in eq. (2.44). We now give more details of
this construction.

The full period matrix We start from the top-sector of the integral family and
denote it by ΘT

35 This sector is associated with MT independent master integrands,35Here we give the sector
a single number or let-
ter T to name it.

which share the same propagators raised to a non-integer power. This is equivalent
to seeing that there are MT maximal cuts with each maximal cut corresponding to
an independent contour encircling the propagators of the sector. These contours
can be identified by determining a basis of (regularised) chambers bounded by the
planes in Σ or in other words by analysing the zeroes of the Baikov polynomials.
This is discussed in the physics literature cf., e.g., refs. [86, 290–292]. If we integrate
the MT master integrands from the sector ΘT around these MT contours we obtain
the MT ×MT matrix of maximal cuts. Similarly, one can find the master integrands
and contours for each of the kS sectors, where kS is the number of sectors needed
to fill the full basis, and order them sector by sector:

Hn
dR(X−,∇Φ) = ⟨φ1,1, . . . , φ1,M1

Sector 1

. . . φkS ,1, . . . , φkS ,MkS

top sector

⟩ (4.205)

Hn(X−, ĽΦ) = ⟨γ1,1, . . . , γ1,M1

Sector 1

. . . γkS ,1, . . . , γkS ,MkS

top sector

⟩ . (4.206)

Integrating a differential from a lower sector along a contour from a higher sector
means integrating a rational form around a pole absent in this form. Thus, these
integrals vanish. On the other hand, integrating a differential from a higher sec-
tor along a contour from a lower sector gives some twisted period that does not
necessarily vanish and which is in general a (non-maximal) cut. Consequently, if
we order the periods sector by sector in the period matrix – as indicated by eq.
(4.205)– vectors associated to different sectors in the differentials automatically
are linearly independent as they have zeroes at different positions. Vectors whose
differentials are associated to the same sector are already linearly independent as
the differentials chosen from a basis. Of course this linear independence is neces-
sary for the period matrix to be non-degenerate. The preceding discussion should
illuminate the properties related to the sectors. Before we continue this discussion,
let us consider a simple example:

Example 4.19 (Bubble Integral Family: The Period Matrix). We consider again
the example of the bubble, from Example 2.5, with the integral defined in 2.16 and
its sectors Θ1 = (1, 1) ,Θ2 = (1, 0) and Θ3 = (0, 1). Each sector has one
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master integral associated to it and we choose ID1,1, I
D
1,0 and ID0,1. We can write

down a period matrix for the one-loop bubble integral as follows:

P =




m1

0 0

0
m2

0
m1

m2

m1

m2

m1

m2



. (4.207)

Analytic results for all the cut integrals entering the period matrix can be found in
ref. [287].

Now that we have understood, how to interpret the cuts as twisted periods
and how to construct the full period matrix from them, let us summarise some
properties of this period matrix:

1. P has full rank, because all columns (and also the rows) are linearly indepen-
dent.

2. Each column satisfies the differential equation (2.98) for this basis of master
integrals.

3. If the master integrals and the maximal cut contours are ordered in a way
that respects the natural partial ordering on the sectors, then P is block
lower-triangular. The blocks on the diagonal are the maximal cuts for the
irreducible sectors, while the entries below the diagonal are non-maximal cuts.

4. All non-zero entries are cut Feynman integrals.

The first two properties indicate that the matrix we have just constructed is the
fundamental solution to the differential equation governing the Feynman integral
family. This is to be expected. Specifically, this implies that every solution to
eq. (2.98) can be expressed as PÎ0, where Î0 is a constant vector of boundary values.
In particular, for every vector of master integrals Îuncut (evaluated on the contour
defining the uncut integral) there is a boundary vector Îuncut0 such that Îuncut =
PÎuncut0 . As a result, each Feynman integral can be written as a linear combination
of its cuts, as stated in the Feynman tree theorem [293, 294]. The existence of
a spanning set of cuts with this property was also proposed as a conjecture in
ref. [287].

The Maximal Cuts Let us now repeat this discussion for only the maximal
cut (or the top sector). Note that, since taking the maximal cut is equivalent to
integrating around all poles, the integrals in the maximal cut all take the form36 36Here we assume with-

out loss of general-
ity, that the parame-
ters are ordered so that
the physical propaga-
tors are the first N .

MC
(
Iν({pi · pj}, {m2

j}
)
∼
∫

Φ|z1...zN 7→0dzN+1 ∧ · · · ∧ dzn . (4.208)
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In this case, the integrand consists only of the multivalued twist and potentially
forms with poles at the branch points of the twist. Thus, D− = ∅ and we work with
twisted (co-)homology without requiring any regularisation. This case is important
in the next chapter. We conclude this section with another example, this time
one with a maximal cut that is associated to a twisted cohomology group with
dimension larger than one.

Example 4.20 (Unequal mass sunrise integral family: Period Matrix). As a second
example we consider the unequal-mass sunrise integral in D = 2 − 2ε dimensions
as introduced in Section 2.4.1. Its integral form was given is in eq. (2.46) and it
has four irreducible sectors:

Θ1 = (1, 1, 1), Θ2 = (0, 1, 1), Θ3 = (1, 0, 1), Θ4 = (1, 1, 0) . (4.209)

The subsectors Θ2 ,Θ3 ,Θ4 each have one master integral, all simply given by two-
loop tadpole integrals. The top sector, Θ1 has four master integrals. Equivalently
we also have four independent maximal cuts and can give a 4 × 4 matrix for the
maximal cut period matrix. Structurally, the period matrix for the unequal mass
sunrise family looks as depicted in figure 4.8.
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Figure 4.8: The unequal mass sunrise integral family has seven master integrals
and four of these are in the top sector.

Here the lower right block is a 4× 4 matrix of integrals involving the four inde-
pendent maximal cut contours and master integrands of the top sector Θ1 . This
block is the maximal cut period matrix and as promised above we discuss it sepa-
rately in detail here. We already found, that the integrand of a maximal cut for the
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unequal mass sunrise integral takes the form given in eq. (2.54) of Example 2.9.
Now, we can extract a multivalued twist from this expression, which takes the form

Φ = zε [(z − λ1)(z − λ2)(z − λ3)(z − λ4)]
− 1

2
−ε . (4.210)

Additionally, we define the space X = C−{0, λ1, λ2, λ3, λ4,∞} and we define the
twisted (co-)homology groups H1

dR(X ,∇ ) and H1(X , Ľ ) as well as their duals.
We choose for the basis of H1

dR(X ,∇ ) the following differentials:

φ1 = dz , (4.211)

φ2 =
(
z2 − s1

2
z +

s2
6

)
dz , (4.212)

φ3 = z dz , (4.213)

φ4 =
dz

z
, (4.214)

with si elementary symmetric polynomials in the branch points λ1, . . . , λ4. The dif-
ferentials φ1 , φ2 , φ3 are inspired by the natural Abelian differentials of the elliptic
curve related to this integral. For the dual basis of Hn

dR(X,∇ ) we choose

φ̌i =
[
φi

(
Φ2 |ε→0

)]
c
, i = 1, . . . , 4 . (4.215)

For the dual homology basis we choose cycles supported on

∆γ̌1, = [λ2, λ3] , (4.216)

∆γ̌2, = [λ2, λ3] (4.217)

∆γ̌3, = [λ1, λ2] + [λ3, λ4] , (4.218)

∆γ̌4, = [λ4, 0] . (4.219)

This basis is depicted in figure 4.9, together with the canonical cycles a and b of
the elliptic curve. Additionally, we choose the basis of the twisted homology group
to be supported on the regularised version of the dual cycles.
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Figure 4.9: We derive the twisted cycles that we choose for the basis of the sunrise’s
homology group by choosing the intervals related to the sunrise’s elliptic curve’s a
and b cycles .

The period matrix only contains Lauricella functions with five branch points and
fulfils:

P̌ (x, ε) = P (x,−ε) . (4.220)
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Twisted Riemann Bilinear
Relations and Cuts of Feynman
Integrals

TRBRs:

P
(
H−1

)T
P̌T ∼ C ,

PT
(
C−1

)T
P̌ ∼ H .

This chapter builds directly on the discussion of Section 4.4, where we explored the
interpretation of (cuts of) Feynman integrals as twisted periods and explained how
one can write down a period matrix of cuts for a given Feynman integral family. In
particular, this allows us to take advantage of relations for twisted (co-)homology
groups. Here, we focus on the implications of one specific (set of) relations: the
twisted Riemann bilinear relations of eq. (4.58), as established in [230]. The first
natural question that arises in this context is the following:

See also:

• In Chapter 4 we in-
troduced the basics on
twisted (co-)homology
groups.

• In Chapter 6 we use
the insights of Section
5.2 to obtain canon-
ical differential equa-
tions for models of
hyperelliptic maximal
cuts.

Do we obtain new relations for (cuts of) Feynman integrals from the twisted
Riemann bilinear relations?
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We explore this question in Section 5.1. Despite finding that we only obtain mean-
ingful relations on the level of maximal cuts, we can leverage these in finding the
canonical differential equation for a Feynman integral family. In particular, we also
find that there is a deeper connection between the canonical basis and properties
of the intersection matrices that one can derive using the twisted Riemann bilin-
ear relations. We do so in Section 5.2, where we also understand how a notion
of self-duality for Feynman integrals arises from their properties as entries of a
twisted period matrix and explain how to practically use these insights in finding
the canonical basis.

♠ This chapter closely follows previously published results [50, 226], which
were obtained in collaborations with Claude Duhr, Cathrin Semper and Sven
Stawinski.
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5.1 Bilinear Relations for Feynman Integrals

In this section, we primarily put together everything we have understood about
(cuts of) Feynman integral and twisted cohomology so far to answer the question
asked in the introduction of this chapter. To contextualise our results, we start
by reviewing bilinear relations for cuts of Feynman integrals that have appeared in
the literature. In all cases, those take the form:

P(λ,−ε)TM1(λ, ε)P(λ, ε) = M2(ε) , (5.1)

where P(λ, ε) and Mi(λ, ε) are matrices. The matrix M2(ε) is independent of the
kinematic variables. Specifically, P(λ, ε) contains (cuts of) Feynman integrals1. In1We already denote

the matrix of cuts by
P(λ, ε) as we saw in
Section 4.4 how to
define a period matrix
of cuts, which this
matrix will turn out
to be. But for now,
we just assume they
are some matrices of
Feynman integrals that
fulfill such relations.

particular, the following types of bilinear relations for cuts exist in the literature:

• Quadratic relations for Feynman integrals were first studied for maximal cuts
of equal-mass banana integrals with parameters p2 = m2 [295]. Further
discussions related to these relations can be found in [296–300].

• Maximal cuts of certain Feynman integrals evaluate to periods of Calabi-
Yau varieties in the limit ε → 0. These fulfill the Hodge-Riemann bilinear
relations of eq. (3.107) as discussed in [12–16, 18–20, 277, 301].

• In [302, 303] quadratic relations for maximal cuts beyond the limit ε → 0
were observed and studied.

Throughout this section, we see how all of these relations can be derived from the
TRBRs. At a first glance, it seems that the quadratic relations in eq. (5.1) and
the twisted Riemann bilinear relations in eq. (4.58) take different forms: Instead
of two copies of the period matrix, the latter involve the period matrix and the
dual period matrix. Its entries are dual Feynman integrals, which are – in the fully
general case – not related to the Feynman integrals themselves in a non-trivial way
– except through the TRBRs themselves. Thus, a necessary condition for deriving
quadratic relations for Feynman integrals from the TRBRs is that the entries of the
dual period matrix P̌ are linear combinations of those of P with ε → −ε. Before
we extend Let us start with a simple example that already illustrates many of the
generic structures we discuss throughout this chapter.

Example 5.1 (The Massive Bubble in D = 2 − 2ε Dimensions: TRBR). Let us
take as a simple example the one-loop bubble integral from examples 2.5, 2.6 and
4.19 with m1 = m and m2 = 0. Since one propagator is massless this integral family
has only two master integrals – the massless tadpole is scaleless and thus vanishes.
The period matrix of cuts is the following sub-matrix of the one in eq. (4.207):

P =

á
m1

0
m1

m2

m1

m2

ë
. (5.2)
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Analytic expressions for the cuts in this period matrix in the region p2 > m2 > 0
are (cf. ref. [260]):

= eγEε (−m2)−ε

Γ(1 − ε)
, (5.3)

= eγEε (−m2)−ε

p2Γ(1 − ε)
2F1

Å
1, 1 + ε; 1 − ε;

m2

p2

ã
, (5.4)

= −2eγEε(p2)ε(p2 −m2)−2ε−1 Γ(1 − ε)

Γ(1 − 2ε)
. (5.5)

Note that the period matrix of eq. (5.2) can be obtained from the period matrix PR

in eq. (4.114) by a specific parameter choice and a simple rotation in the homology
and cohomology bases

P = Tc PRTh (5.6)

with the parameter choice b = 1 + ε, c = −ε and λ = p2

m2 in PR and the rotations

Tc = eγEεm−2ε

Ç
1
πε

Γ(−ε)
(cot(πε)+i)Γ(−1−2ε)

0

0 e−iπε

p2Γ(1−ε)

å
and Th =

Ç
0 −2e3πiεΓ(1−ε)2

Γ(1−2ε)

1 0

å
.

For the dual forms (and cycles) we are free to choose bases and natural choices for
dual Feynman integrands have been discussed in [47, 49]. We make a particular
choice to obtain bilinear relations between some entries. Namely we rotate the bases
from Example 4.8, so that the bubble’s dual period matrix is

P̌ = Ťc P̌RŤh (5.7)

with P̌R from eq. (4.114) and the same parameter choice as below eq. (5.6) and

Ťh =

Å
0 1
1 0

ã
and Ťc =

(
eiπεm2ε(1+ε)Γ(ε) sin(πε)

πΓ(1+2ε)
0

0 −2e−2ıπεp2m2εΓ(1+ε)
(m2−p2)2Γ(1+2ε)

.

)
.

For this basis choice the dual bubble period matrix is

P̌ =

(
|ε→−ε −e3πiεm2ε(1 + ε)β

Ä
m2

p2
, 1 − ε, 1 + 2ε

ä
Γ(ε) sin(πε)
πΓ(1+2ε)

0 |ε→−ε

)
(5.8)

and in particular the diagonal entries are related to the maximal cuts by a transfor-
mation2 ε → −ε. On the other hand, the off-diagonal entries are distinct objects, 2We later discuss this to

be a generic feature of
the diagonal blocks.

not related to linear combinations of the periods in a non-trivial way. The inter-
section matrices are

C = Tc CRŤ
T
c =

Ç
− sin(πε) sin(2πε)

π2ε
0

Γ(ε) sin(πε)
p2πΓ(1−ε)Γ(1+2ε)

2Γ(1+ε)
(m2−p2)2Γ(1−ε)Γ(1+2ε)

å
(5.9)
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(5.10)

H = ŤT
h HRTh =

Ç
i csc(2πε)

2
0

0 1
iπ

Γ(1−ε)2

Γ(1−2ε)

å
. (5.11)

Inserting these period and intersection matrices into the TRBRs, we find two rela-
tions that are bilinear in the maximal cuts in our conventions:Ä

|ε→−ε

ä
=

4 cos(πε)

(m2 − p2)2
, (5.12)

(
|ε→−ε

)
=

sin(πε)

πε
. (5.13)

One can use the third relation, for the off-diagonal non-trivial entry in the TRBRs
to determine:

(
P̌

)
1,2

=
1 sin(2πε)

p2π2ε

Å
π + p2Γ(1 − ε)2Γ(1 + 2ε) sin(2πε)

Å ∣∣∣
ε→−ε

ãã
.

(5.14)

As expected the TRBRs can be split into two groups: one which allows us to write
the off-diagonal elements of the dual period matrix in terms of Feynman integrals,
and the other which give bilinear relations between maximal cuts evaluated at ε and
−ε respectively.

In this example, the only relations between Feynman integrals appear on the
diagonal, whilst off-diagonal entries involve objects unrelated to Feynman integrals,
except via the twisted Riemann bilinear relations themselves. In the next section
we explore this as a general feature and identify where non-trivial relations do
appear.

5.1.1 Classification of the TRBRs for Feynman Integrals

What distinguishes the diagonal entries (or blocks) of the period matrix is that
they correspond to maximal cuts. In general, maximal cuts are defined by integrals
whose integrands have no poles that are not regulated by the Baikov polynomial
(which plays the role of the twist). We observe that this property — and, in partic-
ular, the specific form taken by the twist defined through the Baikov polynomial in
the maximal cut limit — enables us to identify non-trivial relations between Feyn-
man integrals and their duals. We interpret this as the self-duality of the maximal
cut period matrix. This feature is what allows us to extract non-trivial bilinear
relations from the TRBRs, as in Example 5.1.

All poles regulated by the twist As long as we define twisted (co-)homology
groups, so that the condition in eq. (4.14) holds – which is whenever all poles of the
integrand are regulated by the twist – the self-duality condition of eq. (4.87) also
holds. Then we can choose bases so that P̌(λ,α) = P(λ,−α), with α being the
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exponents in the twist. In particular, this relation relies on choosing the same bases
for the twisted (co-)homology group and its dual – or rather regularised versions
of each other.3 In that case the TRBRs turn into relations that are bilinear in the 3As we can easily see in

eq. (4.83).period matrix, albeit with one copy evaluated with αi → −αi:

1

(2πi)n
PT
(
C−1

)T
(P|αi→−αi

) = H , if condition (4.14) holds. (5.15)

Maximal cuts always define twisted (co-)homology groups where all poles are regu-
lated by the twist when all residues have been taken – see, e.g., eq. (4.208). Thus,
for maximal cuts we can always choose a basis such that the TRBRs reduce to
bilinear relations in periods. Beyond that, we can actually find bases such that
instead of relating the period matrix and its dual via αi → −αi – which by itself
doesn’t have much physical meaning – we can relate them via ε → −ε: Consider
a family of Feynman integrals and a sector Θ, which we assume without loss of
generality to be of the form

Θ = (1, . . . , 1︸ ︷︷ ︸
m

, 0, . . . , 0︸ ︷︷ ︸
N−m

) . (5.16)

We consider its maximal cut, i.e. the cut in all of the first m propagators. The cut
Baikov-polynomials define a twist :

Φ =:

(
K∏

k=1

Bm.c.
i (z)

µk
2
±ε

)
=

(
K∏

k=1

Bi(z)
µk
2
±ε

)
|z1=...,=zm=0 with µk ∈ {0,±1} .

(5.17)

Then – as described in Section 4.4 – we define a twisted cohomology group H1
dR(X,∇Φ)

and choose some basis

φi = fi(zm+1, . . . , zN) ∧N
i=m+1 dzi with i = 1, . . . ,MΘ , (5.18)

where the fi(z) are rational functions in the zm+1, . . . , zN . Additionally, we choose
a basis of cycles γi for H1(X, ĽΦ) and the entries of the corresponding period matrix
are

Pij(λ, ε) =

∫

γj

φi

K∏

k=1

Bm.c.
i (z)

µk
2
+σkε . (5.19)

For the basis of H1
dR(X, ∇̌Φ) we choose

φ̌i =
[
(φi|ε→−ε) ·

(
Φ2

ε→0

)]
c
. (5.20)

Since in the limit ε → 0, all factors of the twist have exponents µk

2
with µk an

integer, the factor Φ2
ε→0 in eq. (5.20) is a rational function and not multi-valued.

This choice allows us to obtain the relation

P̌ij(λ, ε) =

∫

γj

φ̌i

(
K∏

k=1

Bm.c.
i (z)

µk
2
+σkε

)−1

(5.21)
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=

∫

γj

φi

K∏

k=1

Bm.c.
i (z)µk

(
K∏

k=1

Bm.c.
i (z)

µk
2
+σkε

)−1

(5.22)

=

∫

γj

φi

K∏

k=1

Bm.c.
i (z)

µk
2
−σkε = Pi,j(λ,−ε) . (5.23)

between the period matrix and the dual period matrix. Then, the TRBRs in
eq. (4.58) are

1

(2πi)h
P(λ, ε)T

(
C(λ, ε)−1

)T
P(λ,−ε) = H(ε) , (5.24)

or equivalently

1

(2πi)h
P(λ, ε)

(
H(ε)−1

)T
P(λ,−ε)T = C(λ, ε) . (5.25)

These relations have the form anticipated in eq. (5.1). We discuss further impli-
cations of these relations for maximal cuts in the following subsection. In general
we do not obtain such relations for non-maximal cuts, but there are special cases
where they still apply: There are Feynman integral families where a sector has no
sub-sectors in the natural partial ordering. In this case, all Feynman integrals and
cuts from that sector can be expressed as linear combinations of maximal cuts,
which satisfy condition (4.14). A trivial example for this scenario is the tadpole
integral. One can also generate non-trivial examples: We begin with a Feynman
graph that has no self-loops (i.e., no banana subgraph). Each edge is then replaced
either by a banana graph with at least two loops and at most one massive propa-
gator or by a one-loop massless bubble graph. It is straightforward to verify that
such a graph has no subsectors, as contracting any propagator results in a graph
containing a detachable massless tadpole integral, which vanishes in dimensional
regularization. For these graphs, Feynman integrals without cut propagators de-
compose into linear combinations of maximal cuts, allowing the TRBRs to yield
quadratic relations. So far, we have generalized the observation we have made in
example 5.1 concerning the diagonal entries of the period matrix: Namely, that
we can obtain bilinear relations for those and even for diagonal blocks that are
maximal cuts. Now we also generalize the behaviour of the off-diagonal entries.

Additional poles In general, condition (4.14) is not satisfied for non-maximal
cuts and the Feynman integral family defines relative twisted (co-)homology groups.44Alternatively, one can

work with a regulator
as in Example 4.10, but
this does not change
the outcome of the
discussion here as we
briefly outline below.

Consequently, the dual period matrix consists of dual periods that are qualitatively
distinct from the standard periods which are the Feynman integrals and cannot be
directly identified with those in a non-trivial way. But the twisted Riemann bilin-
ear relations can in principle be used to connect these distinct objects to periods
and intersection numbers:

P̌ = (2πi)nCT (P−1)T H . (5.26)
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The intersection number are rational in the kinematic variables λ and the inverse
of the period matrix is

(P−1)ji = (detP)−1 (−1)i+j Mij , (5.27)

where Mij is the minor of P obtained by deleting the ith row and jth column of P.
P is lower triangular, so its determinant is

detP =
S∏

i=1

detPΘi
, (5.28)

where PΘi
is the period matrix of maximal cut associated to the master integrals

in the sector Θi. So, dual periods can be expressed as cuts multiplied with deter-
minants of maximal cuts via the TRBRs.

Let us briefly comment on another approach to work with a generic Feynman
integral family as in eq. (4.202). The poles in its integrand arise due to the factors
z−νi
i in eq. (4.204), that are not regulated by the twist. To address this, we include

them in the twist with exponents5 δi, which we ultimately set to zero but treat as 5Note that these are not
the δ symbols of the
relative approach, but
rather symbols repre-
senting generic non-
integer exponents.

generic for now6:

6Note that, in princi-
ple, according to the
conventions of this the-
sis, we always include
the poles in the twist
for bookkeeping. How-
ever, we do not gener-
ally treat their zero ex-
ponents as generic.

Iν,δ({pi · pj}, {m2
j}) =

∫

C

[
Φ

(
N∏

i=1

zδii

)]
N∏

i=1

z−νi
i dNz with Φ = Bα1

1 . . .BαK
K .

(5.29)

For simplicity, we choose δi = δ ∀i. This choice of regulator is equivalent to shifting
all propagators weights by νi → νi − δi. We include these factors with generic
exponent in an alternative twist

Φ̃ = Φ

(
N∏

i=1

zδii

)
(5.30)

and consider the integral family as periods of the twisted (co-)homology groups
defined from this twist. All poles are regulated by this twist and we do not need
to use relative twisted cohomology. In particular, we can choose bases such that

P̌(λ,α, δ) = P(λ,−α,−δ) (5.31)

or even

P̌(λ, ε, δ) = P(λ,−ε,−δ) . (5.32)

With the latter basis choice, we also find bilinear relations

1

(2πi)N
P(λ, ε, δ)T

(
C(λ, ε, δ)−1

)T
P(λ,−ε,−δ) = H(ε, δ) , (5.33)

where C(λ, ε, δ) and H(ε, δ) are intersection matrices for the co-cycles and cycles
with deformed propagators. Thus, we again obtain bilinear relations in the periods
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as long as the regulator remains generic. However, to recover the Feynman integral
cuts, we must take the limit. It is important to note that this procedure is non
trivial, as the result may contain poles in δ. We obtain quadratic relations as long
as the regulator remains generic. To recover the Feynman integrals, we must take
the limit in the correct way and as we already saw in Example 4.10, this procedure
is non-trivial:

1. If we take the limit by choosing the overall leading order terms in the matrices,
the relations in eq. (5.33) hold and are bilinear in a set of integrals. But, we
generally obtain non-invertible matrices in the relations – i.e., the objects
after the limit are degenerate and not associated to an actual basis. The
entries giving bilinear relations are at most the ones associated to maximal
cuts.

2. Another alternative is to rotate the bases with a constant diagonal matrix
that has orders of ε on the diagonal such that the leading order term of
the intersection matrices is ε0 (it might be 0) in every entry, as we did in
eq. (4.120) of Example 4.10. As detailed in ref. [239], this approach yields
the same results as a direct computation of the intersection matrices within a
relative framework for an appropriate choice of basis. That means, we obtain
valid objects, but at the same time the rotation needed for this has destroyed
the symmetry and again, the dual period matrix is not related to the period
matrix of cuts in a non-trivial way.

5.1.2 Bilinear Relations for Maximal Cuts

As shown in the previous subsection, the twisted Riemann bilinear relations provide
non-trivial relations for the maximal cut. We now explore these relations further,
showing that the bilinear relations in the literature discussed in the introduction
of this section are special cases of these relations.

One-Parameter Case

Ref. [302] explored canonical bases and differential equations for one-parameter
Feynman integral families, identifying quadratic relations for the maximal cut ex-
perimentally. Here, we show how these results naturally emerge from the TRBRs
and how they can be generalized. For that purpose, let us consider a family of Feyn-
man integrals depending on a single dimensionless parameter λ. We denote here
by P(λ, ε) the matrix of maximal cuts, i.e., a matrix whose only non-zero entries
are all maximal cut blocks on the diagonal. Then we can express the conjectures
of [302] in the following way:

Conjecture 1 (µ-form). When the twist related to a matrix of maximal cuts can
be written as

Φ = (Bm.c.(z))−µ with µ ∈ {ε, 1

2
+ ε}, , (5.34)
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there is a basis such that

dextP(λ, ε) = µ ·B(λ)P(λ, ε) , (5.35)

where B(λ)T = B(λ) is a symmetric matrix.

Conjecture 2 (Quadratic Relations). The matrix P(λ, ε) satisfies a set of quadratic
relations:

• µ = ε: The fundamental solution of eq. (5.35) is a path ordered exponential
(as defined in eq. (2.104)):

P(λ, ε) = P exp

ñ
ε

∫

γ

B(λ)

ô
. (5.36)

Since B(λ) is symmetric by conjecture 1, this implies:

P(λ,−ε)TP(λ, ε) = 1 . (5.37)

• µ = 1
2

+ ε: In that case, one can still find quadratic relations of the form:

P(x,−ε)TR(x, ε)P(x, ε) = H̃(ε) , (5.38)

where H̃(ε) is independent of x, and R(x, ε) is the dimension-shift matrix
from eq. (2.97).

We proof these relations using our knowledge of the TRBRs.

On the µ-form: Proof of Conjecture 1 Since P(λ, ε) is block-diagonal, it is
sufficient to prove the statement for one of the diagonal blocks, i.e., the maximal
cut matrix of one sector. Since the blocks are independent, each can be treated in
the same way. Thus, we consider the period matrix PΘ(λ, ε) of a maximal cut with
entries as in eq. (5.19). In particular, we start from the Baikov representation and
from the assumption, it can be used to derive a twist of the form7 7A twist of this form

can also be obtained in
the loop by loop ap-
proach, if all polynomi-
als in the product have
the same exponent µ
and we gather them in
one factor Bm.c..

Φ = (Bm.c.(z))−µ , (5.39)

where µ ∈ {ε, 1
2

+ ε}. At this point, we make a specific choice of basis and define

the period matrix Plog
Θ (λ, ε) with a d log basis as defined in eq. (4.67). Notably,

the examples presented in ref. [302] can be expressed in d log bases. Then, we can
apply Theorem 4.1 and find:

dextP
log
Θ (λ, ε) = −µB(λ)Plog

Θ (λ, ε) , with B(λ)T = B(λ) . (5.40)

Thus, there is a basis such that Conjecture 1 is satisfied and it is the d log basis.
The first conjecture of ref. [302] is naturally fulfilled when considering the maximal
cuts as twisted periods and just requires the existence of a d log basis. In particular,
the result is not restricted to the single-parameter case in this framework.
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Note that for µ = ϵ, eq. (5.40) is already in ε-form. In contrast, when µ = 1
2

+ϵ,
there is still a non-vanishing O(ϵ0) contribution in the connection matrix −µB(λ).
Generally, this situation appears when the family of Feynman integrals is associated
with a non-trivial geometry beyond the Riemann sphere. We observe again that,
at least on the maximal cut, the d log basis serves as the canonical basis as long as
no geometry beyond the Riemann sphere is involved. This has also been explored
in the twisted intersection theory framework in the literature, see e.g., [47, 304,
305].

Quadratic relations for maximal cuts: Proof of Conjecture 2 We have
already established the existence of bilinear relations derived from the TRBRs in
Section 5.1 and here we confirm their specific form as in Conjecture 2 for the two
cases µ = ε, 1

2
+ ε in the assumption. Our argument follows the lines of ref. [302],

but in the framework of twisted intersection theory where they do not rely on being
in the single-variable case and so we perform the proof with a vector of parameters
λ.
Quadratic relations for µ = ε: In this case, the period matrix can be written as
the path-ordered differential of eq. (5.36), more specifically:

Plog
Θ (λ, ε) = UP(λ, ε)Plog

Θ,0(ε) , (5.41)

where

PP(λ, ε) = P exp

ñ
ε

∫ λ

λ0

B(λ′)

ô
=
(
PP(λ,−ε)T

)−1
, (5.42)

where the last step follows from the symmetry of B(λ) [302].8 Due to this relation,8Note that, if λ0

coincides with one
of the logarithmic
singularities in the
integrand, we employ
a tangential base-point
regularisation as in
cf., e.g., refs. [176,
306].

the path-ordered exponential fulfils the bilinear relation:

PP(λ, ε)TPP(λ,−ε) = 1 . (5.43)

Combining this with eq. (5.41), we find the quadratic relation

Plog
Θ (λ, ε)TPlog

Θ (λ,−ε) = Plog
Θ,0(ε)

TPlog
Θ,0(−ε) . (5.44)

This relation has the expected form of the Riemann bilinear relations for maximal
cuts of eq. (5.24) with C(λ, ε) = (2πi)−h1 and H(ε) = Plog

Θ,0(ε)
TPlog

Θ,0(−ε). That
C(λ, ε) is a normalized version of the identity matrix is in agreement with what we
find in the proof of Theorem 4.1. Whilst this specific form of the bilinear relations
relies on the choice of the d log basis, we can derive bilinear relations in other
bases of differentials: Consider another period matrix P̃Θ(λ, ε), which is relate do
Plog

Θ (λ, ε) by

P̃Θ(λ, ε) = U(λ, ε)Plog
Θ (λ, ε) . (5.45)

Then P̃Θ(λ, ε) satisfies the quadratic relation

1

(2πi)h
P̃Θ(λ, ε)T

(
C(λ, ε)−1

)T
P̃Θ(λ, ε) = Plog

Θ,0(ε)
TPlog

Θ,0(−ε) = H(ε) , (5.46)
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with C(λ, ε) = (2πi)−hU(λ, ε)
(
U(λ,−ε)

)T
.

Quadratic relations for µ = 1
2

+ ε. Again, we choose the period matrix of maximal

cuts Plog
Θ (λ, ε) computed from a d log basis so that Conjecture 1 is satisfied. Note

that shifting the exponent of the Baikov-polynomial is akin to changing the space-
time dimension D and in particular, Plog

Θ (λ, ε − 1) is the fundamental solution
matrix of maximal cuts computed in D+2 dimensions, which is related to Plog

Θ (λ, ε)
by the dimension-shift matrix (see eq. (2.97)):

Plog
Θ (λ, ε− 1) = R(λ, ε)Plog

Θ (λ, ε) . (5.47)

On the other hand, one can obtain the period matrix Plog
Θ (λ, ε − 1) by explicitly

changing the basis of forms: If φi and γj are the cohomology and homology basis

elements used to compute Plog
Θ (λ, ε), thenÄ

Plog
Θ (λ, ε− 1)

ä
ij

= ⟨φ+
i |γj] with φ+

i = φi (Bm.c.(λ)|ε→0) . (5.48)

In particular, these entries are related to the entries of the original d log basis byÄ
Plog

Θ (λ, ε− 1)
ä
ij

=
M∑

k=1

⟨φ+
i |φ̌k⟩ ⟨φk|γj] =

M∑

k=1

⟨φ+
i |φ̌k⟩

Ä
Plog

Θ (λ, ε)
ä
kj
, (5.49)

Comparing eq. (5.49) to eq. (5.47), we find the following expression for the entries
of the dimensional shift matrix:

Rij(λ, ε) = ⟨φ+
i |φ̌j⟩ . (5.50)

So far we have discussed this matrix to facilitate a dimension change or equivalently
a shift in ε. But ε appears as a term in µ, the exponent of the twist. So, one can
also interpret the matrix to shift µ 7→ µ−1. In particular, when viewing the period
matrix as a function Plog,µ

Θ (λ, µ) = Plog
Θ (λ, ε) of µ we know that we can choose dual

bases so that

P̌log,µ
Θ (λ, µ) = Plog,µ

Θ (λ,−µ) . (5.51)

Then we find that R(λ, ε) also allows us to make a basis change so that

Plog
Θ (λ,−ε) = R(λ,−ε)−1Plog

Θ (λ,−ε− 1) (5.52)

= R(λ,−ε)−1Plog,µ
Θ (λ,−µ) (5.53)

= R(λ,−ε)−1P̌log,µ
Θ (λ, µ) . (5.54)

Then the TRBRs take the form

H(ε) = Plog,µ
Θ (λ, µ)TPlog,µ

Θ (λ,−µ) = Plog
Θ (λ, ε)TR(λ,−ε)Plog

Θ (λ,−ε) . (5.55)
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Relations for ε→ 0

As discussed in Section 3.5, taking the limit ε→ 0 in the integrand of the maximal
cut (after taking all residues) provides insight into the geometry associated with
the Feynman integral family. We have established here that this limit generally
yields expressions where the Baikov polynomials come with integer or half-integer
exponents, see eq. (5.17). In particular, we can write the twist as

Φ = P (z)−
1
2
−εP̃ (z)±ε , (5.56)

with P (z) is a polynomial of degree 2n+1 or 2n+2 and P̃ (z)±ε vanishes for ε→ 0.
One can define a variety from the polynomial P (z) as discussed in Section 3.5. In
the limit ε → 0, the period matrix should contain the periods of this variety.
More specifically: In many cases, the period matrix for the twisted cohomology
defined by Φ splits into blocks that contain the periods of the variety (in the ε→ 0
limit) and entries that are related to punctures and do not appear in the ε → 0
limit. So, the TRBRs we obtain on the maximal cut should also contain quadratic
relations for the periods of the variety in the ε → 0 limit. Indeed, this is what
happens and the relations obtained in this limit are well-known relations for the
appearing varieties. The geometries studied in the context of Feynman integrals so
far include Riemann surfaces of genus g as well as Calabi-Yau varieties. We have
already observed that both types of varieties have natural quadratic relations: for
Riemann surfaces, these are the generalised Legendre relations eq. (3.58), while for
Calabi-Yau varieties, they arise from the Hodge-Riemann bilinear relations derived
via Griffiths transversality in eq. (3.107).

See also:
We give examples for
hyperelliptic maximal
cuts in Examples 3.13
and 3.14.

Generalized Legendre Relations Hyperelliptic curves can arise in the maxi-
mal cut, when it is an integral of only a single variable z and P (z) is a polynomial
of degree 2n+1 or 2n+2 – defining an odd or even hyperelliptic curve in the ε→ 0
limit. Their bilinear relations are the generalized Legendre relations of eq. (3.58).

Quadratic Relations for CY Periods As already mentioned in the introduc-
tion, quadratic relations in the ε→ 0 limit of maximal cuts related to CY varieties
have been studied in the literature and used to compute certain Feynman integral
families [19, 20]. These are derived from the so-called Riemann-Hodge bilinear rela-
tions, that are commonly also denoted the Griffiths transversality relations, as they
are due to the Griffiths transversality condition. Periods of Calabi-Yau geometries
generally appear in Feynman integral families, whose Baikov-polynomial contains
a polynomial P (z) with a half-integer exponent and multiple variables z9. The9Of course, the torus

which is defined from
a polynomial in a sin-
gle variable is also a
Calabi-Yau variety.

unique holomorphic differential associated to such a CY family is Ω = dz√
P (z)

10 and

10Where dz denotes a
suitable differential
form in the base space
B.

the maximal cut at ε→ 0 contains the periods and quasi-periods of the CY family,
which fulfill the aforementioned Hodge-Riemann bilinear relations of eq. (3.106).
In matrix form, those are

P(λ, ε = 0)ΣP(λ, ε = 0)T = Z(λ) , (5.57)
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where Z(x) is a matrix of rational functions of the kinematic variables (which
correspond to the independent moduli of the family of CY varieties), and Σ is (the
inverse of) the matrix of intersection numbers between generators of the middle
homology of the CY variety. In particular, the integrals in the period matrix have
the form

Pij(λ, ε = 0) =

∫

Cj

dnz√
P (z)

fm.c.
i (z) , (5.58)

where Cj is some basis cycle and fm.c.
i (z) is a polynomial. These integrals can

also be interpreted as twisted periods, even for ε = 0. In that case, the twist is
ΦCY = P (z)−

1
2 , a basis of twisted cycles and co-cycles is given by Cj and ψi =

dnz fm.c.
i (z) and a basis of dual co-cycles is ψ̃i =

[
dnz fm.c.

i (z)P−1(z)
]
c
. In this

basis, the TRBRs are equivalent to the quadratic relations arising in CY geometry.
A comprehensive discussion on the relationship between TRBRs for a particular
hypergeometric function and the Riemann (in-)equality of the corresponding K3
surface can be found in ref. [228].

5.1.3 Examples

We conclude this subsection with two examples of maximal cuts of Feynman inte-
grals related to hyperelliptic curves: the sunrise integral family and the non-planar
crossed box family.

Example 5.2 (The Sunrise Integral Family: TRBRs). We first discussed the sun-
rise integral family in Section 2.4.1 and also considered the period matrix of its
maximal cut in Example 4.20. Here, we fix λ1 < λ2 < λ3 < λ4 < 0 and we choose
the twisted cohomology basis of eq. (4.211) and the dual basis of eq. (4.215), such
that the period matrix is related to the dual period matrix by ε→ −ε, see eq. (4.220).
These period matrices fulfill the TRBRs

1

2πi
P (λ, ε)T

(
C (λ, ε)−1

)T
P (λ,−ε) = H (ε) (5.59)

with the intersection matrices C and H given in eq. (B.79) and eq. (B.80) respec-
tively. We numerically confirm that eq. (5.59) holds, using analytic continuations
of the periods. First, we expand eq. (5.59) in ε and observe that H ,44(ε) has a
leading term of order O(ε−1). To take a finite limit, we introduce the rotation

T (ε) =

Å
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 ε

ã
, (5.60)

and define

P̃ (λ, ε) = P (λ, ε)T (ε) , (5.61)

H̃ = T (ε)H (ε)T (−ε) . (5.62)
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After this change in the homology basis, the TRBRs of eq. (5.59) take the form:

1

2πi
P̃ (λ, ε)T

(
C (λ, ε)−1

)T
P̃ (λ,−ε) = H̃ (ε) . (5.63)

This equation is finite in the limit ε→ 0 and we can derive from it the relation

1

2πi
(η2ω1 − η1ω2)

Å
0 −1 0 0
1 0 0 0
0 0 0 0
0 0 0 0

ã
=

Ç
0 − 1

2
0 0

1
2

0 0 0
0 0 0 0
0 0 0 0

å
, (5.64)

where the left-hand side involves the periods and quasi-periods of the elliptic curve
in the chosen basis :

ω1 =
1

c4
K(λ) , (5.65)

ω2 =
i

c4
K(1 − λ) , (5.66)

η1 = −2c4

ï
E(λ) − 2 − λ

3
K(λ)

ò
, (5.67)

η2 = 2ic4

ï
E(1 − λ) +

1 + λ

3
K(1 − λ)

ò
, (5.68)

with λ = (λ1−λ4)(λ2−λ3)
(λ1−λ3)(λ2−λ4)

and c4 = 1
2

√
(λ1 − λ3)(λ2 − λ4). We find that eq. (5.64)

is equivalent to the Legendre relations. Consequently, at leading order in ε, the
TRBRs in eq. (5.63) reduce to the Legendre relations in this basis.

Example 5.3 (The Non-planar Crossed Box Family: TRBR). We introduced the
non-planar crossed box integral family in Section 2.4.2 and discussed the hyperellip-
tic curve one can obtain from its maximal cut in eq. (3.14). Here, we set m2 = 1.
The integrand of eq. (2.67) defines the twist

Φnpcb(z) =
î
(z − λnpcb1 )(z − λnpcb2 )

ó− 1
2
î
(z − λnpcb3 )(z − λnpcb4 )(z − λnpcb5 )(z − λnpcb6 )

ó− 1
2
−ε
,

(5.69)

See also:
We discuss hyperellip-
tic curves in Section
3.2.

with the roots λnpcbi as given in eq. (2.70). In the limit ε→ 0 of Φnpcb(z), we obtain
the polynomial of eq. (3.216). For the twisted cohomology group H1

dR(X,∇npcb),
where X = C− {λ1, . . . , λ6} we choose the basis

φnpcb
1 = dz, φnpcb

2 = z dz, φnpcb
3 = −

Å
z4 − 3

4
s1z

3 +
s2
2
z2 − s3

4
z

ã
dz (5.70)

φnpcb
4 = −1

2

(
z3 − s1

2
z2
)

dz, φnpcb
5 = z2dz, (5.71)

where the sk are elementary symmetric polynomials in the branch points λ1, . . . λ6.
This basis is chosen, such that its differentials reduce to Abelian differentials on the
hyperelliptic curve in the ε→ 0 limit. In order to obtain a simple relation between
the periods and dual periods, we choose the dual basis

φ̌npcb
i =

ï
1

pnpcb(z)
φnpcb
i

ò
c

, i = 1, . . . , 6 , (5.72)
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where y2 = pnpcb(z) = (z − λ1) · · · (z − λ6) is the defining equation for the hyper-
elliptic curve of eq. (3.216). The intersection matrix derived from these bases is
denoted as C̃npcb(λ, ε). A natural choice for canonical basis cycles of a hyperellip-
tic curve is shown in Figure 3.3 and from this choice, we deduce our choice for the
topological supports of the dual twisted homology group H1(X,Lnpcb):11 11Since crossing the

branch cut merely flips
the sign of the chosen
one-forms (for ε = 0),
integrations around
these cycles reduce to
simple integrals along
(sums of) intervals.

∆̌1
npcb = [λnpcb1 , λnpcb2 ] , ∆̌2

npcb = [λnpcb3 , λnpcb4 ] , (5.73)

∆̌3
npcb = [λnpcb2 , λnpcb3 ] + [λnpcb4 , λnpcb5 ] , ∆̌4

npcb = [λnpcb4 , λnpcb5 ] , (5.74)

∆̌5
npcb = [λnpcb1 , λnpcb2 ] + [λnpcb3 , λnpcb4 ] + [λnpcb5 , λnpcb6 ] , (5.75)

For the basis of the twisted homology group H1(X, Ľnpcb) we choose cycles supported

on regularised versions of these intervals. In the ε → 0 limit, γ̌npcb1 and γ̌npcb2

correspond to the a-cycles, while γ̌npcb3 and γ̌npcb4 correspond to the b-cycles of the
hyperelliptic curve. An additional basis element is required for ε ̸= 0 and is chosen
such that the differential one-forms Φnpcbφ

npcb
i (for i = 1, . . . , 4) integrate to zero at

ε = 0, resulting in a block structure of the period matrix. The intersection matrix
corresponding to these bases is denoted by H̃npcb(ε). Finally, we rotate the basis of
forms again, so that the leading order in the matrices agree:

Cnpcb(λ, ε) = U(ε)C̃npcb(λ, ε)U(−ε) , (5.76)

Pnpcb(λ, ε) = U(ε)P̃npcb(λ, ε) , (5.77)

with U (ε) = diag(1, 1, 1, 1, ε). In this basis, the twisted Riemann bilinear relations
are

Pnpcb(λ, ε)
(
Hnpcb(ε)−1

)T
PT

npcb(λ,−ε) = 2πiCnpcb(λ, ε) . (5.78)

After expanding these relations in ε isolating the order O(ε0) terms, we findÖ
BAT −ABT BÃT −AB̃T

0

B̃AT − ÃBT B̃ÃT − ÃB̃T
0

0 0 0

è
=

Ñ
0 −iπ1 0
iπ1 0 0
0 0 0

é
, (5.79)

where A,B, Ã, B̃ are the 2× 2 a- and b-(quasi-)period block matrices in the period
matrix for ε = 0 eq. (3.57). These relations are the generalisations of the Legen-
dre relations discussed in eq. (3.6). Expanding the second version of the twisted
Riemann bilinears (the version solved for H)),

Pnpcb(λ, ε)T
(
Cnpcb(λ, ε)−1

)T
Pnpcb(λ,−ε) = 2πiHnpcb(ε) (5.80)

we also find the relation

ÃTB −AT B̃ = −iπ1 . (5.81)

5.2 The Intersection Matrix for Canonial Differ-

ential Equations

So far, we have explored the relations imposed on cuts of Feynman integrals by the
TRBRs. In proving Conjecture 2, we also observed that for µ = ε a d log basis has
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a differential equation in ε-form, which can be considered canonical and that for
this basis choice the cohomology intersection matrix is proportional to the identity
matrix. Bases for which the intersection matrix is diagonal can be considered
orthogonal. In this section, we generalise the observation that the intersectionOrthogonality con-

ditions between

canonical bases and

dual bases were also

discussed in [47, 49,

307, 308].

matrix has a specific form for canonical bases.

5.2.1 Properties of Canonical Differential Equations

We begin this section with a more detailed discussion of the properties of canonical
differential equations. Our first goal is to introduce a property closely related to
being in canonical form that is more precisely defined, enabling us to prove our
statements — we refer to this property as being in C-form. All known examples
of canonical differential equations in the literature that we are aware of have this
property. We also explore the iterated integrals appearing in C-form Feynman
integrals and in particular discuss when they are linearly independent. Additionally,
we briefly mention a self-duality property for (cuts of) Feynman integrals. This
subsection serves to define and specify the properties we connect in the following
sections.

C-Form for Differential Equations

We consider a vector J(λ, ε) of master integrals whose differential equation is in
ε-form, i.e. dextJ(λ, ε) = εB(λ)J(λ, ε). The entries of the matrix B(λ) are closedIn the literature the

names ε-factorised sys-

tems and systems in

canonical form are of-

ten used interchange-

ably. Here we keep

them distinct.

one-forms in the coordinates λ. Let K be an algebraic number field – see Definition
A.1 – and AB a K-algebra of functions chosen so that around every point we can
find a local coordinate chart λ such that the entries of B(λ) take the form

Bij(λ) =
dext∑

k=1

dλk bijk(λ) with bijk(λ) ∈ AB . (5.82)

We denote the K-vector space of differential forms with coefficients in AB by
Ω1(AB), and the subspace of closed forms by C1(AB) =

{
ω ∈ Ω1(AB) | dω = 0

}
.

The subspace of C1(AB) that is generated by the entries of B(λ) is generally finite
dimensional and we denote it by VB. We denote by ϖ1, . . . , ϖp a basis of VB

12 and12In the context of Feyn-
man integrals, these ϖi

are the letters.
we can expand the differential equation in this basis

B(λ) =

p∑

i=1

Biϖi , (5.83)

where the Bi are constant M ×M matrices with entries in K. Additionally, we
define AB,ε := AB ⊗K K(ε) and FC := Frac(C ⊗K AB), the field of fractions of
the complexification of the algebra AB. We define the following property of a
differential equation to which we can attach the above objects:

Definition 5.1. An ε-factorised differential equation is in C-form if

VB ∩ dFC = {0} (5.84)
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with FC defined by an algebra AB that fulfils the following properties

• AB is differentially closed: For all f ∈ AB, we have ∂λi
f ∈ AB, for all

1 ≤ i ≤ r (if AB is not differentially closed, we can enlarge it by adding the
necessary derivatives).

• The field of constants of AB is K,

Const(AB) =
{
f ∈ AB : ∂λi

f = 0 , for all 1 ≤ i ≤ r
}

= K . (5.85)

We illustrate these definitions with a simple example: Feynman integrals which
can be brought into d log form in the kinematic parameters, i.e., where the canonical
basis can be found using only algebraic transformations. Specifically, we focus on
the example of the massive bubble integral family in D = 2 − 2ε dimensions that
we already encountered in Examples 2.5, 2.6, 4.19 and 5.1.

Example 5.4 (Feynman Integrals in d log Form – The Bubble Integral Family).
We choose K = Q[i, π, π−1].13 The algebra AB defined by the connection matrix of 13We need to attach π

due to the standard
normalisations of Feyn-
man integrals. The ar-
guments still hold.

a canonical differential equation in d log form is a ring of rational functions with a
prescribed set of poles to which one adjoins a finite number of rationalisable square
roots of polynomials. Because the derivative of an algebraic function is algebraic,
AB is differentially closed. By our assumption, the letters of the canonical differ-
ential equation are d log forms (potentially with square roots) and those generate
VB.

Let us make this more explicit with the example of the equal mass bubble integral
family. In the coordinate χ, the only finite poles of the connection matrix are located
at {0, 1}. Then, A is the algebra of rational functions with those poles and by
definition FC is the field of fractions of its complexification. All entries of Beq

can be expanded in the letters

ϖ1 =
dχ

χ
and ϖ2 =

dχ

χ− 1
, (5.86)

so these letters generate V . Next, we show that the differential equation is in
C-form: Since V is generated by the forms in eq. (5.86), all elements of V have
only simple poles. On the other hand, the elements of dFC cannot have simple
poles as they are obtained as exterior derivatives of rational forms, so they have
either no poles or higher order poles. For that reason, we find

See also:
• In Section 6.2, we
discuss the forms ap-
pearing in the C-form
differential equations
of hyperelliptic Lauri-
cella function families.
• In Section 7.3.2
we discuss the forms
appearing in a C-form
basis for the kite inte-
gral family.

V ∩ dFC = {0} (5.87)

and the differential equation is in C-form. In this case, we find that for Feynman
integrals without square roots or more complex special functions, being in C-form
simply means having only simple poles—precisely the property we want a canonical
differential equation to have.

The same criterion can be used to classify differential equations involving more
complicated special functions, such as (quasi-)modular forms. We discuss several
examples of this in the remainder of the thesis particularly for integral families
related to (hyper-)elliptic curves.
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Linear independence of iterated integrals

See also:
In Section 2.5 we dis-
cussed how iterated in-
tegrals are the coeffi-
cients of ε-expansion of
the solution of canon-
ical differential equa-
tions.

The integrals solving the C-form differential equation are obtained as path-ordered
exponentials over the connection matrix B(λ) and thus, at each order in ε, we
obtain iterated integrals over the basis forms ϖi of VB. We want to understand,
which of these iterated integrals are linearly independent over the field FC. By
our assumption that the differential equation for a Feynman integral family should
be integrable (explicitly expressed by the flatness condition of eq. (2.100), we ex-
pect only homotopy invariant combinations to appear. Inserting the expansion of
eq. (5.83), we can expand the flatness condition in wedges of the basis differentials
ϖi:

0 = B ∧B =

p∑

i,j=1

[Bi,Bj]ϖi ∧ϖj . (5.88)

These wedge products ϖi ∧ ϖj are elements of the vector space C2(AB) of closed
two-forms, for which one can choose a basis ϖ̃. Since we obtain finitely many ϖi

from a connection matrix B, the basis ϖ̃ is also finite dimensional and we denote
its dimension by q here. Consequently, we can write the flatness condition in this
basis as

q∑

k=1

ϖ̃k

p∑

i,j=1

aijk [Bi,Bj] = 0 (5.89)

with the coefficients aijk defined by the decomposition ϖi ∧ ϖj =
∑q

k=1 aijkϖ̃k.
Since ϖ̃ is a basis, we obtain the condition

p∑

i,j=1

aijk [Bi,Bj] = 0 for 1 ≤ k ≤ q . (5.90)

Next we translate this condition form the forms into a condition for the iterated
integrals as defined in eq. (2.107). To do so, we interpret the iterated integrals as
coefficients in a a generating functional with non-commuting letters eI,i:

1414Note, that the letters ei
here are not the ones
GG, but generic free
letters. GI = 1 +

∞∑

k=1

∑

1≤i1,...,ik≤p

eI,i1 · · · eI,ik Iγ(ϖi1 , . . . , ϖik) . (5.91)

By definition, this generating functional fulfils the differential equation

dGI =

(
p∑

i=1

eI,iϖi

)
GI . (5.92)

Additionally, the letters eI satisfy the same relations as the matrices Bi and specif-
ically, they satisfy the relations of eq. (5.90), i.e.,

p∑

i,j=1

aijk [eI,i, eI,j] = 0 , 1 ≤ k ≤ q . (5.93)
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The non-commuting letters eI,i generate a K-algebra that we denote by EB. Due to
the flatness of the connection as expressed in eq. (5.92) a basis of EB corresponds
to a basis of homotopy invariant iterated integrals. We can find such a basis
algorithmically 15 and denote it by BB. The generating functional decomposed in 15In Appendix A of

[226] the construction
of such a basis is
explained in detail.

this basis is

GI =
∑

w∈BB

w Jγ(w) , (5.94)

with Jγ(w) denoting a combination of iterated integrals that is homotopy-invariant.
We denote the space that these integrals generate by

VB = ⟨Jγ(w) |w ∈ BB⟩K . (5.95)

Next, we show how the C-form property of a differential equation and the linear
dependence of the iterated integrals in its solution are connected.

Theorem 5.1. The following statements are equivalent:

1. The differential equation defining AB is in C-form, i.e ,it has the properties
listed in Definition 5.116 and VB ∩ dFC = {0}. 16AB is differentially

closed and all of its
constants lie in K.2. The iterated integrals Jγ(w), w ∈ BB, are linearly independent over FC.

In Appendix D.2 we repeat the proof given in [226], which closely follows the
proof for the single-variable version of the statement given in [309].

Lie Algebras for Differential Equations in C-Form

Let gB be the Lie algebra obtained as the quotient of the free Lie algebra over K
with generators eI,i, 1 ≤ i ≤ p and the Lie ideal generated by (cf. eq. (5.93))

p∑

i,j=1

aijk [eI,i, eI,j] , 1 ≤ k ≤ q . (5.96)

The quadratic algebra EB defined below eq. (5.93) is the universal enveloping alge-
bra of gB.17 The matrices Bi of eq. (5.83) provide an N -dimensional representation 17Note that if there is a

single variable (r = 1),
the flatness condition is
trivially satisfied, and
the Lie algebra gB is a
free Lie algebra.

of gB,

ρ : gB → End(CN) , eI,i 7→ Bi . (5.97)

Thus, to an algebra VB we can associate a Lie-Algebra gB and the differential
equation provides a representation via the matrices Bi. Note that different families
of Feynman integrals might share the same Lie-algebra but of course their canonical
differential equation is not the same, thus they provide different representations of
this Lie-algebra.
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Self-Duality

A self-duality property of Feynman integral differential equations arises as a sym-
metry of the ε-form connection matrix B(λ). In particular, by the definition of
ref. [310] the matrix B(λ) is self dual if there is a constant matrix M such that

B̃(λ) = M−1B(λ)M is persymmetric, i.e., it is symmetric with respect to the

anti-diagonal. This is equivalent to saying that B̃ fulfils

B̃(λ) = KNB̃(λ)TK−1
N , (5.98)

with

KN = KT
N = K−1

N =

Ö
0 0 ... 0 1
0 0 1 0
... ..

..
. ...

0 1 ... 0 0
1 0 0 0

è
. (5.99)

It was observed in [21, 22, 107] that the differential equation for multi-loop equal-
mass banana integrals satisfies this property. These integrals are related to one-
parameter families of Calabi-Yau varieties, where self-duality is expected to be a
feature of the Gauss-Manin connection at ε → 0. A more detailed discussion of
this property was given in [310].

5.2.2 Bases in C-Form and the Intersection Matrix

The main aim of this section is to establish a connection between properties of
the differential equation (being in C and ε-form) and the intersection matrix for
certain bases of (cuts of) Feynman integrals. The crucial result needed for this is
the following theorem of [226]:

Theorem 5.2. Consider two systems Gi(λ, ε) in ε and C-form for the same algebra
AB and of the same dimension N . They fulfill differential equations

dextGi(λ, ε) = εB(i)(λ)Gi(λ, ε) , i = 1, 2 . (5.100)

Assume that there are matrices of full rank,

∆(λ, ε) ∈ GL(N,AB ⊗K(ε)) and H(ε) ∈ GL(N,C(ε)) , (5.101)

such that

G1(λ, ε)
(
H(ε)−1

)T
G2(λ, ε)

T = ∆(λ, ε) . (5.102)

Then d∆(λ, ε) = 0.

Proof. By eq. (2.104) we know that ε-form differential equations can be solved with
path ordered exponentials

Gi = P(i)
γ (λ, ε) ·G0,i(ε) , (5.103)
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where the Gi,0(ε) are constant in KN×N . Then eq. (5.102) takes the form

∆(λ, ε) = P(1)
γ (λ, ε)

(
H12(ε)

−1
)TP(2)

γ (λ, ε)T , (5.104)

with

H12(ε) =
(
G0,1(ε)

−1
)T

H(ε)G0,2(ε)
−1 . (5.105)

We expand ∆(x, ε) in ε,

∆ij(λ, ε) =
∞∑

k=k0

εk ∆
(k)
ij (λ) (5.106)

and consider each of the coefficients ∆
(k)
ij (λ) separately as a function of λ. By

our assumption, we know that ∆
(k)
ij (λ) ∈ AB ⊆ FC. On the other hand, due to

eq. (5.104), we know that ∆
(k)
ij (λ) ∈ EC

B = C⊗K EB and thus takes the form

∆
(k)
ij (λ) =

∑

w∈BB

cijk∆,wJ(w) (5.107)

with cijk∆,w ∈ C and J(w) ∈ EB. Due to Theorem 5.1, this trivially implies, that

0 =
∑

∅̸=w∈BA

cijk∆,wJ(w) + (cijk∆,∅ − ∆
(k)
ij (λ))J(∅) . (5.108)

Since we assumed that both differential equations are in C-form, the J(w) are
linearly independent over FC, by Theorem 5.1. Thus, cijk∆,w = 0 for all w ̸= ∅ and

∆
(k)
ij (λ) = cijk∆,∅ ∈ C . (5.109)

The matrix ∆ is constant in λ.

See also:
In Section 4.4 we
explained how to asso-
ciate (relative) twisted
(co-)homology group
to a Feynman integral
family.

Towards Feynman Integrals Whilst this statement is generic for two systems
in ε and C-form, we want to apply it for systems of (cuts of) Feynman integrals
(which can always be interpreted as (relative) twisted periods). In general, we aim
to compute a vector of master integrals I(λ, ε) that fulfils a differential equation of
the form dextI(λ, ε) = A(λ, ε)I(λ, ε), as given in eq. (2.98). One can choose a basis
of the (relative) twisted cohomology group defined by the integral family, so that:

I(λ, ε) =

Ç∫
γ

ΦφI,i

å
i=1,...,M

(5.110)

where γ is some cycle. One can also choose a basis {γi}i=1,...,M for the twisted
homology group and define a period matrix PI(λ, ε), which satisfies the same
differential equation as I(λ, ε), besides simple boundary terms. As described in
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Subsection 2.5.2, we first bring the basis in canonical form (which here we replace
with ε-form and C-form) via a transformation

J(λ, ε) = U(λ, ε)I(λ, ε) (5.111)

(or equivalently φJ = UφI or PJ = UPI), so that the new basis fulfils a differential
equation in ε- and C-form that we denote by

dextJ(λ, ε) = εB(λ)J(λ, ε) . (5.112)

We assume here, that this transformation to C-form can be found for the given
integral family. The entries of the connection matrix B(λ) define the related algebraNote that in some

cases due to physi-
cal symmetries in the
Feynman integral fam-
ily that doe not appear
in the twisted cohomol-
ogy group, the dimen-
sion of the Feynman in-
tegral family is smaller
than the dimension of
the twisted cohomol-
ogy group. Let us as-
sume here that the di-
mension of the twisted
cohomology group and
the Feynman integral
family agree. Even if
this assumption does
not hold we can still
apply many of the re-
sults in practice in
many cases.

AB. Similarly, we can define the respective dual objects by considering the dual
twisted cohomology group defined by the integral family. Starting with some basis
of dual master integrals Ǐ(λ, ε) that is defined by integrating the dual basis of co-
cycles φ̌I along some dual cycle and fulfills a differential equation dextǏ(λ, ε) =
Ǎ(λ, ε)̌I(λ, ε), we assume that we can find a change of the dual basis

J̌(λ, ε) = Ǔ(λ, ε)̌I(λ, ε) (5.113)

so that the new basis fulfils the ε and C-form differential equation

dextJ̌(λ, ε) = εB̌(λ)J̌(λ, ε) . (5.114)

Differential equations and their canonical form for dual integrands were studied
in detail in [47, 49, 308]. Again, we assume that the differential equation is in
C-form and the algebra it defines is the same as the one defined by the non-dual
connection, AB. We can also choose some basis of dual cycles γ̌i and define a dual
twisted period matrix related to the Feynman integrals family P̌J(λ, ε). From the
starting bases and the canonical bases we compute intersection matrices:18

18We use here the nota-
tion

∫
X
φ ∧ φ̌ to indi-

cate a matrix with en-
tries

∫
X
φi ∧ φ̌j .

CI =
1

(2πi)n

∫

X

φI ∧ φ̌I (5.115)

CJ =
1

(2πi)n

∫

X

φJ ∧ φ̌J . (5.116)

In general, for a simple choice of initial basis (e.g. the d log basis) the entries of the
intersection matrix CI(λ, ε) are rational functions of ε and the kinematic parame-
ters λ. Algebraic functions are generally introduced due to the transformation to
an ε- and C-form basis. The intersection matrices are related by

CJ = U(λ, ε)CI(λ, ε) Ǔ(λ, ε)T . (5.117)

The entries of Cj(λ, ε) lie in AB ⊗ K(ε). The twisted Riemann bilinear relations
of eq. (4.58) in the ε- and C-form basis take the form

(2πi)−nPJ(λ, ε)
(
H(ε)−1

)T
P̌J(λ, ε)T = CJ(λ, ε) . (5.118)
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This relation has exactly the form that the relation required for Theorem 5.102
to be fulfilled need to have, considering that both intersection matrices necessarily
have full rank. Thus, we can conclude that

dextCJ(λ, ε) = 0 , (5.119)

i.e. the intersection matrix is constant in the external parameters if it is computed
from C- and ε-form bases.

Theorem 5.3. The matrix CJ(ε) computed from canonical (ε-form and C-form)
bases can be written as a product

CJ(ε) = C0
JC̃J(ε) , (5.120)

where C0
J ∈ GL(N,K) is a constant matrix of full rank and C̃J(ε) ∈ GL(N,K(ε))

is a matrix of full rank that commutes with B̌(λ)T .

Proof. Using eq. (4.63), we give differential equation for the intersection matrix
CJ :

dextCJ(λ, ε) = εB(λ)CJ(λ) + εC(λ) B̌(λ)T . (5.121)

From eq. (5.119), we know that dextCJ(λ, ε) = 0. Thus:

B(λ)CJ(λ) = −CJ(λ) B̌(λ)T . (5.122)

Both, B(λ) and B̌(λ) can be written in the basis of VB and we can expand the
intersection matrix in ε around zero:

CJ(ε) = εm
∞∑

k=0

cJ,kε
k (5.123)

for some integer m. Then eq. (5.122) is equivalent to the set of equations

BicJ,k = −cJ,kB̌
T
i , 1 ≤ i ≤ p , k ≥ 0 . (5.124)

Since for generic ε the intersection matrix is non-degenerate, there must be some
specific ε0 ∈ C, such that CJ(ε0) has full rank. We define C0

J = CJ(ε0) and
CJ(ε) = C0

JC̃J(ε). The values of ε for which CJ(ε) fails to have full rank are those
for which detCJ(ε) is either zero or infinity. Since detCJ(ε) is a rational function
of ε, it has a discrete and finite set of zeroes and singularities. Consequently, there
exists a neighbourhood U around ε = 0 such that CJ(ε) maintains full rank for
all ε ∈ U − {0}. The set U − {0} contains infinitely many rational numbers, from
which we can choose one to be ε0. Given that C(ε) ∈ K(ε)N×N , it follows that
every entry of C0 belongs to K. Then, eq. (5.122) evaluated at ε = ε0 takes the
form

B(λ) = −C0
J B̌(λ)T

(
C0

J

)−1
. (5.125)

We insert this back into eq. (5.122) for generic ε and find:

B̌(λ)T C̃J(ε) = C̃J(ε) B̌(λ)T . (5.126)

Thus, we see that B̌(λ) and C̃J(ε) commute.
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Let us make some comments on what we have found in this section:

• The fact that the intersection matrix between a ε-form and C-form basis
and dual basis needs to be constant confirms the observations made in the
study of dual differential equations in [47, 49]. In those cases, the canonical
dual basis that was constructed turned out to be orthogonal to the known
canonical basis in the sense that CJ ∼ 1.

• The assertion that the canonical basis and the canonical dual basis are or-
thogonal or related in a simple way allows one to use knowledge of one of the
two to construct the other. Additionally, the assertion that the intersection
matrix should be constant in the ε- and C-form bases gives us additional re-
lations that one can use to find these bases. We comment on this specifically
within the context of the algorithm of [24], that we review in Subsection 6.1.1:
In the last step of this algorithm, one makes an ansatz for a rotation that
removes ε0 entries of the connection matrix. To solve for the entries of this
ansatz, one needs to solve the differential equations that result from the re-
quirement of ε-form. But, one can also compute the intersection matrix after
this rotation-ansatz and require it to be constant. This requirement gener-
ally leads to a number of algebraic relations for the entries of the ansatz (new
functions). We confirm that this works experimentally with several examples
in Chapter 6.

Thus, practically we have two ways to make use of the results of this section:
We can interpret the constant intersection matrix as an informal check for having
obtained a canonical basis19. On the other hand, we can use the assumption, that19Note that we do not

claim, that the in-
verse direction is cor-
rect. In particular
there are many bases
that have constant in-
tersection matrices but
are not the canonical
ones.

in the correct basis the intersection matrix should be constant to determine this
basis. This is particularly useful for maximal cut families and that is because for
maximal cuts, we have the discussed self-duality property of the period matrix that
allows us to relate period matrices and dual period matrices and reduce the amount
of new objects in the TRBRs.

5.2.3 Maximal Cuts in C-Form

In Section 5.1.2 we found that we obtain bilinear relations for maximal cuts from the
TRBRs due to their self-duality property. Here, we explore how this self-duality
property can be used to further restrict the form of the intersection matrix for
canonical bases and establish a link to the self-duality discussed in [310]. The self-
duality property of a twisted (co-)homology group implies that one can chose a dual
basis so that the connection matrix of the period matrix and its dual are related by
ε → −ε, see eq. (4.89). In that case, if the basis of the twisted cohomology group
is chosen such that its differential equation is in ε- and C-form, the same is true
for the dual basis and

Ǎ(ε,λ) = εB̌(λ) = −εB(λ) = A(−ε,λ) . (5.127)
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A family of Feynman integrals and its dual family share the same algebra AB, they
correspond to different representations of the same Lie algebra gB,

ρ(eI,i) = Bi and ρ̌(eI,i) = B̌i . (5.128)

For any representation ρ of a Lie algebra, there exists a corresponding dual rep-
resentation given by ρ∗ = −ρT . Two representations ρ1 and ρ2 are equivalent, if
there is an invertible matrix M, such that ρ2 = Mρ1M

−1. Thus, the represen-
tation induced by the dual C-form differential equation coincides with the dual
representation ρ̌ = ρ∗ as we see using eq. (5.125)20: 20We label by J the ε-

and C-form basis.

ρ̌(eI,i) = B̌i = −
(
C0

J

)T
BT

i

( (
C0

J

)−1 )T
=
(
C0

J

)T
ρ∗(eI,i)

( (
C0

J

)T )−1
. (5.129)

Schur’s Lemma (see eq.(2) in Appendix E) characterizes key properties of irre-
ducible representations. Here, we present a version particularly suited for the
analysis of C-form differential equations [226].

Lemma 1. Let B(λ) be the matrix describing an irreducible system in C-form, and
M(ε) ∈ K(ε)N×N . Then B(λ) and M(ε) commute if and only if M(ε) is a multiple
of the identity, i.e., there is a rational function f ∈ K(ε) such that M(ε) = f(ε)1.

Proof. We express B(λ) in terms of the basis ϖi and expand M(ε) as a series in ε,

M(ε) =
∞∑

k=k0

Mkε
k . (5.130)

Then B(λ) and M(ε) commute if and only if

[Bi,Mk] = 0 , 1 ≤ i ≤ p , k ≥ k0 . (5.131)

Given that the system is assumed to be irreducible, the representation ρ(ti) = Bi

is irreducible over C. By Schur’s lemma, any operator that commutes with an
irreducible representation of a Lie algebra over an algebraically closed field must
be a scalar multiple of the identity. Hence, we have Mk = λk1 for some λk ∈ K,
which confirms the claim.

That means that if ρ is irreducible, so is its dual ρ∗. By applying Theorem 5.3
together with Schur’s lemma, we conclude that C(ε) = f(ε)C0 for some rational
function f . In general, the representation associated with the C-form differential
equation of Feynman integrals is not necessarily irreducible. However, we observe
that irreducible representations arise from the diagonal blocks. Specifically, for
the ε-form and C-form canonical bases of the differential equation governing the
maximal cut and its dual, equation eq. (5.127) holds and leads to

B(λ) =
(
C0

J

)T
B(λ)T

( (
C0

J

)−1 )T
(5.132)

in the limit ε → 0. That means, in ε → 0, the representation is self-dual. If we
additioanlly assume that the representation is irreducible 21, we can show [226]: 21If this condition fails,

then the statement
holds for all irreducible
blocks individually.
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Theorem 5.4. If the representation of gB is both self-dual (in the above sense) and
irreducible, then we have C(ε) = f(ε)C0

J , where f ∈ K(ε) is a rational function of
ε and C0

J ∈ GL(N,K) is either symmetric or antisymmetric.

Proof. By the version of Schur’s lemma applicable to our case, we know that C(ε) =
f(ε)C0. So, we just need to show the symmetry of C0. In a self-dual system,
equation (5.132) must be satisfied. We interpret eq. (5.132) as an equation for C0,
which is linear in C0. Moreover, if C0 is a solution, then CT

0 is also a solution.
Schur’s lemma implies that the solution is unique up to a multiplicative constant,
so

CT
0 = kC0 , (5.133)

for some k ∈ K. Taking the transpose of this equation, we find that k must satisfy
k2 = 1, leading to the conclusion that k = ±1 and consequently C0 is symmetric
or antisymmetric.

More details on the symmetric and antisymmetric cases and when either arises
can be found in [226]. Here, we just note that in the symmetric case, we can always
change to another canonical basis so that the self-duality property of eq. (5.98) from
[310] is fulfilled.
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Hyperelliptic Maximal Cuts

See also:
In this chapter, we
make extensive use of
the mathematical foun-
dations introduced in
Chapter 3, particularly
in Sections 3.2 and 3.4.
Additionally, we use
the results on the in-
tersection matrix for
canonical bases that
were introduced in Sec-
tion 5.2.

In this chapter, we discuss canonical differential equations for maximal cuts of hy-
perelliptic Feynman integral families, using specific families of Lauricella functions
as defined in eq. (4.175) as a model. The parameters are chosen such that, in
the ε → 0 limit, their integrand defines the polynomial equation of a hyperelliptic
curve.
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In Section 6.1 we review a method for finding a canonical differential equation,
following [24] and then explain how the transformation to a canonical basis can be
determined for a genus-one example, as well as for both even- and odd-genus two
cases. These considerations should naturally extend to any genus. In Section 6.2
we examine the forms that appear in the resulting differential equation.

♠ This chapter closely follows previously published results [34], which were
obtained in collaborations with Claude Duhr and Sven Stawinski.
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In this chapter, we consider families of integrals of the form

Fν
H(λ, ε) =

∫ ∞

λn

dx x−
1
2
+β1(x− 1)−

1
2
+β2(x− λ1)

− 1
2
+β3 . . . (x− λn)−

1
2
+βn+2 . (6.1)

Here βi = ν1 + aiε, where ν is a vector of integers, ai are some rational numbers, λ
takes the role of the kinematic parameters and ε is a generic parameter resembling
the dimensional regulator. Up to a prefactor in the λ, these integrals are linear
combinations of Lauricella FD functions.

See also:
Hyperelliptic curves
are reviewed in Section
3.2.

For appropriate values of ν,α, and λ, the
maximal cut of the non-planar crossed box in eq. (2.67) contains only integrals of
this form with n = 4. This motivates considering the class of integrals in eq. (6.1)
as a model for maximal cuts of Feynman integrals. In Example 3.14 we already
noted that the non-planar crossed box is related to a hyperelliptic curve of genus
two via the polynomial equation defined by the ε → 0 limit of the maximal cut’s
integrand. This argument can be extended to all integrals of the form in eq. (6.1).
Taking νi = 0 and setting ε→ 0, the integrand defines the polynomial equation

y2 = x(x− 1)(x− λ1) . . . (x− λn) , (6.2)

which defines a hyperelliptic curve of genus g as given in eq. (3.28). We can
also interpret the Aomoto-Gelfand hypergeometric functions eq. (6.1) as periods of
twisted (co-)homology groups. In particular, the twist of eq. (6.1) is:

See also:
Twisted cohomol-
ogy is reviewed in
Section 4.1 and a
specific discussion on
Aomoto-Gelfand hy-
pergeometric integrals
in this context can be
found in Section 4.3.

ΦH = x−
1
2
+a1ε(x− 1)−

1
2
+a2ε(x− λ1)

− 1
2
+a3ε . . . (x− λn)−

1
2
+an+2ε (6.3)

and it defines the twisted cohomology group H1
dR(XH,∇ΦH

), the twisted homology
group H1(XH, ĽΦH

) and their duals with

XH = CP− {0, 1, λ1, . . . , λn,∞} . (6.4)

Thus, one can compute a period matrix, its dual and the intersection matrices
associated to a specific basis for this integral family, as explained in Appendix B.
Note also that choosing a basis of differentials for H1

dR(XH,∇ΦH
) is equivalent to

choosing a basis of master integrals.11Thus, as before, when
we say basis of inte-
grands or master in-
tegrands below we al-
ways refer to this basis
of the twisted cohomol-
ogy.

6.1 DEQs for Hyperelliptic Lauricella Functions

In this first section of the chapter we focus on obtaining the canonical differential
equation.

6.1.1 Review: Algorithm

Here, we provide a partial review of the algorithm in [24]. We only cover the
steps relevant for the maximal cut while omitting detailed discussions of its full
intricacies. Instead, we focus on the key concepts needed for the discussion below,
with an emphasis on hyperelliptic Feynman integrals. For further details, we refer to
[24]. Additionally, we highlight where ideas discussed in Chapter 5 can complement
the method.
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Step 1: Initial basis We consider a family of integrals that define the maximal
cut of a Feynman integral family. To set up the differential equation, we first choose
an initial basis of master integrals. A good choice of initial integrals significantly
simplifies the subsequent steps. It seems that selecting a basis of integrals that
satisfy the Hodge filtration of the underlying geometry is a particularly suitable
choice [8, 24, 107, 311, 312]. Practically, this requirement is often fulfilled if one
chooses as the first (set of) master integrands2 holomorphic ones, and then adds a 2Note again that we use

the term basis of mas-
ter integrands to refer
to the basis of twisted
cohomology, and trans-
lating this into a ba-
sis of master integrals
is straightforward.

set of their derivatives with respect to the external parameters. The remaining basis
elements are completed with integrands that introduce additional poles (punctures
on the geometry). This choice of initial basis is referred to as the derivative basis.
Let us make this more clear by considering specifically maximal cuts of hyperelliptic
integrals.

Example 6.1 (Initial Basis for Hyperelliptic Maximal Cuts). In this case, the
integrand should always contain a factor similar to the one in eq. (6.3). In the
discussion below, we consider exclusively this factor.3 Naturally, one can choose a 3In general, maximal

cuts of hyperelliptic
Feynman integrals
might contain addi-
tional factors of the
form (x − ξi)

ε. These
vanish in the limit
ε → 0 but necessitate
additional punctures
on the Riemann
surface.

basis of integrands as indicated in eq. (3.56), i.e., select g first-kind differentials, g
second-kind differentials, and any additional differentials required by extra branch
points. We find that this is not a good initial basis that simplifies the next steps.
Instead, we choose for the second kind differentials independent derivatives of the
first kind differentials. In particular, each second-kind differential can be taken
as the derivative of one of the first-kind differentials. Naturally, there is some
freedom in the choice of differentiation variables and we make a symmetric choice
by summing over all derivatives:

first kind

ϖ1, . . . , ϖg,

second kind∑

λ

∂λi
ϖ1 · · ·

∑

λ

∂λi
ϖg,

third kind

ϖc1 , ϖc2 , . . . . (6.5)

See also:
Examples for genus one
and two can be found
in eq. (6.17), eq. (6.44),
and eq. (6.79).

In Feynman integrals related to Calabi-Yau varieties instead of Riemann sur-
faces, the notion of Abelian differential does not exist and one has only one holomor-
phic differential. In that case, one can build a derivative basis by also considering
higher order derivatives of the holomorphic differentials [18, 107].

Step 2: Semi-simple Rotation. The crucial step of the method is the rotation
by the inverse of a4 semi-simple part S of the period matrix at ε → 0. It appears 4This involves a choice

of semi-simple and
unipotent part.

that this rotation with S−1 ensures that, after correctly performing the subsequent
steps, we obtain an ε-form basis that is in C-form, in contrast to simply rotating
with the inverse of the full period matrix at ε → 0. Note that at this stage, there
may still be hidden relations between the periods in the new differential equations
(e.g., spurious zeroes). To see that the differential equation is fully simplified, it is
necessary to also account for quadratic relations between the variety’s periods. We
discussed how these relations can be derived for any geometry using a limit of the
twisted Riemann bilinear relations in Section 5.1.2.

Obtaining the canonical basis from a rotation with S−1 was first advocated for
Feynman integrals related to elliptic curves in [163, 313] and was later systematised
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and applied to various Examples of Feynman integrals associated with higher-
dimensional Calabi-Yau varieties in [24].

Example 6.2. For hyperelliptic Feynman integrals, the period matrix at ε → 0
generally takes the form

PH(λ) =

Ñ
A B ⋆

Ã B̃ ⋆
0 0 ⋆

é
=

Ñ
A 0 0

Ã CNA−1T 0
0 0 1

éÑ
1 Ω ⋆
0 1 ⋆
0 0 ⋆

é
≡ SH UH , (6.6)

with the entries ⋆ denoting entries related to master integrands due to the additional
punctures and the (quasi-)period matrices A, Ã,B, B̃ as defined in Section 3.2. CN

is some normalization factor.

Step 3: Rescaling with ε and Reordering. After the second step, generally
some entries are not yet in ε-form. To integrate them out in the final step, we first
need to find a transformation that moves all such entries below the diagonal, i.e.,
we aim for a lower-triangular ε0 part in the connection matrix. In general, this is
achieved by rescaling the master integrands with functions of ε and appropriately
reordering them.

Step 4: Integrating out. After step three, the non-ε-form entries are in the
lower-triangular part of the connection matrix. In the final step, we aim to eliminate
these entries and obtain a C-form differential equation. To achieve this, we make
an ansatz for the final transformation, which takes the form

Ut = 1 + Ua
t . (6.7)

with the only non-zero entries of Ua
t being undetermined functions ui(λ, ε) where

we have ε0 terms in the differential equation. To determine these, we transform
the differential equation using this ansatz and impose the condition that the re-
sulting equation must be in ε-form. This requirement leads to a set of coupled
differential equations5 for the ui(λ, ε). In general, these differential equations can5To decouple them, one

can also perform the
transformations step
by step.

be solved formally by integration. Initially, one has to consider these integrals as
new functions : functions that are not rational in the kinematic variables λ and
the periods appearing in the differential equation. In order the result in a minimal
amount of special functions, it is useful to understand these functions explicitly and
to minimise the number of independent new functions that we do not understand
how to express in rational functions of each other, the kinematic parameters and
the periods. At the same time, we seek to obtain a differential equation in canon-
ical form, not just in ε-form. We have classified the C-form of Definition 5.1 as a
conjectural generalization of the canonical form and have an explicit criterion to
verify this property for maximal cuts. Specifically, if both the basis of integrands
and the dual integrands (which can be obtained directly from the integrands in
the maximal cut case) are in C-form, then the cohomology intersection matrix is
constant, see eq. (5.119). This criterion can be applied to ensure that the resulting
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differential equation is in C-form while simultaneously revealing relations among
the new functions. To achieve this, we compute the cohomology intersection matrix
of the basis after the final transformation (which still contains the undetermined
functions ui(λ, ε)) and impose the condition that it must remain constant in λ
while being ε-factorised.6 6In fact, since we only

proved one direction,
it is not clear that
the DEQ is in C-
form when the inter-
section matrix is con-
stant. But we found
that we can practically
still use this restriction.
Practically, to compute
the intersection matrix
after the transforma-
tions, one can first
compute the intersec-
tion matrix C0 of the
initial basis and then
apply the full transfor-
mation, including the
ansatz U:
Ct = U(ε)C0U(−ε)T .

This requirement provides a set of algebraic relations for the ui(λ, ε) in addition
to the differential equations obtained from the ε-form condition. These algebraic
relations are generally simpler to solve and allow us to express a subset of the
new functions ui(λ, ε) as rational functions of the remaining new functions, λ, the
periods, and ε.

6.1.2 Elliptic Hypergeometric 2F1-function

We start with an example related to an odd elliptic curve, i.e., a hyperelliptic curve
of genus one: the normalised 2F1 family and in particular integrals of the form

Fν
H,3(λ, ε) =

∫ 1

0

dx x−
1
2
+ν1+a1ε(x− 1)−

1
2
+ν2+a2ε(x− λ)−

1
2
+ν3+a3ε . (6.8)

Twisted Cohomology: The twist is

ΦH,2 = x−
1
2
+a1ε(x− 1)−

1
2
+a2ε(x− λ)−

1
2
+a3ε . (6.9)

We start with the basis of master integrands

φ1
H,3 = 1 and φ2

H,3 = x . (6.10)

This choice is inspired by the canonical Abelian differentials of first kind in eq. (3.34)
and second kind in eq. (3.47) kind on the elliptic curve and we choose for the dual
basis the differentials φ̌i

H,3 = φi
H,3 (ΦH,3|ε→0)

2. The initial intersection matrix of
the twisted cohomology group H1

dR(XH,1,ΦH,1) is

C
(0)
H,1 =

Ç
0 2

−1+2ε(a1+a2+a3)
2

1+2ε(a1+a2+a3)
4ε((1+λ)a1+λa2+a3

(−1+2ε(a1+a2+a3))(1+2ε(a1+a2+a3))

å
. (6.11)

Elliptics: The choice eq. (6.10) correspond to an initial basis of master integrals

I
(0)
H,3(λ, ε) =

Ä
F0,0,0

H (λ),F1,0,0
H (λ)

ä
. The odd elliptic curve defined by the integrand

takes the form
y2 = x(x− 1)(x− λ) (6.12)

As discussed above, the period matrix PH,3 is central to the method and we com-
pute it with the basis eq. (6.10) of differential and the canonical a and b cycles. As
in Examples 3.1 and 3.3 we denote its entries by ω1, ω2, η1, η2. We split the period
matrix into a semi-simple and a unipotent part,

CPH,3 = SH,3 UH,3 =

Å
ω1 0
η1

2πiλ
ω1

ãÅ
1 τ
0 1

ã
. (6.13)
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Note that in this basis choice, the a-cycle (quasi-)periods are explicitly given by
the expressions in Example 3.8.
Initial differential equation: This vector of master integrals satisfies the differential
equation

dI
(0)
H,3(λ, ε) = dλ [AH,3(λ, ε)] I

(0)
H,3(λ, ε) = dλ

î
A

(0)
H,3(λ) + εA

(1)
H,3(λ)

ó
I
(0)
H,3(λ, ε) ,

(6.14)
with

A
(0)
H,3(λ) =

Ç
− 1

2(λ−1)
1

2λ(λ−1)

− 1
2(λ−1)

1
2(λ−1)

å
, A

(1)
H,3(λ) =

Ç
−a1−(λ−1)a3

λ(λ−1)
a1+a2+a3
λ(λ−1)

− a1
λ−1

a1+a2+a3
λ−1

å
.

(6.15)
For evaluating the integral after obtaining the canonical form, we also need a bound-
ary value and we choose as a boundary point λ = 1, where

Fν
H,3(1) = (−1)ν23+εa23

Γ
(
1
2

+ a1ε+ ν1
)

Γ (ν23 + ε a23)

Γ
(
1
2

+ ν123 + ε a123
) (6.16)

for Re (ν1 + ε a1) > −1
2

and Re (ν23 + ε a23) > 0. A canonical differential equation
for this family was first obtained in [144] and we rederive it with the algorithm
reviewed in Section 6.1.1.

Step 1: Derivative Basis. As a first step, we rotate the starting basis of
eq. (6.10) to a derivative basis as described in eq. (6.5). That means, we rotate
with the matrix

U
(1)
H,3 =

Å
1 0

(AH,3)1,1 (AH,3)1,2

ã
=

Ç
1 0

−λ+2ε[a1+(1−λ)a3]
2λ(λ−1)

λ+2ε[a1+a2+a3]
2λ(λ−1)

å
(6.17)

such that

I
(1)
H,3(λ, ε) = U

(1)
H,3 I

(0)
H,3(λ, ε) =

Å F0,0,0
H (λ)

∂λF0,0,0
H (λ)

ã
(6.18)

and B
(1)
H,3(λ, ε) = dU

(1)
H,3

Ä
U

(1)
H,3

ä−1
+ U

(1)
H,3 AH,3

Ä
U

(1)
H,3

ä−1
.

Step 2: Semi-simple Rotation. Since we already transformed the basis in the
first step, we also need to rotate with the transformed semi-simple part, which is

S(1)
H,3 = U

(1)
H,3 SH,3|ε→0 (6.19)

and consequently the second transformation matrix is U
(2)
H,3 =

Ä
S(1)

H,3

ä−1
. After this

rotation, the differential equation takes the formThe shaded entries •
indicate non-zero en-
tries that are too large
to display explicitly
and/or whose precise
form is irrelevant for
the discussion.

B
(2)
H,3(λ, ε) = dU

(2)
H,3

Ä
U

(2)
H,3

ä−1
+ U

(2)
H,3 B

(1)
H,3

Ä
U

(2)
H,3

ä−1
(6.20)

=

Å
0 •
0 0

ã
+

Å
0 0
• •

ã
ε+

Å
0 0
• 0

ã
ε2 .
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Step 3: Rescaling and Reordering. In order to get rid of the ε2 entry, we
rescale the entries by powers of ε. The corresponding transformation matrix is

U
(3)
H,3 =

Å
ε 0
0 1

ã
. (6.21)

After this transformation, the connection matrix has the form

B
(3)
H,3(λ, ε) = dU

(3)
H,3

Ä
U

(3)
H,3

ä−1
+ U

(3)
H,3 B

(2)
H,3

Ä
U

(3)
H,3

ä−1

=

Å
0 0
• 0

ã
+

Å
0 •
• •

ã
ε ,

with the matrices explicitly given by

B(0)
ε (λ) =

Å
0 0

p(λ) 0

ã
, (6.22)

B(1)
ε (λ) =

(
0 πi

(λ−1)λω2
1

−a3(a1+a2+a3)ω2
1

πi
(λ−1)a1+λa2+(2λ−1)a3

λ(λ−1)

)
, (6.23)

where p(λ) is a function quadratic in the (quasi-)periods

p(λ) =
1

2πi

ω1

λ(λ− 1)
[−λω1(a2 + a3) + η1 ((λ− 1)a1 + λa2 + (2λ− 1)a3)] . (6.24)

Step 4: Integrating out. We now rotate away the ε0 part in eq. (6.22) and
obtain the canonical differential equation. To this end, we make the ansatz

U
(4)
H,3(λ) =

Å
1 0

u(λ) 1

ã
, (6.25)

and define

UH,3 = U
(4)
H,3U

(3)
H,3U

(2)
H,3U

(1)
H,3 . (6.26)

Here, we fix u(λ) by requiring that the ensuing connection matrix

B
(4)
H,3(λ, ε) = dU

(4)
H,3

Ä
U

(4)
H,3

ä−1
+ U

(4)
H,3 B

(3)
H,3

Ä
U

(4)
H,3

ä−1
= εBH,3(λ) (6.27)

is in ε-form and the intersection matrix takes the form

C
(4)
H,3 = UH,3 ·C(0)

H,3

Ä
UT

H,3

∣∣
ε→−ε

ä
= f(ε)∆H,3 (6.28)

with ∆H,3 a matrix that is constant in λ and ε. The first requirement in eq. (6.27)
implies the differential equation

du(λ) + p(λ)dλ = 0 , (6.29)
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whose formal solution is

uλ0(λ) = −
∫ λ

λ0

dλ′ u(λ′) , (6.30)

for some choice of basepoint λ0. The second requirement in eq. (6.28) is

CH,3 =

Å
0 ε

iπ
ε
iπ

− ε
π2 [2πiu(λ) − ω2

1(a1(λ− 1) + λa2 + a3(2λ− 1))]

ã
= f(ε)∆H,3 .

(6.31)
One can immediately deduce, that we can choose

f(ε) =
ε

iπ
(6.32)

and that requiring the λ-dependent (2,2) entry to vanish is equivalent to requiring
that

2πiu(λ) − ω2
1(a1(λ− 1) + λa2 + a3(2λ− 1)) = 0 , (6.33)

which implies that

u(λ) =
iω2

1

2π
(a1(λ− 1) + λa2 + a3(2λ− 1)) . (6.34)

This solution also fulfills eq. (6.29). We define the basis for this choice of u(λ) to
be

JH,3 = UH,3 I
(0)
H,3 (6.35)

and its differential equation takes the form

εBH,3(λ, ε) = dUH,3 (UH,3)
−1 + UH,3 AH,3 (UH,3)

−1 (6.36)

(6.37)

The intersection matrix of this bases and the corresponding dual canonical basis is

CH,3 =
ε

iπ
K2 . (6.38)

6.1.3 Three Parameter Lauricella Function

Next, we present our first genus two example, namely the family of integrals

Fν
H,5(λ, ε) =

∫ 1

0

xα1(x− 1)α2(x− λ1)
α3(x− λ2)

α4(x− λ3)
α5dx

with αi = −1

2
+ aiε+ νi,
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which depends on the three parameters λ = (λ1, λ2, λ3) that we consider to be real
and ordered as λ3 > λ2 > λ1 > 1. As our initial basis of master integrals we choose

I
(0)
H,5 =

Ç∫
γ

dx

y
χH,5(x),

∫

γ

xdx

y
χH,5(x),

∫

γ

Ψ2,o
1 (x)dx

y
χH,5(x),

Ψ2,o
2 (x)dx

y
χH,5(x)

åT

(6.39)
with γ = (0, 1). Here, we introduced the abbreviations

χH,5(x) = xa1ε(x− 1)a2ε(x− λ1)
a3ε(x− λ2)

a4ε(x− λ3)
a5ε , (6.40)

and the functions Ψ2,o
i (x) were defined in eq. (3.51). The differentials in (6.74) also

define a basis7 of the twisted cohomology group with the twist Φ = χH,5(x)/y. We 7Explicitly this basis is
given by
ϖ1 = dx,
ϖ2 = xdx ,
ϖ3 = Ψ2,o

1 (x)dx ,
ϖ4 = Ψ2,o

2 (x)dx.

denote the initial intersection matrix obtained from this basis by C
(0)
H,5. Again, the

basis of differentials is inspired by the Abelian differentials of a hyperelliptic curve,
namely the one defined by the polynomial equation

y2 = x(x− 1)(x− λ1)(x− λ2)(x− λ3) . (6.41)

Explicitly that means that the integrands of the master integrals reduce to the
Abelian differentials for ε → 0. In particular, the a- and b-periods reduce to the
A and B periods in that limit. Again, we decompose the full period matrix into a
semi-simple and a unipotent part:

PH,5 =

Å
A B
Ã B̃

ã
=

Å
A 0

Ã 8πiA−1T

ãÅ
1 Ω
0 1

ã
≡ SH,5 UH,5 . (6.42)

The initial differential equation is

dI
(0)
H,5(λ, ε) = AH,5(λ, ε)I

(0)
H,5(λ, ε) =

î
A

(0)
H,5(λ) + εA

(1)
H,5(λ)

ó
I
(0)
H,5(λ, ε) , (6.43)

where d =
∑3

i=1 dλi∂λi
. The matrix AH,5(λ, ε) consists of one-forms in these vari-

ables and the corresponding functions are rational in the λ.

Step 1: As a first step, we rotate the starting basis of eq. (6.10) to a derivative
basis as described in eq. (6.5). Specifically, we transform to a basis

Id =

( ∫

γ

dx

y
χ(x) ,

∫

γ

xdx

y
χ(x) ,

3∑

i=1

∂λi

ñ∫
γ

dx

y
χ(x)

ô
,

3∑

i=1

∂λi

ñ∫
γ

xdx

y
χ(x)

ô )
.

(6.44)
To transform to that basis, we rotate with the matrix

U
(1)
H,5 =

Ü
1 0 0 0
0 1 0 0

(ÂH,5)1,1 (ÂH,5)1,2 (ÂH,5)1,3 (ÂH,5)1,4
(ÂH,5)2,1 (ÂH,5)2,2 (ÂH,5)2,3 (ÂH,5)2,4

ê
(6.45)

with Â = A|dλi→1. The differential equation after this rotation is

B
(1)
H,5(λ, ε) = dU

(1)
H,5

Ä
U

(1)
H,5

ä−1
+ U

(1)
H,5 AH,5

Ä
U

(1)
H,5

ä−1
. (6.46)
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Step 2: As for the elliptic Example, in the second step we rotate with the inverse
of the semi-simple part of the period matrix of the hyperelliptic curve, which is

S(1)
H,5 = U

(1)
H,5 SH,5|ε→0. (6.47)

We define a new basis by
I
(2)
H,5 = U

(2)
H,5I

(1)
H,5, (6.48)

with

U
(2)
H,5 =

Ä
S(1)

H,5

ä−1
(6.49)

and new the differential equation isThe shaded entries •
indicate non-zero en-
tries. B

(2)
H,5(λ, ε) = dU

(2)
H,5

Ä
U

(2)
H,5

ä−1
+ U

(2)
H,5 B

(1)
H,5

Ä
U

(2)
H,5

ä−1
(6.50)

=

Ü
0 0 • •
0 0 • •
0 0 0 0
0 0 0 0

ê
+

Ü
• • 0 0
• • 0 0
• • • •
• • • •

ê
ε+

Ü
0 0 0 0
0 0 0 0
• • 0 0
• • 0 0

ê
ε2 .

(6.51)

Step 3: In order to get rid of the ε2 terms, we use the transformation matrix

U
(3)
H,5 =

Ü
ε 0 0 0
0 ε 0 0
0 0 1 0
0 0 0 1

ê
. (6.52)

We define a new basis by
I
(3)
H,5 = U

(3)
H,5I

(2)
H,5, (6.53)

and the differential equation

B
(3)
H,5(λ, ε) = dU

(3)
H,5

Ä
U

(3)
H,5

ä−1
+ U

(3)
H,5 B

(2)
H,5

Ä
U

(3)
H,5

ä−1
(6.54)

=

Ü
0 0 0 0
0 0 0 0
• • 0 0
• • 0 0

ê
+

Ü
• • • •
• • • •
• • • •
• • • •

ê
ε . (6.55)

The entries of the connection matrices are:

B
(3,0)
H,5 (λ) =

Å
0 0

Ξ(λ) 0

ã
, (6.56)

B
(3,1)
H,5 (λ) =

Å
A−1β1(λ)A A−1β2(λ)(A−1)T

ATβ3(λ)A ATβ4(λ)(A−1)T

ã
, (6.57)

where Ξ(λ) is a 2 × 2 matrix of differential one-forms, which can schematically be
written as

Ξ(λ) = ATΞ1(λ)A + ATΞ2(λ)At+ ÃT
Ξ3(λ)A , (6.58)

with each Ξi(λ) a matrix of rational one-forms in the parameter λ.
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Step 4: To remove the remaining ε0 terms we make an ansatz for the final trans-
formation that takes the form

U
(4)
H,5 =

Å
1 0

uH,5(λ) 1

ã
, (6.59)

where uH,5(λ) is a 2×2 matrix of undetermined entries. We obtain them by requir-
ing ε-form and a constant intersection matrix. For this, it is useful to decompose
uH,5(λ) into a symmetric and an antisymmetric part,

uH,5(λ) =

Å
u1σ,5(λ) u2σ,5(λ)
u2σ,5(λ) u3σ,5(λ)

ã
+

Å
0 ua,5

−ua,5 0

ã
. (6.60)

The differential equation imposed by requiring the differential equation to be in
ε-form is

duH,5(λ) + Ξ(λ) = 0 . (6.61)

It is significantly harder to solve than the algebraic equations imposed by requiring
a constant intersection matrix. Those are obtained by first defining

UH,5 = U
(4)
H,5 U

(3)
H,5 U

(2)
H,5 U

(1)
H,5 (6.62)

and then computing

C
(4)
H,5(λ, ε) = UH,5C

(0)
H,5(λ, ε) (UH,5|ε→−ε) = − ε

8π2

Ü
0 0 1 0
0 0 0 1
1 0 v1 v2
0 1 v2 v3

ê
, (6.63)

where v1, v2, v3 are some rational combinations of the parameters λ, the periods
and the unknown functions. Requiring that this matrix takes the form f(ε)∆H,5

with ∆H,5 constant, we read off

fH,5(ε) =
ε

π2
(6.64)

and impose that the vi vanish. We findÅ
u1σ,5(λ) u2σ,5(λ)
u2σ,5(λ) u3σ,5(λ)

ã
= ATMS

H,5(λ)A , (6.65)

where MS
H,5(λ) is a symmetric 2 × 2 matrix of rational functions. For ai = 1 it

takes the form

MS
H,5 =

1

8πi

Å
2(s̃2 − s̃3) 1 − s̃1 − s̃2
1 − s̃1 − s̃2 4s1 − 6

ã
. (6.66)

The s̃k are the kth elementary symmetric polynomials in the branch points λ1, λ2, λ3.
In that way, we have used the four relations obtained from requiring a constant
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intersection matrix to fix the four symmetric parts of the new functions. The
intersection matrix now takes the simple form

C
(4)
H,5(λ, ε) = fH,5(ε)∆H,5 with ∆H,5 = −1

8

Ü
0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

ê
, (6.67)

which is proportional to the exchange matrix K4 after swapping the third and
fourth basis elements. The antisymmetric function is still only defined by the
differential equation

MA
H,5 ≡

Å
0 ua,5(λ)

−ua,5(λ) 0

ã
= −

∫ λ

λ0

P A , (6.68)

i.e. there is one remaining new function. For more details on the solution of
the differential equation, see [34]. This feature is different to the elliptic case we
considered in the previous example: For the odd elliptic curve we could express all
(one) entries of the ansatz as rational functions of periods and branch points λ,
now we obtain one proper new function ua,5, which we cannot determine by the
algebraic equations we obtain from requiring a constant intersection matrix. Of
course, we cannot exclude that there might still be some way that the function can
also be expressed in rational functions of periods and branch points, but we have
excluded some general forms in [34].

Canonical Differential Equation We define the basis after the final rotation
to be

JH,5 = UH,5I
(0)
H,5 (6.69)

and its connection matrix is

εBH,5(λ) (6.70)

= dUH,5 (UH,5)
−1 + UH,5 AH,5 (UH,5)

−1 (6.71)

=

Å
A−1(β1 − β2M

S
H,5)A A−1β2A−1T

AT (β3 + MS
H,5β1 −MS

H,5β2M
S
H,5 − β4M

S
H,5)A AT (β4 + MS

H,5β2)A−1T

ã
(6.72)

+

Å −A−1β2A−1TMA
H,5 0

MA
H,5A−1(β1 − β2M

S
H,5)A−AT (MS

H,5β2 + β4)A−1TMA
H,5 MA

H,5A−1β2A−1T

ã
+

Å
0 0

−MA
H,5A−1β2A−1TMA

H,5 0

ã
,

where we decomposed the matrix according to the degree in the new function MA
H,5.

We investigate the properties of the functions that enter BH,5(λ) in more detail in
Section 6.2.
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6.1.4 Four Parameter Lauricella Function

As a second genus two Example we consider the integral family

Fν
H,6(λ, ε) =

∫ 1

0

xα1(x− 1)α2(x− λ1)
α3(x− λ2)

α4(x− λ3)
α5(x− λ4)

α6dx

with αi = −1

2
+ aiε+ νi, (6.73)

which depends on the four parameters λ = (λ1, λ2, λ3, λ4) that we consider to be
real and ordered: λ4 > λ3 > λ2 > λ1 > 1.8 As an initial basis of master integrals 8Note that this integral

family is equivalent to
the maximal cut of the
crossed box for spe-
cific choices of the λi

as discussed in Section
2.4.2. Here we consider
the fully general ver-
sion with generic pa-
rameters λi.

we choose

I
(0)
H,6 =

Ç∫
γ

χ(x)
dx

y
,

∫

γ

χ(x)
xdx

y
,

∫

γ

χ(x)
Ψ2,e

1 (x)dx

y
,

∫

γ

χ(x)
Ψ2,e

2 (x)dx

y
,

∫

γ

χ(x)
x2dx

y

åT

(6.74)
with Ψ2,e

i (x) defined in eq. (3.53) and

χ(x) = xa1ε(x− 1)a2ε(x− λ1)
a3ε(x− λ2)

a4ε(x− λ3)
a5ε(x− λ4)

a6ε , (6.75)

The differentials in (6.74) also define a basis9 of the twisted cohomology group 9Explicitly, this basis is
given by

ϖ1
H,6 = dx,

ϖ2
H,6 = xdx

ϖ3
H,6 = Ψ2,e

1 (x)dx

ϖ4
H,6 = Ψ2,e

2 (x)dx

ϖ5
H,6 = x2dx

.

with the twist ΦH,6 = χ(x)/y. We denote the initial intersection matrix obtained

from this basis and its self-dual by C
(0)
H,6. The integrand defines the following even

hyperelliptic curve of genus two:

y2 = x(x− 1)(x− λ1)(x− λ2)(x− λ3)(x− λ4) . (6.76)

Since the hyperelliptic curve is even, it has a puncture at ∞. The period matrix of
this hyperelliptic curve can be decomposed into semi-simple and unipotent parts
in the following way:

PH,6 =

Ñ
A B ⋆

Ã B̃ ⋆
0 0 1

é
=

Ñ
A 0 0

Ã 8πiA−1T 0
0 0 1

éÑ
1 Ω ⋆
0 1 ⋆
0 0 1

é
≡ SH,6 UH,6 . (6.77)

The entries ⋆ represent integrals over the additional cycle around ∞ that was not
present in the odd case. The initial differential equation is

dI
(0)
H,6(λ, ε) = AH,6(λ, ε)I

(0)
H,6(λ, ε) =

î
A

(0)
H,6(λ) + εA

(1)
H,6(λ)

ó
I
(0)
H,6(λ, ε) , (6.78)

where d =
∑4

i=1 dλi∂λi
. The matrix AH,6(λ, ε) consists of one-forms in these vari-

ables and the corresponding functions are rational in the λ.

Step 1: The first transformation – which is facilitated by the matrix U
(1)
H,6 that

is a straightforward generalization of the matrix U
(1)
H,5 in eq. (6.45) – leads to the

derivative basis

I
(1)
H,6 =

( ∫

γ

dx

y
χ(x) ,

∫

γ

xdx

y
χ(x) ,

4∑

i=1

∂λi

ñ∫
γ

dx

y
χ(x)

ô
,

4∑

i=1

∂λi

ñ∫
γ

xdx

y
χ(x)

ô
,

∫

γ

x2dx

y
χ(x)

)
.

(6.79)
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The differential equation for this basis is

B
(1)
H,6(λ, ε) =

Ä
dU

(1)
H,6(λ, ε)

ä Ä
U

(1)
H,6(λ, ε)

ä−1
+ U

(1)
H,6(λ, ε)B

(0)
H,6(λ, ε)

Ä
U

(1)
H,6(λ, ε)

ä−1
.

(6.80)

Step 2: In the second step, we transform with the inverse of the semi-simple part
of the new period matrix at ε→ 0,

I
(2)
H,6(λ, ε) = U

(2)
H,6(λ)I

(1)
H,6(λ, ε) (6.81)

with U
(2)
H,6(λ) =

Ä
S(1)

H,6(λ)
ä−1

=
Ä
U

(1)
H,6(λ, 0)S(0)

H,6

ä−1
, (6.82)

and this change of basis leads to the new connection matrix

B
(2)
H,6(λ, ε) =

Ä
dU

(2)
H,6(λ)

ä Ä
U

(2)
H,6(λ)−1

ä
+ U

(2)
H,6(λ)B

(1)
H,6

Ä
U

(2)
H,6(λ)

ä−1
, (6.83)

which takes the form

B
(2)
H,6(λ, ε) =

à
0 0 • • 0
0 0 • • 0
0 0 0 0 0
0 0 0 0 0
• • • • 0

í
+

à
• • 0 0 •
• • 0 0 •
• • • • •
• • • • •
• • 0 0 •

í
ε+

à
0 0 0 0 0
0 0 0 0 0
• • 0 0 •
• • 0 0 •
0 0 0 0 0

í
ε2 .

(6.84)

The upper left 4×4 block has the same structure as the connection matrix B
(2)
H,5(λ, ε)

at this point. This makes sense: Those are the sectors which in both cases reduce
to a− and b−(quasi-)periods of the hyperelliptic curve in the ε → 0 limit. The
entries in the fifth row and column are related to the additional puncture at ∞ and
we obtain new structures from these.

Step 3: In order to get rid of the ε2 terms and bring all ε0 terms under the
diagonal, we perform the simple rotation

I
(3)
H,6(λ, ε) = U

(3)
H,6(ε)I

(2)
H,6(λ, ε) with U

(3)
H,6(ε) =

à
1 0 0 0 0
0 1 0 0 0
0 0 0 0 1
0 0 0 1

ε
0

0 0 1
ε

0 0

í
. (6.85)

After this rotation, the new connection matrix

B
(3)
H,6(λ, ε) =

Ä
dU

(3)
H,6(ε)

ä Ä
U

(3)
H,6(ε)

ä−1
+ U

(3)
H,6(ε)B

(2)
H,6(λ, ε)(λ, ε)

Ä
U

(3)
H,6(ε)

ä−1
,

(6.86)
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takes the form

B
(3)
H,6(λ, ε) =

à
0 0 0 0 0
0 0 0 0 0
• • 0 0 0
• • • 0 0
• • • 0 0

í
+

à
• • • • •
• • • • •
• • • • •
• • • • •
• • • • •

í
ε . (6.87)

Step 4: We make the following ansatz for the final rotation:

U
(4)
H,6(λ) =

à
1 0 0 0 0
0 1 0 0 0
u3,1 u3,2 1 0 0
u4,1 u4,2 u4,3 1 0
u5,1 u5,2 u5,3 0 1

í
(6.88)

with the unknown entries ui,j chosen such that the new differential equation matrix

εBH,6(λ) =
Ä
dU

(4)
H,6(λ)

ä Ä
U

(4)
H,6(λ)

ä−1
+ U

(4)
H,6(λ)B

(3)
H,6(λ, ε)

Ä
U

(4)
H,6(λ)

ä−1
(6.89)

factorises in ε. To obtain the ui,j from this condition one needs to solve eight
coupled differential equations for the eight undetermined entries. Again, it is a lot
easier to obtain a subset of the new functions by requiring that the intersection
matrix is constant. We define

UH,6 = U
(4)
H,6 U

(3)
H,6 U

(2)
H,6 U

(1)
H,6 (6.90)

to obtain

C
(4)
H,6 = UH,6C

(0)
H,6 (UH,6|ε→−ε) =

à
0 0 0 0 − i

4πε

0 0 0 − i
4πε

0
0 0 − 1

ε
∑6

i=1 ai
v3,4 v3,5

0 − i
4πε

v4,3 v4,4 v4,5
− i

4πε
0 v5,3 v5,4 v5,5

í
,

(6.91)

where the entries vi,j are rational functions of the branch points λi, the periods A
and quasi-periods Ã and the entries ui,j of eq. (6.88). We require that CH,6 has
non-zero entries only on the skew-diagonal and the other entries are zero. From this
condition, we derive eight algebraic equations that can be solved for the ui,j. How-
ever, owing to the symmetry of the intersection matrix, only five of these equations
are linearly independent. We opt to determine the entries {u3,1, u3,2, u4,2, u5,1, u5,2}
in terms of the branch points, periods, and the three remaining unknown functions
{u4,1, u4,3, u5,3}. The intersection matrix then has the particularly elegant form

CJ = −1

ε

à
0 0 0 0 i

4π

0 0 0 i
4π

0
0 0 1∑6

i=1 ai
0 0

0 i
4π

0 0 0
i
4π

0 0 0 0

í
. (6.92)
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We cannot rule out the possibility that the remaining components u4,1, u4,3, u5,3
(or a subset of them) can be expressed purely in terms of the periods and branch
points.10 Regardless, they are determined by the differential equation, and given10It should be noted

that there is consider-
able flexibility in se-
lecting which functions
to solve for. Specifi-
cally, we identified 24
different sets that al-
low for a solution. At
this stage, we have not
discovered any symme-
try or natural prefer-
ence, as was the case
in the three-parameter
scenario.

the imposed constraints we have assume the differential equation is both in ε- and
C-form.

Relation to the Non-Planar-Crossed Box Before concluding this chapter
with an analysis of the modular properties of the forms arising in the five-branch-
point case, let us briefly return to the non-planar crossed box, which originally
motivated the study of the integrals examined here and we discussed the non-planar
crossed box in Section 2.4.2. Its maximal cut has entries of the form:

Max-Cut
[
Inpcbν ({pi · pj}, {m2

i })
]

=

∫
2
î
P npcb
2 (z)

ó− 1
2
î
P npcb
4 (z)

ó− 1
2
−ε

dz

where the polynomials P npcb
i (z) are as defined in eq. (2.68) and the branch points

are given in eq. (2.70) and the following equations. These entries can be expressed
in the functions of eq. (6.73) by making specific parameter choices. In particular,
one can write the maximal cut in twisted periods of the form

Fnpcb(s, t, ε) = λ̃−(2−4ε)

∫

γ

x−
1
2 (x− 1)−

1
2

4∏

i=1

(x− λ̃i)
− 1

2
+ε dx

with

λ̃ = λnpcb2 − λnpcb1 , λ̃i = (λnpcbi − λnpcb1 )λ̃. (6.93)

This representation introduces distinct features compared to previous considera-
tions:

1. The integrals depend only on two parameters, s and t, which determine λ̃
and the λ̃i.

2. A prefactor λ̃−(2−4ε) appears.

Both of these features are not obstacles. If we use the same initial basis as in
eq. (6.79) but with the prefactor of the second feature incorporated and denote it

by Ĩ
(0)
npcb, the resulting differential equation takes the form:

dĨ
(0)
npcb =

ñ
B

(0)
H,6(λ̃, ε) + (−2 + 4ε)

dλ̃

λ̃

ô
Ĩ
(0)
npcb . (6.94)

This modifies the ε-dependence compared to the generic case without the prefactor.
However, we can rescale the basis by λ̃2 and find for the rescaled vector of master
integrals the following differential equation:

dI
(0)
npcb = B

(0)
npcb(λ̃, ε)I

(0)
npcb with B

(0)
npcb(λ̃, ε) = B

(0)
H,6(λ̃, ε) +

(
6∑

i=3

aiε

)
dλ̃

λ̃
1.

(6.95)
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The additional term is already in ε-form and since the identity matrix commutes
with all matrices, any transformation that renders B

(0)
H,6(λ, ε) canonical also does

so for B
(0)
H,6(λ̃, ε). Additionally, writing the differential equation in the physical

variables (s, t) instead of the generic variables {λ1, . . . , λ4} does not change the
ε-structure and features of the canonical differential equation.

6.2 Modular properties of the Canonical Differ-

ential Equation

Finally, we discuss the modular properties of the canonical differential equations we
found in the first part of this chapter, specifically for the elliptic example BH,3(λ, ε)
and the genus two example BH,5(λ, ε).

6.2.1 Modular Properties of the Connection Matrix BH,3(λ, ε)

One can change from variable λ to the variable τ in the differential equation
BH,3(λ, ε) with

dτ =
4π dλ

λ(1 − λ)ω2
1

(6.96)

or equivalently

dλ(τ) =
4

π
(λ(τ) − 1)K

(
λ(τ)−1

)2
dτ (6.97)

for our basis choice. In the variable τ the canonical differential equation is

BH,3(τ) =

Å
0 1
0 0

ã
ϖ1

H,3 +

Å
1 0
0 1

ã
ϖ2

H,3 +

Å
0 0
1 0

ã
ϖ3

H,3 , (6.98)

where

ϖ1
H,3 =

i

4
dτ (6.99)

ϖ2
H,3 =

2

π
K(λ(τ)−1)2

[(
1 − λ(τ)−1

)
a1 + a2 + λ(τ)−1a3

]
dτ (6.100)

ϖ3
H,3 = −16i

π2
K(λ(τ)−1)4

[(a1 + a3)
2

λ(τ)3
− 2

a21 − a2a3 + a1(a2 + a3)

λ(τ)2
+

(a1 + a2)
2

λ(τ)

]
dτ .

(6.101)

We can now show,11 that this canonical differential equation is an example for a 11Since the derivatives
of K(λ) and E(λ) can
again be expressed in
these elliptic functions
as well as the ratio-
nal functions 1

λ ,
1

1−λ ,
the differential closure
only needs to contain
rational functions with
higher order poles in
0, 1, but no new ellip-
tic functions.

differential equation in C-form with K = Q[i, π, π−1]. By partial fractioning the
connection matrix BH,3(λ) we see that AB is the differential closure of the algebra

Q
[
iπ±]

ï
1

λ(τ)
, λ(τ),K(λ(τ)−1),

1

K(λ(τ)−1)
,E(λ(τ)−1)

ò
(6.102)
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More precisely, one finds that AB corresponds to the algebra of weakly holomor-
phic quasi-modular forms associated with the congruence subgroup Γ(2), with iπ±

included. The above differential forms ϖi
H,3 generate the vector space VB. Further-

more, following the approach used in [314, 315], one can verify that VB∩dFC = {0},
where FC = Frac(C ⊗K AB), which confirms that this system is in C-form. The
general strategy relies on demonstrating the linear independence of the specific it-
erated integrals under consideration, an approach we will also employ later when
proving certain results about the C-form. Additionally, it is worth noting that the
connection matrix BH,5 has only simple poles in λ.

6.2.2 Modular Properties of the Connection Matrix BH,5(λ, ε)

As discussed in eq. (3.191), the a-period A is a Siegel modular form with weight
1 ⊗ ρF

12 for an appropriate congruence subgroup Γ ⊂ Γ2 = Sp(4,Z). Since the hy-12We define 1 ⊗ ρF and
other weights in Ap-
pendix E.

perelliptic curves are in Rosenhain normal form, the relevant congruence subgroup
is known to lie in the principal congruence subgroup of level two Γ2(2), see e.g.,
[316]. In particular, we find that A transforms as a Siegel modular form up to a
sign

A → −A(CΩ + D)T , for

Å
A B
C D

ã
∈ Γ2(2) , (6.103)

and consequently the square A2 transforms as a Siegel modular form.1313In the elliptic case the
period of the elliptic
curve is not a modular
form for Γ(2), but its
square is.

Matrix eq. (6.72) Without New Function MA
H,5

The first matrix of BH,5(λ, ε), given in eq. (6.72), which does not contain the new
function, consists of four blocks, all of which are Siegel modular forms of a certain
weight. These blocks correspond to representations

ρij : GL(2,C) → GL(Vij), M → ρij(M) . (6.104)

where GL(2,C) acts on appropriate representation spaces. Each ρij is a rank-two
tensor representation, explicitly given by (for M ∈ GL(2,C))

See also:
For details on the rep-
resentation theory dis-
cussed here and the
appearing representa-
tions ρi, see Appendix
E.

ρ11 = ρD ⊗ ρF : GL(2,C) → GL(V ⊗ V ), ρ11(M) ·T = (M−1)TTMT (6.105)

ρ12 = ρD ⊗ ρD : GL(2,C) → GL(V ⊗ V ), ρ12(M) ·T = (M−1)TTM−1 (6.106)

ρ21 = ρF ⊗ ρF : GL(2,C) → GL(V ⊗ V ), ρ21(M) ·T = MTMT (6.107)

ρ22 = ρF ⊗ ρD : GL(2,C) → GL(V ⊗ V ), ρ22(M) ·T = MTM−1 , (6.108)

where V = C2. Since all these representations are reducible, we can further decom-
pose the Siegel modular forms into components with irreducible weights:

ρ11 = ρD ⊗ ρF ≃
(
Sym2 ⊗ det−1

)
⊕ 1 (6.109)

ρ12 = ρD ⊗ ρD ≃
(
Sym2 ⊗ det−2

)
⊕ det−1 (6.110)

ρ21 = ρF ⊗ ρF ≃ Sym2 ⊕ det (6.111)
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ρ22 = ρF ⊗ ρD ≃
(
Sym2 ⊗ det−1

)
⊕ 1 , (6.112)

These decompositions can also be applied to the modular forms appearing in the
matrix of eq. (6.72). To demonstrate this, we first introduce the local definition

B̃ =

Å
β1 − β2M

S
H,5 β2

β3 + MS
H,5β1 −MS

H,5β2M
S
H,5 − β4M

S
H,5 β4 + MS

H,5β2

ã
, (6.113)

so that the matrix in eq. (6.72) takes the formÇ
A−1B̃11A A−1B̃12A−1T

AT B̃21A AT B̃22A−1T

å
. (6.114)

We consider in detail the (1, 1)-block and define

ϵ̃ =

Å
0 1
−1 0

ã
. (6.115)

We decompose the block into a symmetric and an antisymmetric part:

A−1B̃11A = ϵ̃−1ϵ̃A−1B̃11A (6.116)

= ϵ̃−1
[1

2

Ä
ϵ̃A−1B̃11A + AT B̃T

11A−1T ϵ̃T
ä

+
1

2

Ä
ϵ̃A−1B̃11A−AT B̃T

11A−1T ϵ̃T
ä ]

,

The first term within the square brackets transforms under the symmetric represen-
tation, up to an inverse determinant factor, whereas the second term transforms
under the trivial representation, meaning it remains modular invariant. Conse-
quently, the 2 × 2 block that appears in the canonical differential equation matrix
has been decomposed in terms of Siegel modular forms with irreducible weights, up
to a constant factor of ϵ̃−1. A similar analysis can be performed for the other blocks.
These observations confirm that the modular properties of the genus-one canonical
differential equation naturally extend to Siegel modularity at higher genus – at
least for the contributions without the new function.

Matrices with new function ua,5(λ)

Next, we also consider the other two matrices in eq. (6.70), i.e. the ones that contain
powers of ua,5(λ). We find that, due to thhis new function, the respective terms
cannot be interpreted as linear combinations of Siegel modular forms, irrespective
of the explicit value of ua,5(λ) as a function. As defined in eq. (6.68), the matrix
MA

H,5 in which the new function uH,5(λ) appears is determined by the differential
equation

dMA
H,5 + ΞA = 0 , (6.117)

We assume now that MA
H,5 transforms in the same way as the symmetric part of the

matrix of new functions given in eq. (6.65), i.e., as a Siegel modular form of weight
ρ21; see (6.109). This would be necessary for Siegel modularity of the full differential
equation matrix. Applying a Siegel modular transformation to eq. (6.117) as first
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proposed in [308] we obtain two constraints. These two constraints contradict each
other, i.e. they cannot be solved at the same time. Thus, unlike in the elliptic case,
the entries of the full differential equation matrix cannot be entirely interpreted as
Siegel modular forms; only certain parts of the entries exhibit this property. The
terms that disrupt the modular properties involve the new function uH,5(λ), which
explains why this issue did not arise at genus one.
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The Kite Integral Family

See also:

• In Section 2.4.1 we
introduced the kite and
sunrise integral fami-
lies.

• In Example 3.13 we
discussed the sunrise’s
elliptic curve.

• In Sections 3.2 and
3.4.3 introduced all ob-
jects related to tori
that are needed for the
computations of the
kite integral family.

In this chapter, we derive the canonical differential equation for the unequal-mass
kite integral family. This family is characterised by its five distinct parameters and
the two elliptic curves related to its two sunrise subtopologies.
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Figure 7.1: The Kite integral with its two sunrises and two tori.

These features require new ideas for the solution of the integral family. Specif-
ically, we develop a systematic approach to parametrise the kinematics on the two
tori. Finally, we express the canonical differential equation in Kronecker forms.
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In Section 7.1 we give an extended discussion on the kite integral family, its master
integrals and elliptic curves. In Section 7.2 we explain the derivation of its punctures
and the canonical differential equation. In Section 7.3 we explain how to express
these differential equations on the two tori and finally we give some comments on
their integration and boundary values in Section 7.4.

♠ This chapter closely follows previously published results [32, 33], which were
obtained in collaborations with Mathieu Giroux, Andrzej Pokraka and Yoann
Sohnle.
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7.1 The Kite Integral Family
<latexit sha1_base64="d6RZjoWyUD+03AY9jnWFkmYg2FY=">AAAHy3icnVNLT9tAEB5I2kAKLbTHXsyjElVty04IROKC+lIvSFQqDymOqrWzCSs/ZW9CE9fH/oOe+7849J/00PHaDoQUSLqWvd/OznzzzazXDBwWcU27WlgslR89riwtV5+srD59trb+/DTy+6FFTyzf8cNzk0TUYR494Yw79DwIKXFNh56Z9rt0/2xAw4j53hc+DGjbJT2PdZlFOJq+rpcGhkl7zIs5s0cBs3g/pElVwmF4foe2XNa5JEOZmP6AtuPkADey3U5ILlumQyx7o6ltyH2Hh0SS+AWz7La0o2hqQ9ZeS4qCWE/RwSxhuqzoaiML02UBZ4qrF7lqWdqZgmrXEufJdbO0eeIm0in/m68IFEFFb8VJObTL21IcG13f557PacRGNN4OtpMkGfvXx+4h61087I/JNcyuNieTGJx+4+Lni8e6k9iIXOI48fbuBIUuGG5lvZ+gfoug2ZCVaw2zcTSmOeal0P/RCmXOXtRyDup1Jq7Y17Ut5BNDmgZ6DrYON403P68Oh8f++sIvMKADPljQBxcoeMARO0AgwqcFOmgQoK0NMdpCREzsU0igirF99KLoQdBq47eHq1Zu9XCdckYi2sIsDr4hRkrwCt+PgtFE7zQrRRzh/AffkbD17swQC+ZU4RBnExmXBeMR2jlcoMdDkW7uWWh5ODKtikMXmqIahvoCYUnrtMY873EnRJstdiT4IDx7yGGK9QA74OF8ggrSLhcMkqi4gzMRMxUsXs5IkC/EOe1+qufu6jKPkTidqjhbippTDfTGCRSnoUMN6uibrl3spS2wDjKouCMLpAmczMBm4jfr6SRfyrCPj4zVaPlXFdwF2puJvw670LhD7V6utNB+P5+fn3WYW6cVF9rSjAW+riHXjPdNv327psFpTdX3VP0zXry3kI0leAmbsIMs+3AIn+AY/wer9LtcKq+UVytHlagyqnzPXBcX8pgXMDEqP/4CUOLjCg==</latexit>

p p

4

3

5

1

2

We previously introduced the kite integral family Iν in Subsection 2.4.1. Here, we
provide additional details necessary for its computation. Throughout this chapter,
we fix the dimension at D = 2 − 2ϵ. To compute the integral in another dimen-
sion with even integer part, one can use dimensional shift relations[317–319], as
explained in Section 2.5. The even dimensional case (specifically of course D = 4)
that we consider here is the one relevant for particle physics. The case of D = 3−2ε
is also relevant in certain cosmological applications [84], but not covered by the dis-
cussion given here. Additionally, in the following sections we choose µ = m3 and
work with the dimensionless parameters

X0 = p2/m2
3 , X1 = m2

1/m
2
3 , X2 = m2

2/m
2
3 , X4 = m2

4/m
2
3 , X5 = m2

5/m
2
3 .
(7.1)

which parametrise the kinematic space

K = {X = (X0, X1, X2, X4, X5) ∈ C5} − {Landau loci} . (7.2)

The solutions of the Landau equations for the kite integral were derived in [320]. 11For numerical im-
plementations of
the computations
presented here, we
always use points that
fulfill the following
restrictions:

X1<(
√

X0−
√
X5)

2 ,

X1<(1−
√

X4)
2 ,

X2<(
√

X0−
√
X4)

2 ,

X2<(1−
√

X5)
2 ,

X4>(
√

X0+
√
X2)

2 ,

X4>(1+
√

X1)
2 ,

X5>(
√

X0+
√
X1)

2 ,

X5>(1+
√

X2)
2 .

These conditions ensure, that the expressions in elliptic integrals match the generic
integral expressions we give. Note also the branch choice given in eq. (7.14).

The initial basis We use LiteRed to perform the IBP reduction of this integral
family and find a basis of master integrals. The initial basis we obtain takes the
following form

I⊤ = (I1,1,0,0,0, I1,0,1,0,0, I0,1,1,0,0, I0,0,1,1,0, I0,0,1,0,1, I0,0,0,1,1, I1,0,0,1,0, I0,1,0,0,1,

I1,1,1,0,0, I2,1,1,0,0, I1,2,1,0,0, I1,1,2,0,0, I0,0,1,1,1, I0,0,2,1,1, I0,0,1,2,1, I0,0,1,1,2,

I1,0,1,1,0, I1,1,0,1,0, I1,0,0,1,1, I0,1,0,1,1, I0,1,1,0,1, I1,1,0,0,1, I1,0,1,0,1, I0,1,1,1,0,

I1,1,1,1,0, I1,1,1,0,1, I0,1,1,1,1, I1,0,1,1,1, I1,1,0,1,1,

I1,1,1,1,1) .

(7.3)

These basic integrals are presented diagrammatically in figures 7.2, 7.3 and 7.6.
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Diagrams in green
aresubtopologies of
the (123)-sunrise or
have that sunrise as
their subtopology.

Diagrams in blue
are subtopologies of
the (123)-sunrise or
have that sunrise as
their subtopology.

Diagrams in orange
are related to nei-
ther of the sunrises.

The single diagram
in turquoise has
both sunrises as its
subtopologies, it is
the top sector, the
full kite integral
itself.
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Figure 7.2: Graphical representation of all Feynman diagrams from the basis
eq. (7.3) that have two propagators.
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Figure 7.3: Graphical representation of all Feynman diagrams from the basis in
eq. (7.3) that are in the sunrises’ top sectors.

191



Chapter 7

Diagrams in green
are subtopologies of
the (123)-sunrise or
have that sunrise as
their subtopology.

Diagrams in blue
are subtopologies of
the (123)-sunrise or
have that sunrise as
their subtopology.

Diagrams in orange
are related to nei-
ther of the sunrises.

The single diagram
in turquoise has
both sunrises as its
subtopologies, it is
the top sector, the
full kite integral
itself.
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Figure 7.4: Graphical representation of all Feynman diagrams from the basis in
eq. (7.3) that are not the sunrises’ top sectors but have three propagators.
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Figure 7.5: In the top line we give graphical representations of all Feynman dia-
grams from the basis in eq. (7.3) that contain one sunrise as their subtopology and
have four propagators. We denote these the eyeballs. In the bottom line we give
the single diagram that has four propagators and no sunrise subtopologies.
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Figure 7.6: A diagrammatic representation of the top sector of the kite integral
family, which contains only I1,1,1,1,1.
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As already mentioned in Example 2.8, the kite integral has two sunrise subtopolo-
gies: One with propagators D1, D2 and D3 that we call the (123)-sunrise and one
with propagators D3, D4 and D5 that we call the (345)-sunrise. We use the fol-
lowing colours: diagrams in green [or blue] either contain the (123)-sunrise [or
(345)-sunrise] as a subtopology or are a subtopology of the (123)-sunrise [or (345)-
sunrise]. The only exception to this colour coding is the kite (given in turquoise)
since it contains both the (123)-sunrise and (345)-sunrise as subtopologies. All
other topologies that do not contain a sunrise as a subtopology and are not a
subtopology of a sunrise are coloured orange. These are not associated with any of
the two elliptic curves and are polylogarithmic.

The Two Elliptic Curves As explained in Example 3.13 the massive sunrise
integral is associated to an elliptic curve. Thus, there are two elliptic curves related
to the kite integral family2 and we call them the (123)-curve and the (345)-curve. In 2We illustrate this

graphically in figure
7.1.

particular, we label all objects related to either curve by (123) or (345) respectively.
According to eq. (2.55) the branch points for the two sunrise subtopologies in the
parameters Xi are:

λ
(123)
1 = −(

√
X1 +

√
X2)

2 λ
(345)
1 = −(

√
X4 +

√
X5)

2 (7.4)

λ
(123)
2 = −(1 +

√
X0)

2 λ
(345)
2 = −(1 +

√
X0)

2 (7.5)

λ
(123)
3 = −(1 −

√
X0)

2 λ
(345)
3 = −(1 −

√
X0)

2 (7.6)

λ
(123)
4 = −(

√
X1 −

√
X2)

2 λ
(345)
4 = −(

√
X4 −

√
X5)

2 . (7.7)

Note that we consider the roots to be ordered: λαi < λαj for i < j for both α ∈
{(123), (345)}.3 We define the periods of these elliptic curves (α ∈ {(123), (345)}) 3This is particularly im-

portant for the explicit
expressions we give in
terms of elliptic inte-
grals to hold numeri-
cally.

with the standard canonical basis as in Section 3.2.2, albeit with a slightly different
normalization:

ωα
1 = 2

∫ λα
3

λα
2

dxα
yα

=
2K(k2

α)

cα4
and ωα

2 = 2

∫ λα
3

λα
4

dxα
yα

=
2iK(1 − k2

α)

cα4
, (7.8)

where

cα4 =
1

2

»
(λα3 − λα1 )(λα4 − λα2 ) and 0 ≤ k2α =

(λα3 − λα2 )(λα4 − λα1 )

(λα3 − λα1 )(λα4 − λα2 )
≤ 1 . (7.9)

In general, we consider the normalised period, which in this case takes is

τα =
ωα
2

ωα
1

=
iK(1 − k2

α)

K(k2
α)

∈ H . (7.10)

Explicitly, we obtain for the elliptic moduli k2α of the two curves:

k2(123) = − 16
√
X0

√
X1

√
X2

X2
0−2 (X1+X2+1)X0+X2

1+ (X2−1) 2−8
√
X0

√
X1

√
X2−2X1 (X2+1)

,

(7.11a)
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k2(345) = − 16
√
X0

√
X4

√
X5

X2
0−2 (X4+X5+1)X0+X2

4+ (X5−1) 2−8
√
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√
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√
X5−2X4 (X5+1)

.

(7.11b)

The two curves are each isomorphic to a complex torus Tα = C/Λα defined by the
lattice Λα = Z ⊕ ταZ respectively. To translate from the coordinates (xα, yα) on
the elliptic curves to points zα on the tori, we use Abel’s map as given in Definition
3.10. In particular, for the (123) and (345)- curves they are

(xα, yα) 7→ z±α = ±
ï
ei[arg(xα−λα

1 )−arg(xα−λα
2 )]
F (

√
uαx , k

2
α)

2K(k2α)
+
τα
2

ò
for xα ∈ R ,

(7.12)

where F is the incomplete elliptic integral of the first kind as defined in eq. (3.74)
and

uαx =
x− λα2
x− λα1

λα1 − λα3
λα2 − λα3

. (7.13)

For the expression in eq. (7.11) to be compatible with the integral expression for
the Abel’s map we make the branch choice

yα
|yα|

=





−1 x ≤ λα1 or x > λα4 ,

−i λα1 < x1 ≤ λα2 ,

1 λα2 < x1 ≤ λα3 ,

i λα3 < x1 ≤ λα4 .

(7.14)

As we consider a space of five kinematic parameters, K , we also need five parame-
ters on the tori. One of them is the normalised period τα and the remaining degrees
of freedom are accounted for by four punctures. More specifically, we do not work
on the tori themselves, but on the moduli spaces of tori with five punctures, Mα

1,5,
where one of the punctures is the fixed point of the elliptic curve and the other four
are punctures zα,i. A suitable choice of these punctures zα,i for our computation is
one of the central problems solved in this chapter (as presented in [32]). Because
of the translation invariance on the torus, the punctures are best understood as
differences of points mapped via Abel’s map. Explicitly, we define them as:

zi = z+i − z−i = 2z+i . (7.15)

The Initial Differential Equation We denote the differential equation that the
initial basis of eq. (7.3) fulfils by

dI = AI , (7.16)

where d is the exterior derivative on K and the components of A are differential
one-forms on K . The connection matrix A fulfils the integrability condition of
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eq. (2.100) and takes the following schematic form:

A =




•
•

•
•

•
•

•
•
■ ■ ■ ■

■ ■ ■ ■ ■ ■ ■
■ ■ ■ ■ ■ ■ ■
■ ■ ■ ■ ■ ■ ■

▲ ▲ ▲ ▲
▲ ▲ ▲ ▲ ▲ ▲ ▲
▲ ▲ ▲ ▲ ▲ ▲ ▲
▲ ▲ ▲ ▲ ▲ ▲ ▲

• • • •
• • •

• • •
• • •

• • • •
• • •

• • •
■ ■ ■ ■ • • ■
■ ■ ■ ■ • • • ■

▲ ▲ ▲ ▲ • • • ▲
▲ ▲ ▲ ▲ • • ▲

• • • • •
■ ■ ■ ■ ▲ ▲ ▲ ▲ • • • • • • • • • • • • ♦




. (7.17)

Here and in the subsequent sections we use the following colour/shape-code for the
entries related to the two sunrise subtopologies/tori: Entries related to the (123)-
sunrise are denoted by ■, entries related to the (345)-sunrise are denoted by ▲, the
single entry that has both as a subtopology is denoted by ♦ and entries related to
neither are denoted by •. All empty entries are zero.

7.2 The ε-form Differential Equation

Our aim in this section is to construct a canonical basis J that fulfils a differential
equation of the form given in eq. (2.103). We start with the sunrise subtopologies,
where we use existing results [92]. Then we consider the four four-parameter eyeball
subtopologies before finally constructing the transformation for the full kite integral
family. Beyond the sunrise integral family the construction will always follow the
same scheme:

1. We insert the known transformations for the sunrise subtopologies.

2. We normalise the remaining diagonal entries by the inverse of their maximal
cuts in ε→ 0 to remove O(ε0) entries on the diagonal.

3. We integrate out the remaining off-diagonal ε0 terms.

The final step is the crucial one in this construction and relies on understanding
the coordinates of the integral family on the tori.
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7.2.1 Sunrise subtopology
<latexit sha1_base64="WfeAWnePpXt8DnI4pPLVazrw/H8=">AAAKI3iczVRLbxMxEJ7yCE14Fo5cLEqlRMpGu0lTClEk3uIAEkgUkJKq8m7c1Ir3gdcptKv9K9z4NUgcEBcO/BMOjJ1d2iRKGh4HvLI9Hs/3zYztWTcSPFa2/W3p1OkzZwvnloul8xcuXrp8ZeXqqzgcSo9teaEI5RuXxkzwgG0prgR7E0lGfVew1+7ggd5/vc9kzMPgpTqI2LZP+wHf5R5VqNpZOfu567I+DxLFB4cR99RQsrRESFevY3UgWMIQf0CCsMfSdmc3DFS7y1W8R5EMDdfIU+YHPEZCRoyWlCMqqc+U5B5hb4fGE6FRJMP33DerCgLRR0/Sdx3Mwak3qkOhJCVqj3uDbVK2nKpdIZZFykZozbI/Bqg1c4i1IOYY5Beiq/PsmDzaHpeeYNVdLkTbFdQbVAmmKVjb1uB7FUJV7ixJW4SU5iRkzKWHwqZ9x77jVFpk1BYGNTZGsBGAlO2qU3Mq5l461A332TZJuoq9V+ZRJCPCNOnGPhUiuenvODfTNG0dwa0jvMtE+O4kfH0Cb/+e+8YIvvbX7R9Q/H37P/IYf+KN9eZ0GVnr+QvXUmsWYryQcpC1KOo46AjzJ8WksRPVNJ3XAtV0Ami6mqx67fbc94yMc8upObeYJtCTxWQ1fs97Vk1dFvTGft07V1btmm0amRacTFiFrD0PV5Y+QBd6EIIHQ/CBQQAKZQEUYvw64IANEeq2IUGdRImbfQYplBA7RCuGFhS1Axz7uOpk2gDXmjM2aA+9COwSkQTWsD82jC5aa68M5RjnH9gPja4/00NimHWEBzi7yFg0jM9Qr2APLU5C+pllHsvJSJ2Vgl3YNNlwjC8yGp2n94vnIe5I1A3MDoFHxrKPHK5Z7+MJBDhvYQT6lHMGYjLu4UzNzAxLkDFS5JM469PX8czObmRxaG6nZO6WYcw6BnbsBvLbcKAODbTVax/PcmBkB6pQw52qkWwjpwuwuTiOznScTzPcwq+K2djZWDPcubSxEH8D1qE5I9qNLNI89vl8YXbXMtNOR5zHpj3m8lEOWcxYb85kdU0Lr+o1Z6PmvFhfvXs/q7xluA43oIwst+AuPIHn+B68QrPQKfQKrPix+Kn4pfh1ZHpqKcNcg7FW/P4TpLNpOQ==</latexit> m1

m2

m3

m1

m2

m3

The massive sunrise integral family is the standard example for a Feynman inte-
gral family related to an elliptic curve and has been discussed extensively in the
literature [92, 99, 100, 102–105, 199, 308]. The two sunrise-integral families that
are contained in the basis we chose in eq. (7.3) are:

IT(123) = (I1,1,0,0,0, I1,0,1,0,0, I0,1,1,0,0, I1,1,1,0,0, I2,1,1,0,0, I1,2,1,0,0, I1,1,2,0,0) (7.18)

IT(345) = (I0,0,1,1,0, I0,0,1,0,1, I0,0,0,1,1, I0,0,1,1,1, I0,0,2,1,1, I0,0,1,2,1, I0,0,1,1,2) . (7.19)

In the equal mass case, these integral families can be expressed on the moduli spaces
Mα

1,1, i.e., the differential equations can be written with the normalized period τα
as its single parameter. In the multi-parameter case, the two additional parameters
of Mα

1,3 are given by two punctures:

z
(123)
i =

F
(

arcsin
»
u
(123)
i , k2(123)

)

K
(
k2(123)

) and z
(345)
i =

F
(

arcsin
»
u
(345)
i , k2(345)

)

K
(
k2(345)

) , (7.20)

where we have dropped a τ = 2 τ
2
∼ 0 in the difference (7.15) when using (3.84)

and

u
(123)
1 =

(√
X0 +

√
X1

)2 −
(√

X2 − 1
)2

4
√
X2

, u
(123)
2 =

(√
X0 +

√
X2

)2 −
(√

X1 − 1
)2

4
√
X1

,

(7.21)

u
(345)
4 =

(√
X0 +

√
X4

)2 −
(√

X5 − 1
)2

4
√
X5

, u
(345)
5 =

(√
X0 +

√
X5

)2 −
(√

X4 − 1
)2

4
√
X4

.

(7.22)

One can also define a third puncture zα3 for both curves

u
(123)
3 = u

(123)
1 |m1↔m3 and u

(345)
3 = u

(345)
4 |m4↔m3 . (7.23)

It is linearly dependent on the other two punctures: z
(123)
1 + z

(123)
2 + z

(123)
3 = 1 =

z
(345)
3 + z

(345)
4 + z

(345)
5 . All of the punctures can be obtained in at least two ways:

1. One way to obtain an elliptic curve related to the sunrise graph is via its
second graph polynomial Fα. This curve is isogenic to the one we obtain
from the maximal cuts – for details we refer to the literature, e.g., [8, 92].
The marked points can then be obtained as the intersection points of the
domain of integration in Feynman parameter space with the zero set of the
second graph polynomial. One can map these points to the marked points
on the curve obtained from the maximal cut.

2. One can obtain a marked point on the sunrise’s torus by considering one of its
eyeball super-topologies and integrating its maximal cut along the additional
coordinate of the eyeball. Certain kinematic limits then allow us to recover
the two sunrise punctures from this new punctures. We discuss this approach
in detail in Section 7.2.2.
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See also:
We review the algo-
rithm in Section 6.1.1.

The canonical differential equation is then the ε-form differential equation whose
entries can be written as quasi-modular forms on the respective tori. More specif-
ically, they can be written as Kronecker forms with the zα-arguments being lin-
ear combinations of the punctures zαi . There are different ways to obtain this
form. We use a known result from the literature, inserting the transformation
obtained in [92]. In particular, we denote the canonical bases of master integrals
by J(123) = diag(ε2 × 13×3,U

(123)))I(123) and J(345) = diag(ε2 × 13×4,U
(345))I(345)

respectively. Their differential equations take the form

dJ(123) = εB
(123)

J(123) and dJ(345) = εB
(345)

J(345) (7.24)

The canonical differential equation for the dual sunrise integral family (in the sense
of a canonical basis for the dual relative twisted cohomology group) was derived in
[308]. After a simple final rotation, this basis is orthogonal to the basis given in
[92].

7.2.2 Eyeball subtopology

<latexit sha1_base64="sZ5RgS3mw8BdhV9MCQwfxLa9eEQ=">AAATbHic5Vdbj9pGFJ5N0yahF7KhUh+iSlYuVVDAmuG6ZIW0vap9qJRK3SQSrFa2GViLwUb2sClrOb+iz33qa/t/8if6C/rQM8MYjA2YZSslSmxhnzkz3zdnzpzPNuaY2T7H+PXetQ+uf/jRjZu3ch9/8uln+dv7d5757sSz6LHlMtd7YRo+ZbZDj7nNGX0x9qgxMhl9bg6/Ff3Pz6nn267zK5+O6cnIGDh237YMDq7T/fwXXZMObCfg9vBibFt84tEwp2ld0fb5lNGAAn6qOW6Phu1O33V4u2tz/8wAstzDKx9vCYUGS+55xssOpJRUqqUJ456h8TPbGp5oj8oVvV4iOq4XtXJZNFXjMAOHYyA8pxCorshnR2axbdmexWipbzPWNplhDUuabxmMtjFQkK+LmsFjcwbhoablNkwqEZ4FxgF+gp+QIoyXx9agamMGmwHk8rEIvlmUZdAxTPecnmhBl9PfuKzBYEYaBl1/ZDAWPBidkgdhGB5GFPiy8NoSvExKWKFNytyXWehKEl2G9G9P8NNpQEqzE4dJqtk2SCrPHpzxrFiqMYJ15aVIdV2zQGCey/zYVMItWmIXiodviWD+B4otNFeuxkWnWtmqi8HwgmVX3Sn4mxAeFG5ld9EJeHVRrYz2L1WsKpPNqwmvppNdlAcPjITyKpcOpp6pvHmpJJQnnneqJ1IfLOTdlV+1Vl8pv8aS/Bor5JdG4jgML1h2ll9jlfzS824hvwxQSn5YJ2L65sbHPZBuUoDeilOs1GCCoZ7S0OaqX4KDgLB6dSUFRKJUbr+YaoqhniXnBEMtocFVlRbFlXz9Kfdcgc33UIGtJQW2tlVga1mBraspsPXGFCi/PMsH84+31W/BRM0lPj13oUh9fpYJXmhnq8pPy5hkfYQmlSxfg6uUvNjT3bS8puKIyNNKJbYWSoyq690RoihQ6vSW/gOf3r4PGy4PLW0QZdw/utd9/Pvro+lTd3/vD9RFPeQiC03QCFHkIA42Qwby4ewggjAag+8EBeDzwLJlP0UhygF2AqMojDDAO4TrAFod5XWgLTh9ibZgFgY/D5Aaegi/HySjCaPFrBRsH+7/wu9C+gZrZwgks4hwCncTGG9Jxp/Bz9EZjMhCjtTIKJZspFgVR310IFdjQ3xj6RHrtOY830GPB76h7NHQ93LkADhM2T6HDDhwP4YIRJYjBk2uuAd3Q96pZHEUowF8HtxF9kU861c3G3Ehdycn95ZCzCIGGtuBaDcIqqAqjBXtEeRyKG2CSkiHnpK0sLTDLdhMuM5yuswnGJpwlmA1WF11yR1Zja34q6iG6muibahIo9g387lqrz3lTUccxSZmjOzFGlTMoDeSVFfaeFbRSUMnv4DwvkGz4ya6i+6hR8DSREfoR/QU6sHKv8r/mf8r//edfwqfF+4WvpwNvbanMAW0dBS++g+As9Hd</latexit>

m1 m4

m2

I1,1,1,1,0

m3

m1

m3

m2

I1,1,1,0,1

m5

m2m5

I0,1,1,1,1

m3

m4

m1 m4

m5

I1,0,1,1,1

m3

We move on to the first new non-trivial subtopology of the full kite family: The
eyeballs. Those are the following four families with 13 master integrals each:

I⊤4,1 = (I1,1,0,0,0, I1,0,1,0,0, I0,1,1,0,0, I1,0,0,1,0, I0,0,1,1,0, I1,1,1,0,0, (7.25)

I2,1,1,0,0, I1,2,1,0,0, I1,1,2,0,0, I1,0,1,1,0, I1,1,0,1,0I0,1,1,1,0, I1,1,1,1,0) ,

I⊤4,2 = (I1,1,0,0,0, I1,0,1,0,0, I0,1,1,0,0, I0,1,0,0,1, I0,0,1,0,1, I1,1,1,0,0, (7.26)

I2,1,1,0,0, I1,2,1,0,0, I1,1,2,0,0, I0,1,1,0,1, I1,1,0,0,1I1,0,1,0,1, I1,1,1,0,1) ,

I⊤4,3 = (I0,1,1,0,0, I0,0,1,1,0, I0,0,1,0,1, I0,0,0,1,1, I0,0,1,1,1, I0,0,2,1,1, I0,0,1,2,1, I0,0,1,1,2, (7.27)

I0,1,0,0,1, I0,1,0,1,1, I0,1,1,0,1, I0,1,1,1,0, I0,1,1,1,1) ,

I⊤4,4 = (I1,0,1,0,0, I0,0,1,1,0, I0,0,1,0,1, I0,0,0,1,1, I0,0,1,1,1, I0,0,2,1,1, I0,0,1,2,1, I0,0,1,1,2, (7.28)

I1,0,0,1,0, I1,0,1,1,0, I1,0,0,1,1, I1,0,1,0,1, I1,0,1,1,1) .

The families I4,1, I4,2 are only associated to the (123)-torus, whereas the families
I4,3, I4,4 are only associated to the (345)-torus. The eyeball integral families satisfy
differential equations:

dI4,i = A4,i · I4,i , (7.29)
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where A4,i is a 13 × 13 submatrix of A. We focus on the (1234)-eyeball, whose
differential equation schematically takes the following form

A4,1 =




•
•

•
•
•
■ ■ ■ ■

■ ■ ■ ■ ■ ■ ■
■ ■ ■ ■ ■ ■ ■
■ ■ ■ ■ ■ ■ ■

• •
• •
• •

■ ■ ■ ■ • • ■




. (7.30)

Four Punctures for an Eyeball

Each of the eyeball integral families has four parameters in kinematic space and we
want to express these on the respective torus, i.e., as the moduli in their moduli
spaces M1,4. In principle, the idea is to consider the moduli space of the sunrise
integral family, that is a subtopology of the eyeball family, and systematically
introduce an additional puncture. However, we see that this approach allows us to
systematically identify all punctures. We demonstrate this in detail for the (1234)-
eyeball and then summarize the results for all eyeballs in eq. (7.42). First, let us
develop an intuitive understanding of what a natural additional puncture should
look like:

• It should emerge naturally in the canonical differential equation4 and, assum-4We confirm this in
our computation of the
eyeball’s canonical dif-
ferential equations, but
we also present a sim-
pler way to obtain
them before computing
the full canonical dif-
ferential equation tak-
ing these assumptions
into account. In fact,
we use the punctures
to compute the kite’s
full canonical differen-
tial equation.

ing that the equation can be expressed in quasi-modular Kronecker forms
whose arguments contain the punctures, traces of the new puncture should
appear in the form in eq. (7.20) even in kinematic coordinates. Practically,
that means the punctures should appear as incomplete elliptic integrals after
integrating out ε0 terms in the off-diagonal.

• For the (1234)-eyeball, it involves the kinematic parameter X4, since expres-
sions solely in X0, X1, X2 can already be written in terms of the sunrise’s
torus parameters.

By the first assumption, we expect that the punctures arise in the connection
matrix after we integrate out the off-diagonal entries when the diagonal has already
been brought in ε-form.5 In general, the ε-form of the diagonal entries is achieved5Note that this does not

mean the new punc-
ture not appear on the
diagonal when chang-
ing to the torus coor-
dinates. We just ar-
gue that it can be more
easily found as a new
functions on the off-
diagonal.

by dividing by the ε → 0 limit of the respective entry’s maximal cut, i.e., by a
transformation

U⋆
4,1 =

Å
1 0
0 MC−1

4,1

ã
, (7.31)

where we shortened MC4,1 = MC [I1,1,1,1,0] ε→0. After this transformation, we find

A⋆
4,1 =

Å
ε ·⊞ 0

MC−1
4,1 · (⊟0 + ε ·⊟1) ε ·⊠

ã
(7.32)
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with ⊞,⊠,⊟0,⊟1 representing entries that are constant in ε. The remaining trans-
formation to bring such a system in ε-form should look like

U⋆⋆
4,1 =

Å
1 0∫ (

MC−1
4,1 ·⊟0

)
1

ã
. (7.33)

In principle, one can now define the entries of
∫ (

MC−1
4,1 ·⊟0

)
as a set of new func-

tions and then potentially reduce them to a smaller set of new functions by finding
which of them are linearly dependent or can be expressed in rational functions of
known objects.6 Note that in this case we assume that we find at least one actual 6Here we mean by new

functions the objects
introduced in step 4
of the algorithm from
[24] presented in sec-
tion 6.1.1.

new function, as we assume that we uncover a puncture. This also tells us about
the structure we expect the new function to have: It should be proportional to an
incomplete elliptic integral of the first kind, as it would naturally arise from Abel’s
map. In fact,

∫ (
MC−1

4,1 ·⊟0

)
for the specific problem at hand contains such a new

object:

z
(123)
ϕ ∼

∫
dX4 MC4,1 =

∫
dX4√

λ(1,X1,X4)
√
λ(X0,X2,X4)

, (7.34)

where λ(a, b, c) = a2 + b2 + c2 − 2ab − 2ac − 2bc is the Källén function, λabc =
λ(Xa, Xb, Xc) and X3 = m2

3/m
2
3 = 1. The integral in eq. (7.34) evaluates in an

incomplete elliptic integral of the first kind and thus takes the form of a puncture
obtained with Abel’s map as defined in eq. (3.84). In particular, we integrate
the maximal cut over X4. We motivate the choice of integration variable from the
observation that T (123) does not “know” about m2

4 and, consequently, X4 should be
integrated out – which agrees with the second assumption given above. Explicitly,
we obtain the puncture

z
(123)
ϕ =

∫
dX4√
λ134λ024

=
1

2c′4
F
Ä
arcsin

√
uϕ, k

2
ϕ,(123)

ä
, (7.35)

with

c′4 = −
√

(+ + +)(+ −−)(− + −)(−− +)

4
, (7.36a)

k2ϕ,(123) =
(+ + −)(− + +)(+ − +)(−−−)

(+ + +)(− + −)(−− +)(+ −−)
, (7.36b)

uϕ =
(+ + +)(− + −)

(+ − +)(−−−)

1 − 2
√
X1 +X1 −X4

1 + 2
√
X1 +X1 −X4

. (7.36c)

where

(±±±) = 1 ±
√
X0 ±

√
X1 ±

√
X2 . (7.37)

The choice of branch on the right-hand side of (7.35) is valid for 0 < k2ϕ,(123) < 1

and 0 < X4 < 1. Moreover, since k2ϕ,(123) is a cross-ratio, it is manifestly invariant

under any permutation of the kinematic variables. Though, k2ϕ,(123) is still a distinct
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elliptic modulus and we want to write all our punctures for the eyeball on the (123)-
torus. We can rewrite eq. (7.35) to achieve this:

k2ϕ,(123) =
1

1 − k2(123)
and u

(123)
4 =

1

1 − uϕ
. (7.38)

Overall, we obtain using the identities from appendix C.1:

z
(123)
ϕ =

1

2
ψ1

[
F
Ä
arcsin

√
u4, k

2
(123)

ä
K
Ä
k2(123)

ä
z
(123)
4

− 1

]
(7.39)

and we take z
(123)
4 as our additional puncture. Note that due to the normalisation

of the lattice in (1, τ (123)), we have the equivalence relation z
(123)
4 ∼ z

(123)
4 ± 1. We

initially assumed that only one additional puncture is needed, with the sunrise
punctures and period accounting for the other three degrees of freedom. However,
we now argue that the two sunrise punctures can also be derived from the maximal
cut argument. We start by noting that

u
(123)
4 = u

(123)
2

(
1+

√
X1

)2−X4

(
√
X0+

√
X2)2−X4

, (7.40)

From this, we immediately see that the X4 → ∞ limit (corresponding to an in-
finitely heavy m4 effectively pinching the (1234)-eyeball to the (123)-sunrise) gives

lim
X4→∞

u
(123)
4 = u

(123)
2 = u

(123)
1 |X1↔X2 . (7.41)

The second equality is due to the symmetry of the sunrise itself. The key takeaway
from this example is that one can identify all the necessary punctures to define
the embedding of K(1234)-eyeball into M(123)

1,4 simply by analysing the integral of the
corresponding maximal cut.

In the same way, we can also identify a new puncture for the (1235)-eyeball
on the (123)-torus and two punctures on the (345).torus from the (2345)- and the
(1345)-eyeball. Note that each of these new punctures gives the corresponding
sunrise punctures via the correct kinematic limits. We list all uαi functions here:

u
(123)
4 = u

(123)
2

(
1+

√
X1

)2−X4

(
√
X0+

√
X2)2−X4

, u
(123)
5 = u

(123)
1

(1 +
√
X2)

2 −X5

(
√
X0 +

√
X1)2 −X5

,

(7.42a)

u
(345)
1 = u

(345)
5

(1 +
√
X4)

2 −X1

(
√
X0 +

√
X5)2 −X1

, u
(345)
2 = u

(345)
4

(1 +
√
X5)

2 −X2

(
√
X0 +

√
X4)2 −X2

.

(7.42b)

When combined with the sunrise punctures of each torus – which can be obtained
through similar limits as in (7.41) – each torus α = (123), (345) has four linearly in-
dependent punctures, {z1, z2, z4, z5}α. This allows for a complete embedding of K
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within M(123)
1,5 or M(345)

1,5 by analysing the maximal cuts of all eyeball subtopologies.
The full set of punctures remains closed under specific mass permutations, which
are collected in Appendix C.2. In the next section, we further show that these
punctures align with the double integral of the maximal cut of the kite.

The Transformation to Canonical Form

We transform the basis I4,1 to canonical form step-by-step, starting with the diag-
onal blocks. We depict the entries of

eq. (7.30) after the first

transformation. The

light entries are already

in ε-form, the remain-

ing entries need to be

brought to ε-form in

the subsequent steps:
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1: The (123)-Sunrise Block We start by putting the upper left 8×8 block that
contains the seven (123)-sunrise subtopology’s master integrals in canonical form.
Thus, the first transformation matrix has the form

U
(1)
4,1 = diag

(
ε2 × 15×5,U

(123)
4,1 , ε2 × 14×4

)
. (7.43)

The new basis J
(1)
4 satisfies the gauge transformed differential equation dJ

(1)
4 =

B
(1)
4 · J(1)

4 with

B
(1)
4 = dU

(1)
4,1 ·
Ä
U

(1)
4,1

ä−1
+ U

(1)
4,1 ·A4,1 ·

Ä
U

(1)
4,1

ä−1
. (7.44)

The remaining entries that are not in ε-form are diagonal entries below the sunrise

block as well as the off-diagonal entry
Ä
B

(1)
4

ä
13,6

.

2: The Diagonal Entries The remaining master integrals all have have only a
single entry in their sector and are polylogarithmic. Thus, the related diagonal en-
tries can be brought to canonical form by leading singularity renormalisation[142].
That means, we solve the homogeneous differential equations

d log uii = − lim
ε→0

(
B

(1)
4,1

)
ii

for i ∈ {10, 11, 12, 13} , (7.45)

and multiply the ith basis element by the solution uii. As the fundamental solution
of the diagonal blocks (in this case diagonal entries) of the differential equation are
the maximal cuts, we effectively compute the inverse maximal cuts ui,i (at ε→ 0)
or in other words, we normalise with the inverse maximal cuts at ε → 0.7 The 7This is what we already

noted in 7.31.solutions are

u10,10 =
√
λ134 , (7.46a)

u11,11 = u12,12 =
√
λ024 , (7.46b)

u13,13 =
√
λ024

√
λ134 . (7.46c)

The second transformation matrix takes the form

U
(2)
4,1 = diag

( ×9

1, . . . , 1, u10,10, u11,11, u12,12, u13,13
)
, (7.47)
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=

á
1 0 0 0 0
0 MC(I1,0,1,1,0)

−1
ε→0 0 0 0

0 0 MC(I1,1,0,1,0)
−1
ε→0 0 0

0 0 0 MC(I0,1,1,1,0)
−1
ε→0 0

0 0 0 MC(I1,1,1,1,0)
−1
ε→0

ë
After this transformation, we obtain the basis J

(2)
4,1 = U

(2)
4,1 · J(1)

4,1 whose differential

We depict the entries

of eq. (7.30) after the

second transformation.

The light entries are

already in ε-form, the

remaining entries need

to be brought to ε-

form in the subsequent

steps:
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equation takes the form dJ
(2)
4,1 = B

(2)
4,1 · J(2)

4,1 with connection matrix

B
(2)
4,1 = dU

(2)
4,1 ·
Ä
U

(2)
4,1

ä−1
+ U

(2)
4,1 ·B(1)

4,1 ·
Ä
U

(2)
4,1

ä−1
. (7.48)

After this transformation, only the entry
Ä
B

(2)
4,1

ä
13,6

is not in ε-form. To remove this

entry, we follow the algorithm introduced in [308], which is based on the underlying
SL(2,Z) covariance of the differential equation.

3: Removing O(ε0) off-diagonal terms At this point, the differential equation
takes the form

B
(2)
4,1 = B

(2,0)
4,1 + εB

(2,1)
4,1 (7.49)

and we want to remove B
(2,0)
4,1 with the final gauge transformation. Its only non-

vanishing entry is the entry (13, 6). We make an ansatz for the final transformation,
which takes the form8

8Note that the
inversion of
du13,6 = −

(
B

(2,0)
4,1

)
13,6

is unambiguous only
because it is closed.
When B

(2,0)
4 is not

closed, an additional
gauge transformation
is applied that renders
it closed before this
step. We see how to
do this systematically
when discussing the
full kite family.

U
(3)
4,1 = 113×13 +

Ñ
0 . . . 0 . . . 0
...

...
0 . . . u13,6 . . . 0

é
with du13,6 +

(
B

(2,0)
4,1

)
13,6

= 0 .

(7.50)

We decompose
(
B

(2,0)
4,1

)
13,6

into terms proportional to ω1 and ∂0ω1Ä
B

(2,0)
4,1

ä
13,6

= σ(Xi, dXi) ω1 + ρ(Xi, dXi) ∂0ω1 . (7.51)

The one-forms σ and ρ on K are invariant under modular transformations within
the congruence subgroup Γ(2) of SL(2,Z) [308]. That means we know how eq. (7.51)
transforms and we can assume that du13,6 transforms in the same way. This is the
idea of the “modular bootstrap” approach introduced in [308]. More specifically,
the right hand side of eq. (7.51) transforms like the derivative of a modular form of
weight one. Thus, u13,6 must transform as a modular form of weight one. Explicitly,
applying a modular transformation to eq. (7.51) yields

(c τ(123) + d)

ï
du13,6 +

(
B

(2,0)
4,1

)
13,6

ò
=0

+c
(
u13,6 dτ(123) + ρ (∂0τ(123)) ω1

)
= 0 . (7.52)

We see that the differential equation for u13,6 in eq. (7.52) is easier to solve than
the original one of eq. (7.50). But, as it is a differential equation in the coordinate
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τ(123), we want to solve it on the torus, i.e., we need to change to coordinates on the

(123)-torus. At this point, we need the new parameter z
(123)
4 , that we derived at the

beginning of this section. In transforming from the coordinates (X0, X1, X2, X4)

to the toric variables (τ(123), z
(123)
1 , z

(123)
2 , z

(123)
4 ) we find that ρ depends only on

dτ(123) and not on punctures dz
(123)
i . In particular, the kinematic differentials are

transformed to

dXi =
∂Xi

∂τ(123)
dτ(123) +

∑

i=1,2,4

∂Xi

∂z
(123)
i

dz
(123)
i . (7.53)

Note that it is non-trivial to compute the partial derivatives of kinematic variables
by the torus variables directly and thus we determine them from the inverse of
the Jacobian matrix Jij = ∂ζi/∂Xj with ζi ∈ {τ(123), z(123)1 , z

(123)
2 , z

(123)
4 }, for which

we just need to compute the partial derivatives of torus variables by kinematic
variables which is simpler. Substituting this into eq. (7.52) and extracting the
dτ(123) component yields

u13,6 = −ω1

∂τ(123)
∂X0

∑

i=0,1,2,4

ρi
∂Xi

∂τ(123)
, (7.54)

where ρ =
∑

i=0,1,2,4 ρi dXi and ∂Xi/∂τ(123) = J −1
iτ(123)

. Inserting this solution for

u13,6 into the ansatz eq. (7.50) for the transformation, we obtain an ε-form basis

for the eyeball J4,1 = U
(3)
4,1 · J(2)

4,1. It satisfies the differential equation

dJ4,1 = ε B4,1 · J4,1 where B4,1 = U
(3)
4,1 ·B(2,1)

4,1 ·
Ä
U

(3)
4,1

ä−1
, (7.55)

since dU
(3)
4,1 ·
Ä
U

(3)
4,1

ä−1
+ U

(3)
4,1 ·B(2,0)

4,1 ·
Ä
U

(3)
4,1

ä−1
= 0 by construction.

All other eyeball-subtopologies can be transformed in an analogous way.

7.2.3 Full Kite Family
Structure of the ini-

tial differential equa-

tion for the full kite in-

tegral family
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Our starting point is the initial differential equation of eq. (7.16) with the structure
of the connection matrix in eq. (7.17). Note the two elliptic curves are completely
decoupled from one another in all but the (30, 30)-entry, i.e. the top sector of
the kite. Before we proceed with a step-by-step transformation of the differential
equation to canonical form, we shortly discuss the kinematic space on the tori.

Four Punctures on Each Torus

In Subsection 7.2.2, we explained how to derive coordinates for the kinematic space
of an eyeball subtopology on its respective torus. These coordinates always consist
of the torus period, two punctures associated to the respective sunrise subtopology
and one additional puncture. Since there are two eyeballs associated to each torus,
we have overall two such additional punctures on each torus and they are defined
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in eq. (7.21). That means we already have five independent coordinates on each of
the tori and we can express the kite’s full kinematic space K in each of these:

K(123) = {τ(123), z(123)1 , z
(123)
2 , z

(123)
3 , z

(123)
4 } , (7.56)

K(345) = {τ(123), z(345)4 , z
(345)
5 , z

(345)
1 , z

(345)
2 } . (7.57)

We denote the moduli spaces defined in that way by M(123)
1,5 and M(345)

1,5 . Since
there is a clear splitting of the entries of the differential equation in ones naturally
associated to the (123)-torus (the entries ■ in eq. (7.17)), ones naturally associated
to the (345)-torus (the entries ▲ in eq. (7.17)) and ones naturally associated to
neither or both tori (the entries • and ♦ in eq. (7.17)), there is a natural prescription
which torus and torus coordinates to work with for each entry. Entries associated
to neither or both tori can of course be expressed on both tori equally. Besides
this practical discussion on which torus and coordinates to use, we also want to use
this paragraph to make some more comments on how one can obtain the additional
punctures. We saw that the sunrise punctures can be obtained as a limit of the
eyeball punctures – i.e., from the maximal cut of asupertopology. But of course,
there is still a topology above the eyeballs: the full kite. A natural question is
whether we could have obtained the punctures from the kite’s maximal cut – which
would be natural from the arguments we gave for our previous approach. To answer
these questions, the most natural thing to do is to integrate the maximal cut of
the kite, which takes the form MC(I11111) = 1

λ01245
, with respect to the variables

exclusive to one elliptic curve
∫

dXi dXj

λ01245
where i, j ∈ {1, 2} or i, j ∈ {4, 5} with i ̸= j . (7.58)

For example, suppose that we take i = 4 and j = 5. Then,
∫

dX4dX5

λ01245
=

∫
dX4

2 MC(I1,1,1,1,0)
−1
ε7→0

X0

arctanh
(
Q MC(I1,1,1,1,0)

−1
ε7→0

)
,

=

∫
dX4

i MC(I1,1,1,1,0)
−1
ε7→0

X0

log
Q+ iMC(I1,1,1,1,0)

−1
ε7→0

Q− iMC(I1,1,1,1,0)
−1
ε7→0

,

(7.59)

where MC(I1,1,1,1,0)
−1
ε7→0 =

√
λ314

√
λ024 and

Q = X0(1 −X1 +X4) +X2(X1 +X4 − 1) +X4(X1 −X4 − 2X5 + 1) .

At this point, the integrand in X4 is highly non-trivial: It takes the form of the
Feynman parametric representation of the sunrise integral in 2-dimensions [276].
But, we already know that we can also obtain the new punctures in the eyeball
subtopology. We can get to the subtopology by taking the X5 → ∞ limit. In this
limit, log(· · · ) → iπ and we recover the integral (7.35) up to an overall factor. This
remaining integral then gives us the new puncture from the (1234)-eyeball.9 So9It would be interesting

to also consider other
examples for Feynman
integrals with many
parameters and see
what kind of pattern
one can observe there.

we see that we can indeed obtain the punctures also from a double integral of the
full kite, but we need to consider the structure of the tori and take a limit to the
subtopology where the new puncture would first appear.
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The Transformation to Canonical Form
We depict the entries

of eq. (7.16) after the

first transformation.

The light entries are

already in ε-form, the

remaining entries need

to be brought to ε-

form in the subsequent

steps:
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As for the eyeball subtopology we obtain the transformation step by step.

1: The Sunrise Blocks As a first step, we apply the transformations to canon-
ical form for both sunrise subtopologies, i.e., for the 16× 16 block in the upper left
corner of the connection matrix:

U(1) = diag
(
ε2 × 18×8,U

(123)
4×4 ,U

(345)
4×4 , ε

2 × 114×14

)
. (7.60)

Then, we define

J(1) = U(1) · I such that B(1) = dU(1) ·
Ä
U(1)
ä−1

+ U(1) ·A ·
Ä
U(1)
ä−1

. (7.61)

Note that at this point:

B(1) = B(1,0) + εB(1,1) . (7.62)

2: The Diagonal Entries Again, the next step is to bring the diagonal entries
below the 16 × 16 block in canonical form. We do so by normalising with factors
uii that can be obtained by solving homogeneous differential equations of the form

d log uii = − lim
ε→0

(
B(1)

)
ii
. (7.63)

as in eq. (7.45). In doing so, we obtain a transformation matrix of the form

U(2) = diag (11×16,u2) , (7.64)

where We depict the entries

of eq. (7.16) after the

second transformation.

The light entries are

already in ε-form, the

remaining entries need

to be brought to ε-

form in the subsequent

steps:
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u2 = MC−1
(

I1,0,1,1,0, I1,1,0,1,0, I1,0,0,1,1, I0,1,0,1,1, I0,1,1,0,1, I1,1,0,0,1, I1,0,1,0,1, I0,1,1,1,0,

I1,1,1,1,0, I1,1,1,0,1, I0,1,1,1,1, I1,0,1,1,1, I1,1,0,1,1, I1,1,1,1,1

)
|ε→0 ,

=
(√

λ134,
√
λ024,

√
λ015,

√
λ024,

√
λ235,

√
λ015,

√
λ015,

√
λ024,

√
λ134, (7.65)

√
λ024

√
λ235

√
λ015,

√
λ235

√
λ024,

√
λ134

√
λ015,

√
λ024

√
λ015, λ01245

)
.

We recall that λijk is the Källen function and

λ01245 = X2
1X2 +X1X

2
2 −X1X2 −X0X1X2 −X4X1X2 −X5X1X2 +X2

4X5

+X2
5X4 −X4X5 −X0X4X5 −X1X4X5 −X2X4X5 +X2

0 +X0 −X1X0

−X2X0 −X4X0 −X5X0 +X1X4 +X0X1X5 +X2X5 +X0X2X4 .

(7.66)

After this transformation we obtain the basis J(2) = U(2) · J(1) such that B(2) =
dU(2) ·

(
U(2)

)−1
+ U(2) ·B(1) ·

(
U(2)

)−1
. The connection matrix B(2) still has both

an O(ε0) and an O(ε) part:

B(2) = B(2,0) + εB(2,1) (7.67)
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but B(2,0) is now strictly lower-triangular. Next, we transform the off-diagonal
entries to canonical form. We do so in two steps: In the first step, we remove the
ε0 terms of the kite-eyeball entries. At the same time, this transformation makes
the B(2,0) part of the connection matrix integrable. After that, we remove the
remaining off-diagonal terms that are related to the sunrises and thus defined on
the tori with the same approach we used for the eyeball’s off-diagonal terms.

3: Off-diagonal Eyeball-Kite Entries In the first step, we want to find a gauge
transformation, that removes the ε0 terms of the (30, 25), (30, 26), (30, 27), (30, 28)
entries and enforces B(3,0) ∧B(3,0) = 0, so that the closure of B(3,0) is guaranteed.We depict the entries

of eq. (7.16) after the

third transformation.

The light entries are

already in ε-form, the

remaining entries need

to be brought to ε-

form in the subsequent

steps:
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Given that d
(
B(2,0)

)
30,i

̸= 0 only for i = 9, 13, we use the following ansatz:

U(3) = 130×30 +

Å
029×30

(U(3))1×30

ã
with U(3) =

(
01×24, (ũ3)1×4,01×2

)
, (7.68)

and require that it fulfills:

duj +
(
B(2,0)

)
30,j

= 0 for j = 25, 26, 27, 28 . (7.69)

Solving these differential equations, we obtain:

(ũ3)1×4 =
1

2

( Λ01245√
λ134

√
λ024

,
Λ02154√
λ235

√
λ015

,
Λ05421√
λ235

√
λ015

,
Λ04512√
λ134

√
λ015

)
, (7.70)

where Λabcde = −X2
d−XaXb+XaXd+XbXc+XbXd+XcXd−2XdXe+Xa−Xc+Xd. Set-

ting J(3) = U(3) · J(2) we find B(3) = dU(3) ·
(
U(3)

)−1
+ U(3) ·B(2) ·

(
U(3)

)−1
.

4: Kite-Double-Bubble Entry The only remaining non-canonical entry that is
a rational function of the Xi and does not contain periods ω1 and their derivativesWe depict the entries

of eq. (7.16) after the

fourth transformation.

The light entries are

already in ε-form, the

remaining entries need

to be brought to ε-

form in the subsequent

steps:
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∂0ω1 is the entry B30,29. The component (B(3,0))30,29 describes how the differential
of the kite couples to the (normalised) double-bubble integral I1,1,0,1,1, which fully
decouples from both sunrises. We can gauge away its ε0 component by a simple
transformation that takes the form U(4) = 130×30 + Ũ(4) where the only non-zero
component of Ũ(4) is

Ũ
(4)
30,29 =

−X2
0+X1X0+X2X0+X4X0+X5X0−2X0+X1X2−X1X4−X2X5+X4X5

2
√
λ024

√
λ015

.

(7.71)

Setting J(4) = U(4) · J(3), we have B(4) = dU(4) ·
(
U(4)

)−1
+ U(4) ·B(3) ·

(
U(4)

)−1
.

5: Kite/Eyeball-Sunrise Entries The only non-zero entries of B(4,0) are

(1234)- and (1235)-eyeball/(123)-sunrise: B
(4,0)
25,9 , B

(4,0)
26,9 , (7.72a)

(1345)- and (2345)-eyeball/(345)-sunrise: B
(4,0)
27,13 , B

(4,0)
28,13 , (7.72b)
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kite/(123)-sunrise: B
(4,0)
30,9 , (7.72c)

kite/(345)-sunrise: B
(4,0)
30,13 . (7.72d)

These entries take the form

B
(3,0)
i,j = ψ

(123)
1 σ

(123)
i,j +∂0ψ

(123)
1 ρ

(123)
i,j for (i, j) ∈ {(25, 9), (26, 9), (30, 9)} ,

(7.73a)

B
(3,0)
i,j = ψ

(345)
1 σ

(345)
i,j +∂0ψ

(345)
1 ρ

(345)
i,j for (i, j) ∈ {(27, 13), (28, 13), (30, 13)} ,

(7.73b)

where σ
(a)
ij and ρ

(a)
ij are differential one-forms in the kinematic variables Xa. To

gauge away these entries, we make the ansatz U(5) = 130×30 + Ũ(5) where the only
non-zero components of Ũ(5) are

Ũ
(5)
25,9 , Ũ

(5)
26,9 , Ũ

(5)
27,13 , Ũ

(5)
28,13 , Ũ

(5)
30,9 and Ũ

(5)
30,13 . (7.74)

Then, requiring that

dŨ
(5)
i,j +B

(4,0)
i,j = 0 , (7.75)

ensures that B(5) = dU(5) ·
(
U(5)

)−1
+ U(5) ·B(4) ·

(
U(5)

)−1
is in ε-form.

To obtain the entries to remove the kite/eyeball terms at O(ε0) in B(4,0), we
solve the differential equations

dŨ
(4)
i,j +B

(3,0)
i,j = 0 for (i, j) = (25, 9), (26, 9), (27, 13), (28, 13) . (7.76)

The entry (25, 9) is the analogue of the (13, 6) entry we discussed for the isolated
(1234)-eyeball subtopology and we can remove it in the same way as well as treat
the equivalent entries of the other three eyeballs similarly. That means we find the
entries:

Ũ
(4)
25,9 = −ψ(123)

1

∂τ (123)

∂X0

∑

i

Ä
ρ
(123)
25,9

ä
i

∂Xi

∂τ (123)
, (7.77a)

Ũ
(4)
26,9 = −ψ(123)

1

∂τ (123)

∂X0

∑

i

Ä
ρ
(123)
26,9

ä
i

∂Xi

∂τ (123)
, (7.77b)

Ũ
(4)
27,13 = −ψ(345)

1

∂τ (345)

∂X0

∑

i

Ä
ρ
(345)
27,13

ä
i

∂Xi

∂τ (345)
, (7.77c)

Ũ
(4)
28,13 = −ψ(345)

1

∂τ (345)

∂X0

∑

i

Ä
ρ
(345)
28,13

ä
i

∂Xi

∂τ (345)
, (7.77d)

where i = 0, 1, 2, 4, 5 in the sums above and
(
ραp,q
)
i
is the dXi component of ραp,q. The

derivatives of the kinematic parameters with respect to the moduli are computed
from the inverses of the Jacobians

J (123)
ij =

∂ζ
(123)
j

∂Xi

and J (345)
ij =

∂ζ
(345)
j

∂Xi

, (7.78)
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where ζ(123) = {τ(123), z(123)i=1,2, z
(123)
i=4,5}, ζ(345) = {τ(345), z(345)i=1,2, z

(345)
i=4,5}. Note that at

this point we explicitly needed all of the punctures on each torus that we derived
before. As a consistency check, one can verify that the expressions in eq. (7.77) for
the gauge transformations are numerically identical to the integrals.

∫ X4

0

dX ′
4

Ä
B

(3,0)
i,j

ä
4

or

∫ X5

0

dX ′
5

Ä
B

(3,0)
i,j

ä
5
, (7.79)

where
Ä
B

(3,0)
i,j

ä
a

is the dXa component of B
(3,0)
i,j . We can obtain the remaining two

entries in the ansatz for the final transformation in the same way, namely as:

Ũ
(4)
30,9 = −ψ(123)

1

∂τ (123)

∂X0

∑

i

Ä
ρ
(123)
30,9

ä
i

∂Xi

∂τ (123)
, (7.80a)

Ũ
(4)
30,13 = −ψ(345)

1

∂τ (345)

∂X0

∑

i

Ä
ρ
(345)
30,13

ä
i

∂Xi

∂τ (345)
. (7.80b)

Full Transformation Finally, we apply all transformations

U = U(4) ·U(3) ·U(2) ·U(1) , (7.81)

to obtain an ε-form differential equation

dJ = εB · J with J = U · I and B = dU ·U−1 + U ·A ·U−1 . (7.82)

Both U and B are provided in a Mathematica format in the ancillary file ac-
companying the paper [50].

7.3 Pullback on the Tori

After performing the transformation as detailed in the preceding sections, the dif-
ferential equation is in ε-form and the ε-independent part of the connection matrix
B contains only the following objects:

{
Xi, ω

(123)
1 , ω

(345)
1 ,

∂ω
(123)
1

∂X0

,
∂ω

(345)
1

∂X0

,
∂Xi

∂τ(123)
,
∂Xi

∂τ(345)

}
. (7.83)

The objects related to the tori were introduced throughout the transformation.
Whilst we could easily check, that the connection is in ε-form (for example numer-
ically), we know that the canonical form should have properties that go beyond
just being ε-factorised. In particular, we show that when we express the connection
matrix on the two tori, we can write every entry in quasi-modular forms as well as
the modular forms η2, η4 of eq. (3.86). Then, we can show, that our result is also
in C-form, as a further example for the discussion in Section 5.2.1.
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7.3.1 Algorithmic Pullback

To determine the expansion of a given entry of B in terms of (quasi-)modular forms
we use the following bootstrap algorithm:

1. Choose which torus to express Bij on.

2. Use the modular properties of the entry Bij to establish the modular weight
of the differential forms that are allowed to appear. We assume all appearing
forms to be Kronecker-Eisenstein and modular forms.

3. Make an ansatz of Kronecker- and η forms with a finite set of arguments in
their z-variable. This set of arguments is determined beforehand by analysing
the pole structure (of the diagonal entries).

4. Determine the coefficients in the ansatz numerically10, assuming they lie in 10This can be done, e.g.,
using Mathematica’s
FindIntegerNullVector[].

Q + iQ.

Below we give details of the steps in this procedure.

1. Choosing a torus

To choose which torus to work on for a given entry, we can follow a simple rule
(that is basically already spelled out by the colour-coding in eq. (7.17)): If the
entry couples to any of the sunrises (i.e., if it belongs to either the ■- or ▲-blocks

in the matrix in eq. (7.17)), then we consider its pullback on M(123)
1,5 or M(345)

1,5

respectively. If the entry either couples to none of the sunrises (the entries • in the
matrix in eq. (7.17)) or to both (the entry ♦ in the matrix in eq. (7.17)), it is a
d log form and we can express it on either torus. Thus, for these entries we are in
principle free to choose which torus to work on. But, we want to avoid that objects
defined on M(123)

1,5 and M(345)
1,5 couple in the differential equation solution at a given

order in ε. So we always choose them such that the iterated integrals are over only
one torus order by order and entry by entry.

2. Determining Forms

The modular transformation behaviour of the forms ωk can be derived from the
behaviour of the g-kernels which we gave in eq. (3.173): The ωk transform as a
quasi-modular form of weight k. On the other hand, we can compute the behaviour
of an entry Bij under a modular transformation – which is simple as it contains
only the building blocks from eq. (7.83) whose modular transformation behaviour
we know – and determine its quasi-modular weight.

Then we assume that the entry must be a (Q+ iQ)-linear combination of quasi-
modular forms of this weight and modular forms ηj of at most this weight. To make
an ansatz for this linear combination, we need to determine, which z-arguments
can appear and we do this in step three. As an example, for the modular weights,
we display here the weights of the kite row (30), commenting also on the choice of
torus:
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Quasi-modular weights of the kite row The entries in the kite row have the
following modular structure

( · · · · · · · · 3 2 2 1 3 2 2 1 dl dl dl dl dl dl dl dl dl dl dl dl dl dl ) .
(7.84)

The entries denoted by · vanish, the ones labelled by dl are d log forms in the
kinematic variables and the ones labelled with numbers are quasi-modular forms
with the quasi-modular weight11 indicated by the number. The colour indicates11Note that we use the

definition of weight
from definition 3.29
here.

which torus we pull the entry back to, with (123) and (345) as before. The d log
entries can be pulled back on either torus and the colour indicated here corresponds
to the choice for which we give the explicit expressions in eq. (7.106). Though
other choices might be more beneficial to avoid mixing of the tori when computing
a specific ε order for some entry as mentioned before.

3. All poles from the diagonal d log terms

We observe that all poles of the matrix B can be determined by considering a
smaller subset of matrix entries, namely the diagonal entries. More specifically,
since we already know the poles appearing in the sunrise subtopologies from [92],
we just need to consider the diagonal entries Bii for i ∈ {17, . . . , 30}. All of these
are d log forms

d log
(

d
Ai1 . . . Ain

Aj1 . . . Ajn

)
= d logAi1 + . . .+d logAin−d logAj1− . . .−d logAjn . (7.85)

Initially the arguments Aij are given in the kinematic coordinates Xi, which we can
write in the torus coordinates τα, z

α
i on the respective torus. At the same time, the

diagonal d log forms are modular invariant objects that pull back to specific linear
combinations of ω

(2)
EK(z, τ), often in a combination of the form

Ω
(2)
EK(z, τ) = ω

(2)
EK(z, τ) − 2ω

(2)
EK(z, 2τ) . (7.86)

The forms ω
(2)
EK(z, τα) have the following qα-expansion:

ω
(2)
EK(z, τα) = d log

θ1(πz, τα)

η(τα)
= d log sin(πz) + O(q2) , (7.87)

where η(τ) is the Dedekind eta function.12 Thus, any linear combination of ω0’s at12From the q-expansion
one can see that
ω
(2)
EK(z, τα) diverges at

z = 0.

leading order in qα take the form
∑

j

cj ω
(2)
EK(fj(z), τα) = d log

(∏

j

sincj πfj(z)
)

+ O(q2α) , (7.88)

where cj ∈ Q + iQ. Now, we can read off the appearing z-arguments by directly
comparing eq. (7.85) and eq. (7.88): Each algebraic function Ai in eq. (7.85) can be
expanded in qα. Then, expressing the leading-order terms of these expansions as
the d log of a product of sines gives an efficient way of reading off the z-arguments
fj(z) appearing in (7.88). In the following we give examples for this procedure,
again working our way up from the sunrise subtopologies to the eyeballs and then
the full kite and we also comment on the relation of the singularities we find to the
Landau singularities in kinematic space.
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The (123)-sunrise subtopology Even thought the procedure above does not
exactly apply to the sunrise, as its top sector is elliptic, and we specifically stated
that we get the singularities of the sunrise from [92], those can also be deduced in
a very similar way, which at the same time serves as a connection to the Landau
singularities in kinematic parameters.

Instead of considering the top sector’s d log forms as we do for the kite and
eyeball topologies, let us just consider the simple d log forms in the diagonal con-
nection entries corresponding to the three master integrals of the (123)-sunrise that
are not in the top sector:Ä

B
(123)
ä
11

= d logX1 (7.89)Ä
B

(123)
ä
22

= d logX2 (7.90)Ä
B

(123)
ä
33

= d logX1 + d logX2 . (7.91)

Noting that13 13Here we use
q(123) = exp(iπτ(123)).

X1 = sin2(πz
(123)
1 ) sin−2

(
π(z

(123)
1 + z

(123)
2 )

)
+ O(q(123)) , (7.92a)

X2 = sin2(πz
(123)
2 ) sin−2

(
π(z

(123)
1 + z

(123)
2 )

)
+ O(q(123)) , (7.92b)

and comparing with the general expression of eq. (7.88), we can directly read off

that the arguments z
(123)
1 , z

(123)
2 , z

(123)
1 +z

(123)
2 should appear. Recalling that z

(123)
3 =

1 − z
(123)
1 − z

(123)
2 ≃ z

(123)
1 + z

(123)
2 mod Λ(1,τ) we see that this already covers all

appearing arguments by comparing with the results of [92]. We gather the letters
in

L(123)
=
¶
z
(123)
1 , z

(123)
2 , z

(123)
1 + z

(123)
2

©
. (7.93)

Now we interpret this result in the context of Landau singularities, keeping the dis-
cussion rather short and referring to [50] for more detail. The sub-leading Landau
singularities are given by X0,1,2 = 0,∞. For any of these points we find τ(123) → i∞
due to eq. (7.11) and z

(123)
i → 0 due to the above discussion. Thus, we have redis-

covered the sub-leading Landau singularities from the diagonal analysis. The first
type Landau singularities of the sunrise graph are given by the set of all (±,±,±)
as defined in eq. (7.37). One can still access them by considering similar limits
of the k2(123) modulus. The analysis for the (345)-sunrise subtopology is equivalent
and one obtains

L(345)
=
¶
z
(345)
4 , z

(345)
5 , z

(345)
4 + z

(345)
5

©
. (7.94)

The (1234)-Eyeball The independent building block – i.e., the Bi,j of eq. (7.85)
– of the diagonal d log entries in the (1234)-eyeball’s differential equation below the
sunrise sector are

{X0, X4, λ
K
024, λ

K
314} , (7.95)

where λKijk = λK(Xi, Xj, Xk) is defined below (7.46c). Upon changing to the (123)-
torus variables and performing the q(123)expansion, the leading order terms in q(123)
are14 14In the following expres-

sion we omit the labels
(123) for the punctures
zi.
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d log
(
X0|q2

)
= d log

(
sin2

(
πz(3)

)
sin2

(
πz2

))
, (7.96a)

d log
(
X4|q0

)
= d log d

sin
(

dπ
2
(2z1+z2+z4)

)
sin
(

dπ
2
(2z1+z2−z4)

)
sin2

(
πz2

)

sin2
(
π(z1+z2)

)
sin
(

dπ
2
(z2+z4)

)
sin
(

dπ
2
(z2−z4)

) ,

(7.96b)

d log
(
λK024|q0

)
= d log d

sin2
(
πz(3)

)
sin4

(
πz2

)

sin2
(
π(z1+z2)

)
sin2

(
dπ

2
(z2+z4)

)
sin2

(
dπ

2
(z2−z4)

) ,

(7.96c)

d log
(
λK134|q0

)
= d log d

sin2
(
πz(3)

)
sin2

(
πz2

)
sin2

(
πz4

)

sin2
(
π(z1+z2)

)
sin2

(
dπ

2
(z2+z4)

)
sin2

(
dπ

2
(z2−z4)

) .

(7.96d)

From the arguments of the sin functions in these expressions we can read off all
letters for the (1234)-eyeball: 1515In the following expres-

sion we omit the labels
(123) for the punctures
zi.

L(123)
(1234) =

{
z1, z2, z4, z1 + z2,

z2 + z4
2

,
z2 − z4

2
, z1 +

z2 + z4
2

, z1 +
z2 − z4

2

}
. (7.97)

Note that this set contains also the set L(123)
. Similarly one can find the letters for

the three other eyeballs, L(123)
(1235), L

(345)
(2345) and L(345)

(1345).

The Kite Since only the last line (30) of the differential equation B is not in-
cluded in any of the eyeball subtopologies, the set of letters for the full kite can be
obtained as

L(123) = L(123)
(1234) ∪L(123)

(1235) ∪ {Letters from entry (30,30) on (123) − torus} , (7.98)

L(345) = L(345)
(2345) ∪L(345)

(1345) ∪ {Letters from entry (30,30) on (345) − torus} . (7.99)

We made explicit that each entry can be expressed on either Mα=(123),(345)
1,5 and that

the eyeball letters all come from analysing the set of arguments

{X0, X1, X2, X4, X5, λ
K
024, λ

K
314, λ

K
315, λ

K
325} . (7.100)

The additional argument in the (30, 30) entry takes the form λK01245. We find that
it introduces introduces four new Z-arguments. Overall, we find:

{
L(123)

i

}17
i=1

=
{
z
(123)
1 , z

(123)
2 , z

(123)
4 , z

(123)
5 , z

(123)
1 +z

(123)
2 ,

z
(123)
2 +z

(123)
4

2
,
z
(123)
2 −z(123)4

2
,

z
(123)
1 +

z
(123)
2 +z

(123)
4

2
, z

(123)
1 +

z
(123)
2 −z(123)4

2
,
z
(123)
1 +z

(123)
5

2
,
z
(123)
1 −z(123)5

2
(7.101a)

z
(123)
2 +

z
(123)
1 +z

(123)
5

2
, z

(123)
2 +

z
(123)
1 −z(123)5

2
,
z
(123)
1 +z

(123)
2 +z

(123)
4 +z

(123)
5

2
,
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z
(123)
1 +z

(123)
2 +z

(123)
4 −z(123)5

2
,
z
(123)
1 +z

(123)
2 −z(123)4 +z

(123)
5

2
,
z
(123)
1 +z

(123)
2 −z(123)4 −z(123)5

2

}
,

{
L(345)

i

}17
i=1

=
{
z
(345)
4 , z

(345)
5 , z

(345)
1 , z

(345)
2 , z

(345)
4 +z

(345)
5 ,

z
(345)
5 +z

(345)
1

2
,
z
(345)
5 −z(345)1

2
,

z
(345)
4 +

z
(345)
5 +z

(345)
1

2
, z

(345)
4 +

z
(345)
5 −z(345)1

2
,
z
(345)
4 +z

(345)
2

2
,
z
(345)
4 −z(345)2

2
, (7.101b)

z
(345)
2 +

z
(345)
4 +z

(345)
2

2
, z2 +

z
(345)
4 −z(345)2

2
,
z
(345)
4 +z

(345)
5 +z

(345)
1 +z

(345)
2

2
,

z
(345)
4 +z

(345)
5 +z

(345)
1 −z(345)2

2
,
z
(345)
4 +z

(345)
5 −z(345)1 +z

(345)
2

2
,
z
(345)
4 +z

(345)
5 −z(345)1 −z(345)2

2

}
.

Having analysed the modular properties of each entry and found a complete set
of letters on each torus, one can make an ansatz for each entry and determine the
coefficients in Q + iQ numerically.

4. Determining the linear combination numerically

We list below the results for the (1234)-eyeball line (25) as well as the kite line
(30). The other entries can be found in the ancillary file accompanying the paper
[50].

The (1234)-eyeball pullback Ordered by modular weight, we obtain the follow-
ing expressions for the entries of B in Kronecker-Eisenstein and modular forms:16 16Note that we do not la-

bel the τ here, as the
choice of torus is al-
ready indicated by the
z-argument Lα with
α ∈ {(123), (345)}.

Modular weight 1

B
(123)
25,12 = 2ω

(1)
EK

(
L(123)

3 , τ
)
. (7.102)

Modular weight 2

B
(123)
25,10 =

1

2

[
ω
(2)
EK

(
L(123)

6 , τ
)
− ω

(2)
EK

(
L(123)

7 , τ
)

+ ω
(2)
EK

(
L(123)

8 , τ
)
− ω

(2)
EK

(
L(123)

9 , τ
)]

,

(7.103a)

B
(123)
25,11 =

1

2

[
3ω

(2)
EK

(
L(123)

7 , τ
)
− 3ω

(2)
EK

(
L(123)

6 , τ
)

+ ω
(2)
EK

(
L(123)

8 , τ
)
− ω

(2)
EK

(
L(123)

9 , τ
)]

,

(7.103b)

B
(123)
25,17 = Ω

(2)
EK

(
L(123)

6 , τ
)

+ Ω
(2)
EK

(
L(123)

7 , τ
)

+ Ω
(2)
EK

(
L(123)

8 , τ
)

+ Ω
(2)
EK

(
L(123)

9 , τ
)
,

(7.103c)

B
(123)
25,18 = Ω

(2)
EK

(
L(123)

7 , τ
)
− Ω

(2)
EK

(
L(123)

6 , τ
)
− Ω

(2)
EK

(
L(123)

8 , τ
)

+ Ω
(2)
EK

(
L(123)

9 , τ
)
,

(7.103d)

B25,24 = −Ω
(2)
EK

(
L(123)

6 , τ
)

+ Ω
(2)
EK

(
L(123)

7 , τ
)

+ Ω
(2)
EK

(
L(123)

8 , τ
)
− Ω

(2)
EK

(
L(123)

9 , τ
)
,

(7.103e)

B
(123)
25,25 = −2ω

(2)
EK(L(123)

1 , 2τ) − 2ω
(2)
EK(L(123)

2 , 2τ) − 2ω
(2)
EK(L(123)

3 , τ) − 4ω
(2)
EK(L(123)

5 , τ)
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+ 6ω
(2)
EK(L(123)

5 , 2τ) + 3ω
(2)
EK

(
L(123)

6 , τ
)

+ 3ω
(2)
EK

(
L(123)

7 , τ
)

+ ω
(2)
EK

(
L(123)

8 , τ
)

+ ω
(2)
EK

(
L(123)

9 , τ
)

+ 6η2(τ) .

The mass-permutation symmetry of the eyeball graph indicates that B25,18 must
satisfy the relation B25,18 = B25,24

∣∣
m1↔m3

.
See also:

In Appendix C.2, we
discuss symmetries of
the punctures.

Modular weight 3

B25,9
(123) =4ω

(3)
EK

(
L(123)

3 , τ
)
−12ω

(3)
EK

(
L(123)

6 , τ
)

+12ω
(3)
EK

(
L(123)

7 , τ
)

−4ω
(3)
EK

(
L(123)

8 , τ
)

+4ω
(3)
EK

(
L(123)

9 , τ
)
.

(7.104)

The kite pullback We have given the choice of torus and the corresponding
modular weight of the entries in line (30) for which we give the explicit expressions
here in eq. (7.84). We list them by modular weight again. We use the shorthand

B̃i,j = B
(123)
i,j |(123)7→(345).

Modular weight 0

B30,12
(123) = ω

(1)
EK

(
L(123)

1 , τ
)

+ ω
(1)
EK

(
L(123)

2 , τ
)
, (7.105a)

B
(345)
30,16 = B̃30,12 = ω

(1)
EK

(
L(345)

1 , τ
)

+ ω
(1)
EK

(
L(345)

2 , τ
)
. (7.105b)

Modular weight 1

B
(123)
30,10 =

1

4

[ ∑

k=8,9,12,13

ω
(2)
EK

(
L(123)
k , τ

)
−

∑

ℓ=6,7,10,11

ω
(2)
EK

(
L(123)
ℓ , τ

)]
, (7.106a)

B
(345)
30,14 = B̃30,10 , (7.106b)

B
(123)
30,11 =

1

4

[ ∑

k=8,9,10,11

ω
(2)
EK

(
L(123)
k , τ

)
−

∑

ℓ=6,7,12,13

ω
(2)
EK

(
L(123)
ℓ , τ

)]
, (7.106c)

B
(345)
30,15 = B̃30,11 , (7.106d)

B
(123)
30,17 =

1

2

[
Ω
(2)
EK

(
L(123)
6 , τ

)
− Ω

(2)
EK

(
L(123)
7 , τ

)
+Ω

(2)
EK

(
L(123)
8 , τ

)
− Ω

(2)
EK

(
L(123)
9 , τ

)]
,

(7.106e)

B
(123)
30,18 = −1

2

[
Ω
(2)
EK

(
L(123)
6 , τ

)
+Ω

(2)
EK

(
L(123)
7 , τ

)
+Ω

(2)
EK

(
L(123)
8 , τ

)
+Ω

(2)
EK

(
L(123)
9 , τ

)]
,

(7.106f)

B
(123)
30,19 = Ω

(2)
EK

(
L(123)
10 , τ

)
+Ω

(2)
EK

(
L(123)
11 , τ

)
, (7.106g)

B
(123)
30,20 = Ω

(2)
EK

(
L(123)
6 , τ

)
+Ω

(2)
EK

(
L(123)
7 , τ

)
, (7.106h)

B
(123)
30,21 =

1

2

[
Ω
(2)
EK

(
L(123)
10 , τ

)
− Ω

(2)
EK

(
L(123)
11 , τ

)
+Ω

(2)
EK

(
L(123)
12 , τ

)
− Ω

(2)
EK

(
L(123)
13 , τ

)]
,

(7.106i)
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B
(123)
30,22 = −1

2

[
Ω
(2)
EK

(
L(123)
10 , τ

)
+Ω

(2)
EK

(
L(123)
11 , τ

)
+Ω

(2)
EK

(
L(123)
12 , τ

)
+Ω

(2)
EK

(
L(123)
13 , τ

)]
,

(7.106j)

B
(123)
30,23 =

1

2

[
Ω
(2)
EK

(
L(123)
12 , τ

)
+Ω

(2)
EK

(
L(123)
13 , τ

)
− Ω

(2)
EK

(
L(123)
10 , τ

)
− Ω

(2)
EK

(
L(123)
11 , τ

)]
,

(7.106k)

B
(123)
30,24 =

1

2

[
Ω
(2)
EK

(
L(123)
8 , τ

)
+Ω

(2)
EK

(
L(123)
9 , τ

)
− Ω

(2)
EK

(
L(123)
6 , τ

)
− Ω

(2)
EK

(
L(123)
7 , τ

)]
,

(7.106l)

B
(123)
30,25 =

1

2

[ ∑

k=6,8,16,17

ω
(2)
EK

(
L(123)
k , τ

)
−

∑

ℓ=7,9,14,15

ω
(2)
EK

(
L(123)
ℓ , τ

)]
, (7.106m)

B
(123)
30,26 =

1

2

[ ∑

k=10,12,15,17

ω
(2)
EK

(
L(123)
k , τ

)
−

∑

ℓ=11,13,14,16

ω
(2)
EK

(
L(123)
ℓ , τ

)]
, (7.106n)

B
(123)
30,27 =

1

2

[
Ω
(2)
EK

(
L(123)
14 , τ

)
− Ω

(2)
EK

(
L(123)
15 , τ

)
+Ω

(2)
EK

(
L(123)
16 , τ

)
− Ω

(2)
EK

(
L(123)
17 , τ

)]
,

(7.106o)

B
(123)
30,28 =

1

2

[
Ω
(2)
EK

(
L(123)
14 , τ

)
+Ω

(2)
EK

(
L(123)
15 , τ

)
− Ω

(2)
EK

(
L(123)
16 , τ

)
− Ω

(2)
EK

(
L(123)
17 , τ

)]
,

(7.106p)

B
(123)
30,29 = −1

2

[
Ω
(2)
EK

(
L(123)
14 , τ

)
− Ω

(2)
EK

(
L(123)
15 , τ

)
− Ω

(2)
EK

(
L(123)
16 , τ

)
− Ω

(2)
EK

(
L(123)
17 , τ

)]
,

(7.106q)

B
(123)
30,30 = −2ω

(2)
EK

(
L(123)
1 , 2τ

)
− 2ω

(2)
EK

(
L(123)
2 , 2τ

)
+ 6ω

(2)
EK

(
L(123)
5 , 2τ

)
− 2ω

(2)
EK

(
L(123)
5 , τ

)

+ 2ω
(2)
EK

(
L(123)
6 , τ

)
+ 2ω

(2)
EK

(
L(123)
7 , τ

)
+ 2ω

(2)
EK

(
L(123)
10 , τ

)
+ 2ω

(2)
EK

(
L(123)
11 , τ

)

(7.106r)

−ω
(2)
EK

(
L(123)
14 , τ

)
−ω

(2)
EK

(
L(123)
15 , τ

)
−ω

(2)
EK

(
L(123)
16 , τ

)
−ω

(2)
EK

(
L(123)
17 , τ

)
+6η2(τ) .

Modular weight 2

B
(123)
30,9 = 2

[ 17∑

ℓ=14

ω
(3)
EK

(
L(123)

ℓ , τ
)
−

13∑

ℓ=5

ω
(3)
EK

(
L(123)

ℓ , τ
)]
, (7.107a)

B
(345)
30,13 = B̃30,9 . (7.107b)

7.3.2 Comments on the Forms

The the differential equation in eq. (7.82) provides another example for a differential
equation in C-form as discussed in Section 5.2.1. In principle, the arguments for
this claim rely on recognising, that the function space just consists of two copies of
the sunrises’s function space with additional letters. So, we start by discussing just
the sunrise and then consider the extension to the full kite, highlighting specific
features due to the relation to two tori.

Example 7.1 (Unequal-mass sunrise integral). We first consider the (123)-sunrise
integral and its canonical differential equation eq. (7.24) with connection matrix
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εB
(123)

, following the example given in [226]. As discussed in [198, 321], B
(123)

can be written in terms of Eisenstein-Kronecker forms ω
(k)
EK with z-arguments z =

z
(123)
1 , z

(123)
2 , z

(123)
3 = 1 − z

(123)
1 − z

(123)
2 ∼ z

(123)
1 + z

(123)
2 as well as two modular forms

η2(τ)dτ(123), η4(τ)dτ(123) for Γ0(2) and SL(2,Z). These forms span the Q[iπ±] vector

space V(123)
, i.e.,

V(123)
=
¨
ω
(k)
EK(Z), η2(τ(123)), η4(τ(123)) | k = 1, 2, 3 and Z ∈ L(123)

∂
Q[iπ±]

(7.108)

Similarly, the Q[iπ±]-algebra of functions can be defined as

A(123)
= Q

[
iπ±1

]
⊗Q QM(Γ0(2)) ⊗Q G

(123)
, (7.109)

where

G
(123)

=
¨
∂kZg

(m)(Z, j · τ(123))
∣∣ m ≥ 0, k ≥ 0 and Z ∈ L(123)

∂
Q
. (7.110)

Note that the algebra’s only constants are in Q[iπ±] and it is differentially closed.

Iterated integrals of the forms in V(123)
evaluate to elliptic polylogarithms and iter-

ated integrals of modular forms. One can show that these are linearly independent
over F (123)

= Frac(C⊗Q A (123)) (cf., e.g., refs. [314, 315, 322, 323]), from which

it follows that V(123) ∩ dF (123)
= {0}. So the system is in C-form.

Since the sectors that we need to express on a specific torus (■ and ▲) decouple
from each other and only couple to themselves and the entries that can be written
on either torus (• and ♦), one can iteratively express the one-forms such that upon
evaluating the iterated integrals at each order in ε are only elliptic polylogarithms
and integrals over modular forms related to the same torus. We can make the choice
such that there are no iterated integrals over Kronecker-Eisenstein kernels related
to different tori. Though this is a local choice and needs to be done separately for
every integral and order. This allows us to easily extend the C-form discussion to
the full kite integral family.

Example 7.2 (The Kite Integral Family in C-form). The forms appearing in the
connection matrix B of the full kite integral family are the same as the ones in
the (123) and (345) sunrise integral’s connection matrices albeit with additional Z
arguments and we can organise them in two vector spaces:

V(123) =
¨
ω
(k)
EK(Z), η2(τ(123)), η4(τ(123)) | k = 1, 2, 3 and Z ∈ L(123)

∂
Q[iπ±]

(7.111)

V(345) =
¨
ω
(k)
EK(Z), η2(τ(345)), η4(τ(345)) | k = 1, 2, 3 and Z ∈ L(345)

∂
Q[iπ±]

(7.112)

Additionally, we define

V = V(123) ⊕ V(345) . (7.113)

Similarly, we define the Q[iπ±] algebras of functions:

A(123) = Q
[
iπ±1

]
⊗Q QM(Γ0(2)) ⊗Q G(123) (7.114)
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A(345) = Q
[
iπ±1

]
⊗Q QM(Γ0(2)) ⊗Q G(123) , (7.115)

where

G(123) =
¨
∂kZg

(m)(Z, j · τ(123))
∣∣ m ≥ 0, k ≥ 0, j = 1, 2 and Z ∈ L(123)

∂
Q

(7.116)

G(345) =
¨
∂kZg

(m)(Z, j · τ(345))
∣∣ m ≥ 0, k ≥ 0j = 1, 2 and Z ∈ L(345)

∂
Q
. (7.117)

Finally, we define

A = Q
[
iπ±1

]
⊗Q QM(Γ0(2)) ⊗Q G(123) ⊗Q G(345) ⊆ A(123) ⊕ A(345) . (7.118)

From this it follows immediately, that

F = Frac(C⊗Q A ) ⊆ F(123) ⊕F(345) . (7.119)

This implies, that

V ∩ dF ⊆
Ä
V(123) ⊕ V(345)

ä
∩
(
dF(123) ⊕ dF(345)

)
(7.120)

and the right-hand side of this can be decomposed into:Ä
V(123) ⊕ V(345)

ä
∩
(
dF(123) ⊕ dF(345)

)
= (7.121)Ä

V(123) ∩ dF(123)

ä
⊕
Ä
V(123) ∩ dF(345)

ä
⊕
Ä
V(345) ∩ dF(123)

ä
⊕
Ä
V(345) ∩ dF(345)

ä
.

The arguments of Example 7.1 still apply to the objects defined on the same torus,
as they did not rely on the specific value of the considered Z values, so:Ä

V(123) ∩ dF(123)

ä
=
Ä
V(345) ∩ dF(345)

ä
= {0} . (7.122)

On the other hand, the mixed-torus intersections can only contain {0}, as they are
intersections between forms in different coordinatesÄ

V(345) ∩ dF(123)

ä
=
Ä
V(123) ∩ dF(345)

ä
= {0} . (7.123)

We conclude V ∩ dF ⊆ {0} and since these spaces must contain 0:

V ∩ dF = 0 (7.124)

Due to the splitting of the two tori, we trivially find that the forms split into
ones defined on either torus. We see that in this example the ε-form differential
equation we obtain is in C-form. This is what we would expect, as it can fully be
expressed in terms of multiple polylogarithms. It would be interesting to look at
an example, where we can not prevent mixing and have iterated integrals over both
tori.
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7.4 Boundary Value and Integration

In the remainder of the chapter, we provide a boundary value and comment on the
solution of the canonical differential equation we obtained. This includes check-
ing some of our results numerically but also comments on obstacles in existing
numerical implementations.

Boundary value

For the boundary value X0 ∈ K , we choose a point in kinematic space, where all
master integrals are finite, namely:

mi = m > 0 and p2 → 0+ ∀ i . (7.125)

In the neighbourhood of this point, our coordinates approach Xi → 1 for i ̸= 0 and
X0 → 0+.17 In the torus variables, this means:17This leads to

∂Xi

∂τα
=

∂X0

∂τα

∣∣∣∣
X0

= 0

for i ̸= 0 .

τ (123) = τ (345) = i∞ ,

z
(123)
1 = z

(123)
2 = z

(345)
4 = z

(345)
5 =

1

3
, (7.126)

z
(123)
4 = z

(123)
5 = z

(345)
1 = z

(345)
2 =

1

2
− i∞ .

Explicitly, the vector of master integrals at X0 evaluates to:

J0 = ε2
(
J1
×8

,

√
3J2
2

, 0
×2

,−
√

3J2
4

,

√
3J2
2

, 0
×2

,−
√

3J2
4

, i
√

3J2, 0
×3

, i
√

3J2, 0
×9

)
, (7.127)

where J1 = I1,1,0,0,0 and J2 = I1,1,1,0,0. We find that all 30 of the master integrals
in (2.46) can be found by evaluating the following two

J1 = I1,1,0,0,0(2 − 2ε;X0) = e2γEMεΓ2(ε) (7.128)

J2 = I1,1,1,0,0(2−2ε;X0) = N
[ Ä

−e 2iπ
3

ä−ε
Fε

(
2iπ
3

)
−
Ä
−e− 2iπ

3

ä−ε
Fε

(
−2iπ

3

)
+
π

ε

]
,

(7.129)

near X0. Here, N = e2γEMεΓ(1+2ε)

(−1)1+2ε3
1
2+ε

and Fε(z) = 3iΓ2(ε+1)
2ε2Γ(2ε+1) 2F1(−2ε,−ε, 1 − ε, ez).

An explicit ε-expansion of these integrals (7.128) and (7.129) is known and can be
obtained from the identity

2F1 (−2ε,−ε; 1 − ε;x) = 1 + 2ε2Li2 (x) + ε3 [2Li3 (x) − 4Li2,1 (x, 1)]

+ ε4 [2Li4 (x) − 4Li3,1 (x, 1) + 8Li2,1,1 (x, 1, 1)] + O
(
ε5
)
.

(7.130)
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Elliptic multiple polylogarithms

As we have already expressed the canonical differential equation in Eisenstein-
Kronecker forms, it is straightforward to integrate them to elliptic polylogarithms.

See also:
We define and discuss
elliptic polylogarithms
in Section 3.4.3.

On the other hand, numerical evaluation of these functions is less straightforward
due to a lack of efficient packages. Another challenge is that similar to Feynman
integrals that evaluate to MPLs, we often want to evaluate the integrals at points
near or beyond the boundary of their region of convergence (see, for example, [200]).
For the kite master integral, this situation appears when the differential equation
is solved for finite τ values starting from (7.126). Since z

(123)
4 = z

(123)
5 = z

(345)
1 =

z
(345)
2 = 1

2
− i∞ remain unchanged, the leading-order solution is

J
(2)
30 =

9∑

j=6

∆j
6,7

( î
Ω

(123)
2,j,1 ,Ω

(123)
2,1,1

ó
−2
î
Ω

(123)
2,j,1 ,Ω

(123)
2,1,2

ó
−
î
Ω

(123)
2,j,1 ,Ω

(123)
2,5,1

ó
+2
î
Ω

(123)
2,j,1 ,Ω

(123)
2,5,2

ó)
(7.131)

+
13∑

j=10

∆j
10,11

( î
Ω

(123)
2,j,1 ,Ω

(123)
2,2,1

ó
−2
î
Ω

(123)
2,j,1 ,Ω

(123)
2,2,2

ó
−
î
Ω

(123)
2,j,1 ,Ω

(123)
2,5,1

ó
+2
î
Ω

(123)
2,j,1 ,Ω

(123)
2,5,2

ó)
+ ((123) ↔ (345)) ,

where ∆j
n,m = (−1)δj,n+δj,m , Ωd

a,b,c = ωa(Ld
b , c τd) and

[w1, w2, ..., wk] =

τ∫

i∞

w1 (t1)

t1∫

i∞

w2 (t2) ...

tk−1∫

i∞

wk (tk) , (7.132)

Any singularities due to the endpoints can be treated with tangential base point
regularisation [19, 172, 193, 324]. Once rewritten, for instance, in terms of ELi-
series (see (3.172b)) – in order to evaluate the result numerically – the expression
fails to numerically converge. This divergence naturally occurs because the solution
involves a series expansion that extends beyond its radius of convergence. In this
specific case, the issue is resolved by leveraging the quasiperiodicity of the g-kernels
in τ (see [8, eq. (13.200)]). Moreover, such divergences do not appear in subtopolo-
gies with three or fewer propagators, as these correspond to master integrals that
do not depend on the additional punctures z

(123)
4 = z

(123)
5 = z

(345)
1 = z

(345)
2 = 1

2
−i∞.

Specifically, we observe that the sunrise contributions, after performing the τ inte-
grations, align with [92, eq. (106)], as expected.

Numerical checks in the soft (p2 = 0+) regime To avoid this need for analytic
continuation, we choose to perform the numerical integration in the soft region,
i.e., within the limit p2 = 0+. We first integrate the differential equation from
(7.126) to finite values of z

(123)
4 , z

(123)
5 , z

(345)
1 and z

(345)
2 , for example, setting z

(123)
4 =

z
(123)
5 = z

(345)
1 = z

(345)
2 = 1

2
, while keeping everything else constant. A practical

advantage of evaluating the integral at fixed τ (123) = τ (345) = i∞ is that along the
path γ0, which follows the straight-line parametrisation z

(123)
4 = z

(123)
5 = z

(345)
1 =
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z
(345)
2 = t with t ranging from 1

2
− i∞ to 1

2
, the matrix elements take on a purely

trigonometric form, and the resulting iterated integrals combine in a non-trivial
manner to yield finite expressions. This allows for an efficient numerical evaluation
using Mathematica’s NIntegrate[] function.

The mapping between the space M = M(123)
1,5 ×M(345)

1,5 , which is parametrised
by the moduli spaces of the two tori, and the kinematic space K is not globally
invertible. One reason for this is that the mapping is not surjective: while M is a
10-dimensional space, K has only five dimensions. Thus, the transformation to
the tori is not an isomorphism. For example, the point

τ (123) = τ (345) = i∞ ,

z
(123)
1 = z

(123)
2 = z

(345)
4 = z

(345)
5 =

1

3
,

z
(123)
4 = z

(123)
5 = z

(345)
1 = z

(345)
2 =

1

2
,

(7.133)

which is reached after integrating along γ0, does not correspond to any (complex)
point in K . As a result, the numerical outcome differs from the master integrals
evaluated over K , instead representing their extensions to M. This practical
limitation makes direct comparisons with software such as PySecDec [325] infeasible
for certain coordinate values in M, including (7.133). Nevertheless, we can validate
our results by going from (7.133) to points in M that are contained within K .

By constraining ourselves to the submanifold of M where τ (123) = τ (345) = i∞,
we can obtain numerical values efficiently using the same method as described
earlier, namely by successively integrating along straight-line paths in M with
NIntegrate[]. For example, evaluating the master integrals at the specific point

τ (123) = τ (345) = i∞ , z
(123)
1 = z

(345)
4 =

1

4
, z

(123)
2 = z

(345)
5 =

1

2
,

z
(123)
4 = z

(345)
1 = −2i log(i

√
2 +

√
3)

π
, z

(123)
5 = z

(345)
2 =

i log(8 + 3
√

7)

2π
,

(7.134)

which corresponds to X = {X0, X1, X2, X4, X5} = {0+, 1, 2, 1, 2} in K , yields
results that match the PySecDec predictions at both leading and sub-leading order
in ε. Similar consistency checks were performed successfully for multiple points
within the soft region.
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Massless Feynman Integrals in 2D

See also:

• In Section 2.4.3 we
introduced fishnet
integrals.

• In Section 3.5
we explained how to
relate a Calabi-Yau
variety to a conformal
fishnet integral.

• In Chapter 4 we
study twisted coho-
mology groups. In
particular we discuss
the construction of
single-valued versions
of twisted periods in
Subsection 4.2.2 and
Aomoto-Gelfand hy-
pergeometric functions
in Subsection 4.3.

• In Chapter 3 we
discuss basic geomet-
ric objects needed
to understand the
Feynman integrals of
this chapter that are
related to Calabi-Yau
varieties. In particular,
we briefly review CY
geometries in Subsec-
tion 3.3.

In this chapter we consider massless Feynman integrals in D = 2 dimensions
expressed in complex coordinates as in eq. (2.20). The integrand is holomor-
phically separable, i.e., it can be written as a product of a holomorphic and an
anti-holomorphic form in the complex spacetime coordinates x and their complex
conjugates x. Explicitly, we define the L-form

φG =

(
L∧

j=1

dxj

)
nint∏

j=1

1

qj(x,λ)νj
(8.1)

and write the two-dimensional integral of eq. (2.20) as

IGν (λ) = (−1)
L(L−1)

2

Å
− 1

2πi

ãL ∫
CL

φG ∧ φG . (8.2)

For generic exponents νj, the form φG is multi-valued but due to the combination
with its anti-holomorphic version in eq. (8.2), the integrals are single-valued. Con-
sequently, such Feynman integrals should be expressible in single-valued versions of
twisted periods. The functions qj that constitute the propagators are linear in the
complex internal spacetime variables x. Thus, the varieties defined by qj(x,y) = 0
are hyperplanes in the complex affine space CL. The Feynman integrals of eq. (8.2)
are single-valued versions of Aomoto-Gelfand hypergeometric functions.
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We discuss this interpretation in detail in Section 8.1 and illustrate it with several
examples. In Section 8.2, we explain how specific two-dimensional integrals – the
conformal fishnet integrals – can be computed with tools from the study of Calabi-
Yau manifolds.

♠ Section 8.1 is based on published results [36], which were obtained in
collaborations with Claude Duhr.

♠ Section 8.2 briefly summarises previously published results [35, 37, 38], which
were obtained in collaborations with Claude Duhr, Florian Loebbert, Christoph
Nega and Albrecht Klemm.

Contents of this Chapter
8.1 Single-valued Hypergeometric Functions . . . . . . . . 224

8.2 Conformal Fishnets as Kähler Potentials . . . . . . . . 229

8.2.1 Conformal Fishnets in 2D as Kähler Potentials . . . . . 229

8.2.2 Fishnets as Quantum Volumes . . . . . . . . . . . . . . 234

8.2.3 Relations Between One-Parameter Fishnets . . . . . . . 235
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8.1 Single-valued Hypergeometric Functions

As noted above, Feynman integrals in two dimensions can be interpreted as single-
valued versions of twisted periods. More specifically, they are related to single-
valued analogues of Aomoto-Gelfand hypergeometric functions and we make this
relation explicit in Theorem 8.1, first presented in [36].

Theorem 8.1. Let G be an L-loop Feynman graph with massless propagators that
defines an integral IGν (λ) of the form given in eq. (8.2), in D = 2 dimensions, with
non-integer propagator weights νj that satisfy ν∞ = −∑j νj. Then G determines

twisted de Rham (co-)homology groups and the value of the integral IGν (λ) is given
by the single-valued version of a twisted period of these (co-)homology groups which
is a single-valued analogue of an Aomoto-Gelfand hypergeometric function.

We start by explaining how to extract the relevant data to define the twisted
(co-)homology groups. We already explained how to associate a relative twisted
cohomology group with a Feynman integral family in Baikov representation in
Section 4.4. The approach here is different: The dimension is integer, so the multi-
valuedness does not arise from the dimensional regulator ε but instead from the
non-integer (or even generic) propagator weights. Due to these, the integrand has
no unregulated poles. This choice of dimension and parameters also allows us to
simply deduce the twisted (co-)homology groups associated to the Feynman integral
directly from its momentum (or respectively position space) representation.

The two-dimensional Feynman integral of eq. (8.2) is fully characterised by the
multi-valued (L, 0)-form φG defined by the graph. All factors qj(x) of φG define
hyperplanes in the affine complex space CL and thus φG is the integrand of an
Aomoto-Gelfand hypergeometric function. We split off the multi-valued part as
the twist and write

φG = ΦG φL with φL =
L∧

j=1

dxj and ΦG =

nint∏

j=1

1

qj(x,λ)νj
. (8.3)

Based on this data, we define

XG = CL −
⋃

j

{
qj(x,λ) = 0

}
, (8.4)

and

∇G = d + dlog ΦG ∧ · . (8.5)

This data defines the twisted cohomology group HL
dR(XG,∇G) associated to IGν (λ)

and we can write the integral of eq. (8.2) as

IGν (λ) = (−1)
L(L−1)

2

Å
− 1

2πi

ãL ∫
XG

∣∣ΦG

∣∣2 φL ∧ φL . (8.6)
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See also:
We also presented
many examples for this
construction in Section
4.3.2.

This is a single-valued Aomoto-Gelfand hypergeometric function as defined in
eq. (4.191).

Theorem 8.1 implies that every Feynman integral with massless propagators of
non-integer weight in two dimensions can be expressed as a bilinear in holomor-
phic and anti-holomorphic Aomoto-Gelfand hypergeometric functions. This follows
from the double copy construction for single-valued versions of twisted periods that
was given in eq. (4.139) based on [7, 248, 249]. This was observed in several special
cases before. For instance, four-point functions in conformal field theories [326] and
Feynman integrals emerging from a specific two-dimensional conformal field the-
ory [327] commonly evaluate to single-valued versions of hypergeometric functions.
In [328] specific fishnet integrals in two dimensions are expressed as single-valued
combinations of hypergeometric functions. The D-dimensional massless kite inte-
gral in position space was computed in [329] and this computation revealed that
in two dimensions, the integral is holomorphically separable. Theorem 8.1 explains
all these findings from the literature and extends them. Specifically, it establishes
that holomorphic separability and single-valuedness are generic properties of Feyn-
man integrals with massless propagators in two dimensions not limited to certain
Feynman integrals in conformal field theories. This observation aligns with results
from string theory, where certain closed-string integrals evaluate to single-valued
versions of twisted periods [6, 266]. In [330] a recursion is presented that allows
one to lift such two-dimensional results to four dimensions.

Examples

We illustrate the above discussion with several examples.

Example 8.1 (Massless Banana Integrals).
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1

L + 1

. . .
pp

As a first class of examples we consider
massless banana integrals in two dimensions, i.e. the integrals of Example 2.10 with
mi 7→ 0 for all i:

Ibanana,Lν (p) =

Å
− 1

2πi

ãL ∫

CL

(
L∧

j=1

dℓj ∧ dℓj

)
L+1∏

j=1

1

|ℓj−1 − ℓj|2νj
, (8.7)

with ℓ0 = 0 and ℓL+1 = p. For L = 1 we find:

Ibanana,1ν (p) = |p|2−2ν12 βsv(1 − ν1, 1 − ν2) (8.8)

with νi1···ik = νi1 + . . . + νik and βsv the single-valued Beta function of eq. (4.144).
Using (4.145) one can express the massless one-loop banana integral as a ratio of
Gamma functions.1 To obtain higher-loop banana integrals, one can integrate the 1Of course, this result

for the massless bubble
is well-known and we
just include it as a first
example.

loops recursively and obtains

Ibanana,Lν (p) = |p|2L−2ν1···L
L∏

j=1

βsv(j − ν1···j, 1 − νj) . (8.9)

All massless banana integrals in two dimensions are products of single-valued β
functions.
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Example 8.2 (Planar One-loop Integrals in Position Space). We have already
found an expression for the one-loop bubble in two dimensions in eq. (8.8), but
one can in fact determine all one-loop massless integrals in two dimensions. We
consider graphs in position space that are given by a star with N external vertices
(see figure 8.1).
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y3

Figure 8.1: A star integral in position space corresponds to a one-loop integral in
momentum space.

The corresponding integrals are

StarNν (y) = − 1

2πi

∫

C
dx0 ∧ dx0

N∏

j=1

1

|x0 − yj|2νj
. (8.10)

Note that in this case, the momentum space integrals take the same form [331].
The half-integrand

φN
Star =

dx0∏N
j=1(x0 − yj)νj

(8.11)
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x

�1

�2

�3

�4

resembles the integrand of a Lauricella’s F
(N−2)
D as defined in eq. (4.174). In order

to write the integrals in eq. (8.10) as single-valued Lauricella functions, one needs
to perform a coordinate change that generates a constant prefactor and we find:

StarNν (y) = (8.12)

= F sv
D

(
1 − ν1, ν3, . . . , νN , 2 − ν12; ỹ1, . . . , ỹN−2

) 1

|y1 − y2|2ν12−2

N∏

j=3

1

|y1 − yj|2νj
,

with ỹi = y1−y2
y1−yi+2

. Thus, every one-loop integral can be expressed as a bilinear in

Lauricella F (N−2)
D functions via eq. (4.139). Examples for N = 3, 4 are the triangle

and box integrals, which are expressible as single-valued hypergeometric 2F1 and
Appell F1 functions.

Star3ν(y) = |y1 − y2|2−2ν12 |y1 − y3|−2ν3
2F sv

1

(
1 − ν1, ν3, 2 − ν12; ỹ1

)
, (8.13)
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Star4ν(y) = |y1 − y2|2−2ν12 |y1 − y3|−2ν3 |y1 − y4|−2ν4 F sv
1

(
1 − ν1, ν3, ν4, 2 − ν12; ỹ1, ỹ2

)
.

(8.14)

The single-valued versions of these functions are given in eq. (4.193) and (4.196)
as bilinears in the respective hypergeometric functions. As noted in Section 2.4.3,
if
∑N

j=1 νj = D = 2 the integral transforms under the conformal algebra in two
Euclidean spacetime dimensions with conformal weight νj at each external point.

Then, the Lauricella F
(N−2)
D functions that one initially associates to the one-loop

integral can be written as Lauricella F
(N−3)
D functions. As an example for this, we

consider the five-point integral
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y1

y5

y4

y3

y2

x0Star5ν(y) = − 1

2πi

∫

C

dx0 ∧ dx̄0Ä∏
i=1,2,4,5 |x0 − yi|2

ä 2
3 |x0 − y3|

4
3

. (8.15)

This integral arises in the computation of conformally invariant fishnet integrals
with cubic vertices [37]. If we multiply the integral by the factor |y1 − y3|

2
3 |y2 −

y3|
2
3 |y4 − y5|

2
3 , it becomes conformally invariant. We may then use a conformal

transformation to fix (y3, y4, y5) = (∞, 0, 1), and obtain:

Star5ν(y) = − 1

2πi
|y1 − y3|

2
3 |y2 − y3|

2
3 |y4 − y5|

2
3

∫

C

dx0 ∧ dx̄0

(|x0|2|1 − x0|2|x0 − u1|2|x0 − u2|2)
2
3

=

∣∣∣∣
(y1 − y3)(y2 − y3)(y4 − y5)

3

(y1 − y4)2(y2 − y4)2(y3 − y5)4

∣∣∣∣
2
3

F sv
1

Å
1

3
,
2

3
,
2

3
,
2

3
;u−1

1 , u−1
2

ã
(8.16)

=

√
3u

1
3
1 u

1
3
2

2

∣∣∣∣
(y1 − y3)(y2 − y3)(y4 − y5)

3

(y1 − y4)2(y2 − y4)2(y3 − y5)4

∣∣∣∣
2
3

{
2iF1

Å
1

3
,
2

3
,
2

3
,
2

3
; ū−1

1 , ū−1
2

ã
×
[
e−

iπ
3 u

− 1
3

2 F1

Å
1

3
,
2

3
,
2

3
,
2

3
;u1,

u1
u2

ã
− u

− 1
3

1 F1

Å
1

3
,
2

3
,
2

3
,
2

3
;u2,

u2
u1

ã]
+ 2e

iπ
6 F1

Å
1

3
,
2

3
,
2

3
,
2

3
; ū1,

ū1
ū2

ã
×
[
e

2iπ
3 u

− 1
3

2 F1

Å
1

3
,
2

3
,
2

3
,
2

3
;u−1

1 , u−1
2

ã
+ F2

Å
1

3
,
2

3
,
2

3
,
2

3
;u2,

u2
u1

ã]
− 2iF1

Å
1

3
,
2

3
,
2

3
,
2

3
;u2,

u2
u1

ã
[
e

iπ
3 F1

Å
1

3
,
2

3
,
2

3
,
2

3
;u1,

u1
u2

ã
− u

− 1
3

1 F1

Å
1

3
,
2

3
,
2

3
,
2

3
;u−1

1 , u−1
2

ã]}
,

where we defined the cross ratios

ui =
(yi − y4)(y3 − y5)

(yi − y3)(y4 − y5)
, (8.17)

and assume u1, u2 > 0.
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Example 8.3 (Ladder integrals). For a last example we consider the ladder graphs
in position space as depicted in figure 8.2.
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Figure 8.2: Ladder integrals in position space constitue an L-loop class of one-
parameter fishnet graphs.

Their integral representation is

LadLν (y0, y1, y2) = |y0 − y2|2(2−
∑2L+1

i=1 νi) |y|2ν2L+1 (8.18)

×
Å
− 1

2πi

ãL ∫
CL

(
L∧

i=1

dxi ∧ dx̄i

)
|1 − yxL|−2ν2L+1

L∏

j=1

|xj|−2νj |xj−1 − xj|−2νL+j ,

where we defined y = y0−y2
y1−y2

. In the one-loop case, L = 1, the ladder integral is

the three point function Star3. Comparing to eq. (4.197), we find that the ladder
integrals in two dimensions amount to single-valued pF sv

q functions and in particular

LadLν (y0, y1, y2) =(−1)
L(L−1)

2 |y0 − y2|2(2−
∑2L+1

i=1 νi)|y|2ν2L+1
L+1F sv

L (a, b, y) , (8.19)

where the ai and bi are given by:

a0 = ν2L+1 and ai = L− i+ 1 −
2L∑

j=i

νj +
L+i∑

j=L+1

νj for i > 0 , (8.20)

b1 = L+ 1 −
2L∑

j=1

νj and bi = L− i+ 2 −
2L∑

j=i

νj +
L+i−1∑

j=L+1

νj for i > 1 . (8.21)

A particular type of ladder integrals, originating from conformal four-point func-
tions, was explored in ref. [328]. The two-loop ladder integral was computed in
ref. [329] under the condition y0 = y1 for any dimension D, and we confirm this
result specifically for D = 2. Interestingly, it was noted that in D = 2, the outcome
can be expressed as a bilinear in 3F2 functions. Our findings demonstrate that this
observation is not merely coincidental but rather a direct consequence of our general
Theorem 8.1, which, when applied to this particular graph, yields the expression:

Lad2ν(y1, y2) = (8.22)

= −|y1 − y2|2(2−
∑5

i=1 νi)
3F sv

2 (ν5, 2 − ν124, 1 − ν2, 3 − ν1234, 2 − ν24, 1) . (8.23)

Furthermore, eq. 8.19 extends the results of refs. [328, 329] to ladder integrals with
an arbitrary number of loops and general propagator powers.
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8.2 Conformal Fishnets as Kähler Potentials

For the remainder of this chapter, we consider specific massless two-dimensional
Feynman integrals: The conformal fishnet integrals of Section 2.4.3. In particular,
these integrals take the form given in eq. (2.79) and as discussed in the second
part of Section 3.5, their conformality allows us to associate a CY varieties to these
fishnet integrals.

8.2.1 Conformal Fishnets in 2D as Kähler Potentials

Our goal is to compute the integrals of eq. (2.20), which can be written as

IGν (λ) ∼
∫ ∏

i dxi√
PG(x,λ)

∧ ∏
i dx̄i»

PG(x,λ)
. (8.24)

with PG(x,λ) the polynomial of eq. (3.217). Of course, these specific conformal
fishnet integrals are still just a special class of two-dimensional integrals as discussed
in section 8.1 and thus, computing them still just means computing single-valued
versions of periods. The specific class of integrals considered here is related to
Calabi-Yau families defined by the polynomial equation in eq. (3.217). This poly-
nomial PG(x,λ) is a function of the external parameters λ and the CY family is
labelled by these parameters.2 Due to conformal invariance, we expect the inte- 2More specifically, right

below we will also label
the family by cross ra-
tios of the λi instead.

grals to evaluate to non-trivial functions ϕ(χ) in cross ratios χ, up to an algebraic
function FG(λ) that carries the conformal weight, as stated in eq. (2.86). This split
is not unique. We define ΩG(x,χ) to be a normalised version of the the (L, 0)-form
Ω(x) of eq. (3.219) – where the normalisation is chosen as in Definition 4.3. of
ref. [332] – such that ΩG(x,χ) only depends on the cross ratios χ. The function
F (λ) ∈ Q(λ) lives in an algebraic extension of Q(λ) and is determined by the
chosen normalisation. Then the non-trivial part of the integral in eq. (2.86) is

ϕ(χ) =

∫

M
(−1)L(L−1)/2

Å
i

2

ãℓ
Ω(χ) ∧ Ω(χ) = e−K(χ) , (8.25)

where M denotes the fiber over the point χ and K(χ) is the Kähler potential on
the complex moduli space Mcs of the CY family parametrised by χ. For a family
of CY L-folds parametrised by χ, the single-valued function ϕ(χ) can be computed
as a bilinear of the periods Π(χ) of the CY variety:

ϕ(χ) = (−i)L2

Π(χ)†ΣΠ(χ) . (8.26)

Here, this vector of periods Π(χ) is

Π(χ) = 2−L
2

(∫

Γ0

ΩG(x,χ), . . . ,

∫

ΓbL−1

ΩG(x,χ)
)

with bL = dim[HL(M,Z)] , (8.27)

where the Γj label an integral basis of the middle homology HL(M,Z). Addition-
ally, we denote by Σ the integral intersection form. Note the similarity to the
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bilinear expression for the single-valued periods in eq. (4.139). Thus, to compute
the fishnet integrals of eq. (8.24), we just need to compute the periods and the
intersection matrix and we summarise this finding in the following claim:

Claim 1: For every L-loop fishnet graph G, there exists a family of CY
L-folds MG with a holomorphic (L, 0)-form ΩG such that

IG(λ) = (−i)ℓ Π̃†
G ΣΠ̃G , (8.28)

with Π̃G = FG(λ)Π(χ) and the PFI is generated by Aut(G) · Y (sl2(R)).

Determining the PFI for a fishnet integral from the physical and graph symmetries
is a central part of using this expression to compute fishnet integrals. The periods
can be computed as solutions of this PFI, as described in Section 3.4. Since the
generators of the Yangian operators annihilate the periods, they should also be
contained in the PFI of the fishnet integral family. In many cases these generators
by themselves are not sufficient to generate the full PFI. Yet, we find that we can
supplement them with additional operators to obtain the PFI in many cases: The
group Aut(G) of automorphisms of G acts on Y (sl2(R)) by permuting the external
points λi and the PFI also contains these operators. Those are the ones needed to
generate the full PFI. In simpler cases, we can also find the PFI constructively from
the integral representation of one period: We make an ansatz for its generators and
then solve for their coefficients by requiring that the operators annihilate the period.
For our examples, we find that the two approaches agree, though the information
from the symmetries is invaluable for more complicated graphs. Every solution
vector Π(χ) satisfies a set of quadratic relations eq. (3.106). From these relations
one can obtain the intersection matrix Σ. We illustrate this approach with several
examples, particularly in the single-variable case. More examples can be found in
[37, 38].

Four-point Square (V = 4) Fishnet Integrals

We focus on the special case, where we have V = 4, i.e. a square tiling, and just
four external points and respectively one external cross-ratio χ = χ, which we
choose to be

χ =
(λ2 − λ3)(λ1 − λ4)

(λ2 − λ1)(λ3 − λ4)
. (8.29)

These fishnet graphs are depicted in figure 8.3.
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Figure 8.3: A generic one-parameter fishnet graph in position space with a square
tiling has four external points.

Besides the value of their external points and in particular of the associated
cross-ratio, they are characterised by the number of internal vertices on the hori-
zontal axis (denoted N here) and on the vertical axis (denoted M here). We label
objects associated to these specific fishnet graphs with the indices M,N , e.g., PM,N

for the polynomial formerly denoted PG and similarly FM,N(λ), ΩM,N(χ), ΠM,N(χ)
and ϕM,N(χ). As indicated in eq. (8.26), we can then compute the non-trivial part
of the integral by

ϕM,N(χ) = (−i)L2

ΠM,N(χ)†ΣM,NΠM,N(χ) . (8.30)

Determining the Picard-Fuchs Ideal Here, we explain how to find the Picard-
Fuchs ideal for a one-parameter family given a single period in integral represen-
tation obtained from the graph. First, we perform a conformal transformation in
the parameter space to set λ1 = 1, λ2 = 0, λ4 = ∞. Then, we can identify the
cross ratio in eq. (8.29) as λ := λ3 = χ. To obtain the integral representation
of a specific period, we choose a cycle and a differential. In particular, we choose
the differential ΩM,N , which is the unique holomorphic differential defined from the
Feynman integral. For the cycle, we can choose an L-dimensional torus and thus
we have to compute an L-dimensional residue:

ΠM,N,0(z) =

∮

T ℓ

ΩM,N
conf.−−−→
trans.

∮

T ℓ

ℓ∏

i=1

dxi
1»

P̂M,N(x, χ)
. (8.31)

Here, P̂M,N(x, χ) denotes the polynomial after the conformal transformation that
sets the external parameters to 0, 1,∞ and χ. This integral can be calculated as a
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Laurent series by using the Taylor expansion of a square root

1√
1 − u

=
∞∑

i=0

Ç
2i

i

å(u
4

)i
, |u| < 1 (8.32)

on every linear factor of the polynomial P̃M,N(x, λ) separately and then computing
the residue. In this way we obtain a Taylor series representation for the period
close to λ = 0:

ΠM,N,0(χ) =
∞∑

i=0

r
(i)
M,Nχ

i . (8.33)

Now we can determine the Picard Fuchs operator by constructing3 the operator3That means, we make
an ansatz for this op-
erator and then solve
for the coefficients by
requiring that it anni-
hilates the period we
have determined.

OM,N of minimal degree that annihilates ΦM,N,0(χ). In this case, we know, that
the Picard-Fuchs ideal consists of a single operator..

Example 8.4 (L = 1 loop Fishnet Integral). For L = 1, we consider the graph
depicted in figure 8.4.
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Figure 8.4: The one-loop fishnet integral in position space is a cross and its mo-
mentum space version is a box.

The corresponding integral falls under the category of the star integrals of eq. (8.10)
and we explicitly computed it as the multiple of a single-valued hypergeometric 2F1

function for generic propagator weights in eq. (8.13). For the specific parameter
choice of this section (i.e. with propagator weights 1

2
for conformality), we can

also consider the integral family as a family of Kähler potentials of Legendre el-
liptic curves. Their periods can be expressed in terms of elliptic integrals. In
particular, if we take a normalised version4 of the basis of example 3.1, we find4In particular, we take

λ = χ−1 and we nor-
malise with 1

2π
√
χ .

Π1,1,0 = 2
π
(K(χ),K(1− χ))T and Σ =

Å
0 1
1 0

ã
. Then the conformally invariant part

takes the form [328, 333]:

ϕ1,1(χ) =
4

π2

î
K(χ) K(1 − χ) + K(χ) K(1 − χ)

ó
=

8

π2
|K(χ)|2 Im τ , (8.34)

and F1,1(a) = π/
√
λ12λ34. Here τ = iK(1 − χ)/K(χ).
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As a second class of examples, let us consider the ladder integrals, i.e., one-
parameter fishnet integrals with M = 1 as depicted in figure 8.5.
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Figure 8.5: Ladder integrals in position space.

Example 8.5 (Ladder Integrals). For ladder integrals, the loop number is equal to
the dimension of the CY varieties they are associated with:

L = N = dimC(M1,N) . (8.35)

In the one-parameter limit that we consider here, a ladder integral corresponds to
the hypergeometric system defined by the Picard-Fuchs operator (see also ref. [334])

ON := O1,N = θN+1
z − z

Å
θz +

1

2

ãN+1

, (8.36)

with the Riemann P-Symbol

P =





z 1 ∞
0 0 1

2
0 1 1

2
...
...

...
0 N − 1 1

2

0 N+1
2

− 1 1
2





. (8.37)

This differential operator ON has a MUM point at χ = 0 and the holomorphic
solution at this MUM point is

ΠN,0(χ) :=
∞∑

i=0

Ç
−1

2

i

åN+1

χi = N+1FN

Å
1

2
, . . . ,

1

2
; 1, . . . , 1;χ

ã
. (8.38)

We formally introduce

Π0,0(χ) =
∞∑

i=0

Ç
2i

i

å (χ
4

)i
=

1√
1 − χ

. (8.39)
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Note that bN(M1,N) = N + 1 and the Hodge numbers are:

hN−k,k(M1,N) = 1, k = 0, . . . , N . (8.40)

We choose the rank N + 1 intersection matrix of M1,N as

ΣN =

Ç
0 KN+1

2−KN+1
2

0

å
, N odd, ΣN =

Ñ
0 0 KN

2

0 m 0
KN

2
0 0

é
, N even ,

(8.41)

From this information, we can compute the ladder integrals using eq. (8.28). Our
results agree with known results and numerical evaluations of these integrals.

For example of multi-parameter fishnet integrals and different tilings, see also
[37, 38]. Note that the tilings with 3 and 6 edges entering the vertices are related
by star-triangle relations.

8.2.2 Fishnets as Quantum Volumes

Here, we briefly summarise how to interpret the fishnet integrals expressed as mul-
tiples of the exponential of the Kähler potential as volumes. An obstacle for this
interpretation is that we do not have a distinguished metric on MG. While a point
λ fixes ΩG, and thus the complex structure, there is still freedom to define a Kähler
form, and thus a metric, on MG. We now demonstrate that a volume interpretation
can be achieved through mirror symmetry. As G determines a complex structure
on MG via ΩG, mirror symmetry associates a Kähler form ωG ∈ H1,1(WG) to the
mirror. By choosing the coordinates λ such that MG has a MUM-point at λ = 0,
we obtain

ωG =
∑

i

tRG,i(z)ω(i) , (8.42)

where ω(i) forms a basis of H1,1(WG), and the tRi (z) = Im ti(z) are determined by
the mirror map of Definition 3.15. The Kähler form can then be used to define a
volume form ωL

G/L! on WG, and the classical volume of WG is given by

Volcl(WG) =

∫

WG

ωL
G

L!
(8.43)

=
1

L!

∑

i1,··· ,iL
Ccl

i1,··· ,iL t
R
i1

(z) · · · tRiL(z) , (8.44)

where the Ccl
i1,··· ,iL are the (classical) intersection numbers of MG, which can be

computed explicitly.

Example 8.6 (One Loop Fishnet Graph – Volume Interpretation). In the way
described here, we can interpret the one-loop fishnet integral of example 8.4 as a
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normalised volume. In particular, Volcl(W1,1) = tR
G1

1,1,1
(z) = Im τ1, which corre-

sponds to the area of the fundamental parallelogram (with sides (1, τ1)) defining the
elliptic curve WG1

1,1
associated with the one-loop fishnet graph. Comparing this with

eq. (8.34) we find that the one-loop ladder integrals are proportional to the classical
volume of the mirror CY:

ϕ1,1(λ) =
4

π2
|K(χ)|2Volcl(W1,1) , (8.45)

The prefactor, which is proportional to Π1,1,0, sets the overall scale.

The same observation holds for multi-loop (and even multi-parameter) train-
track integrals5 However, starting from three loops, the exponential of the Kähler 5Traintrack integrals are

the multi-parameter
versions of the ladder
integrals, with M = 1
but possibly with sev-
eral distinct external
parameters.

potential is no longer proportional to Volcl(WG). This is expected, as it is well
established in string theory and mirror symmetry that for L > 2, the volumes of
CY L-folds receive instanton corrections of the form e−tRi . These corrections are
incorporated in the quantum volume of WG:

Claim 2: The function ϕG(χ) is determined by the quantum volume of the
mirror CY WG of the graph’s CY MG:

ϕG(χ) = |ΠG,0(χ)|2 Volq(WG) . (8.46)

One can pose the following requirements for a volume

1. It is real and positive.

2. In the limit λi → 0 (or equivalently, in the large volume limit tRi → ∞), it
approaches the classical volume given in (8.43).

3. It is monodromy-invariant, meaning it extends uniquely over the complex
moduli space – the distinguishing quality of the single valued version of a
period.

In (8.46), Volq(WG) satisfies 1. and 2. but not 3. In the normalization Π̃G,0(λ) =
1 +O(λ), one could alternatively define ϕG itself as the quantum volume, fulfilling
1.-3.. Thus, we interpret ϕG as the calibrated volume, as it has all three properties.

8.2.3 Relations Between One-Parameter Fishnets

We focus here again on four-point square (V = 4) fishnet integrals, as depicted in
figure 8.3. We briefly sketch how the properties of the associated CY families and
in particular their PFI can be used to obtain relations between these integrals. For
a detailed discussion we refer to [37].

Periods and Operators for Ladder Integrals

The ladder integral operators O1,N = ON are given in (8.36). The holomorphic
periods annihilated by these operators take the form given in (8.38).
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Hadamard products With the Hadamard product ∗ defined as in (3.116), we
see that

ΠN,0 = Πp,0 ∗ ΠN−p−1,0 , 0 ≤ p ≤ N − 1 , (8.47)

Thus, the Picard-Fuchs operators can also be constructed iteratively as Hadamard
products:

ON = Op ∗ON−p−1 = O0 ∗ON−1 = O∗(N+1)
0 , 0 ≤ p ≤ N − 1 . (8.48)

Symmetric Square Every CY operator of degree 3 is equivalent to the sym-
metric square of a CY operator of degree 2 [321, 335, 336]. In that sense, we
find

O2 = Sym2(O1) . (8.49)

In particular, we can deduce from this result that the periods of the two-loop
traintracks can be written as symmetric products of the on-loop traintrack periods,
which are functions of elliptic integrals K.

Periods and Operators for One-Parameter Fishnets with M > 1

We find empirically – by computing the holomorphic periods up to (M,N) = (2, 4)
and (3, 3) – that

ΠM,N,0(z) = D
(W )
01···(M−1)(z) , (8.50)

where we set W := M +N − 1 and – as in eq. (3.18) – define

D
(W )
I (z) := det

Ö
ΠW,i1

(z) ... ΠW,iM
(z)

θzΠW,i1
(z) θzΠW,iM

(z)

...
...

...
θM−1
z ΠW,i1

(z) ··· θM−1
z ΠW,iM

(z)

è
with I = (i1, . . . , iM) .

(8.51)

Thus, the Picard-Fuchs operator of the CY MM,N is the M th exterior power of a
certain ladder operator OW ,

OM,N ∼ ∧MOW ∼ ∧MO∗(W+1)
0 . (8.52)

This relation also shows that OM,N and ON,M are equivalent:

OM,N ∼ ∧MOW ∼ ∧W−M+1OW = ∧NOW ∼ ON,M , . (8.53)

This implies that two one-parameter fishnet graphs that are just rotated versions
of each other differ by a simple prefactor – as one would expect: MM,N and MN,M

share the same periods, differing only by multiplication with an algebraic function
of χ. Furthermore, this symmetry allows us to focus solely on the cases where
M ≤ N . Finally, from eq. (8.52) and eq. (8.53), we deduce that

OM,N ∼ ∧MO1,M+N−1 , (8.54)

where without restriction of generality M ≤ N .
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Intersection Matrices

We have now seen, how the Picard-Fuchs operators and periods obtained from
different one-parameter fishnet graphs can be related. The fishnet integrals them-
selves are by (8.30) computed as bilinears of periods with the intersection matrix
Σ. Thus, in order to understand what the aforementioned relations imply for the
fishnet integrals, we also need to understand how the intersection matrices ΣM,N

for MM,N of different graphs are related. The intersection matrices of ladder in-
tegrals take the form given in (8.41). In fact, even for M > 1, we can obtain
an object that in our applications takes the role of the intersection matrices from
intersection matrices of smaller graphs and in particular ladders:

(
Σ̃M,N

)
IJ

= det
[
ΣW (I, J)

]
= det

[(
ΣW

)
ij

]
i∈I
j∈J

. (8.55)

The derivation of this relation can be found in [37] and relies on understanding the
relations between the respective periods.

Basso-Dixon Relations

From the objects defined above, we write down the following expression:

ϕM,N(χ) = (−i)(MN)2 D
(W )
I (χ̄)

(
Σ̃M,N

)
IJ
D

(W )
J (χ) . (8.56)

We find experimentally, that for all tested cases, these expression agrees with the
one obtained directly from (8.26). Thus, we can express fishnet integrals as bilinears
of determinants of periods. On the other hand, the Basso-Dixon (BD) formula
states, that they can be expressed as determinants of ladder integrals, i.e. as
determinants of bilinears of periods. We now demonstrate how the BD formula
in D = 2 dimensions emerges from the CY geometry. In the following εa1···aM
denotes the Levi-Civita tensor of rank M , i.e., the totally antisymmetric tensor in
M indices. We compute

det
(
θi−1
χ̄ θj−1

z ϕW (χ)
)
1≤i,j≤M

(8.57)

=
1

M !
εa1···aMεb1···bM

[
θa1−1
χ̄ θb1−1

χ ϕW (χ)
]
· · ·
[
θaM−1
χ̄ θbM−1

χ ϕW (χ)
]

=
(−i)MW 2

M !
εa1···aMεb1···bM

[
θa1−1
χ̄ ΠW,i1(χ̄)

(
ΣW

)
i1j1

θb1−1
χ ΠW,j1(χ)

]
× · · ·

×
[
θaM−1
χ̄ ΠW,iM (χ̄)

(
ΣW

)
iM jM

θbM−1
χ ΠW,jM (χ)

]

=
(−i)MW 2

M !

[
εa1···aM θ

a1−1
χ̄ ΠW,1(χ̄) · · · θaM−1

χ̄ ΠW,iM (χ̄)
] (

ΣW

)
i1j1

· · ·
(
ΣW

)
iM jM

×
×
[
εb1···bM θ

b1−1
χ ΠW,j1(χ) · · · θbM−1

χ ΠW,jM (χ)
]
.

We have, with J = (j1, . . . , jM),

εb1···bM θ
b1−1
χ ΠW,j1(χ) · · · θbM−1

χ ΠW,jM (χ) = εj1···jM det
(
θbχΠW,j(χ)

)
1≤b≤M,j∈J (8.58)
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= εj1···jM D
(W )
J (χ) , (8.59)

and similarly for the anti-holomorphic contribution. Hence,

det
(
θi−1
χ̄ θj−1

χ ϕW (χ)
)
1≤i,j≤M

(8.60)

= (−i)MW 2

D
(W )
I (χ̄)

ï
1

M !
εi1···iMεj1···jM

(
ΣW

)
i1j1

· · ·
(
ΣW

)
iM jM

ò
D

(W )
J (χ)

= (−i)MW 2

D
(W )
I (χ̄) det

[(
ΣW

)
ij

]
i∈I,j∈J

D
(W )
J (χ)

= (−i)MW 2

D
(W )
I (χ̄)

(
Σ̃M,N

)
IJ
D

(W )
J (χ)

= (−i)MW 2

i(MN)2ϕM,N(χ) .

To summarize, we see that we have the relation:

ϕM,N(χ) = (−i)(MN)2−M(M+N−1)2 det
(
θi−1
χ̄ θj−1

χ ϕM+N−1(χ)
)
1≤i,j≤M

. (8.61)

The above relation allows the fishnet integral ϕM,N(χ) to be expressed,6 up to6We emphasize that, a
priori, the final equal-
ity is directly justified
only for the lower-loop
cases, where we ex-
plicitly verified the de-
terminant representa-
tion of the Basso-Dixon
periods; see the dis-
cussion around (8.50).
However, since it is es-
tablished in [328] that
the 2D Basso-Dixon
formula holds univer-
sally, it follows that
this equality must also
hold in full generality.

an overall constant factor, as an M × M determinant involving the derivatives
of the ladder integral with W = M + N − 1 loops. This expression is, in fact,
identical to the BD formula for 2D fishnet integrals presented in ref. [328]. The
only apparent differences arise from our normalization of the ladder integrals and
the specific choice of the conformal cross ratio. Equation (8.61) demonstrates that
the BD formula for ϕM,N(z) in two dimensions is equivalent to the assertion that
OM,N = ∧MOW . However, this statement has only been explicitly verified for low
loop orders and remains conjectural in the general case. Nevertheless, since the
BD formula was independently proven in ref. [328], it follows that OM,N = ∧MOW

holds for all values of (M,N). This relation also allows to find relations for the
quantum volume of the associated CY families due to (8.46).
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Conclusion

The unifying objective of the projects presented in this thesis is to develop a
deeper understanding of the mathematical structures underlying Feynman inte-
grals. The two central classes of objects investigated throughout are the geome-
tries and twisted (co-)homology groups related to these integrals. In particular,
we are interested in the interplay between these structures. We explore this both
through general considerations and through concrete examples of integral families
that illustrate interesting key features.

We summarise here the key points of the new results presented in this thesis,
which were obtained during the time of my PhD in varying collaborations:

• The twisted Riemann bilinear relations and (cuts of) Feynman in-
tegrals [Chapter 5]: We explored for the first time explicitly and in detail
the role of the twisted Riemann bilinear relations for cuts of Feynman in-
tegrals. This study revealed that one can always find bilinear relations for
maximal cuts of Feynman integrals from these TRBRs and that many of the
existing bilinear relations in the literature are just manifestations of these.
Additionally, we found that for a basis of differentials in ε- and C-form the in-
tersection matrix becomes constant in the external parameters. This finding
constitutes as step forward in understanding generic properties of canoni-
cal bases for Feynman integrals. Additionally, it provides a tool for finding
this basis in general, which we illustrate with several specific examples, most
prominently the hyperelliptic Lauricella functions.

• Canonical bases for hyperelliptic Lauricella functions [Chapter 6]:
We constructed canonical differential equations for Lauricella hypergeometric
functions associated with genus-one and genus-two curves using the algorithm
of [24] supplemented with our findings on the related intersection matrices.
Additionally we analyse the resulting function space. As these Lauricella
functions serve as a general model for maximal cuts of hyperelliptic Feynman
integrals, such as the non-planar crossed box family, this result is a first step
for the analytic computation of such Feynman integrals.

• Unequal-mass kite family [Chapter 7]: We analytically computed the
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five-parameter kite integral family in D = 2− 2ε, which constitutes the most
generic two-point two-loop scalar integral family that one can write down. In
particular we solved the problem of how to parametrise the kinematic space
of this integral family on the two related tori by integrating over maximal
cuts. Additionally, we systematically write the connection matrix in forms
on these tori.

• (Fishnet) integrals in two dimensions [Chapter 8]: We explored how
2D Feynman integrals can be computed as single-valued versions of Aomoto-
Gelfand hypergeometric functions and in particular as double copies of hyper-
geometric functions. Additionally, we found that conformal fishnet integrals
in two dimensions, which are related to Calabi-Yau families, can be computed
from periods of these Calabi-Yau varieties. This result allows us to study fish-
net integrals with geometric tools and properties of Calabi-Yau periods.

Whilst reviewing iterated integrals on the discussed varieties, we also briefly
mentioned ongoing work on a coaction-like map for iterated Eisenstein integrals.
Together, all of these results highlight the mentioned mathematical structures (can)
play for the computation of Feynman integrals. They provide new tools for iden-
tifying relations, constructing the canonical form and finding deeper algebraic and
modular structures. This is not only relevant for high-precision particle physics,
but also for amplitudes in gravity, cosmology, and string theory. Naturally, in the
computation of real world or phenomenological observables provides a variety of
different obstacles and the computation of multi-loop massive Feynman integrals
is merely a small piece of the puzzle.

At the same time there is a variety of interesting questions building on the
results presented here.

• There are many examples for canonical bases of Feynman integrals in the
literature. In particular, we have employed the algorithm of [24] supplemented
with our results on intersection matrices for several examples. This suggests
that it should always be possible to find a canonical basis, but it would be
interesting to prove this existence and in doing so to understand the generic
properties beyond well-understood examples.

• Beyond theoretical considerations, it would be interesting use the results on
the intersection matrix to find the canonical basis for more complicated ex-
amples.

• The parametrisation of Feynman integral families on complex geometries is
non-trivial but can be crucial as we saw for the unequal mass kite integral
family. It would be interesting to see whether the ideas applied there are also
applicable for other multi-mass Feynman integral families associated to one
or more complicated geometries.

• Having understood how to find a canonical basis for a model of the non-
planar crossed box maximal cut, it would be interesting to solve the full
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integral family, using the understanding on hyperelliptic canonical bases we
developed.

Thus, connection between mathematics and physics in theoretical particle physics
and specifically the integrals appearing in this field remains an interesting area of
study. With the results presented in this thesis, we made some specific contribu-
tions to this field and hope they will be useful for future researchers.
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Basic Objects in Mathematics

In this appendix, we collect definitions for some basic objects in mathematics that
appear in the main part of the thesis and are assumed to be basic knowledge.

Definition A.1 (Algebraic number field). An algebraic number field K is a finite-
degree field extension of the rational numbers Q. Every element of K is algebraic
over Q, meaning it satisfies a non-zero polynomial equation with coefficients in Q.

Definition A.2 (Sheaf). A sheaf F on a topological space X is a functor from the
category of open sets of X (with inclusions as morphisms) to a category (typically
sets, groups, or rings), satisfying the following conditions:

1. Locality: If {Ui} is an open cover of U and two sections s, t ∈ F(U) satisfy
s|Ui

= t|Ui
for all i, then s = t in F(U).

2. Gluing: If si ∈ F(Ui) are sections over an open cover {Ui} such that si and
sj agree on overlaps Ui ∩ Uj, then there exists a unique s ∈ F(U) such that
s|Ui

= si for all i.

In the context of twisted (co-)homology groups, we need specific sheaves:

Definition A.3 (Local System). A sheaf F is a local system local system if it is
locally constant and finitely generated, i.e., for every x ∈ X there is a neighbourhood
x ∈ U such that FU

∼= V U for some finitely generated k-module V . We denote the
category of local systems of X by Lock(X).

In fact, the so-called geometries we study in this thesis are in many cases actu-
ally algebraic varieties, defined by some polynomials. In the simplest (and in this
thesis most common) case that means we consider algebraic curves.

Definition A.4 (Algebraic Curve). A function f(z) defined on a domain D is
called algebraic if there exists a polynomial function P (w, z), such that P (f(z), z) =
0 for z ∈ D. The locus

C := {(w, z) ∈ C2|P (w, z) = 0} (A.1)

is called an algebraic curve. Here, we consider mostly (hyper-)elliptic curves, which
are defined on C or on PC with homogenous coordinates. In the latter case, the
polynomial of course also needs to be homogenous to have a well-defined zero set.
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Definition A.5 (Branch point). Let f : M → N be a holomorphic covering. A
point P ∈ M is called a branch point of f if it has no neighbourhood V such that
f |V is injective. A covering without branch points is called unramified.

The number of branch points of a holomorphic covering of a compact Riemann
surface is generally finite. One can assign different notions of genus to algebraic
curves.

Definition A.6. Arithmetic Genus If d is the degree of the polynomials, the arith-
metic genus of the algebraic curve is

g =
1

2
(d− 1)(d− 2) . (A.2)

For smooth curves the arithmetic genus equals the geometric genus.

Definition A.7 (Lattice). A subgroup U of a finite dimensional real vector space
V is a lattice, if it is discrete and if V /U is compact.

Definition A.8 (Euler Number). The Euler number χ of a topological space X,
denoted by χ(X), is a topological invariant defined as the alternating sum of the
ranks of its homology groups:

χ(X) =
dimX∑

i=0

(−1)i dimH i(X,Q).

The Calabi-Yau manifolds we review in section 3.3 and used to compute fishnet
integrals in chapter 8 are special instances of Kähler manifolds. We will introduce
the basic objects related to these, that are used in definition 3.14 of a Calabi-Yau
manifold.

We already introduced complex coordinates on a complex manifold in (3.1).
Here we give the basic definitions for these objects. A complex manifold can be
obtained from an even dimensional real one by attaching a complex structure,
requiring the existence of certain structures.

Definition A.9 (Almost complex manifold). An even dimensional real manifold
is an almost complex manifold, if it has a differentiable endomorphism of tangent
bundles: J : TM → TM with J2 = −1.

Definition A.10 (Hermitian metric). A hermitian metric is a positive-definite
inner product TM ⊗ TM → C. In local coordinates, it can be written as ds2 =∑n

i,j Gij(w)dzi ⊗ dz̄j. The fundamental form of the metric is defined as

ω = i

n∑

i,j=1

Gijdzi ∧ dz̄j . (A.3)

For a complex manifold to be Kähler, its metric must satisfy the Kähler condi-
tion:

Definition A.11 (Kähler metric). An hermitian metric Gij whose fundamental
form is closed dω is called a Kähler metricand the form ω is called the Kähler
form.
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Computing Intersection Matrices

In this appendix, we give details on the computation of intersection numbers for
twisted (co-)homology groups in practice. In particular, in Section B.1, we explain
basic algorithms and methods for their computation in standard cases. In Section
B.2, we give more examples and in particular ones we need throughout the main
part of the thesis. In the final section B.3, we give a proof for the dependence of
specific intersection numbers on a parameter µ appearing in the exponent of the
twist. This proof is needed for Theorem 4.1.

B.1 Review: Computing Intersection Numbers

Here, we provide a review on how to practically compute intersection numbers for
twisted (co-)homology groups as introduced in [40, 41] in the physics literature.
Note that by now improvements of this algorithm for specific cases as well as
different methods to compute these intersection numbers have been developed in
the physics literature [42, 43, 234–237].

B.1.1 Twisted Cohomology Intersection Numbers

The basic algorithm for computing intersection numbers for a twisted cohomology
group, where the restriction eq. (4.14) holds1 is performed iteratively over the1We briefly comment on

intersection numbers
for relative twisted
cohomology groups
where eq. (4.14) does
not need to hold in the
end of this Section.

integration variables [39, 41, 232]. We first review the univariate case and then
explain the iterative process.

Univariate Case Let φL ∈ H1
dR(X,∇Φ) and φ̌R ∈ H1

dR(X, ∇̌Φ) for some twist Φ
in one variable and an appropriately defined space X. As given in eq. (4.36) the
intersection number between these forms is an integral over the full space X. This
integral can also be expressed as a sum of residues

⟨φL|φ̌R⟩ :=
1

2πi

∫

X

φL ∧ φ̌R =
∑

p∈PΦ

Resz=p [ψpφ̌R] , (B.1)
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where ψp is the local solution of

∇Φψp = φL (B.2)

around z = p. Thus, a crucial part of computing the intersection number consists
of solving the differential equation eq. (B.2) for ψp. Though, since ψp only appears
inside a residue in eq. (B.1) we do not need a closed solution but rather a few
terms of its Laurent series are sufficient. More specifically, we makes an ansatz of
the form

ψp =
max∑

k=min

cp,kx
k
p , (B.3)

with xp a local coordinate at p and

min = ordp(φL) + 1 and max = −ordp(φ̌R) − 1 , (B.4)

where ordp denotes the lowest non-vanishing order of the expansion in p. If max <
min, the local solution ψp does not contribute to eq. (B.1).

Example B.1 (2F1: Intersection Numbers). We consider as an example the hy-
pergeometric 2F1 function of Examples 4.2 and 4.5. For the basis and the dual basis
we choose eq. (4.46) and eq. (4.47). By expanding these forms in local coordinates,
we obtain the following lowest orders and respective minimal and maximal orders
we need to compute of the ψp:

Form ord0 ord1 ordλ ord∞
φ1 0 0 0 -2
φ2 0 0 0 -3
φ̌1 -1 -1 -1 1
φ̌2 -1 -1 -1 0

p 0 1 λ ∞
min1 1 1 1 -1
min2 1 1 1 -2
max1 0 0 0 -2
max2 0 0 0 -1

Table B.1: Lowest orders in the local expansion of the bases eq. (4.46) and eq. (4.47)
and the corresponding values for min and max.

Most contributions to the intersection numbers vanish, which simplifies the cal-
culation.

⟨φ1|φ̌1⟩: Reading off from table B.1, we find, that min1 > max1 for all poles. Thus,
we immediately see:

⟨φ1|φ̌1⟩ = 0 . (B.5)

⟨φ2|φ̌2⟩: Reading off from table B.1, we find, that min2 > max2 is true only for the
pole at ∞. With the differential equation of eq. (B.2) we find the series

ψ22
∞ =

Å
1

2 − a+ c

ã
1

z2∞
+

Å
b− c+ aλ

(a− 2 − c)(a− c− 1)

ã
1

z∞
+ O

(
z0∞
)

(B.6)
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in the local coordinate z∞ near ∞. Consequently, we obtain:

⟨φ2|φ̌2⟩ = Resz=∞
[
ψ22
∞φ̌2

]
=

1 − a+ b+ λ(1 + c)

(1 − a+ c)(2 − a+ c)
. (B.7)

Similarly, we obtain the off-diagonal intersection numbers and overall the intersec-
tion matrix is

C(λ) =

Ç
0 1

1−a+c
1

2−a+c
1−a+b+λ(1+c)
(1−a+c)(2−a+c)

å
. (B.8)

Multivariate Case We follow here the algorithm given in [41] based on [46]
and also refer to these sources for more details and many instructive examples.
This algorithm relies on computing the intersection numbers recursively integra-
tion variable by integration variable and the univariate intersection numbers are
obtained by the formulae already given above. In that sense, we now consider a
generic twisted cohomology group Hn

dR(X,∇Φ) and its dual Hn
dR(X, ∇̌Φ). Elements

from these cohomology groups can be decomposed into components of a n − 1
dimensional space and a one-dimensional space:

⟨φL| =

dn−1∑

i=1

⟨e(n−1)
i | ∧ ⟨φn

L,i| ∈ Hn
dR(X,∇Φ) (B.9)

|φ̌R⟩ =

dn−1∑

i=1

|ȟ(n−1)
i ⟩ ∧ |φ̌n

R,i⟩ ∈ Hn
dR(X, ∇̌Φ) , (B.10)

where dn−1 denotes the dimension of the subspace of the twisted cohomology group

in variables z1, . . . , zn−1. The forms e
(n−1)
i , ȟ

(n−1)
i are basis elements2 of these (n−1)-2Note that a suitable

choice for these inter-
mediate bases greatly
simplifies the computa-
tion in praxis.

variable subspaces and φn
L,i, φ̌

n
R,i are one-forms in the variable zn. We assume, that

we have already calculated the intersection numbers of the n− 1-variable subspace
and the intersection matrix with entries

(C(n−1))ij = ⟨e(n−1)
i |ȟ(n−1)

j ⟩ (B.11)

and compute the projection onto the (n− 1)-variable subspaces as

⟨φn
L,i| = ⟨φL|h(n−1)

j ⟩
Ä
C−1

(n−1)

ä
ji

(B.12)

|φ̌n
R,i⟩ =

Ä
C−1

(n−1)

ä
ij
⟨e(n−1)

j |φ̌R⟩ . (B.13)

Then the recursive formula for the intersection number is

⟨φL|φ̌R⟩ =
∑

p∈Pn

Reszn=p

Ä
ψ

(n)
i

(
C(n−1)

)
ij
φ
(n)
R,j

ä
, (B.14)

where the functions ψ
(n)
i are defined as the solutions of the system of differential

equations

∂znψ
(n)
i + ψ

(n)
j B̂

(n)

ji = φ
(n)
L,i with B̂

(n)

ji = ⟨(∂zn + ωΦ,n) e
(n−1)
j |ȟ(n−1)

k ⟩
Ä
C−1

(n−1)

ä
ki
.

(B.15)
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and Pn is the set of poles of B̂
(n)

. We refer to the literature mentioned above for
more details.

See also:
Relative twisted coho-
mology groups are dis-
cussed in Subsection
4.2.

Relative Twisted Cohomology Intersection Numbers The only significant
difference when considering forms from relative twisted cohomology groups in the
framework discussed in this thesis is the appearance of the forms δ(. . . ) in the dual
forms. In the univariate case, the local intersection numbers of δ forms are given
by simple residue

⟨φ|δzi(1)⟩ = Resz=zi

Å
Φ

Φ|z=zi

φ

ã
(B.16)

and the intersection numbers twisted of co-cycles that do not involve these objects
are computed exactly like in the non-relative case of eq. (B.1):

⟨φ| [ϕreg]c⟩ =
∑

k

Resz=zk(ψkφ) . (B.17)

The multi-variate case generalises in a similar way: The multivariate intersection
number between a twisted co-cycle φL in n variables and a twisted dual cocycle
that takes the form

δz1,...,zm (φ̌R) = δz1,...,zm (fR dzm+1 ∧ · · · ∧ dzn) (B.18)

is computed by the prescription

⟨φL|δz1,...,zm (φ̌R)⟩ =

≠
Resz1=0,...,zm=0

Å
Φ

Φ|z1,...,zm 7→0

φL

ã
|φ̌R

∑
. (B.19)

The outer n−m-variate intersection number can be computed in the non-relative
framework. For further details and examples we refer to [49, 239].

B.1.2 Twisted Homology Intersection Numbers

See also:
The computation of
homology intersec-
tion numbers plays an
important role for com-
puting single-valued
versions of twisted
periods (e.g. the
single-valued hyperge-
ometric functions of
Section 4.3.2 and thus
also for computing
single-valued Feynman
integrals which are the
topic of Chapter 8).

♠ The review and examples presented here closely follow 8.1 is based on pub-
lished results [36], which were obtained in collaborations with Claude Duhr.

The discussion we give in the following Section is applicable for cases, where all
factors Li(z) of the twist are linear in the internal variables z, meaning the Σi are
hyperplanes defined by linear equations and where the condition in eq. (4.14) holds.
We comment on what changes if eq. (4.14) does not hold and also briefly comment
on degenerate arrangements at the end of this Section. We follow the notations and
definitions introduced in Example 4.3. We aim to give a pedagogical introduction,
following [228, 231, 233, 281, 337–345]. The following factors commonly appear in
the computation of homology intersection numbers due to analytic continuations
of the multi-valued twist:

cj = exp(2πiαj) and dj = cj − 1 . (B.20)
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Their products are denoted by

cjk... = cjck . . . and djk... = cjk... − 1 . (B.21)

Let |γB] ∈ Hn(X, ĽΦ) and [γ̌A| ∈ Hlf
n(X,LΦ) with the local systems defined by

a twist Φ with only linear factors. Both of these cycles can be decomposed in
embedded simplices as in eqs. (4.21) and eq. (4.28). The intersection number of
these cycles is

[γ̌A|γB] =
∑

v

[γ̌A|γB]v =
∑

△,□

∑

{v}∈△∩□
c△ d□Φ△|v Φ−1

□ |v Iv(△,□) (B.22)

with the sum taken over all topological intersection points v of the simplices △ and
□ and Iv(△,□) the local topological intersection number at an intersection v:

Iv(△,□) =





+1 △ and □ intersect with positive orientation at v :

<latexit sha1_base64="dh/P6+vqOwJEEjkdJ0/zQWAbLtM=">AAAIZXicnVTLbtNAFL00PNLyagGxYYEFVGpFajkpfQhUVMJzg1QELZWSqho709TKxHbHk0BqZcEWtvwcX8APsGTBmbGdkrZpC2PFc+fOPeeee2diNxJ+rBznx7mxwvkLFy8VxycuX7l67frk1I2NOOxIj697oQjlpstiLvyArytfCb4ZSc7aruAf3dZzvf+xy2Xsh8EH1Yv4Vps1A3/H95iCa3tq7Ffd5U0/SJTf2o98T3Uk70/UG5J9smac0pxjOwuzVhA2eM3lIvy0ZSX1uM2ESOqKf1ZGQBJKFjQ57H6SPOg+6GM8OeAo2zkDc8MuP5ahwWSrKjpcE9TjvQ6TfJgGJCUno5F+c1eNpHktOQ8Mj5I+dImcybIsQ1YbRJXQmZ6ldn2vVZp7uqXFIsfc3CDdIZBWOBqTVgrFRmS8yyK+4vnSE7y04wux4goGjBV7TPAVB8jys1mLKWsGTV7SJEn/iWVNTI/Ml0OkB2PZeYzHrswCY8Y/AOcXcyjqO7vcaiq3Yi+fVW31f9VWj1ebYgbXLRU6WOaHkVahhS5ESh8IDxrD93t78j4uthnWUaOcGfdX79Uffv+x2lsLp8ZKVKcGheRRh9rEKSAFWxCjGE+NyuRQBN8WJfBJWL7Z59SnCWA7iOKIYPC28G5iVcu8AdaaMzZoD1kEfhJIi6bxe2UYXUTrrBx2jPk3fvvG1xyZITHMWmEPswvGccP4Fn5Fu4g4DdnOInMtpyNr6FMX1UfYG67s81Bto3uiaIeWDcIHQ2Q8ukveQMUL7Ej4WmbHopcmsgkO16y7yBFgXkd2fUY5g2X61cDMzMwNS5AxMvBJzPrstJ7RvUkj9ofONvcJzC549Jn1shryU+Ng0XFaXUwlo8Az/WB/+W3TdQm2tKo4y6Ojd4yP/9XJBP40+rWpRtfTN/eojfwtY5eRy6YK3tpyjH0yp0JVkvbwPsyl0Ut4Suiak71tw5tbi2fUW4WnY/4hx6ldzJTm2k/mTHsYmPNJ/Ud15wof0cLAPqjkLMrfYm7T++w+cFSQ3ovRuSp4DrLN414frBys+vgWlQ9/eY4aGxW7vGiX3+GjVKV0FOkO3aMZqF6iVXpDa7jtXqFW+FL4Wvh26WfxavFW8XYaOnYuw9ykoVG8+wcMyPwB</latexit>

v

⇤

4

−1 △ and □ intersect with negative orientation v :

<latexit sha1_base64="7otCSy+80apQQPUMheAeihKnnDU=">AAAIZXicnVTLbtNAFL00PNLyLCA2LLB4SK1wLSfQh6iKSnhukEDQgpRUaOxMUysT2x1PQlMrC7aw5ef6BfwASxacGdtp0zZQGCueO3fuOffcOxN7sQgS5bp7pyZKp8+cPVeenDp/4eKly1emr64nUVf6fM2PRCQ/eizhIgj5mgqU4B9jyVnHE/yD136q9z/0uEyCKHyv+jHf6LBWGGwGPlNwfZqe+NnweCsIUxW0d+PAV13JB1ONpmSfrRnXnnMdd37WCqMmr3tcRJ83rLSRdJgQaUPxHWUEpJFkYYvDHqTp3d7dAcZywVFx5m03Z5BBa0sdy9Bksl0TXa4JGsl2l0k+SuPaIMppmBf1+Fial5Lz0PAoGUCXKJgsyzJk9SKZjcb0LbUV+G177vGGTgKlc3ND0Ycwhnk8KJMIxUZkssVivuIH0hfc3gyEWPEEA8ZKfCb4igtk5cmsxZQ1gyYvapJ0sGxZU/fGiiwg0oex5D7C41RngTHjH4APFgooCjy53Fomt+osnVRt7X/V1o5Xm2GG1y0TOlwWh5FVoYXOx0ofCA+bo/f705U7uNhmWEeNSm7cWb3duP99b7X/JpqesKlBTYrIpy51iFNICrYgRgmeOlXIpRi+DUrhk7ACs89pQFPAdhHFEcHgbePdwqqee0OsNWdi0D6yCPwkkBbdw++FYfQQrbNy2AnmX/jtGl9rbIbUMGuFfcweGCcN42v4FW0h4m/ITh5ZaPk7so4+9VB9jL3RynZGahvfE0WbtGQQARhi49Fd8ocqnmFHwtc2OxY9N5EtcHhm3UOOEPMasuszKhgs068mZmZmbljCnJGBT2LWZ6f1jO9NFrE7craFT2D2wKPPrJ/XUJwaB4uO0+oSso0C3/SDHfA7pusSbFlVSZ5HR28aHz/QyRT+LPqlqUbXMzD3qIP8bWNXkMuhKt7aco39Z06FqiRt432YS6MX8djompu/HcNbWAsn1FuDp2v+IcepXciVFtr/zJn1MDTnk/mP6i4UPqT5ob1fyUmUv8bcoXf5feCoILsX43NV8exne4B7vb9ysRrgW1Q5/OU5aqxXncqCU3mLj1KNslGmm3SbZqB6kVbpFb3BbfdL9dKX0tfSt3M/yhfL18s3stCJUznmGo2M8q3fCnD8AQ==</latexit>

v
⇤

4 .

(B.23)

We also denote [γ̌A|γB]v the local intersection number at v. In the following, we
illustrate the computation of uni- and multivariate intersection numbers with this
formula.

Univariate intersection numbers There are three distinct configurations in
which the twisted cycle and the dual locally finite cycle can intersect. We examine
each case individually, as outlined in ref. [233].

Local intersection with agreeing branches of the twist.

<latexit sha1_base64="llVc1RJ4wfZvYOiAEW8CctaffcE=">AAAQ53icvVfLbttWEL1x+khkp5XbZTfMw4CFUgRJiaIdw4Xruk03QdOHkwCWYfBxLbOiSJWklNiCvqGboui2n5VF/6SLnjskJVOyXklQChbvHc6ceZy5Q9nu+l6cqOqbW2u3P/jwo4/v3C2tb9z75NPy5mfP47AXOfzYCf0wemlbMfe9gB8nXuLzl92IWx3b5y/s9jfi+Ys+j2IvDH5JLrv8tGO1Au/cc6wEorPN9X7T5i0vGCRe+6rrOUkv4sNSMwhdfhJfWF2+73iR43P53PP9fdu3nLYsxY7l8331VNrWvq5IViJtq7JakQbDPUkqbTXdyHp14lpR+9DvcRneL6XkwnPauX7kYLGjPsZH0SuwoWsFw1ojNy3BMDVLQ3PDJOGuPDKraoohQqtWpW2dlnuLTGq5vpnpkzJSVHS5qipaoyJRdWzuh69OpUEz7li+P2gm/HVCfAwIdzgYPFIfDXFd8yhyexJxHhSTU5XduvCqKJITBkkU+jESVXRDOFQb9EAITBJoFWkBpFz9SpRMqWUARpoQBDsjwd7qJMPUMMZEz01pimjTGDO9MPIC2UZtZF7aWnRl2GFkBS0OOtKURtvTlEfkkGZMXdFNcpZnNB9MNBl125mkCELIrMAVxTXSHTS24UHZrUywNIGbk6QLO7OeU6SbtCWGlsh2VQ41RZui8Aeqzk/cvW+q9+UbiQAN9ceaok6SSE0lU09SJJYd9vmNh6LgRByOpsv9xMpOyOJM/x+NletZJ/5WPxLpCKOufhunmjjH+so0pudJeN7NiMxpxKRAa5gLZ9s0jV0v43DlNAwx0Jao3VQvag1jVDycsKX9HuXl2xm7XTSba0o+dAtHv14YzXkXLDWXa8puNpdr6aHPsGiuz38JHr3t2/Po5rdnTn7aT1p9+Vdb08dvDNc6+zUnf9HYNVYdugbm7dRLsYFpk3a+GLMmrY2lBm1DaVCd9azo2Dfy/fuZPxOnMC3BaEuvEVMMd2NcB+16HUihLhRqxvLjVJDRL5AwJwJj/BNiRghG3pzmOwUhupzYKyIkXnA5E6B6bZTkGLV3xsg6Znq0zcVRJ0HSuun626HwwC38wJZKZ+WHKDJd0vRCyxYPDx40v/zjzcHls3BzTWZN5rKQOazHOoyzgCVY+8xiMT4nTGMq60J2ygaQRVh59JyzISvBtgctDg0L0ja+W9idZNIAe4EZk7UDLz7+IlhKbAt/3xGiDW3hlWMd4/4v/q5I1prpYUDIIsJL3G0g3iXEp5An7AIaiyw7mWYey2LLE9Spj+y7eFbM7HUht9k1Sdg52yELDwhdkogqOaMojvAkgqxNTyT2LWm2gGHTvg8fAe7H8C44yhEkqpeLu0V3TihBhmgBL8JdcCfimV2bVOOqwG0u83G3gSM4u8xyyFnjQBF6IrqYyRSBQ/WwrskVqnoEtDSrOPMjtM9Jxq9VcgB5qv2EshH5DKmPOvDfprUGXwrT8S1WKq3nYybIKmK/4XsSS1ib+Miompp9K4SbrxpLxnsISY9OyE3RNrJI89jnY6Y1DIifVD4ddx5hnRmj9TiTZSJ/inuH/Zz1A0cGaV/M9qXjM/ZWQ1+Pdyp2Q8wibXLyTC+e6/jfV9F+xFA6ZOl1h33BHrBtRG2yA/Y9e4Zud9b/2bi9sbFxr+yVfy//Wf4rVV27ldl8zgpX+e//ANNtYI4=</latexit>

0

�

⇡

�j

v

v�⇡�⇡

0 0

Figure B.1: Illustration of two configurations where the cycle and the dual cycle
intersect with agreeing branches of the twist near a point 0 or λj.

We consider first a local intersection at a point vC1 near a puncture, where the
branches assigned to the cycle and the dual cycle agree. In this configuration, the
local intersection number is simply

[γ̌A|γB]vC1
= ± 1

dk
, (B.24)
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with the factor 1
dk

from the regularisation in eq. (4.32). One such configuration is
depicted in the left panel of figure B.1 with the cycle γj and dual cycles γ̌j: The
interval ∆γ̌j = (0, λj) meets its regularised version ∆c

γj
at the point vC1 near the

branch point 0 ∈ Σ. At this point, the twist (more specifically its factor Lα0
0 (z))

was analytically continued for both, the twisted cycle γj and its dual γ̌j. Thus,

[γ̌j|γj]v =
1

d0
eiδa0e−iδa0(−1) = − 1

d0
. (B.25)

A second such configuration is depicted in the right panel of figure B.1. Here, the
intersection vC1 is actually the only one between the locally finite dual twisted cycle
η̌j+1 and the twisted cycle ηj (as defined in eq. (4.30)). Apart from the factor Lj,
all factors of the twist agree on the intervals (λj, λj+1) and (λj−1, λj). Following
the choice in eq. (4.31), the arguments of the factor Lj(z) are given by:

arg[Lj(x)] =

®
0 on the interval (λj, λj+1) ,

−π on the interval (λj−1, λj) .
(B.26)

Since the twist is analytically continued along Sϵ(λj+1), the argument of its factor
Lj(z) picks up an extremely factor of π at vC1 on ∆c

ηj
. Consequently, the branches

of the twist assigned to the two cycles agree again at vC1 and we obtain:

[η̌j+1|ηj]vC1
=

1

dj
. (B.27)

Local intersection near a point y−1
i with disagreeing branches of the twist.

If the branches of the two cycles disagree at a given point, we generally pick up
factors cj due to the analytic continuation of the twist. An example for this config-
uration is given in figure B.2, where we depict the intersection between the cycles
ηj and η̌j−1 as defined in eq. (4.30) near λj.

<latexit sha1_base64="QpjLO41e1tBP29AXWmmSLWSnXyc=">AAALy3icrVXJcttGEB0rDmOTWazkmMt4URVZAVFYCFISSy5FUexcVHEW2a6QKhWWEYUQBBBgSJtCeMwf5IfyGf6CXJO7D+npAbjJlKgkQBEz0+h+/fpNY+jEgZ9yTXtza+O92++XPrhzt1z58KOPP7m3+enzNBomLjt2oyBKXjp2ygI/ZMfc5wF7GSfMHjgBe+H0vxLvX4xYkvpR+CMfx+xkYPdC/8x3bQ6m083ST12H9fww437/IvZdPkzYpEwp7XqJ/arjBLbbV7yIc+YplJ/7bv+EVk1Fq9F6nVZbqgXTdnnrumsNj24YeayTntsx23P9xA2YcuYHwZ6kQFPXDtieBtn1L2vU5rTaUA2RnWaTNqVlydezk/7ThLFQgaLHkrBSf1xEJS5MtrVd09J2NbVl1dp5IK1aiq6aNYokHBZEr05o1k0HdhBkXc5ec5Q6+zaxwx77nnn3W9r9SZY96sb+owlc7Zvzt4DAOvznyWu7gv6U+s1T7ixnXKhIeadiRdIdkRM6Y+2sh8VGbc+yTltrRamFKqpK3SjkSRSktNpUTaWuqTqaxbKFS6tG21cDykqaqiH8tW1Ltm0Op+2I+K1Z9EEwZEvCH851jdDAAA3kdYNAs1mETrtN1bGC1rUdh6pipwXwVXv26c9Fv2H2CLcPXOUeTJdCSSGj3CBaNVQr5rV2+SrODXWncUn6huBpoLGKqhnQeouiLyFJzU21KUMNqTmsm8X6fzowFvtXCjBdYj2G7BNzpoM+r4Nw0S3ZSqa1/scvtmM0vw2iPOxxRLCdaMQEAvfD8UqA+tzRUWCY/xmjiSfyTTC0ZQD93wKw0Fv4Gzm99xA+Mrzo5YmeTx7uP+h+8fub/fGzaHNDIV3ikYi4ZEgGhJGQcJgHxCYp3B2iE43EYDshGdgSmPn4npEJKUPsELwYeNhg7cOzB6tObg1hLTBTjHYhSwC/BCIp2YLfE0R0wFtkZTBPYXwLvwu09VZmyBBZMBzD6ADiXUQ8Ajsn5+BxXeQg9yy4XB/ZAZ1GUH0M7xYre71Q22pNODkj2xjhA0KMFqGSO2VxCG8SsPXxDSVfo2cPMBxcjyBHCOMxZBd7VCBQ1MuD0caRIUqYI9qAl8Ao9k7wWa2N9LhY2NvCFsDoAI7Ys3FeQ7FrDFCEn2CXEgUZuKiHPWdXUfUE0GRVaZ5HeJ+hjc0pmYFdej/FakQ9E+yjAeTv41yHXCox4ClmGs6vxuRQVUJ+gecylohuwa2Aalr+VBG3mDXX5HsAliF+Ie9i28yZFtyvxpQahrg/0n6Zd8GwQazpfFbJOsyPYByQH/J+YFCB7IvVuQy4Z9lM6OvZSoOVOIv05ZPn8uS5oepwAH4Hh9IBkdcd8jl5QKrAukX2yTfkGXS7W/qj9Gfpr9LflaNKWrmo/CpdN27lMZ+Rhavy2z+v6vUs</latexit>

⇡

�j
v

�⇡�⇡ 00

Figure B.2: Illustration of a configuration where the cycle and the dual cycle in-
tersect with disagreeing branches of the twist near a point λj.

The arguments of Lj on the respective intervals are as given in eq. (B.26). In
regularising the dual cycle, we additionally perform an analytic continuation of the
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twist along Sϵ(λj) through the upper half-plane, which gives an extra argument
of π at vC2 on ∆c

ηj
for the factor Lj of Φ. Consequently, the twists at this point

contribute the factor

Φ|vC2∈∆c
ηj

Φ−1|vC2∈∆ηj−1
= e2πiαj = cj , (B.28)

and overall, the local intersection number at vC2 is

[η̌j−1|ηj]v =
cj
dj
. (B.29)

The latter two examples illustrate why the choice of arguments as indicated in
eq. (4.31) is equivalent to saying that the functions are defined on the lower half-
plane: As long as we only analytically continue in the lower half-plane, we follow
the analytical continuation indicated by this choice of arguments and stay on the
same branch. If we analytically continue through the upper half-plane, we land on
different branches.

Local intersection on the interval between two points

The local intersection number at a point on the interval between two punctures λi
and λi±1, where the regularised cycle has not been analytically continued, is just
the topological intersection number ±1.

We can now compute the self-intersection of γj as defined in eq. (4.29) in two
ways:

Example B.2 (Self-intersection of γj). We generally deform the dual contour ∆γj

and depending on the chosen deformation, we get different intersection points, but
we see that for the two natural deformations the overall intersection number agrees.
Deformation 1: We depict the first possible deformation in figure B.3.

<latexit sha1_base64="G0XzqyKeuMrdgKB4qBy/cTbp4iQ=">AAAMe3icnVXdcttEFN6GH7eOoQ1ccrNDkhmbkTWSXDmGEKaYQrnpUH7Sdsb2eFbSxhGWJVeSTRONn4NbeAlegKfgQeAKZvh2JVmxEzt2pbF29+ic73zn7Ke1NfbcKNa0v+7svPX2O++W7t4r71bee//+g70PnkfBJLT5qR14QfjSYhH3XJ+fxm7s8ZfjkLOR5fEX1vAr8f7FlIeRG/g/xRdj3huxge+euTaLYervlcpdiw9cP4nd4eXYteNJyGflrhOyX2i1rqmmgkfTrFE/cHiHWcGU92jSjUbM85JuzF/HkkNiecwezpLkQDuY4TrOIRqqLhCOtkDoeqDvsP7PGRKlVIJ1HBYOn4Sc+woquqDxuWsPe7SqqYapaDWqqtQO/DgMvIhWdWFEYqNGme+IdSNfw49WjSzoFnil/gUyyBL0xlGN1usCSjPnBhQq64rO2Zif2G5oe1w5cz3vRNaj0MhmHj/RBMqX4BKjq3qWO5kdU1peW5uMCW1MWtpnuEUjESSvNZEZ7avBDdOch2/P2diQ8g2JzUbBu3yYycKELPRlSRRamENLPTzmXsz6SdIdsNGIzfr67KCQWCcImT/giEtLmC97mX7BOi1RVGGO49rxFf5tb8IXO46YhwhStdaSojQYW5maoKN0BQ/oQRdZ1sAqn9d7IvunqW6WgI30I8uxjUy5y+hznaab5ARxzB2l4G2ktQqFZnS2Fia2qdjkw3VduqZLo5Dl5oGNZh6K6jan28412dqUbftN2bZvZnur8hqrZfeddPsBeyej5stUe5oOYZmtIljfNDg/4XTzDYJBUQavzJySEx9G89aTfA4svt5pX1/8RwBPkUnbGsdYxDHUplIXZ/G2OI0ch/vOwt9e/8E+eMmLXp/o2WT/0cHff/w53f3nWbC3o5AucUhAbDIhI8KJT2LMPcJIhLtDdKKRMWw9ksAWYubK95zMSBmxE3hxeDBYh3gOsOpkVh9rgRnJaBtZPPxCRFJyiN83EtGCt8jKMY8w/ovfpbQNVmZIJLJgeIHRAuI9ifgU9picw+O2yFHmmXO5PbKDPk1R/RjvFit7vVDb6p7E5Iy0ZIQLhLG0iC7ZcxaP8SaEbSjfUPK19BwAw5LrKXL4GE+RXexRjkBlvxyMTI5covgZIgNeiFHsneCzujepx+XC3uY2D6MFHLFnF1kN+a5xoAg/wS4iimRgy36wK3ZVdj0EWlpVlOUR3mfSxq90MoE99X4iqxH1zKSORsg/lHMduVRi4Clmmpyvx4xRVUhe4bmMJaKPcCvompY9VYmbz5ob8m3DMpFfyE1smxnTnPt6zLSHvtyf1H6dd87wITHn86KSTZg/xTgiP2Z64Kgg1cXqXAbuIlsDui5WGlbiLNKXT57rk+eGqjdV/XscSm2SXnfJR+RjUgXrI/KIfEueQe126VXp19Jvpd93/6vsVz6pKKnrzp0s5kOycFXM/wHMADZw</latexit>

0 �j

v1

v2

v3

Figure B.3: The self-intersection of the cycle γj as defined in eq. (4.29) with three
local intersection points v1, v2 and v3 marked.

We already saw how to compute the local intersection number at each of these
local intersection points. At v1 and v3, the twist is analytically continued but the
branches chosen for both the cycle and the dual cycle agrees. At v2 we are far away
from the branch points. Overall, we find:

[γ̌j|γj]v1 + [γ̌j|γj]v2 + [γ̌j|γj]v3 = − 1

d0
− 1 − 1

dj+1

= − d0,j+1

d0dj+1

. (B.30)
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Configuration 2: We depict the second configuration in figure B.4 and in this case,
there are only two local intersection points.
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0 �j

v1 v2

Figure B.4: The self-intersection of the cycle γj as defined in eq. (4.29) with two
local intersection points v1, v2 marked.

At v1, the branches of the twist assigned to the cycle and the dual cycle agree
and at v2 they don’t, as the branch assigned to the regularised cycle is continued
around Sε(λj). Consequently, we find:

[γ̌j|γj] = − 1

d0
− cj

di
= − d0,j+1

d0dj+1

. (B.31)

Multi-variate case In general, intersection numbers in multi-variate spaces can
be computed recursively as described in refs. [228, 231, 338]. As in the cohomology
case, the computation relies on a recursive decomposition of the n-variable prob-
lem into lower variable computations with the univariate case being computed as
already explained above. We do not review this process in detail here but instead
just give the resulting formula [228] for the twisted cycles that are supported on
chambers bounded by hyperplanes.

As in the univariate case, keeping track of the branch choices is of particular
relevance. In diagrams, we indicate with “+” that we choose arg [Lj] = 2nπ in a
given region and with “−” that we choose an uneven multiple of π for arg [Lj] in that
region. Let γD ∈ Hn(X, ĽΦ) be a twisted cycle supported on the regulated chamber
∆D and γ̌E ∈ Hn(X,LΦ) a dual twisted cycle supported on ∆E. Let ΣD,i1 , . . .ΣD,iq

be the hyperplanes meeting normally along the topological intersection of ∆E and
∆D and Σi1 ∩ · · · ∩ Σip the boundary of its interior. In general, we choose the
branches

arg[Li1(x)] = · · · = arg[Liq(x)] = 0 on ∆D , (B.32)

arg[Li1(x)] = · · · = arg[Lip(x)] = −π on ∆E (B.33)

and arg[Lip+1(x)] = · · · = arg[Liq(x)] = 0 on ∆E . (B.34)

For this branch choice, the intersection number is [228]

[γ̌E|γD] = (−1)n−p ci1 . . . cip
di1 . . . dip

Ñ
1 +

n−p∑

k=1

∑

ip+1≤j1≤···≤jk≤iq

1

dj1 . . . djk

é
. (B.35)
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The summation over the ji is taken such that we only consider j1 ≤ · · · ≤ jk with

∆D ∩ ∆E ∩
⋂

ji∈j1...jk
Σji ̸= 0 , (B.36)

meaning, we are now summing over intersection planes instead of intersection
points. Note that in the two-variable case, we can simply read off the self-intersection
number from a graphical depiction of the intersecting cycles via the following simple
set of rules:

• assign to the barycentre a 1

• assign to each edge a factor 1
di

• assign to each vertex between two lines3 a factor of 1
didj

3The case where more
than two lines meet
is degenerate and dis-
cussed below.

The self-intersection number is then the sum of all these contributions assigned
to the chamber. Additionally, note that the intersection number of any other
choice of arguments, different from eq. (B.32) can be computed by attaching an
appropriate prefactor of powers of ci to eq. (B.35). For the self-intersection number,
this prefactor is always one, since we change the branch in the same way for the
cycle and its dual. Thus, it is convenient to work in a homology basis where the
cycles do not intersect each other and the intersection matrix is diagonal.
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Figure B.5: An example for a configuration of hyperplanes bounding two chambers
D and E. The upper panel depicts the configuration of hyperplanes with both
chambers and the branch choices of the Li(z) indicated by + and −. The lower
panel shows just the chamber D and put points on each crossing, boundary and
plane to indicate what they contribute to the self-intersection of the chamber la-
belled D.
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Example B.3. As an example we consider the arrangement depicted in figure B.5.
We consider a cycle and dual cycle supported on D and E respectively and the inte-
rior of their topological intersection is just the boundary Σ3, which is intersected by
the hyperplanes Σ1 and Σ2. We assign to these hyperplanes the following branches
of the twist:

arg[L1(x)] = arg[L2(x)] = arg[L3(x)] = 0 on ∆D , (B.37)

arg[L1(x)] = arg[L2(x)] = 0 and arg[L3(x)] = −π on ∆E . (B.38)

Then, by eq. (B.35):

[γ̌E|γD] = − c3
d3

Å
1 +

1

d1
+

1

d2

ã
= − c3d12

d1d2d3
. (B.39)

Similarly, one obtains the self intersection number of γD:

[γ̌D|γD] = 1 +
1

d1
+

1

d2
+

1

d3
+

1

d4
+

1

d1d2
+

1

d2d4
+

1

d4d3
+

1

d3d4
=

d13d24
d1d2d3d4

.

(B.40)

As illustrated in the lower panel of figure B.5 one can also obtain this result graph-
ically by adding up contributions from different kinds of boundaries (•,•,•).

Degenerate arrangements The preceding discussion excluded degenerate ar-
rangements, e.g., with vertices where more than two hyperplanes meet. We briefly
comment on these cases and give an example, but for a more detailed discussion,
we refer to the literature e.g. ref. [346].

In general, one can consider degenerate arrangements with more than two hyper-
planes meeting in a point by blowing up the degenerate vertex into an arrangement
in general position. In figure B.6, we show how this would look for a case where m
lines meet.

<latexit sha1_base64="XV7jbsCiWiBZEC7wRjb2CYSmE0M=">AAAPVHicpVbbbttGEN04TROrrR23j31ZJDHgwKRA0pEYx3Dgpu4FBQKkSJ0EEA2DpFYSoSWpkivbEqG/6LcVyHN/Iw+dHZKSSVlXUyB3djhz5rpDOT3uxULTPt/buP/Vg68fPtqsfPPtd1vbj3e+/xCH/chlZ27Iw+iTY8eMewE7E57g7FMvYrbvcPbR6f4s33+8ZFHshcFfYtBj577dDryW59oCWBc7m/9ZDmt7QSK87rDnuaIfsVGFUmo1I/uq4XDb7SpUdDy3e073VEPRnlNVpXtIHM0U1BTVSAU1xZgnqFdrCtyprCp3Km7na6hFlUwDxTOLQdhkDdsJL9k5TazYtzlPLMGuBaYsQcxRkjyz3ntt374wno3gGkOkoGYGE3ntjlgKRi/CYJJWhNCmPVHXccXPcVAv7tg9dux6kcuZ0vI4P86yGrs2Z8eazOtPz6ktZPowncnoiNLKzQo0QyFYU6HQToO0Gor6OleMXLp3qL3SD+AG9SO6jmF1XcuGqb060Memd/Ea94Ms5vIdcTrdDFDH6go9dVruA4mgTiAcxsOrRRCJ4Y+KKOpaMP6+XsbRsKdWRDFu82bFtPhFCE1Go9XKCK0wFEEoWOwNWWIhiBNeJ1cdT7DR7S3P7aDNGdUs6JSY+laEe7QG5nZvXMVNacbkfZaPmheQqGzevUzJ2WNpIrlArjC+apPpNUuhXlCoL1YwCwrm1Hwc25yX9qVHZR2aYHWsqUNWl71QK/fkEji3tGb9bgGWDq+5ZoBTMOsHWD7B5t0CLH1iJh2JcJy18AsjvGBwEyViTYmxP1d5/H0qazu8z6S6Ol2qtW3X72bbvIttc03b40Orvp6c2MN8dhzmUyazku0XmcjK289dZEGz8H/u4vFTGLR40WlCz4inJ0+s/X8+nwzehTsbCrFIk4TEJX3iE0YCIoDmxCYx/BpEJxrpAe+cJMCLgPLwPSMjUgHdPkgxkLCB24VnG3aNjBvAXmLGqO2CFQ53BJqU7ML9KyI6IC2tMqBjWL/APURee6aFBJGlhwNYHUDcRMS3wBekAxKLNP1MMvdlsWYD8nQJ0ffgXTGy60Jss3MiSIu8RA0PEHrIkVlyx16cwpsIeF18Q8kvKNkGDAf3l2AjgPUMrMsa5QgU89WE1caVIUqQIdqAF8Eqayf9mZ2bVGJYqG3O47A6gCNrNshiyKvGAEXKSe9ioqAHLubDvsGvYtYjQEujijM7UrqFPHYjkwnwU+nfMBoZzwj7yAf7XaR1sFUlBjwlpSE9H1NAVBH5G55lLKltwk+BrGnZs4q4OVVf0t83wOnjCbnN23rmae77fMw0hwHWJ+VP+517+ILUxvQkkmU8fwurT95n/cAggrQvZtsy4DexdgB9PdlpsJOzSC9Pnmnig1HV61X9TxhKb0h6PSI/kidkD7w2yQn5nbyDbncrf1R6lUFluPXv1pft+9sPUtGNe5nOD6RwbW/9D+v3Vrg=</latexit>

⌃2

⌃1

⌃0

⌃m

D2

D1

D2mDm+1

Dm+2

Dm h0 . . . mi

⌃2

D2

Dm+2

⌃1

D1

Dm+1

⌃0

+ � + � + �

u

Figure B.6: An illustration of the blow-up of a vertex where m hyperplanes meet.

In that case, one can blow-up the vertex ⟨1 . . .m⟩ into a hyperplane Σu along
which a new coordinate u is introduced as depicted in the right panel of figure B.6.
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The hyperplane Σu is loaded with
∑m

i=0 αi, i.e. cu = c0...m. Then we can compute
intersection numbers of cycles supported on the chambers depicted on the right-
hand side as sums of their local intersection numbers along the hyperplane Hu.

Example B.4. As an example we consider the local intersection number contribut-
ing to the self-intersection of the twisted cycle supported on D1 (of the left panel of
figure B.6). It has a contributions from the barycentre B1 of D1 and from the two
vertices ⟨u, 0⟩ and ⟨u, 1⟩ which sum up to

[γ̌D|γD]⟨0,...,m⟩ =
1

du
+

1

dud0
+

1

dud1
=

d01
d0d1

1

du
=

d01
d0d1

1

d0...m
. (B.41)

Relative Twisted Homology Intersection Numbers The preceding discus-
sion on computing intersection numbers between twisted cycles is in principle al-
ready sufficient to compute intersection numbers between relative twisted cycles
(at least in non-degenerate arrangements of (regularised) chambers bounded by
hyperplanes). Thus, we do not discuss this in detail but instead give an example.

Example B.5. We consider the cycles of Example 4.8 and in particular briefly
explain how to compute the homology intersection matrix of eq. (4.103). One
can clearly see from figure eq. (??) that the only non-zero intersections are self-
intersections. The intersection between γ1 and γ̌1 is as computed in eq. (B.31) –
with appropriate exponents – for the non-relative case. Since the twist is not multi-
variate near λ, the computation of the intersection number between γ2 and γ̌2 is
even similar: In principle it is just the topological intersection number, i.e., ±1.
Taking into account the normalisation of ∆γ2 in eq. (4.101), we find:

[γ̌2|γ2] = − i

2π
. (B.42)

B.2 Examples (Intersection Matrices)

In this section of the appendix, we give examples for the intersection matrices whose
computation was reviewd in the previous section of the appendix. In particular,
we consider Aomoto-Gelfand hypergeometric functions as those are needed for the
computation of single-valued Feynman integrals in chapter 8.

Lauricella Functions

First, we consider the Lauricella FD functions as introduced in eq. (4.173). For cer-
tain parameters (a, b, c;y) those define (r + 1)-dimensional twisted (co-)homology
groups H1

dR(C−Σr,∇Φ) and H1(C−Σr, ĽΦ) with Φ as in eq. (4.181). For simplic-
ity, we assume here that the parameters are such that all exponents in the twist
eq. (4.181) are non-integer and lie between zero and one. Configurations with
non-integer exponents that are larger than one can be treated the same way by
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splitting off non-integer parts and using these for the exponents. Additionally we
denote λj = y−1

j and λ0 = 1. We choose the basis

φr,j = dlog

Å
z

z − λj−1

ã
for 1 ≤ j ≤ r + 1 (B.43)

for H1
dR(C− Σr,∇Φ) and the basis

γr,j = ∆c
γj−1

⊗ Φ|∆γj−1
(B.44)

for H1(C−Σr, ĽΦ), where ∆c
γj−1

denotes the regularised version of the open interval
∆γj−1

= (0, λj−1) (see eq. (4.29) in example 4.3. Then:

F (r)
D (a, b, c;y) = ⟨φr,1|γr,1] . (B.45)

For the remainder of this section, we use the following notation:

α = (a, b, c) , (B.46)

y(k) =

Å
y1
yk
, . . . ,

yk−1

yk
,

1

yk
,
yk+1

yk
, . . . ,

yr
yk

ã
. (B.47)

The period matrix Pα. From eq. (B.45), we find:

(
Pα

)
11

= ⟨φr,1|γr,1] = F (r)
D (α;y) . (B.48)

Integrating ⟨φr,1| over another cycle γr,k we obtain the period

(
Pα

)
1k

= ⟨φr,1|γr,k] (B.49)

= λak−1F (r)
D

Ä
α, b1, . . . , 1 + α− c, . . . , br, 1 − bk−1 + a;y(k−1)

ä
, (B.50)

whereas integrating another co-cycle φr,k over γr,1 we obtain

(
Pα

)
k1

= ⟨φr,k|γr,1] = F (r)
D (a, b1, . . . , bk−2, bk−1 + 1, bk, . . . , br, c+ 1;y) . (B.51)

In the most general case we obtain:

yak−1

(
Pα

)
lk

= yak−1 ⟨φr,l|γr,k] (B.52)

=

®
F (r)

D

(
a, b1, . . . , bl−1 + 1, . . . , bk−2, a− c, bk, . . . , br, 1 − bk−1 + a;y(k−1)

)
l ̸= k ,

F (r)
D

(
a, b1, . . . , bk−2, a− c, bk, . . . , br,−bk−1 + a;y(k−1)

)
l = k .

The cohomology intersection matrix Cα. The intersection matrix for the
twisted co-cycles of eq. (B.43) is

Cα =

Ö 1
a
+ 1

c−a
... 1

a
1
a

1
a

1
a
− 1

b1
... 1

a

...
... ...

...
1
a

... ... 1
a
− 1

br

è
. (B.53)
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The homology intersection matrix Hα. The homology intersection matrix
for the chosen basis of twisted cycles as in eq. (B.44), is

Hα =

á
− d01

d0d1
− c0

d0
... − c0

d0

− 1
d0

− d02
d0d2

...
...

...
... ...

...
− 1

d0
... ... − d0r

drd0

ë
=

Ü i
2
(C(a)+C(c−a)) i

2
(C(a)+i) ... i

2
(C(a)+i)

1
2
(1+iC(a)) i

2
(C(a)−C(b1)) ...

...
...

... ...
...

1
2
(1+iC(a)) ... ... i

2
(C(a)−C(br))

ê
,

(B.54)

where we introduced the shorthand C(x) = cot(πx). The diagonal entries of the
intersection matrix are calculated as in eq. (B.30). The off-diagonal intersection
numbers can be computed from one local intersection number each and those have
the form of either v1 or v2 in figure B.4. We have numerically confirmed that the
Riemann bilinear relations from eq. (4.58) are satisfied for the period and intersec-
tion matrices presented in this section for r = 0, 1, 2. Note that to evaluate the
period matrix for the Appell F1 function (r = 2) numerically, analytical continua-
tions as given in ref. [286] are necessary. We can use these matrices to express the

single-valued analogues of Lauricella’s F
(r)
D functions as bilinears in F

(r)
D function.

For r = 1, we reproduce the results for the single-valued analogue of Gauss’ 2F1

function of ref. [253]. Note that ref. [253] works with a different basis of cycles
where the homology intersection matrix Hα is diagonal.

p+1Fp function

We consider here the p+1Fp functions of eq. (4.183), following the discussion in
[285]. For certain parameters (a, b; y) those functions define twisted (co-)homology
groups H1

dR(C − Σ,∇Φ) and H1(C − Σ, ĽΦ) with Φ as in eq. (4.190). The Σ are
defined by the twist as usual.

For p = 2, eq. (4.186) reduces to

3F2 (a, b; y) (B.55)

=

∫ 1

0

∫ 1

0

ta2−1
2 (1 − t2)

b2−a2−1ta1−1
1 (1 − t1)

b1−a1−1(1 − yt1t2)
−a0dt1 ∧ dt2

=

∫

D1

za1−b2
1 za2−1

2 (1 − z1)
b1−a1−1(1 − yz2)

−a0(z1 − z2)
b2−a2−1dz1 ∧ dz2 ,

where the last step follows is due to the change of variables in eq. (4.188). The
integration region D1 is defined in (B.61). From eq. (B.55) we extract the twist

Φ = za1−b2
1 za22 (1 − z1)

b1−a1(1 − yz2)
−a0(z1 − z2)

b2−a2 , (B.56)

where ai, bi are the non-integer parts of αi, bi, and a = (a1−b2, a2, b1−a1,−a0, b2−
a2). It defines the following collection of hyperplanes:

Σ3F2 = {z1 = 0} ∪ {z2 = 0} ∪ {z1 = 1} ∪ {z2 = y−1} ∪ {z1 = z2} . (B.57)
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Let X3F2 = C2 − Σ3F2 . We depict a projection of X3F2 in R2 for y < 1 in figure
B.7. We choose the following basis for H2

dR(X3F2 ,∇a):

φ1 =
dz1 ∧ dz2

z2(1 − z1)(z1 − z2)
, (B.58)

φ2 =
y dz1 ∧ dz2

(1 − yz2)(z1 − z2)
, (B.59)

φ3 =
y dz1 ∧ dz2

z1(1 − z1)(1 − yz2)
. (B.60)

For the homology basis we choose cycles γi supported on the (regularisations of)
the following chambers (see figure B.7):

D1 = {0 < x2 < x1 < 1} , (B.61)

D2 = {y−1 < x2 < x1 <∞} , (B.62)

D3 = {0 < x1 < 1, y−1 < x2 <∞} . (B.63)

Then:

3F2(a0, a1, a2, b1, b2, y) = ⟨φ1|γ1] . (B.64)

It is obvious how to generalise these p = 2 bases for the case with a generic
p > 2. For the remainder of this discussion we use the following notation

α = (a, b) , (B.65)

ak = (1 + ak − bk, 1 + a1 − bk, . . . , 1 + ap − bk, 1 + a0 − bk) , (B.66)

bk = (1 − bk + b1, . . . , 1 − bk + bk−1, 1 − bk + bk+1, . . . , 1 − bk + bp, 2 − bk) ,
(B.67)

akl = (1 + al − bl − δkl, 1 + a1 − bl − δkl, . . . , 1 + ap − bl − δkl, 1 + a0 − bl − δkl) ,
(B.68)

bkl = (1 − bl + b1 − δlk, . . . , 1 − bl + bl−1 − δlk, 1 − bl + bl+1 − δlk, (B.69)

. . . , 2 − bl + bk, . . . , 1 − bl + bp − δlk, 2 − bl − 2δlk) . (B.70)

The periods matrix Pα. We reproduce the period matrix for the generalized
hypergeometric function p+1Fp given in ref. [285]. The first row (i.e., integrals of
the first basis co-cycle over various cycles) and the first column (i.e., integrals of
the different basis co-cycles over the first basis cycle) of the intersection matrix are

(Pα)11 = p+1Fp(a, b; y) , (B.71)

(Pα)1k = (−1)ke−iπ(1+a0+ak−1−bk−1)y1−bk−1
p+1Fp(ak−1, bk−1; y) ,

(Pα)k1 =yp+1Fp(1 + a0, 1 + a1, . . . , 1 + ap, 1 + b1, . . . , 2 + bk−1, . . . , 1 + bp; y) .

Most generally, we obtain:

(Pα)kl =(−1)ly1−bl−1−δlke−iπ(2+a0+al−1−bl−1−δkl)
p+1Fp(ak−1,l−1, bk−1,l−1; y) . (B.72)
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The cohomology intersection matrix Cα. The intersection matrix is

Cα =

Ü∏p
i=1

bi
ai(ai−bi)

0 0 0

0 − b1
a0(a0−b1)

∏p
i=1,i̸=1

b1−bi
(b1−ai)(ai−bi)

0 0

0 0
... 0

0 0 0 − bp
a0(a0−bp)

∏p
i=1,i̸=p

bp−bi
(bp−ai)(ai−bi)

ê
.

(B.73)

The homology intersection matrix Hα. The homology intersection matrices
for p+1Fp functions is discussed in refs. [284, 285] and we review it here. In the
case p = 1 we have the 2F1 function and this function was already discussed in
the context of Lauricella’s F

(r)
D function. Here, we derive the homology intersection

matrix for the 3F2 function explicitly and deduce from it the generalisation to p > 2.
The case p = 2: The projection of X3F2 onto R2, along with a qualitative depiction
of its parallel lines intersecting the hyperplane at infinity, is shown in figure B.7.
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Figure B.7: A depiction of the hyperplanes defined by the twist of the p+1Fp function
and the bounded chambers D1, D2, D3 that we choose to support the basis of the
corresponding homology group.

The three chambers from eq. (B.61) that support the basis of cycles are la-
belled as D1, D2, D3. Since these chambers do not meet, the intersection matrix is
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diagonal. Some local intersection numbers are degenerate (i.e., there exist points
where three lines meet) and to compute them we need to use eq. (B.41). A similar
configuration was studied in ref. [338]. From these considerations, we obtain the
three non-zero elements of Hα:

(Hα)11 = 1 +
1

d1
+

1

d2
+

1

d4
+

1

d1d2
+

1

d2d4
+

d14
d1d4

1

d014
=

d14d0124
d1d2d4d014

(B.74)

(Hα)22 = 1 +
1

d3
+

1

d4
+

1

d∞
+

1

d3d4
+

1

d4d∞
+

d3∞
d3d∞

1

d13∞
=

c3c4d02d0124
d3d4d024d01234

(Hα)33 = 1 +
1

d0
+

1

d2
+

1

d3
+

1

d3d0
+

1

d2d3
+

d02
d0d2

1

d02∞
=

c3d02d14
d0d2d3d134

.

As α∞ = −∑4
i=0 αi, we have c∞ = c−1

01234. The full intersection matrix for the
hypergeometric function 3F2(a0, a1, a2, b1, b2; y) is

Hα =

Ñ
− s(b1)s(b2)

4 s(a1)s(a2)s(a1−b1)s(a2−b2)
0 0

0 − s(b1)s(b1−b2)
4 s(a0)s(a0−b1)s(a2−b1)s(a2−b2)

0

0 0
s(b1−b2)s(b2)

4 s(a0)s(a1−b1)s(a0−b2)s(a1−b2)

é
,

(B.75)

with s(x) = sin(πx). We numerically verified that the intersection matrix Hα,
along with the period matrix Pα and the intersection matrix Cα, satisfies the
twisted Riemann bilinear relations in eq. (4.58).
The case p > 2: Extending the result from eq. (B.74), we obtain the following non-
zero entries of the homology intersection matrix for p > 2:

(Hα)11 = (−2i)−p

p∏

i=1

s(bi)

s(ai)s(ai − bi)
, (B.76)

(Hα)kk = −(−2i)−p s(bk−1)

s(a0)s(a0 − bk−1)

p∏

i=1,i̸=k−1

s(bk−1 − bi)

s(bk−1 − ai)s(ai − bi)
(B.77)

(Hα)ik = 0 for i ̸= k (B.78)

Unequal Mass Sunrise

With these choices for the bases of the (co-)homology groups and their duals as
given in eq. (4.211), eq. (4.215), and eq. (4.216), we obtain the following expres-
sions for the intersection matrices (with x = (p2,m2

1,m
2
2,m

2
3)):

C (x, ε) =

á
0 1

−3ε−1
0 0

1
1−3ε

− ε(λ2+λ2+λ3+λ4)2

12(9ε2−1)
λ1+λ2+λ3+λ4

6−18ε
0

0 −λ1+λ2+λ3+λ4

18ε+6
− 1

3ε
0

0 0 0 − 1
λ1λ2λ3λ4ε

ë
, (B.79)

H (ε) =

Ü
i tan(πε) −1 + 1

1+e2iπε i tan(πε) 0
1

1+e2iπε i tan(πε) −i tan(πε) 0
i tan(πε) −i tan(πε) 2i tan(πε) −1 + 1

1+e2iπε

0 0 1
1+e2iπε i csc(2πε)

ê
. (B.80)
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B.3 The ε-Dependence of Specific Intersection

Numbers

♠ The statement and proof given here were already given in [50], which resulted
from collaborations with Claude Duhr, Cathrin Semper and Sven Stawinski. We
only changed the notation and some of the wording to fit with the remainder
of the thesis.

In the remainder of this thesis, we focus specifically on cohomology intersection
numbers of d log forms and prove that eq. (4.73) fully captures the µ-dependence
of the intersection between a d log form and its derivative with respect to exterior
parameters. This result is essential for the proof of Theorem 4.1. Additionally,
we require a theorem from ref. [238], which provides a formula for the intersection
numbers of d log-forms (see eq. (4.71)). We begin by reviewing this theorem before
proceeding to the proof of eq. (4.73). The latter follows a similar structure to the
proof of eq. (4.71) presented in [238]. We assume here that the twist is given by

Φ =
r+1∏

i=0

Li(z,λ)αi , (B.81)

where the Li(z,λ) = 0 define hyperplanes Σi. We assume that a d log basis of the
cohomology group as given in eq. (4.67) is chosen. We introduce some local nota-
tion for this appendix: First, we define the index sets Pm = (q1, . . . , qm), Pm+1 =
(p0, . . . , pm) with p0 < p1 < · · · < pm and similarly for the qi

δ(Pm, Pm+1) =

®
(−1)µ , if Pm ⊂ Pm+1 ,

0 , if Pm ̸⊂ Pm+1 ,
, (B.82)

where µ is determined as {pµ} = Pm+1 − Pm in the case Pm ⊂ Pm+1. The inter-
section number between d log forms can be computed with the following theorem
from ref. [238]:

Theorem B.1. For multi-indices

I = (i0, . . . , in) , with 0 ≤ i0 < i1 < · · · < in ≤ r + 1 ,

J = (j0, . . . , jn) , with 0 ≤ j0 < j1 < · · · < jn ≤ r + 1 ,

the intersection pairing of the corresponding dlog-forms is

⟨φJ |φ̌I⟩ =





(2πi)n
∑

i∈I αi∏
i∈I αi

, if I = J ,

(2πi)n (−1)β1+β2∏
i∈(I∩J) αi

, if |I ∩ J | = n ,

0 , otherwise .

(B.83)

The exponents βi are defined by {iβ1} = I − (I ∩ J) and {iβ2} = J − (I ∩ J).
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This theorem can be proven constructively, i.e. one explicitly constructs the
bases and computes the residua.

Theorem B.2. We consider a dlog-form φI and a covariant derivative of a dlog-
form φJ , namely ηJ = (dext + dext log Φ∧)φJ defined by the multi-indices I, J .
Then, the intersection pairing between these differentials exhibits the following µ-
dependence:

⟨ηJ |φI⟩ ∼
1

µn−1
. (B.84)

We perform the proof similarly as it was done for Theorem B.1 in ref. [238] and
consider first the case n = 1.

Proof. The case n = 1. Since φI is a dlog-form, all steps in the proof of Theo-
rem B.1 that involve only this form remain the same. Thus, we already know its
compactly supported version as it is provided in ref. [238]. Thus, we can proceed
to the next step of the proof, at which point our argument deviates slightly. First,
we write explicitly:

⟨ηJ |φI⟩ = −2πi
r+1∑

p=0

ResΣp (ψpηJ) , (B.85)

where ψp is a holomorphic primitive of φI that has the following expansion in local
coordinates near Σp [238]:

ψp =
δ(p, I)

αp

+ O(z) . (B.86)

In particular, the form ηJ contains the following expressions in local coordinates
near the Σp:

dextφJ =
dext(dLj0)

Lj0

− dext(dLj1)

Lj1

− (dextLj0) ∧ (dLj0)

L2
j0

+
(dextLj1) ∧ (dLj1)

L2
j1

,

(B.87)

dext log Φ ∧ φJ =
r+1∑

l=0

αldextLl

Ll

∧ d log
Lj0

Lj1

=

(
αj0(dextLj0) ∧ (dLj0)

L2
j0

+
∑

l ̸=j0

αldextLl

Ll

∧ dLj0

Lj0

)
− (j0 ↔ j1) .

If we were to insert this form into eq. (B.85), we would not be able to immediately
deduce the scaling with µ, as eq. (B.87) still contains double poles and terms that
do not scale with µ. This arises because the residue is neither 1 nor zero, unlike in
the case of logarithmic forms. While a full residue computation would ultimately
yield the same scaling, we adopt an alternative strategy that allows us to extract
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the scaling of the intersection pairing more directly. Specifically, we modify ηJ by
adding an exact form, rewriting it in a simpler form from which the scaling can be
easily determined. Consider the following exact form:

χ1
j0

=∇
Å

dextLj0

Lj0

− dextLj1

Lj1

ã
(B.88)

=

(
−dext (dLj0)

Lj0

+
(dextLj0) ∧ (dLj0)

L2
j0

− αj0(dextLj0) ∧ (dLj0)

L2
j0

+
∑

l ̸=j0

αldLl

Ll

∧ dextLj0

Lj0

)
− (j0 ↔ j1) .

We than have:

ηJ ∼ ηJ + χ1
j0

=: η̃J =
∑

l ̸=j0

αl

Å
dextLl

Ll

∧ dLj0

Lj0

+
dLl

Ll

∧ dextLj0

Lj0

ã
− (j0 ↔ j1) .

(B.89)

Each term in the sum in eq. (B.89) has only simple poles at the hyperplanes Lj.
Setting αj = ajµ, the µ-dependence of the sum manifests as an overall factor of µ.
Consequently, in local coordinates zp near Lp, we obtain:

ψpηJ =
δp,I
µap

µapCp dzp

zp
+ O(1) ,

where Cp is a µ-independent factor that can be determined from eq. (B.89). Ulti-
mately, we arrive at:

⟨ηJ |φI⟩ = −2πi
r+1∑

p=0

ResLp (ψpηJ) ∼ µ0 (B.90)

is independent of µ.
The case of generic nWe now outline how the previous argument can be extended
to arbitrary n. Once again, we begin with a residue computation, as all preceding
steps follow from the same compactification of the dlog form φJ as given in ref. [238]:

⟨ηJ |φI⟩ = (−2πi)n
∑

P

Reszn
Ä
Reszn−1

Ä
. . .Resz1

Ä
ψ̃PηJ

ä
. . .
ää

. (B.91)

Here, zPi represents the local coordinates near LP , and ψ̃P is a holomorphic prim-
itive with a leading-order term proportional to

∏
i∈P

1
αi

. Once again, we begin by
expressing the form ηJ :

ηJ =
n−1∑

l=0

(−1)ldlog

Å
Lj0

Lj1

ã
∧ · · · ∧ dextdlog

Ç
Ljl

Ljl+1

å
∧ · · · ∧ dlog

Å
Ljn−1

Ljn

ã
(B.92)
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+
r+1∑

l=0

αldextlogLl ∧ φJ .

Furthermore, we define the exact form

χn
jl−1

= ∇
(
φj0j1 ∧ · · · ∧ φjl−2,jl−1

∧
(
dextlogLjl−1

− dextlogLjl

)
∧ φjl,jl+1

∧ · · · ∧ φjn−1,n

)
.

(B.93)

where we use the fact that φjk−1jk are defined according to eq. (4.67). Then

ηJ ∼ ηJ +
n∑

l=1

χn
jl−1

=: η̃J (B.94)

It has only simple poles in each set of local coordinates zP and exhibits an overall
scaling with µ. As in the n = 1 case, the terms with double poles cancel. Thus:

⟨η̃J |φI⟩ ∼
µ

µn
=

1

µn−1
. (B.95)
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Additional Relations for Kite
Punctures

See also:
We compute the kite
integral family and de-
rive the punctures dis-
cussed here in Chapter
7.

In this appendix, we give definitions and relation of elliptic integrals needed to
compute elliptic Feynman integrals and in particular the kite integral family. Ad-
ditionally we collect relations of the punctures defined by the kite integral family.

C.1 Elliptic Integrals

We repeat here the definition of the elliptic integrals also given in (3.70):

K(λ) =

∫ 1

0

dx√
(1 − λx2)(1 − x2)

and E(λ) =

∫ 1

0

dx

 
1 − λx2

1 − x2
. (C.1)

We summarise the relations we use in Chapter 7 to relate elliptic integrals with
different moduli k. For 0 ≤ k2 ≤ 1 and 0 ≤ ϕ ≤ π/2, the following relations hold

(i) F (−ϕ, k2) = −F (ϕ, k2) ,

(ii) F (ϕ, k2)+F (ψ, k2) = ±K(k2) for ψ = ± arccos
Ä
± sin(ϕ)

√
1 − k2/

√
1 − k2 sin2(ϕ)

ä
,

(iii) F (ϕ, k2) + F (ψ, k2) = iK(1 − k2) for ψ = arcsin (−1/(k sin(ϕ))) ,

(iv) F (ϕ, 1/k2) = kF (ψ, k2) for ψ = arcsin (sin(ϕ)/k) ,

(v) F (ϕ, 1−k2) = iF (ψ, k2)−iK(k2) for ψ = arcsin
Ä
1/
√

1 − (1 − k2) sin2(ϕ)
ä

.

Modular transformations and shifts In Chapter 7 we define the normalized
period and the punctures in elliptic integrals, namely:

τ =
iK(1 − k2)

K(k2)
and z =

F (ϕ, k2)

K(k2)
. (C.2)
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These objects transform under S-transformations as:

S(z) =
z

τ
=

F (ϕ, k2)

iK(1 − k2)
=
F (ψ1, 1 − k2) −K(1 − k2)

K(1 − k2)
=
F (ψ2, 1 − k2)

K(1 − k2)
, (C.3)

where ψ1 = arcsin
Ä
1/
√

1 − k2 sin2(ϕ)
ä

and ψ2 = −arccot (k tan(ψ1)). Similarly,

we have for the a-cycle shift

z′ = z + 1 =
F (ϕ, k2)

K(k2)
+
K(k2)

K(k2)
=
F (ψ, k2)

K(k2)
, (C.4)

where ψ = arccos
Ä
− sin(ϕ)

√
1 − k2/

√
1 − k2 sin2(ϕ)

ä
. The b-cycle shift can be

used to cast a given elliptic integral back into the range 0 ≤ ϕ ≤ π/2 by writing

z′ = z + τ =
F (ψ, k2)

K(k2)
+
iK(1 − k2)

K(k2)
=
F (ϕ, k2)

K(k2)
, (C.5)

where ψ = arcsin (1/ (k sin(ϕ))).

Example: extracting z
(123)
4 from the maximal cut of the eyeball Integrat-

ing the maximal cut of the eyeball yields

1

2c′4
F
(

arcsin
√
uϕ, k

2
ϕ

)
, (C.6)

with k2(123) = 1 − 1/k2ϕ. Using successively relation (iv) and (v), we find

1

2c′4
F (arcsin

√
uϕ, k

2
ϕ) =

1

2c′4kϕ
=

i

2c′4kϕ

[
F
(

arcsin
( 1√

1 − uϕ

)
, 1 − 1

k2ϕ

)
−K

(
1 − 1

k2ϕ

)]
.

(C.7)

Consequently, we see that u(123) = 1/(1 − uϕ) and c4 = −ic′4kϕ. Finally, plugging
in ψ1 = 2K(k2(123))/c4, we find:

1

2c′4
F
(

arcsin
√
uϕ, k

2
ϕ

)
=

1

2
ψ1

[F
Ä
arcsin

√
u4, k

2
(123)

ä
K
Ä
k2(123)

ä − 1
]
. (C.8)

C.2 Relations Between the Punctures

In this appendix, we present several examples illustrating how the discrete sym-
metries of the sunrise, eyeball, and kite topologies act on the punctures and Z-
arguments. The (123)- and (345)-sunrise configurations remain invariant under the
action of the respective symmetric groups S3({m1,m2,m3}) and S3({m3,m4,m5}).
In contrast, the (1234)-, (1235)-, (2345)-, and (1345)-eyeball diagrams exhibit sym-
metry only under specific mass exchanges: m1 ↔ m3, m2 ↔ m3, m2 ↔ m5,
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and m3 ↔ m4, respectively. The kite topology possesses two discrete symmetries,
namely the transformationsm1 ↔ m4, m2 ↔ m5, as well asm1 ↔ m5, m2 ↔ m4. A
partial summary of how these symmetries influence the punctures and Z-arguments
is provided in table C.1.

Mass permutations Puncture permutations Z-argument permutations

m1 ↔ m2 z
(123)
1 ↔ z

(123)
2 L(123)

1 ↔ L(123)
2

m1 ↔ m3 z
(123)
1 ↔ 1 − z

(123)
1 − z

(123)
2 L(123)

1 ↔ −L(123)
5

m2 ↔ m3 z
(123)
2 ↔ 1 − z

(123)
1 − z

(123)
2 L(123)

2 ↔ −L(123)
5

Mass permutations Puncture permutations Z-argument permutations

m1 ↔ m3 z
(123)
1 ↔ 1 − z

(123)
1 − z

(123)
2 L(123)

1 ↔ −L(123)
5 , L(123)

8 ↔ −L(123)
9

Mass permutations Puncture permutations Z-argument permutations

m1 ↔ m2, m4 ↔ m5 z
(123)
1 ↔ z

(123)
2 , z

(123)
4 ↔ z

(123)
5

L(123)
1 ↔ L(123)

2 , L(123)
4 ↔ L(123)

5 ,

L(123)
6 ↔ L(123)

10 , L(123)
7 ↔ L(123)

11 ,

L(123)
8 ↔ L(123)

12 , L(123)
9 ↔ L(123)

13 ,

L(123)
15 ↔ L(123)

16 , L(123)
17 ↔ −L(123)

17

m1 ↔ m4, m2 ↔ m5

τ (123) ↔ τ (345),

z
(123)
1 ↔ z

(345)
4 , z

(123)
2 ↔ z

(345)
5 ,

z
(123)
4 ↔ z

(345)
1 , z

(123)
5 ↔ z

(345)
2

L(123)
i ↔ L(345)

i

m1 ↔ m5, m2 ↔ m4

τ (123) ↔ τ (345),

z
(123)
1 ↔ z

(345)
5 , z

(123)
2 ↔ z

(345)
4 ,

z
(123)
4 ↔ z

(345)
2 , z

(123)
5 ↔ z

(345)
1

L(123)
1 ↔ L(345)

2 , L(123)
4 ↔ L(345)

5 ,

L(123)
6 ↔ L(345)

10 , L(123)
7 ↔ L(345)

11 ,

L(123)
8 ↔ L(345)

12 , L(123)
9 ↔ L(345)

13 ,

L(123)
15 ↔ L(345)

16 , L(123)
17 ↔ −L(345)

17

L(123)
3 ↔ L(345)

3 , L(123)
14 ↔ L(345)

14

Table C.1: (Top) Symmetries of the sunrise I1,1,1,0,0 and its implications on punc-
tures and Z-arguments. (Middle) Symmetries of the eyeball I1,1,1,1,0 and its impli-
cations on punctures and Z-arguments. (Bottom) Symmetries of the kite I1,1,1,1,1
and its implications on punctures and Z-arguments.
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Extended Calculations

D.1 Laurent Expansion of Differentials on a Hy-

perelliptic Curve

In this appendix we give the Laurent expansions for simple differentials on a hy-
perelliptic curve, that we need in section 3.2 of the main part.

Odd Hyperelliptic Curve. Let us first examine the case of an odd hyperelliptic
curve. To expand around ∞, we introduce a change of coordinates via u = 1

x2 . The
square in this transformation is necessary because ∞ is a branch point of the square
root appearing in the differential. The expansion of the relevant differentials around
u = 0 is then given by

xk−1dx√
(x− λ1) . . . (x− λ2g+1)

= −2
∞∑

N=g−k

SN+k−gu
2Ndu , (D.1)

where

SN = (−1)N
∑

σ⊂Σ(N)

(−1)|σ|
(2|σ|)!

(2|σ||σ|!)2 s(σ) , (D.2)

with the definition S0 = 1. The sum runs over all ordered integer partitions of N ,
for instance,

Σ(3) = {{3}, {2, 1}, {1, 2}, {1, 1, 1}} . (D.3)

We denote by |σ| the cardinality of the ordered set σ, and

s(σ) =

|σ|∏

i=1

sσi
(λ⃗) (D.4)

represents a product of symmetric polynomials in the λi.
1 1Undefined symmet-

ric polynomials are
considered to be zero.269
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Even Hyperelliptic Curve. Let us now examine the case of an even hyperel-
liptic curve. In this case, the differentials

xkdx

y
, k ≥ g , (D.5)

have non-vanishing residues at ∞. To expand around ∞, we introduce the variable
transformation x = 1/u. This yields

xk−1dx√
(x− λ1) . . . (x− λ2g+2)

= −
∞∑

N=g−k

SN+k−gu
Ndu . (D.6)

This allows us to explicitly construct linear combinations of differentials that
have only a pole of order k + 1. To this end, we define the functions Ψ̃k as

Ψ̃k =
k∑

i=0

∑

σ⊂Σ(i)

(−1)|σ|S(σ)xg+k−i, S(σ) =

|σ|∏

i=1

Sσi
. (D.7)

Then, the differential
Ψ̃kdx

y
= − 1

uk+1
du+ O(1) (D.8)

has a pole of order k + 1 and no higher-order singularities.
Naturally, we can add any linear combination of holomorphic differentials with-

out affecting this pole structure. We will make such adjustments in a way that
simplifies the bilinear relations between (quasi-)periods, as illustrated in examples
3.1 and 3.6.

D.2 Proof for the Linear Independence of Cer-

tain Iterated Integrals

♠ The statement and proof given here were already given in [50], which resulted
from collaborations with Claude Duhr, Cathrin Semper and Sven Stawinski. We
only changed the notation and some of the wording to fit with the remainder
of the thesis.

We repeat here the proof of theorem 5.1. It was given in [226] and closely follows
the proof for the single-variable version of the statement given in [309].

Proof. 1.⇒ 2.: Showing that the J(w) are linearly independent over FC is equiva-
lent to showing that for a finite subset S ⊂ BB and fw ∈ FC:

∑

w∈S
fw J(w) = 0 ⇒ fw = 0 . (D.9)
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w∗(w̃) =

®
1 w = w̃

0 else

We define EF = FC ⊗ EB, the FC vector space generated by the basis of EB, and
its dual E∗

F = FC ⊗K E∗
B. Any dual element p∗ can be decomposed in a basis w∗

dual to w and in particular we define the dual vector

p∗ =
∑

w∈S
fww

∗ . (D.10)

. Furthermore, we define a map

ϕGI
: E∗

F → FC ⊗K VB, p
∗ 7→ p∗(GI) =

∑

w∈S
fwJ(w) . (D.11)

Then, the condition in eq. (D.9) is equivalent to Ker [ϕGI
] = {0}. Let us assume

Ker [ϕGI
] ̸= {0} and let q∗ be the non-zero element of Ker [ϕGI

] with the smallest
leading monomial in some monomial ordering 2, which we denote by lm(q∗) = w∗

0. 2We choose lexico-
graphic ordering. For
more details on how
to define such an
ordering, see [226].

We can write

q∗ = fw0w
∗
0 +

∑

w∈BB
w∗

0≺w∗

fww
∗ , fw0 ̸= 0 . (D.12)

Note that we must have |w0| > 0. Indeed, if |w0| = 0, then w0 = 1 is the empty
word, and we have ϕGI

(q∗) = fw0 . Since q∗ ∈ KerϕGI
, this implies fw0 = 0, but

then q∗ = 0, and we assumed that q∗ is not zero. So, since fw0 ̸= 0, we can define
q̃∗ = 1

fw0
q∗. Using eq. (5.92) we obtain:

0 = dϕG(q̃∗) = dq̃∗(G) + q̃∗(dG) (D.13)

= dq̃∗(G) +

p∑

i=1

ϖi q̃
∗(eI,iG) (D.14)

= dq̃∗(G) +

p∑

i=1

ϖie
†
I,iq̃

∗(G) . (D.15)

Inserting (D.12), we find

dq̃∗ +

p∑

i=1

ϖie
†
I,iq̃

∗ =
∑

w∈BB
w≺w0

[
dfww

∗ +

p∑

i=1

ϖie
†
I,iw

∗
]

+

p∑

i=1

ωie
†
I,iw

∗
0 . (D.16)

Observe that the action of the Hermitian conjugate e†I,i reduces the length of a
word. Specifically, for any words w1, w2, we have

e†I,iw
∗
1 (w2) = w ∗

1 (eI,iw2) = 0

unless
|w1| = |eI,iw2| = |w2| + 1,

which implies that
|e†I,iw1| = |w2| = |w1| − 1.
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Since our monomial ordering respects word length, it follows that all monomials are
smaller than w0. Since q∗ was the nonzero element in the kernel with the smallest
value of lm(q∗), we must have

dq̃∗ +

p∑

i=1

ϖie
†
I,iq̃

∗ = 0 . (D.17)

Thus, for all words w (not just those in BB), it follows that

d (q̃∗(w)) = −
p∑

i=1

ϖie
†
I,iq̃

∗(w) = −
p∑

i=1

ϖiq̃
∗(eI,iw) . (D.18)

Now, assume that |w| = |w0|, so that |eI,iw| = |w| + 1 > |w0|. Since all monomials
in q̃∗ have length at most |w0| (as w0 is the leading monomial and therefore the
largest in our ordering), we must have q̃∗(eI,iw) = 0. Consequently, we obtain:

dq̃∗(w) = 0 , for all |w| = |w0| . (D.19)

Since w0 is the shortest non-empty word, it must contain at least one letter eI,k
and can be written as w0 = eI,kv0, where v0 may be the empty word. Due to the
normalization of q̃, we also note that q̃∗(eI,kv0) = q̃∗(w0) = 1. Substituting w = v0
in eq. (D.18) yields:

dq̃∗(v0) = −
p∑

i=1

ϖi αi with αi = −q̃∗(eI,iv0) . (D.20)

Since |eI,iv0| = |w0|, equation eq. (D.19)) implies that dq̃∗(eI,iv0) = 0, and thus the
αi must be constants. By definition (or condition 1), the constants of AB belong to
K, so αi ∈ K for all i, meaning the right-hand side of eq. (D.20)) lies in VB. At the
same time, by definition, q̃∗(v0) ∈ FC, so the left-hand side of eq. (D.20)) belongs
to dFC. This implies that eq. (D.20)) must lie in dFC ∩ VB = {0}. Since the ϖi

form a basis of VB, it follows that αi = 0 for all i. This leads to a contradiction,
as we also know that for some i = k, q̃∗(eI,kv0) = q̃∗(w0) = 1.
2.⇒ 1.: Let us assume, that there are α1, . . . , αp ∈ K and f ∈ FC such that

−
p∑

i=1

αiϖi = df , (D.21)

Again, we define a dual vector as in eq. (D.10)), in this case, we denote:

p∗f = −f1∗ +

p∑

i=1

αie
∗
I,i . (D.22)

Then:

p∗f (GI) = −f1∗(GI) +

p∑

i=1

αie
∗
I,i(GI) = −f +

p∑

i=1

αiIγ(ϖi) . (D.23)
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Equation (D.21) implies dp∗f (GI) = 0, so p∗f (GI) must be some constant λ. We
define

q∗f = p∗f − λ1∗ . (D.24)

Then:

0 = q∗f (GI) = −(f + λ) +

p∑

i=1

αiIγ(ϖi) . (D.25)

Since 1 and Iγ(ϖi) are linearly independent over FC by hypothesis, we must have

α1 = . . . = αp = 0 and f = −λ . (D.26)
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Representation Theory

We repeat here the basic definition of a representation of a Lie group and then
discuss different representations for the group GL(g,C).1 We will also comment on1Note, that the notation

GL(g,K) for a general
linear group GL(V) im-
plies, that we have cho-
sen some basis for the
g dimensional vector
space and the group is
the group of g × g ma-
trices over K.

what the role of these representations is in the context of Siegel modular forms.

Definition E.1 (Group Representation). A representation ρ = (ρ, V ) of group G
on a vector space V over a field K is a group homomorphism from G to GL(V),
the general linear group on V :

ρ : G→ GL(V) , (E.1)

such that

ρ(g1g2) = ρ(g1)ρ(g2) for all g1, g2 ∈ G .

The dimension of the representation space V is called the dimension or degree of
the representation.

Definition E.2 (Irreducibility). A representation (ρ, V ) is called irreducible if it is
non-zero and V has no non-trivial subspace W , such that (ρ|W ,W ) is closed under
the group action.

See also:
The Siegel modular
group, is a subgroup
Sp(2g,Z) ⊂ GL(g,C).
We consider Siegel
modular forms that
transform under cer-
tain representations of
this group in section
3.4.4 and discuss the
appearance of such
forms in the canonical
differential equation
for a hyperelliptic
Feynman integral fam-
ily in section 6.2.

We recall that a Lie algebra representation ρ is called reducible if there is a ma-
trix M ∈ GL(N,C) such that MρM−1 is block upper-triangular and an irreducible
representation is one that is not reducible.

Lemma 2 (Schur’s Lemma). Let ρ : G → GL(V) be an irreducible representation
of a finite group G. If a matrix A commutes with ρ(g) for all g ∈ G, then A = λ1
for some λ ∈ C.

Irreducible Representations of GL(g,C).

♠ The discussion here was already given in [34], which resulted from collabo-
rations with Claude Duhr, and Sven Stawinski. We only changed the notation
and some of the wording to fit with the remainder of the thesis.
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Trivial Representation Since we are considering a general linear group, the
trivial representation is

ρid : GL(g,C) → GL(1,C) ,M 7→ 1 . (E.2)

Determinant Representation The determinant representation with index k is
a one-dimensional irreducible representation defined by

ρdet,k = detk : GL(g,C) → GL(1,C), M 7→ (detM)k . (E.3)

A group element in this representation acts by multiplication, i.e.

(detM)k : C → C, z 7→ (detM)kz . (E.4)

Siegel modular forms with weight ρ = detk are referred to as classical Siegel modular
forms of weight k and degree g.

Fundamental and Dual Representation The fundamental representation is
an irreducible representation of dimension g defined by:

ρF : GL(g,C) → GL(g,C),M 7→ M . (E.5)

The dual representation is an irreducible representation of dimension g defined by:

ρF : GL(g,C) → GL(g,C),M 7→ (M−1)T . (E.6)

Both of these representations ρD(M) and ρF(M) act by multiplication.

g = 2 For g = 2 the fundamental and dual representations are related. Note, that
for M ∈ GL(2,C)

ϵ(M−1)Tϵ−1 = det(M)−1M with ϵ =

Å
0 1
−1 0

ã
, (E.7)

This implies, that
ρD ≃ ρF ⊗ ρdet,−1 . (E.8)

Symmetric Tensor Representation The symmetric tensor representations are
a class of irreducible representations of dimension g, which are defined by

ρSym,k : GL(g,C) → GL(SymkV ), M 7→ Symk(M) (E.9)

with
SymkV = V ⊗k/Sk , (E.10)

with the symmetric group Sk permuting the k copies of the space V , which is here
given by the representation space of the fundamental representation V = Cg. The
representation acts on tensor of rank k as

Symk(M) : SymkV → SymkV, Ti1,...,ik 7→Mi1,j1 . . .Mik,jkTj1,...,jk . (E.11)
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[105] Matija Tapušković. “The cosmic Galois group, the sunrise Feynman integral,
and the relative completion of Γ1(6)”. In: Commun. Num. Theor. Phys.
18.2 (2024), pp. 261–326. doi: 10.4310/CNTP.2024.v18.n2.a1. arXiv:
2303.17534 [math.AG].

290

https://doi.org/10.1016/0550-3213(94)00475-T
https://arxiv.org/abs/hep-ph/9409388
https://doi.org/10.1016/S0550-3213(96)00474-9
https://arxiv.org/abs/hep-ph/9606216
https://doi.org/10.1016/0920-5632(94)90665-3
https://arxiv.org/abs/hep-ph/9406404
https://arxiv.org/abs/hep-ph/9406404
https://arxiv.org/abs/hep-th/9805118
https://doi.org/10.1016/j.nuclphysb.2004.10.044
http://dx.doi.org/10.1016/j.nuclphysb.2004.10.044
http://dx.doi.org/10.1016/j.nuclphysb.2004.10.044
https://doi.org/10.1016/j.nuclphysb.2006.01.013
https://arxiv.org/abs/hep-ph/0510235
https://arxiv.org/abs/hep-ph/0510235
https://doi.org/10.1063/1.4804996
https://arxiv.org/abs/1302.7004
https://doi.org/10.1063/1.4896563
https://doi.org/10.1063/1.4896563
https://arxiv.org/abs/1405.5640
https://doi.org/10.1063/1.4926985
https://arxiv.org/abs/1504.03255
https://arxiv.org/abs/1504.03255
https://doi.org/10.4310/CNTP.2024.v18.n2.a1
https://arxiv.org/abs/2303.17534


BIBLIOGRAPHY

[106] Spencer Bloch and Pierre Vanhove. “The elliptic dilogarithm for the sunset
graph”. In: J. Number Theor. 148 (2015), pp. 328–364. doi: 10.1016/j.
jnt.2014.09.032. arXiv: 1309.5865 [hep-th].
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