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Abstract

Quantum mechanical (QM) calculations of large and condensed matter require the availability of
fast and reliable methods. This thesis assesses several QM methodologies with challenging systems
pushing the boundaries of these approaches. First, the semi-empirical quantum mechanical methods
GFNn-xTB (n = 1, 2) are tested for the geometry optimization of large (metallo-)proteins up to 5000
atoms using an all-atom single structure quantum mechanical (ASQM) ansatz. Thus, two benchmark
sets are compiled for comparison against experimental data. In general, both extended tight binding
models prove to efficiently yield accurate structures of various (metallo-)proteins with and without
prosthetic groups.

Besides the ASQM workflow, two all-atom dynamic structure QM approaches are assessed for
the calculation of one- and two-photon absorption (1PA, and 2PA) spectra of realistic systems.
Additionally, the recently introduced dt-sTD-DFT-xTB method is evaluated, which has the potential to
significantly reduce computational requirements. The ASQM workflow is tested on the two challenging
proteins bR and iLOV. Analysis reveals the importance of including the chromophore’s environment
explicitly to properly describe chromophore-protein interactions, and transitions inside tryptophan
units, impacting the spectra considerably. To furthermore resolve side-features (e.g., broadening),
ADQM schemes are evaluated for the computation of 1- and 2PA spectra of iLOV’s chromophore, the
flavin mononucleotide (FMN) in aqueous solution, either relying on Boltzmann-averaged spectra with
implicit solvation (ADQM-B), or using uncorrelated snapshots from a MD simulation (ADQM-MD)
of explicitly solvated FMN. While the ADQM-B workflow provides little improvement over the
ASQM scheme, ADQM-MD reveals striking agreement with experimental data for FMN in aqueous
solution, underlining the importance of considering all atoms in an explicit dynamic manner. Next,
the ADQM-B scheme is applied to reveal structural features of two bistable rotaxanes, complementing
experimental efforts to explain their photochemical properties. Based on a multilevel scheme, Gibbs
energies for several conformations are calculated, revealing that strong folding in the molecular
structure is responsible for the unexpected photochemical behavior.

Finally, the recently proposed TI-MD-ADFT approach is assessed to explore relativistic effects
on phase transition points of the coinage metals Cu, Ag, and Au. While the boiling points (BPs)
show increasing relativistic effects with increasing nuclear charge, the melting points (MPs) defy
this correlation, as the MP of Au in the spin-orbit relativistic (SOR) and the non-relativistic (NR)
limits are very similar. An in-depth study considering thermodynamical quantities reveals a strong
stabilization of the SOR Au liquid due to relativistic effects, rendering NR Au similar to SOR Ag,
confirming a half-a-century old hypothesis by P. Pyykko.
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CHAPTER 1

Introduction

Over the past decades, quantum mechanical (QM) simulations have played an increasingly important
role in chemical investigations. Thanks to developments of QM methodologies and available high-
performance computers, theoretical calculations have become a valuable tool for the prediction and
explanation of experimental findings, saving resources and research time. It is established that
measurable physical and chemical properties depend on the three-dimensional (3D) structure of a
system, including its direct environment. Several indirect experimental methods for the elucidation of
amolecular structure were developed, e.g., nuclear magnetic resonance (NMR), mass spectrometry, but
the correct interpretation and evaluation of structure investigations yielding a full three-dimensional
geometry of realistic (bio-)chemical systems with several hundreds or thousands of atoms remains
demanding. Note that throughout this thesis, the term "realistic system" is employed to emphasize the
importance of going beyond the single molecule or small cluster approach by explicitly including
most of the environmental and (if possible) dynamic structural effects to obtain a model system
approximating reality. For large, condensed matter, crystal X-ray diffraction experiments are nowadays
established, leading to atomistic 3D structures, but losing important information about hydrogen atoms
and consequently the total charge of the given system. Both information are crucial for theoretical
research, and consequently, experimental crystal structures need to undergo several preparation
steps before calculations can be conducted. Figure 1.1 depicts a currently established workflow for
the preparation of proteins (see Section 2.4 for more remarks on protein preparation). Using the
experimental X-ray structure as input, the user manually needs to select possible configurations of the
side chains. After removing excess configurations, the hydrogen atoms are added, often by employing
predetermined pK, values of the single amino acids (AA) in water. However, pK, values of AA
in water and in protein environments can differ signiﬁcantly.2 Both steps are decisive for accurate
investigations, but are prone to errors. In a next step, the charge (and the total spin if a metal center is
involved) is determined and solvent molecules are taken into account. Such changes usually lead to
tensions inside the system, and the resulting structure must be relaxed.

Geometry optimizations necessitate the use of computationally feasible routines, with a multitude
of different methods being available nowadays.3’4 Very accurate, but computationally demanding
methods like coupled cluster (CC) are only applicable to small molecules or cutouts (below 100 atoms,
see Chapter 4). Density functional theory (DFT) is the workhorse of modern quantum chemistry,
and is applicable to medium-sized systems, see Chapters 5 and 6 for examples. However, QM
methods are generally computationally rather demanding, jeopardizing their application for biological
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Figure 1.1: General workflow to prepare an experimental X-ray protein structure for further theoretical
investigations. See text for a description of the single steps.

relevant proteins.5 % Therefore, more approximate methods were developed, including quantum
mechanic/molecular mechanic (QM/MM)7_9 approaches, ONIOM schemes,'*!* local fragmentation
models," 7 or composite methods.'® %2 Although leading to reasonable structures with respect to
experiment,m’24 structure optimizations may still require exhaustive computational times, e.g., several
months for the example shown in in Chapter 3 for the HF-3c method, and remain the bottleneck in
quantum chemistry regarding structure investigations of large systems. Reducing the computational
costs to a minimum while still considering an atomistic level is achieved by force fields.”> Examples
are the AMBER*?%?" and the OPLS2005% protein force fields, although many other exist.”’ =% While
being computationally efficient, specialized force fields are mainly applicable to problems similar to the
fitting set and only provide limited usability for deviating situations. General force fields are applicable
to most elements across the periodic table, but older variants are widely not trustworthy.33 Note that
newer versions achieved significantly improved results.* In general, polarization effects are usually
missing,34—36 and prosthetic groups or metal atoms are often described poorly or not at all. Furthermore,
chemical reactions, including proton transfers, are in many cases not possible. Force fields describe
atom interactions classically, without considering electrons explicitly. In consequence, interactions
of quantum nature, including hydrogen-bonds (H-bonds) or dispersion interactions responsible for
many intra- and intermolecular interactions in large (bio-)systems, needs to be added using additional
corrections.

A bridge between highly parametrized FF and QM are semi-empirical quantum mechanical (SQM)
methods,>” ™! which can treat all atoms in a quantum mechanical way, even when the system size
exceeds 1000 atoms. The first SQM methods were based on Hartree-Fock (HF) theory,4244 relying
on three main simplifications which are mostly used until today: 1. diminution of basis functions by



using, e.g., a minimal basis set, 2. exclusion of explicit core electrons (by implicit consideration in
the parameterization) solely focusing on the chemically more active valence electrons, and 3. neglect
of some atomic orbital (AO) two-electron integrals. Varying levels of simplifications and different
parameterizations have lead to various flavors of HF-based SQM approaches, e.g., ZINDO,45 AMI,46
PM3,*! or PM6,*" to name only a few. Later on, SQM methods based on density functional theory
(DFT) emerged as well, yielding the density functional tight binding (DFTB) approaches.40’48_5]
Generally, SQM methods capture dispersion interactions inadequately, but corrections like, the
empirical dispersion corrections schemes DFT-Dx (2 < x < 4)>73 can be added a posteriori just
as for HF and DFT methods. Specific interactions such as hydrogen or halogen bonds are described
poorly with SQM models due to usually small and thus inflexible basis sets. Therefore, classical
corrections are commonly applied. In many cases, parameters in SQM approaches are formulated
atom—pair—wise,5 6 limiting their use to only the small part of possible interactions contained in the
fitting set. Consequently, a high number of parameters are required, and therefore usually only few
elements are parameterized, limiting the general applicability of those methods.

In 2017, a new semi-empirical quantum mechanical method, dubbed GFN-xTB (in the following
GFN1-xTB)*’ was introduced, followed in 2019 by its successor GFN2-xTB.*” Both approaches are
parameterized in an element-specific fashion, reducing the number of required parameters and making
them applicable out-of-the-box to almost the entire periodic table. Due to the inclusion of anisotropic
electrostatic interactions, GFN2-xTB avoids any pair-specific or classical force-field-type parameters,
which were still used in GFN1-xTB. For uncommon intramolecular interactions, the method is
therefore superior to pair-wise parameterized models as it allows for the computation of binding
situations beyond the fitting set (see Section 2.1.7, and refs. [37, 56, 57] for detailed information).
GFN2-xTB was used as an "all-atom QM" (AQM) methodology to compute accurate (non-covalent)
systems and properties for multiple chemical situations, including large organic58 and transition metal
complexes,59 transition states,?’ redox potentials,61 and drug design.62 Note that the AQM terminology
was first introduced in the context of interactions of light with large systems,63 and that it is extended in
this thesis for structural investigations of computationally demanding systems. Large, realistic protein
structures were not included during the fitting procedure of GFNn-xTB (n = 1, 2), although geometry
optimizations of proteins are possible.64 Consequently, the quality of GFNn-xTB (n = 1, 2) optimized
protein structures remained undetermined until 2020. One aim of this thesis was therefore to assess
GFNn-xTB (n = 1, 2) to reproduce experimental structures of proteins with and without prosthetic
groups, pushing the boundaries of this method by including metalloproteins up to 5000 atoms.®

Knowing the strengths and weaknesses of GFN2-xTB lays the foundation for further property
calculations, such as one- or two-photon absorption (1PA or 2PA, respectively) spectra. 2PA is a
non-linear optical (NLO) property that was predicted in 1931 by Maria Gertrude Géppert-Mayer“,
and first observed 30 years later® after the discovery of laser.%® A significant benefit of 2PA over the
commonly employed 1PA is its reduced phototoxicity, as both incident photons possess an energy
lower than the excited state transition energy required for 1PA. 2PA exhibits a higher degree of tissue
penetration (up to 1 nm) compared to 1PA (50-80 um in normal confocal laser scanning microscopy)
and is a non-invasive imaging technique. Many medical relevant fields would benefit from designed
systems with enhanced 2PA cross-sections (O'ZPA), such as Cancer,69_71 kidney research,n_74 and
neuroscience.” Possible applications exists in living organisms, which was demonstrated either
in fixed’®"® or even in freely moving animals,””®® but also in other research fields, such as in
data storage research,?® and information processing.83 Investigation of 1- and 2PA necessitates
an accurate (ground state) structure.>* 7 GFN2-xTB overcomes the computational bottleneck of
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geometry optimization of large systems, but is not designed to yield a ground state wave function
for further theoretical exploration of such spectroscopic properties. Including all atoms in ground
and excited state calculations is computationally demanding when it comes to realistic systems,
prohibiting the use of default QM methodologies, as TD-HF, or TD-DFT.%*% Therefore, different
simplified models for the calculation of excited state properties were developed, such as finite field,”,
sum-over-states,”**2, or the Tamm-Dancoff approximation.%’94 Another approach coined simplified
Tamm-Dancoff approximation (sTDA),95 was introduced in 2013 by Grimme et al. % STDA originally
enables for the calculation of 1PA and electronic circular dichroism (ECD) spectra in the UV-region,
including very large condensed systems or a multitude of configurations. The approach relies on three
simplifications, including the truncation of the single excitation space (see Section 2.2.2 and [96]
for further information). One year later, Bannwarth et al. 97 extended this approach to the simplified
time-dependent density functional theory (sTD-DFT). To gain a reliable ground state wave function,
Grimme et al.”®* developed a method for the ultra-fast calculation of simplified ground state wave
functions of hybrid functional character, dubbed sTD-DFT-xTB, parameterized for parts of the periodic
table. Note that GFN1- and GFN2-xTB were developed in 2017 and 2019, and are not designed
to conduct further spectroscopic investigations. In 2018, sTDA-xTB and sTD-DFT-xTB'® were
extended to almost all elements across the periodic table, illustrating the accuracy for medium to large
complex metal systems. Further response proper'[ie:389’101 were also implemented by de Wergifosse et
al. to the std2 package,95 including polarizability « and first hyperpolarizability ,8,102 excited state
absorption (ESA),103 spin-flip scheme,'* optical rotation,'® and two-photon absorption.106

In 2021, Beaujean et al. 2% introduced the dual threshold (dt) sTD-DFT, further reducing computa-
tional requirements by separating the truncated singly-excited configuration space into chromophore
and surroundings. They used an all-atom single structure QM (ASQM) approach to investigate the in-
fluence of explicit surroundings on the first hyperpolarizability S of the large fluorescent proteins iLOV
and bacteriorodopsin (bR). Neglecting dynamic structural effects, the dt-sTD-DFT scheme showed
qualitatively similar results compared to the more expensive single-threshold sSTD-DFT approach, and
remarkable agreement with respect to experiment. The influence of dynamic structural effects on the
first hyperpolarizability of small to medium sized tryptophan-rich peptides was investigated, t00.1%7
Performing sTD-DFT calculations for a full, Boltzmann-weighted conformer-rotamer ensemble (CRE),
the implicit all-atom dynamic structure QM workflow (ADQM-B) compares well to experimental
investigations. The influence of explicit dynamic structural effects, e.g., incorporated through a
molecular dynamics (MD) simulation (ADQM-MD), were additionally explored, albeit neglecting
explicit surroundings.

However, 2PA spectra for realistic systems using AQM schemes need further benchmarking.
Calculating them, though, is an inherently difficult task, as it is formally accessible as a third-order
molecular response plroperty.log’109 Additionally, excited states of conjugated systems are commonly
affected by the bond length distribution as well as bond angles of the structure.** %" Last but not least,
the close vicinity of a chromophore modifies spectra considerably, making a realistic representation of
the surroundings essential for accurate theoretical calculations.**"1° In the literature, many theoretical
2PA investigations therefore rely on QM/MM schemes,'''™'?? introduced already in 1976 by Warshel
et al. |’ to elucidate environmental effects. The part of the system considered responsible for the
target property (usually the chromophore) is computed with a higher level QM method, while the
description of the environment (a protein or surrounding solvent molecules) relies on computationally
more feasible classical MM routines. However, interactions with quantum nature, i.e., long range, or
directional non-covalent interactions are particularly difficult to describe at the intersection between



QM and MM parts.123 Note that several protocols to overcome these shortcomings exist, although this
issue still remains relevant.®> With the xTB family of methods at hand, different AQM methodologies
for various excited state properties including the environment and dynamic structural effects explicitly
are feasible. Nevertheless, combination of multiple SQM approaches in the computation process of
excited state features needs thorough investigations to identify the most practical workflow without
compromising accuracy. Consequently, ASQM, ADQM-B, and ADQM-MD workflows are assessed
for the computation of 1- and 2PA spectra of realistic systems (see Chapter 4).

Pushing the computational boundaries further, the ADQM-B scheme can also aid in the investigation
of possible structures on the potential energy surface (PES) of functional molecular switches. Those
systems feature different stable states, which can be selectively addressed to change their molecular
properties by an external stimulus.'>+1% Among others, molecular muscles and elevators, 30133
nanovalves,'**!*> nanorobots,'*® switchable catalysts,BL141 and materials with switchable photo-
physical propertieslm_144 should be mentioned here. A relevant class of supramolecular complexes in
this context are rotaxanes, which are mechanically interlocked systems with a macrocycle encircling a
thread with multiple binding stations. ' 231214-147 The modification of one binding station results in a
significant motion of the macrocycle to the other station, and vice versa. Consequently, the stations are
shielded/revealed, relevant in the domain of catalysismo’141 , or the surroundings of attached groups
exhibit substantial changes. Accordingly, photophysical properties of chromophores attached to the
thread can be tuned, enabling e.g., switchable fluorescence.'*® The tunable functions are intrinsically
linked to the molecular conformation in each state, and predicting the dominant three-dimensional
geometry can be a formidable challenge during the design process, as folded conformations may
occur.'?’

One popular motif for a binding station is an ammonium/amine group, which is preferred when
protonated. During deprotonation, the second binding station, e.g., a triazolium, is favored. Using this
combination of binding stations results in co-conformations being predominant by > 99 %, making
this rotaxane effectively binary.149 Depending on the relative affinity, and guided through external
stimulus, the macrocycle translocates from one to the other binding station. One possible application
area for this rotaxanes, relevant in the medical ﬁeld,lso_152 or in organic synthesis,153_155 is the
controllable singlet dioxygen (102) photoproduction (for simplicity named singlet oxygen production,
or 102 production in the following). To reduce toxicity, and increase reactivity, the rotaxanes in
the off -state should suppress 102 production completely, while the on-state should yield the desired
agent. In a simplified picture, a black-hole quencher (BHQ) should suppress the 102 production of the
photosensitizer (PS) when they are in close proximity to one another, while a large distance between
BHQ and PS leads to the on-state. The synthesis of such a switchable rotaxane'~° resulted indeed
in a separate on- and off -state, but vice versa to the original design. Additionally, the 102 quantum
yield was considerably lower in the rotaxanes compared to the free PS, and the thread length has been
identified as a significant factor in the 102 production. In the context of such highly flexible systems,
it is essential to account for molecular folding, which is where theoretical ADQM-B simulations can
be applied to screen the large PES using the efficient GFN2-xTB method (see Chapter 5). For more
reliable data, the CRE should further be refined with higher level DFT calculations, yielding final
Gibbs energies with a multilevel scheme, enabling the profound analysis of the conformational space.

Another part of this thesis focuses on the exploration of relativistic effects on melting and boiling
points (MPs and BPs, respectively) for atomistic systems. Until today there exists no generally
accepted microscopic explanation how phase transitions, i.e., metling of ice, occur. To reveal the
mechanisms, quantum mechanical calculations could assist, but are inherently difficult, as inter- and
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intramolecular interactions between all atoms or molecules involved need to be described properly.157

Only heating up (or cooling down) a simulation box using MD or Monte-Carlo approaches describe the
macroscopic picture insufficiently, as possible defects, different solid-state structures, super-heating or
-cooling, different reaction paths, large volume changes, etc. influence phase transitions significantly.
Especially for the boiling point, large volume changes occur,'> increasing the per se challenging
task of computing phase transitions. Additionally, the simulation of covalently bonded or metallic
solids requires an accurate description of electron correlation, a computational task that is particularly
demanding for bulk systems.15 9-161 Despite the prevalent application of DFT in calculating phase
transitions, the performance of density functional approximations (DFAs) for bulk properties is
element-speciﬁc,162_164 limiting their comprehensive utilization.

Instead of directly simulating phase transition processes, Mewes et al. 165-167 proposed an indirect
method called TI-MD-ADFT, yielding phase transition points by the intersection of Gibbs energy
curves. Gibbs energies at specific temperatures are obtained by combination of MD simulations at a
DFT level of theory with thermodynamic integration (TI), and thermodynamic perturbation theory
(TPT). Moreover, an empirical scaling of the Hamiltonian is applied to mitigate above mentioned
DFA-related systematic errors. Those Gibbs energies are subsequently extrapolated for each phase,
with their intersections giving the respective phase transition points. It has been shown for closed-shell
Group 12 elements Zn, Cd, and Hg that this approach is able to correctly predict MPs and BPs, and
furthermore, it could clarify the influence of relativistic effects on the anomalie of the MP of Hg.166 A
multitude of relativistic effects associated with Au have been examined, including the phenomenon of
its characteristic yellow color,'® the extraordinary high electron affinity (~ 2.4),'% the occurrence
of the oxidation state +5,'"° or aurophilic interactions.!”! However, the impact of relativistic effects
on the MPs and BPs of the coinage metals Cu, Ag, and Au requires further investigation. Pushing
the boundaries of the TI-MD-ADFT approach, this workflow is therefore applied to the electronically
complicate case of open-shell Group 11 elements (cf. Chapter 6) by computing their non-relativistic,
scalar relativistic and spin-orbit relativistic phase transition points.

In the following, Chapter 2 introduces theoretical models used in this thesis, concentrating on
electronic structure ground and excited state theory, as well as the calculation of Gibbs energy curves
for atomistic systems. Then, the main research results are presented in Parts II and III while the full
publications are printed in the appendices (A to D). In Part II, studies on large systems are conducted
using semi-empirical methods. First, the SQM method GFN2-xTB is assessed for the description
of proteins, using an all-atom single structure approach in Chapter 3. Second, the influence of the
environment as well as dynamic structural effects on 1- and 2PA spectra is explored in Chapter 4. In
Chapter 5, investigations of the conformational space of large organic molecules are shown. In the
next Part II1, the influence of relativistic effects on phase transitions is evaluated in Chapter 6. Finally,
a summary of the achievements of this thesis, and a perspective regarding future studies are given in
Part IV.



CHAPTER 2

Theoretical Background

This chapter provides an overview over different theoretical concepts applied in this thesis. First,
different electronic ground state methods (see Section 2.1) are introduced. Subsequently, the calculation
of excited states for 1- and 2PA spectra is presented Section 2.2. Then, Gibbs energy calculations
for the computation of melting and boiling points is shown in Section 2.3. The primary sources for
this chapter are references [172, 173], which also provide a more detailed description for interested
readers. Moreover, references [37, 56, 63, 89, 96, 97, 165, 166] were utilized for recently developed
and validated methodologies.

2.1 Electronic Ground State Methods

This section gives a brief overview over commonly applied electronic ground state methods. Ad-
ditionally, relativistic effects, effective core potentials and periodic boundary conditions are briefly
examined. Furthermore, the semi-empirical tight binding method GFN2-xTB is introduced. If not
stated otherwise, atomic units are used in all equations.

2.1.1 Definition of the Electronic Hamiltonian and Wave Function

Modern ground state methods calculate the total energy E of a system by applying the operator H
(termed Hamiltonian) to the wave function W, i.e., connecting the system’s structure to its energy.

HY = EY (2.1)

In this so-called stationary Schrodinger equation,174 the Hamiltonian is not dependent on time (see
Section 2.1.5 for the time-dependet variant). First, details about the time-independent Hamiltonian &
are given, before the wave function W is discussed. A consists of the kinetic 7" and the potential V
energy of electrons e and nuclei n.

A

I
~>

H
A (2.2)

e n ee en nn

>

+
+

~>
+
+
+
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The potential energy V represents the Coulomb 1nteract10n between two particles (electron-electron:
Vee, nucleus-nucleus: V. or electron-nucleus: V,,.), while T represents the kinetic energy which
can be split into the klnetlcs of electrons and nuclel, respectively (T,, and T,). For all elements, the
nucleus is much heavier than their respective electrons, e.g., the mass is 1800 times higher in the
smallest possible nucleus H, and already 430 000 times higher in uranium. Consequently, Born and
Oppenheimer175 introduced two approximations, based on the assumption that the coupling between
the motion of electrons and nuclei can be disregarded. From this follows: i) the kinetic energy of the
nuclei 7, can be neglected, as the velocity of the electrons is much higher than that of the nuclei, and
ii) the Coulomb potential V,,,, between two nuclei is a constant, and thus needs to be calculated only
once. For the majority of chemical interesting cases, the Born-Oppenheimer approximation leads to
negligible errors (~ 10™* au for H, and smaller for heavier atoms)'>'"®_ and is therefore used almost
universally. Throughout this thesis, it is applied, too.
Consequently, the Hamiltonian is separated into nuclei-nuclei interactions and electron-dependent
terms (see eq. 2.3).
H=H,+V,, (2.3)

The electronic Hamiltonian H ; consists of interactions including electrons, i.e., 7,, V,, and V,,,.

1 Nel
T.=-3 Z v? (2.4)
i
Nel Nel 1
v, = —_— 2.5
€= 2,247 v | (2.5)
o>t J
Nel N, at Z
v, = —a (2.6)
- Z; Ir; = Ryl

N,; and N, are the total number of electrons and nuclei, respectively, Z, is the nuclear charge of

nucleus A, and r;, Iy, and R, are the coordinates of electron 7 and j, and of nucleus A, respectively. V ,
2 2 2

the Laplace operator, denotes the second derivative in all three directions, i.e., V2 6‘92 + % + %.
Vi Zi

It might be useful to separate the one (7; = T, + V,,) and two-electron (V,,) integrals, with the latter

being the bottleneck in many calculations. In total, the electronic Schrodinger equation then reads:

1
Zh +Zzlr ey ¥Y=FEW,. 2.7)
i j>i

All in all, the desired quantity E,,, (the total energy), is the (constant) Coulomb energy V,,, and the
expectation value of the electronic Hamiltonian (the total electronic energy E,), here written in the

Dirac notation.

E, o = E, + Van (2.8)
at Z Zb
=(¥Y |H, |¥ 2.9
<||>+ZZ|R - (2.9)
B>A
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2.1 Electronic Ground State Methods

Note that only electronic terms are considered further, therefore the index e is omitted from now on.

After defining the Hamiltonian, the (electronic) wave function ¥ is now introduced briefly. To
put it in a nutshell, ¥ provides a mathematical connection between the spatial positions and spins
of the electrons of a given system to its (electronic) energy. In quantum mechanics, an electron
is represented by one-particle wave function ¢(x), also called orbital or spin wave function. The
latter has four-dimension, three spacial components x, y and z, and a spin component o;ea, §, as the
electron as fermion is known to have a spin of %

¢;(x) =, (r)o; (2.10)

For the hydrogen atom, comprising a positive and a negative charge, the Schrodinger equation can
be solved exactly, yielding the well-known hydrogenic orbitals. Orbitals of elements with more than
one electron adopt, in principle, the similar form, and are commonly approximated with hydrogenic
orbitals. When computing integrals, the mathematical expressions of hydrogenic orbitals in multi-
electron systems are extremely demanding, therefore simpler formulations are mainly used in quantum
mechanical calculations: Slater-type and Gaussian-type orbitals (STO, and GTO, respectively). The
former are accurate solutions of the Schrodinger equation for hydrogen-like systems,177 but are
computationally challenging for more than one- or two-center two-electron integrals. Therefore,
the less demanding GTOs are commonly used. However, a single GTO is insufficient to model the
orbital accurately, due to its inability to reproduce the nuclear cusp and its overly rapid decay at larger
distances from the nucleus. Therefore multiple GTOs are contracted (also called linear combination),
to simulate the shape of one STO. It was found that at least three GTOs are required to resemble one
STO.

The wave function needs to be antisymmetric, and the Pauli principle:177’178 is a direct consequence,
stating that two electrons need to differ in at least one quantum number. Therefore, the wave function
is commonly represented as (normalized) Slater Determinant (SD), consisting of N orthonormal
one-electron wave-functions (or MOs), which are occupied by N electrons.

¢1(x) o1 (x) .. dn(xy)

‘I’OzQDSD(l,Z,...,N):L ¢1(.x2) ¢2(.x2) ¢N:(X2)

Wi @2.11)

¢1(;CN) ¢2(;CN) ¢N('XN)

In many electronic ground state methods, only one SD is taken, as e.g., in the Hartree-Fock (HF) (see
Sec. 2.1.2), or in density functional theory (DFT, see Sec. 2.1.3), which is a good approximation for
many systems.

2.1.2 Wave Function Theory

Hartree-Fock One established approach to translate eq. 2.1 to practically solvable equations is the
Hartree-Fock (HF) theory.179 Although it lacks crucial electron correlations, it is the base for many
other, more sophisticated methods like coupled cluster (CC)172’180_183 or configuration interaction
(CD)!72173:180 A they are merely touched in this thesis, the reader is referred to references [172, 173]
for an introduction of these methods. HF approximate the exact total energy of eq. 2.1, applying the
variational principle, i.e., the resulting HF energy £ HE must be larger or equal to the exact energy E.
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Chapter 2 Theoretical Background

Note that equality would only hold for an exact wave function and considering all interactions. The
HF equivalent of the Schrodinger eq. 2.1 for the computation of the electronic energy is written in eq.
2.12.

fio; = e, (2.12)

The Hamiltonian H of eq. 2.1 is replaced by the Fock operator f (eq. 2.13), the wave function ¥ is
approximated by molecular spin orbitals ¢ (eigenfunctions of f), and the total electronic energy E o 18
estimated by the sum over all orbital energies ¢; (eigenvalues of £). f takes the form:

where /i is the one-electron operator accounting for 7, and V,,, and the interaction between two
electrons V,, is estimated by the difference of the Coulomb J;; and the exchange term K;;. The
exchange energy K does not have a classical counterpart, but is commonly described as the lowering
of the energy due to the hypothetical exchange of two indistinguishable particles (e.g., two electrons
with the same spin). In HF, the Coulomb energy J is the interaction of an electron with the mean
field of all other electrons, i.e., the approximated repulsion between all electrons of a system. This
mean-field approximation is the main ingredient in HF and is introduced to avoid the many-body
problem. Consequently, no explicit electron correlation effects are accounted for in HF. In passing,
note that HF is free of the self-interaction error (SIE), as the Coulomb-type self-interaction J;; is equal

to the exchange-type self-interaction K;. h, J and K take the form:

1, & z
Blg) = ——V2— ) A
hl¢;y = -5 Vi ; R (2.14)
X 1 o 1
Jj|¢i> = <¢J|r_|¢J>|¢l> = (/ ¢jF¢’jdxj)|¢i> (2.15)
ij ij
N 1 o 1
Kj|¢i> = <¢J|r_|¢l>|¢1> = (/ ¢j:¢idxj)|¢j> (2.16)
ij ij

In HF (and many other QC methods), atomic spin orbitals (AOs) y; are nucleus-centered. Linear
combination of all N, atomic orbitals (LCAO) yields the molecular orbitals (MOs) ¢ of the system
and filled with the electrons following the "Aufbau" principle.

Nao

6= Cuky 2.17)
M

The shape of the MOs depends on the underlying system, therefore the coefficients C,,; are optimized
during the electronic ground state calculation such that the resulting wave function yields a minimum
total energy (see eq. 2.1). Translating eq. 2.12 into a linear matrix equation yields the Roothaan-Hall
formula 2.18.'5%!%

FC =SCe (2.18)

F is the Fock matrix (eq. 2.19), C consists of the coefficients of eq. 2.17, and S is the overlap matrix,
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2.1 Electronic Ground State Methods

written in eq. 2.20. The latter is inserted to ensure orthonormal orbitals.
Fo, = Olfl) (2.19)

Sy = Wl (2.20)

The Fock matrix depends on the coefficient C,,; through the density matrix P, therefore eq. 2.18
needs to be solved iteratively. This procedure is called self-consistent field (SCF) approach and
depends on linear variation of the MO coefficients C,;. After reaching a predefined threshold, the

final Hartree-Fock energy E HF is obtained with the converged, self-consistent coefficients as shown
ineq. 2.21.

Nel Nel Nel
BN = Zwimil(ﬁi) + Z Z (<¢’i|jij|¢i> - <¢i|1€ij|¢)i>) (2.21)
i i j>i

Formally, HF scales with O(N*) (N equals number of basis function), although modern codes
decrease the actual computational effort.

Correlation As outlined before, HF is a mean-field theory. Consequently, the potential energy
between two explicit electrons V,, is approximated by the interaction of one electron with the average
field of all other electrons. Due to the Pauli principle, electrons with the same spin interact within
HF (Fermi correlation), but electrons with opposite spin are uncorrelated (Coulomb correlation).
Therefore, the HF solution is always an approximation to the exact energy, even when considering a
complete basis set (CBS). The missing correlation energy E (eq. 2.22) is normally about 1% of
the total energy.

corr

E — Eexact _ EHF (2'22)

corr

Although this seems negligible, for many properties, relative energies, and sometimes even covalent
bonds, it plays a crucial role. Additionally, London dispersion is poorly described within HF, as it
is a long-range interaction. As mentioned above, CI and CC methods improve upon the HF ground
state by taking into account multiple electron configurations. Up to now, the most notable approach is
the CCSD(T) ansatz ("gold standard" in computational chemistry),lgo’183 which truncates the cluster
operator used in coupled cluster theory after double excitations, and computes the triple excitations
perturbatively. Although much more accurate than HF, CCSD(T) scales formally with O (N 7), making
it only feasible for relatively small molecules.

2.1.3 Kohn-Sham Density Functional Theory

Nowadays, the workhorse of quantum chemistry is Kohn-Sham Density Functional Theory (KS-DFT).
It is based on the Hohenberg-Kohn theorem,'®® which is split into two statements: i) the electronic
energy of the ground state of a system is determined by its electron density p(r). ii) Variation of the
electron density leads to higher energies than that of the ground state, i.e., the ground state electronic
energy can be approximated using variations of a test electron density. Although proven in 1964,'8¢ the
authors did not give any recipe for constructing such a functional, and its form remains unknown until
today. This "orbital-free" functional is only dependent on three variables, but leads to low accuracy
comparable to HF, and is merely used tod21y.187’188 One of the issues is the unknown kinetic energy
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Chapter 2 Theoretical Background

T,[p], for which no exact expression exists. Therefore, Kohn and Sham'®’

L (re-)introduced the concept
of orbitals, by using the assumption of non-interacting electrons. This divides 7, [p] into the kinetic
energy T¢[p] (eq. 2.23, computed using a Slater determinant in the "non-interacting limit"), and a
small remaining term, which is absorbed in the exchange-correlation energy Ey[p] (eq. 2.24). This
exchange-correlation term is the only approximate term in KS-DFT (Kohn-Sham DFT). Note that
orbitals in KS-DFT generally apply the LCAO approximation introduced in Section 2.1.2. Further
known ingredients of KS-DFT are the Coulomb interaction between electrons and nuclei E,,, (eq.

2.25) and between electrons and electrons in J (eq. 2.26).

N,
el 1
Tg= ) <¢,~| - §V2|¢,~> (2.23)
Exclpl = Ex[p] + Eclp] (2.24)

uT Z
- 5z
=3[ [ e (220

All in all, the total energy in the KS-DFT approach reads:

Elp]l =Ts + E,.[p] + J[p] + Exclp] (2.27)

There are two major drawbacks in KS-DFT, which current developments try to improve: i) The exact
form of the exchange-correlation functional is unknown. ii) The Coulomb and exchange terms for
identical electrons, J;; and K;;, do not cancel, as it was the case for HF. Consequently, an electron
interacts with itself in KS-DFT, an unphysical behavior, which is called self-interaction error (SIE).
The influence of Ey on the total energy is small compared to the influence of 7, [p] in orbital-free
DFT, nevertheless it is the critical ingredient in density functional approximations (DFAs) regarding
their accuracy, and even can lead to (un)bound states, where the opposite should be the case.”*!! Over
the past decades, developments concentrated on the improvement of exchange-correlation functionals,
resulting in a plethora of different DFAs.* Each has its own strengths and weaknesses - there is no
universal functional, and the DFA needs to be selected carefully considering from the beginning the
system of interest and the target property. Note that throughout this thesis, DFT always refers to
KS-DFT.

DFAs can be ranked according to their description of the density using the "Jacob’s ladder" of
DFT.'"? The simplest DFA, which is on the first and lowest rung, is based on the uniform electron
gas. Here, the density varies only slowly, leading to the local spin density approximation (LSDA).
It describes some metallic systems well, but is merely used to compute molecular systems due to
its overall poor performance. The generalized gradient approximation (GGA) improves the density
description by taking into account the first derivative of the density Ap, placing it on the second
rung of Jacob’s ladder. Consequently, the electron density can adapt better to heterogeneous systems.
Therefore, it is often applied for fast QC calculations, with a scaling of formally O (N 3). Prominent
GGA functionals are PBE193’194, BP86195’196, and PBEsol'*”'°®. On the third rung, higher derivatives
of the density v? p or the kinetic energy density 7. These meta-GGA functionals generally improve the
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2.1 Electronic Ground State Methods

accuracy compared to GGAs although formally scaling similar as GGAs (O (N 3).) Famous examples
are TPSSI%, and r’SCAN?.

Hybrid functionals, on the fourth rung, incorporate exact HF exchange using KS orbitals (eq. 2.28).

ERP = (1 - a ) EYVO9N +a EXT + ELPOCA (2.28)
a,. equals the amount of exact exchange from the HF approach that is mixed in, and is either determined
based on the adiabatic connection formalism, or empirically. Interpolating the non-correlated HF
approach and the correlated DFT relying on the adiabatic connection often leads to an improved
description of systems that are prone to the SIE, although this comes to a higher computational cost
(O(N4)). Examples are PBEO0,°! or the B3LYP?****® functional. Double hybrid (DH) functionals
occupy the last (fith) rung and include virtual orbitals by incorporating many-body perturbation theory
expressions, usually applying the Mgller-Plesset approximation obtained at the second order (MP2).
DHs increasing the formal scaling to O(N 5), but improving the description of electron correlation.'”?
Prominent examples are the B2PLYP** and the PWPB95°” functional.

The introduced DFT methods normally suffer from the overlocalization problem, which means
that delocalized systems are favored over localized systems. Therefore, range-separated (also called
long-range corrected) functionals were developed, aiming at an improvement of the overlocalization
problem. In this class of functionals, the exchange energy is divided into a short- and a long-range
part, usually represented by a density exchange functional and the exact HF expression, respectively.
Partition is usually done by an error function erf(wr,,), which depends on the distance r;, of two
electrons, and the parameter w, which is usually determined by fitting to experimental data (typically
0.30 — 0.50/bohr). The wB97X?% functional is to be mentioned here, which is relied on (with a
dispersion correction) in this thesis, too. In practice, range-separated DFAs are particularly valuable in
difficult cases such as for excited state calculations, for cases of loosely bound electrons, and therefore
for charge-transfer and Rydberg states, or for structure predictions of zwitterionic structures.

2.1.4 Composite Methods

DFT methods are in general more accurate than HF, but still suffer from shortcomings (vide supra).
Especially the combination of DFAs with small basis sets results in efficient but often inaccurate
calculations. Therefore, composite methods like HF-3c and DFT-3c were developed, applying three
corrections to the underlying ground state method. 822297208 A11 of them are computationally more
efficient than their underlying ground state method in the basis set limit, as they apply relatively small
(modified) basis sets. It is known that small basis sets leads to the basis set superposition error (BSSE),
as all atoms try to maximize their basis sets (i.e., their description) by "borrowing" basis functions of
nearby atoms. Therefore, most 3¢ methods use the geometrical counterpoise (gCP) correction””*10
to decrease the influence of the BSSE. Additionally, short-ranged basis set (SRB) errors are improved,
which mainly influence covalent bond lengths of many (meta)GGAs.

Last but not least, all composite approaches use a London dispersion correction (D355 or D42“)
to enhance the description of non-covalent interactions (NCI). London dispersion effects are part
of attractive Van-der-Waals (VdW) interactions in the long-range region of a system, and they are
crucial in non-covalently bound systems like the benzene-dimer.'”*"°! As mean-field methods like
HF and (semi-)local KS-DFT are not able to describe such long-range correlation effects, Grimme
and coworkers developed corrections, termed DFT-Dn (n = 1,2, 3, 4),52_55 211212 which are added a
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Chapter 2 Theoretical Background

posteriori to a calculation. All of them come at negligible computational cost compared to the ground
state approaches, but improve their description of NCIs significantly.

2.1.5 Relativistic Effects

Until now, all electronic ground state methods are based on a non-relativistic Hamiltonian. For most
calculations concerning organic chemistry, this approximation yields reasonable results, but if heavy
atoms are included in a calculation, relativistic effects influence the physical and chemical behavior
significantly. The famous color of gold is commonly known, which appears only due to relativistic
effects.'® Other examples are the low melting point of mercury,213 the extraordinary high electron
affinity of gold,169 or the HALA (heavy atom on the light atom) effect in NMR.>"* In Chapter 6, the
influence of relativistic effects on the melting and boiling points of Au is investigated.215

Their base are core-electrons which move at a non-negligible fraction of the speed of light ¢ (usually
>1/3- c),172 leading to a substantial increase of the atom’s effective mass. The 1s orbital contracts by
the same factor as the effective mass increases, affecting all other s-orbitals to preserve orthogonality.
This normally leads to shorter bond lengths. Furthermore, the size of d- and f-orbitals increase and
thus, they become more diffuse.

As this is a considerable change in the electronic structure of an heavy atom, relativistic effects need
to be considered in their simulations for the correct description of their chemical behavior. Therefore,
the non-relativistic Schrodinger equation is exchanged by the relativistic Dirac equation 2.29.

Hpi ooV = EY (2.29)
Hpirae = -p+ Bmc® +V (2.30)

a and B are 4x4 matrices, p is the momentum operator, m resembles the relativistic electron mass,
and V is an electrostatic potential. Note that in the non-relativistic limit, i.e., light particles with small
velocities, the Dirac Hamiltonian simplifies to the Schrodinger Hamiltonian.

Hp;rqe contains different relativistic terms, next to default non-relativistic kinetic and potential
energy operators. Two of them, the mass-velocity and the Darwin correction increase the computational
complexity only slightly, and yield together the scalar-relativistic correction. The mass-velocity
correction couples velocity and mass of an electron, i.e., increasing speed correlates to an increase of
the effective mass The Darwin correction describes high frequency oscillations around an electron’s
mean position, called Zwitterbewegung. The third relativistic term describes spin-orbit relativistic
(SOR) interactions. In short, they occur due to the interaction of the electron’s spin with its self-induced
magnetic field due to its movement. Including SOR interactions significantly increases computational
demands.

2.1.6 Effective Core Potentials

Elements in the lower part of the periodic table require increasing computational effort as the number
of (core) electrons increases. Additionally, relativistic effects become more important (many core
electrons). However, chemistry mostly takes place at the valence orbitals, and reducing computational
requirements is often done using Effective Core Potentials (ECPs), also called Pseudo-Potentials
(PPs). In a nutshell, core electrons are treated with a pre-computed potential (ECP), while only
valence electrons (or electrons in high-lying orbitals) are considered explicitly in the quantum
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chemical calculation. Pseudo-potential are able to capture relativistic effects by design (mostly scalar
interactions) without running a full relativistic calculation. It is furthermore possible to include
spin-orbit effects in ECPs (increasing the computational time), or to exclude all relativistic effects to
yield non-relativistic ECPs, as done in Chapter 6. Therefore, the influence of relativity on the property
of interest can easily be investigated with ECPs.

2.1.7 Semi-Empirical Quantum Mechanical Methods

Popular DFAs can nowadays compute properties for a couple of hundred atoms, depending on the task.
Geometry optimization, molecular dynamic (MD) simulations, or the generation of conformer/rotamer
ensembles (CREs), however, are often computationally too demanding for ab-initio methods, and
even efficient composite DFT methods reach their limit of what is computationally feasible. In this
context, semi-empirical quantum mechanical (SQM) methods arose, based either on HF, or on DFT.
For HF-based approaches, NDDO?'%?!7 ZINDO*, and MNDO?'® are to be mentioned here. The
DFT-based density functional tight binding (DFTB)37’49’50 is briefly introduced in the following.

Density Functional Tight Binding Different parameterizations exist, but all DFTB methods have
in common: 1) the use of a minimal basis set, ii) neglect of three- and four-center integrals, and
iii) treatment of valence electrons only, while core electrons (and their interactions) are implicitly
accounted for in the parameterization. In short, DFT evaluates the electron density of a given structure,
while DFTB examines differences of the electron density with respect to a precomputed reference
state of neutral, non-interacting atoms.

p = po+Ap with py = Y it 2.31)
A

Therefore, energy differences are described with density fluctuations 6p, expanded in a power series.
Elp] = Epol + EV[pg.6p] + E [pg, (5p)*1 + EDpg, (6p)' +...  (232)

Truncation after different orders lead to different DFTB flavors, i.e., truncating after 1°* order is
called DFTBI,48 truncating after the 374 order is called DFTB3.*’ From the 2" order onwards,
self-consistent charge (SCC) is reached.”! Dispersion is not accounted for, but can be added empirically
just as for WFT/DFT. Furthermore, specific interactions as e.g., hydrogen-bonds H-X or halogen
bonds R-X can be corrected, as they are normally described poorly within the DFTB approach.

GFN2-xTB One recently proposed DFTB3 variant is the so called GFN2-xTB (geometry, frequency,
non-covalent interactions - extended fight binding) method,>” which was benchmarked and afterwards
applied to gain results in this thesis. Just as its precursor GFN1-xTBY’ (see ref. [56] for comparison
of all GFN methods), GFN2-xTB is a special purpose TB method, to quickly compute geometries,
frequencies and non-covalent interactions for systems with up to thousands of atoms. One main
feature in GFN2-xTB is the exclusion of any pair specific parameters, which are either global or
element-specific. GFN2-xTB is parameterized for all elements up to radon, and consequently widely
applicable to many chemical challenges. It employs a minimal valence basis set of atom centered,
contracted Gaussian functions, and additionally adds polarization functions for some main group
elements (see Table 2.1 for details). Core electrons are treated implicitly via the parameterization.
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One novelty in GFN2-xTB is the calculation of anisotropic electrostatic interactions and exchange-
correlation effects up to second order in the multipole expansion.37 Additionally, dispersion interactions
are included self-consistently, using the modified density-dependent D4 dispersion model.>>*!! Due
to inclusion of anisotropic electrostatics, no force-field (FF) type corrections for hydrogen or halogen
bonds are required, unlike for the predecessor GFN1-xTB”’, and most other DFTB variants in
literature.

In GFN2-xTB, the total energy is the sum over repulsion and dispersion interactions, the extended
Hiickel-type energy, (an)isotropic electrostatic (AES and IES) and exchange-correlation (AXC and
IXC) effects, and an entropic contribution G.

EGrNo-xtB = Evep * Eqisp + Egur + Erpscixc ¥ Eags + Eaxc + Grermis (2.33)

E., arises formally at zeroth order of eq. 2.32, and is calculated in a classical manner, using atom

rep
B

pairwise potentials.
effyeff
ﬂe_(“AaB)l/z(RAB)kf (2.34)
4 Rup

Here, Y:f ! Y;f I a 4 and a g are element-specific parameter (¥, ¢ » influence the repulsion interaction

strength), and & ; is a global parameter set to %, except if both atoms are first row atoms (H or He),
where it equals 1.

Dispersion effects are included formally up to second order in the Taylor series, i.e., Ey;, =

E‘(lq) + Ec(ll) + EL(IZ) . GFN2-xTB employs a modified, self-consistent D4 London dispersion
isp isp isp

Table 2.1: GFN2-xTB Slater-Type atomic orbital basis functions employed for the different elements across the
periodic table.”’

element basis function
H ns

He ns, (n+1)p
Ne nsp, (n+1)d
Group 1, Be-F, nsp

Zn, Cd, Hg-Po

Group 2, 13-18 nspd
TM, lanthanoides nd, (n+1)sp
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2.1 Electronic Ground State Methods

variant,”!! which is shown in eq. 2.35.

Edisp == Z Sh Z

n=6,8 A>B

[3 - cos(Bapc)cos(Opca)cos(Ocap) + l]CgABC (CN?OV, CNE . CNCCOV)

cov

A
CnB(qA, CNﬁ,V, qp CNE

)
— fn amp,BJ(RAB)
RAB

Sg 3
A>B>C (RABRACRBC)

X fgdamp’O(RABy RucsRpe)

(2.35)
R 4 p 1s the distance between atoms A and B, 6 45 represents the angle between atoms A, B, and C,
Jaamp are (Becke-Johnson- (BJ) and zero-(0)) damping functions (defined in references [212] and
[54]), and C,‘? B and Cg‘ BC are dispersion coeflicients that depend on the atomic (partial) charges (Cg
and Cg) and coordination numbers (CNs). The first term in eq. 2.35 is a two body term, which is
charge and CN-dependent via C, ,‘? 2 In consequence, the two-body dispersion influences the electronic
energy and is optimized self-consistently. Dominant many-body dispersion effects are included using
the second three-body term, called Axilrod-Teller-Muto (ATM). 219220 1t jg charge independent and
therefore does not influence the electronic energy.

The next term in eq. 2.33, Eggr, is mainly responsible for covalent bonds and contains element-
specific and global parameters. Within the LCAO ansatz, E ., reads:

Epnr = Zni<lpi|ﬁ0|wi> (2.36)
= Z Z P H,, (2.37)
kK A
with P, = PY, + 6P, (2.38)

P, 1s a density matrix element and H ,, resembles matrix elements that depends on the CN. Through
parameters, H accounts to some extent for neglected on-site & p(z) effects. Additionally, short-range
many-body effects are captured. Due to the CN-dependency, hypervalency is possible for large CNs
through a lowering of d-level orbitals.

For charged or polar systems, the actual density differ from the reference density, i.e., p # pref , and
consequently net charges exist. In this approach, they are treated with shell-wise partitioned Mulliken
charges, leading to equation 2.39.

Eipsvixc = % Z Z Z qa19Br YA+ % Z Z Tai@ay (2.39)

A,BleA]l' eB A leA

qd A, 1s an isotropic monopole charge of the / shell of atom A, y,p ;, called Mataga-Nishimoto-
Ohno-Klopmann (MNOK)*'*% formula, damps the Coulomb interaction g X g. The MNOK term
is distance dependent, and behaves differently for each element, as it contains element-specific
parameters. It is included to enable long-range Coulomb interactions and decrease their magnitude in
the short-range. I' ; is a shell-wise parameter, depending on element-specific and global parameters.
It mainly repairs for large terms in the second XC term. All in all, the isotropic ES and XC contribution
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mainly stabilize charged atomic states. Additionally, it helps to partially remedy shortcomings from
the minimal valence basis set.

The AES term (eq. 2.40) describes electrostatic interactions between non-uniform charge distri-
butions, i.e., between monopoles g and dipoles u, monopoles and quadrupoles ®, and dipoles and
dipoles. Consequently, it improves the description of the anisotropic density around an atom.

E g5 =Eq#+Eq®+EW (2.40)

u and ® are computed from electric dipole and quadrupole moment integrals between respective AOs.
In short, the anisotropic electrostatic contributions are used for a better description of NCIs of less
coordinated atoms (e.g. hydrogen or halogen atoms), and therefore, no further (FF-type) corrections
are needed in GFN2-xTB.

An E 4y is proposed for the first time in the DFTB context within the GFN2-xTB method. It
captures changes due to polarization and mitigates to some extent shortcomings from the minimal
valence basis set.

Exxc = > (fxe 1 ua P +f2 110411 (2.41)
A

u and O corresponds to the cumulative atomic dipole moment and the traceless quadrupole moment,
respectively, and fx. are fitted, element-specific parameters to account for anisotropic density
distributions.
The last term G .,,.,,,; is introduced to handle e.g. static correlation or open-shell cases via a finite
temperature ansatz (also referred to as Fermi-smearing)224:
. Nyo

Grermi = kaTu D) Y |miglnlig) + (1= ng)in(1 = nig) (2.42)

i

k g refers to Boltzmann’s constant, 7,; is the electronic temperature (300 K by default), and n;
describes the (fractional) occupation number of the molecular spin orbital.

GFN2-xTB is nowadays used in many quantum chemical analysis, for geometry optimization of
large molecules, to generate and investigate CREs, for the detection of transition states, or to compute
chemical properties.58_62’225 Furthermore, it is shown in Chapter 3 that GFN2-xTB is also able to
quickly optimize (metallo—)proteins65 up to 5000 atoms, yielding structures in the same error range as
experimental uncertainties.

2.1.8 Periodic Boundary Conditions

Until now, all consideration belonged to molecular systems. For the calculation of metals or explicitly
solvated systems, this approach reaches its limitations, as the system size increases drastically.
Furthermore, the outer atoms or molecules tend to boil off into space, which is usually an undesired
behavior. Therefore, periodic boundary conditions (PBC) are often introduced (see Fig. 2.1). Here,
the system of interest is placed inside an appropriate box. The latter is then duplicated in all three
dimensions such that the central box (and in principle all following boxes) is surrounded in every
direction. In all boxes, the arrangements of atoms are mirrors of the central box, i.e., if atom 1 in the
central box moves to the left, an analogue movement in all other boxes with the same velocity and the
same distance occurs. When one atom leaves the central box during a calculation, its mirror image will
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2.2 Excited State Calculation

enter the central box on the other side from the respective mirror box. Although PBCs are a simple
tool to simulate periodic systems, attention must be paid to the size of the cell and to the truncation of
long-range interactions. Electrostatic interactions, e.g., are long-ranged, which means that an atom in
the central box can in principle interact with its mirror image, which is physically unsound. Therefore,
those interactions need to be truncated without loosing physical sound interactions with other atoms.
Consequently, the cell should be large enough to describe all necessary inter- (and intra-)molecular
interactions properly.

Figure 2.1: Sketch of multiplied cells used in calculations employing periodic boundary condition.

2.2 Excited State Calculation

Some properties of interest lay beyond the ground state picture and need to include a time-dependent
external potential. This is for example the case, when electromagnetic radiation in a specific wavelength
excites an electron from a bound to an unbound state. In the following, occupied molecular orbitals
(MOs) are denoted as i, j, k, [ ..., unoccupied (virtual) ones as a, b, ¢, d ..., MOs of any kind are
written as p, g, 1, s ..., and atomic orbitals are given in Greek letters @, 5, y, ¢ .... Additionally,
two-electron four-center integrals are written in the Mulliken notation:

1
(palrs) = / dry dry W, (1), () 0, ) s 1), (2.43)

The following Section gives a brief overview over time-dependent density functional theory and its
simplified variant. Additionally, the computation of one- and two-photon absorption is highlighted.
2.2.1 Time-Dependent Density Functional Theory

The Hohenberg-Kohn theorems (vide supra) were proven for the time-independent ground state.
In 1984, Runge and Gross>*° similarly connect the electron density to an external potential for the
time-dependent case,?¢ leading to the Runge-Gross theorems for time-dependent density functional
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Chapter 2 Theoretical Background

theory (TD-DFT). The non-Hermitian eigenvalue problem to be solved, called Casida’s equations,227

is shown in eq. 2.44, assuming real orbitals.

A B 1 0)\|(X (w)) (,u )
4 . e
-w = , (2.44)
o 3ol Sl -G
A and B represent orbital rotation Hessian super-matrices, the unknown excitation and de-excitation
amplitudes are depicted as X and Y eigenfunctions, w is the eigenvalue vector with the dimension of
the number of roots (or states) and describes the excitation energies, and 1, is the perturbation.

For the calculation of an excited state, the perturbation is set to 0, and eq. 2.44 is transformed to a
linear Hermitian problem, depicted in eq. 2.45

(A—B)I(A+B)(A-B)Z = w’Z

' (2.45)

withZ = (A-B)2(X+Y).

Assuming a spin-restricted global hybrid exchange correlation functional, the A and B super-matrices
read:

Aja jb = 0045 (€, — €) +2(ialjb) — a,(ijlab) + (1 — a,)(ial fxcljD) (2.46)
Bia,jb =2(ialbj) — a,(iblaj) + (1 — a,)(ial fxc|bj) (2.47)

Orbital energies of occupied and virtual orbitals are denoted as €; and €, (resulting from a DFT ground
state calculation), a, is the amount of non-local Fock-exchange of the underlying hybrid functional,
and the two-electron four-center integrals are written in the Mulliken notation (see eq. 2.43). Egs.
2.46 and 2.47 contain two different type of two-electron four-center integrals: the Coloumb-type
integrals (ij|ab), and the exchange-type integrals (ia|jb), (ia|bj), and (iblaj). In the adiabatic
approximation,227’228 which work well for low-lying valence states, the derivative of the TD-XC
functional, also known as TD-XC kernel fy, is derived from its time-independent counterpart, and is
denoted as:

52EXC (o]

_— 2.48
5p(r)6p(r) (249)

Ixc(ry,ry) =

2.2.2 Simplified Time-Dependent Density Functional Theory

TD-DFT can nowadays be applied to 200-400 atoms,>*22%%3 depending on the basis set and atoms of
interest. Consequently, it is the workhorse for ab-initio excited state property calculations. However,
realistic systems easily exceed 1000 atoms, jeopardizing the use of default TD-DFT for investigations
of their excited state properties. To still enable such investigations, Grimme and co-workers’’
proposed a simplified variant coined sTD-DFT in 2014. It applies the same simplifications as
the previously developed simplified Tamm-Dancoff approximation (sTDA)®, introducing three
approximations to TD-DFT: i) neglect of the XC kernel fy, ii) truncation of the singly-excited
(i — a) configuration space, and iii) approximation of the two-electron integrals by short-ranged
damped Coulomb interactions of point charges (see eq. 2.49).

N N
(Palrs) ~ " > apgahiTas (2.49)
A B
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2.2 Excited State Calculation

q?q are (transition) charge densities from a Lowdin population analsis®! and T g 18 the Mataga-

Nishimoto-Ohno-Klopman (MNOK)221*223 formula to damp short-range interactions of the point
charges ¢g. If the approximated integral is of Coulomb-type, Fl{x p reads:

o I 5
AT\ (Rpp) + (am) ™
. n(A) +n(B) (2.50)
withn = —

R 4 1s the distance between atoms A and B, a is the amount of Fock-exchange, and n resembles the
mean chemical hardness of two atoms A and B. For the latter, tabulated values are used, which were
derived for all elements of the periodic table consistently.23 2y ; 1s a linear function and depend on a :

y, =020+ 1.83a, (2.51)

Exchange-type integrals decay differently than Coulomb-type integrals, and therefore are damped
as:

rk, = ! K (2.52)
AB T (RAB)yK +1 0K ' '

with yg:

Yk =1.42+0.48a, (2.53)
Altogether, the sTD-DFT method contains 4 global parameters, which were fitted against reference
excitation energies96 to yield accurate UV/Vis and CD spectra.

Eq. 2.49 is based on the zero differential overlap (ZD0)*** approximation, assuming Lowdin-
orthogonalized basis functions A and Lowdin-orthogonalized LCAO coefficients C low.

(ialjb) ~ )" Clo* Loy Cig™ €l (1adaldpds) (2.54)
op

Therefore, (transition) density charges g can be obtained for each atom A using the respective
coeflicients:

N
gl =Y clavcir. (2.55)
acA

Considering the above approximations, the super-matrix elements A’ and B’ in the sTD-DFT
formalism are denoted in eqs. 2.56 and 2.57.

N
/ A ByK _ A B rJ
Aia.jb = 0ij0ap (€, — €) + Z(ZQiaCIijAB = 4ij9ab"aB) (2.56)
AB
N
, A B K A B K
Bia.jb = Z(qu'qujrAB —a,4ip94;1 AB) (2.57)
AB
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Chapter 2 Theoretical Background

Originally, the singly-excited configuration space is truncated using only one threshold E,;, .,
which will be called single threshold (st). Literature suggest5234_237 that considering carefully chosen
MOs instead of the full variant significantly decreases computational requirements, with only a minor
loss of accuracy. In sTD(A)-DFT, the MO space (i.e., adequate selection of occupied and unoccupied
orbitals) is truncated evenly around the highest occupied and lowest unoccupied molecular orbitals
(HOMO, and LUMO, respectively), considering the MO energy € and the amount of Fock exchange
a

X

€ >€ -2(1+0.8a,)E
Homo ~ 2( OEnr (2.58)
€ <ezymo +2(1 +0.8a,)E,,,
Then, the primary configuration state functions (P-CSFs) are chosen using their diagonal Hamiltonian
element A. If the excitation energy of occupied i to unoccupied a MO is smaller or equal to the given
threshold, the singly-excited configuration is considered further.

A; <E

ia,ja = “thr

(2.59)

Secondary CSFs (S-CSFs), which have a non-negligible impact, are chosen for remaining configu-
rations with energies higher than 107*E 1> using a second-order perturbation contribution.

E} = I Ml > 107°E 2.60
Z Alala_ jb,jb h ( )

All in all, the sum of P-CSFs and S-CSFs is the total amount of CSFs taken into account for
construction of the A" and B’ super-matrices. Loffelsender et al.®® showed for FMN (51 atoms)
that this procedure decreases the CSF space from 12096 to about 350-1400, depending on the used
thresholds.

Cases where the excited state property mainly stems from a small part of the system, say a
chromophore in a fluorescent protein (FP), lead to the development of the dual threshold (dt) method,
using two energy thresholds E;,;, and E;,,, for the truncation of the CSF space. In consequence,
the responsible part (chromophore) is treated in the high layer with a higher threshold (i.e., higher
accuracy) while the environment, although considered with a lower threshold, can still be described
explicitly. After truncation of the MO space following eq. 2.58, the density ¢; computed from the MO
coefficients C is divided into the high and low part:

Z C?,,  with a € high-layer

{i <0.1 — Elow
P-CSFs are computed as in the st-sTD-DFT approach (see eq. 2.59), applying the respective energy
thresholds. The MO space for S-CSF of the high-layer was determined already in the first step, while
S-CSFs for the low layer follow a slightly different approach:

Ejpw <Ajp b <2(1+0.8a,)E,,,, (2.61)
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2.2 Excited State Calculation

Both S-CSFs are evaluated with the second-order perturbation shown before (eq. 2.60) to explore if
they need further investigation. Finally, the total amount of CSFs is again calculated as the sum over
all P- and S-CSFs, i.e.,

Ncsks = Np-csFs,,, ¥ Np-csFs,,, T Ns-csFs- (2.62)

2.2.3 One-Photon Absorption

In an 1PA process, a system is excited from the ground to an excited state by absorption of a photon
with a frequency w. Figure 2.2 left side illustrates an exemplary one-photon absorption and emission
process. Note that the energy of the photon during emission can be lower than the energy during
absorption, depicted with a dashed arrow in Figure 2.2. To be visible in the one-photon absorption
(1PA) spectrum, an excited state v needs to have a non-zero oscillator strength f. The latter depends
on the electric dipole moment £ from ground (0) to excited (v) state as well as on the excitation energy
w.

2 - -
va = ngoﬂOV#vO (263)

[ uses the the eigenfunctions X and Y of eq. 2.44 solved without perturbation in the sSTD-DFT
context. In the length formalism L, and assuming a spin-restricted case, the transition dipole moment
for exciting an electron from an occupied to an unoccupied orbital ; to ¢, is shown in the following
equation:

Ncsr

gy =V2 T Wil Flva) Koy +Yia ). (2.64)

ia
The resulting oscillator strengths yield a stick spectrum, which is converted to a broadened spectrum
(to compare to experiment spectra) using Gaussian broadening functions (see Section 2.2.4).

2.2.4 Two-Photon Absorption

Two-photon absorption (2PA, sometimes referred to as TPA) is a non-linear optical process of third
order. A system absorbs two photons of the same or different wavelengths simultaneously over a
virtual state to yield an excited state. Figure 2.2 shows an exemplary two-photon absorption and
emission process. Calculation of 2PA spectra in the sSTD-DFT formalism was first introduced in ref.
[106] in 2022.

To obtain 2PA strengths, the (s)TD-DFT formula (eq. 2.44) needs to be solved two times, once with
and once without a perturbation. This leads to virtual (17) and excited (n) states, respectively, needed
for the computation of the two-photon transition dipole moments M 2;". Although formally of third
order, they can be extracted from the linear response vectors X,, X, (-w,,/2), Y, and Y, (-w,,/2).

My =-A"+ B (2.65)

A’ and B are denoted in the following:
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Chapter 2 Theoretical Background

‘ excited ) excited
E H(w) = state E Hlw+0) . state
= Hlw'=w) = H(w'sw+0)

DA || T A %ﬂn

) ground y ground
state state

One-photon process Two-photon process

Figure 2.2: Sketch of an one (left) and two-photon (right) absorption and emission process. The dashed arrow
illustrates a possible de-excitation before photon emission occurs.

A’ - Z {Z Xn,ai ['u{,l](l - 5§7])] Yn,aj(_wn/z)} (266)

perm.£.0.n \aij

and

B = Z {Z Xn,ai [/‘l{,ab(l - 6{17)] Yn,bi(_wn/z)} (2'67)
perm.&,{,n \iab

p is the perturbation, and calculated as p1 ,,, = (®,|A,|®,), the Kronecker delta 6, ensures the

neglection of transition between two excited states, whilst perm.£, {, n denotes permutations between

cartesian coordinates and their respective frequencies.

The transition strength matrix elements S are the product of 2P transition dipole moments:
0— 0—
Senev =My " Me,". (2.68)

2PA

Then, the rotationally averaged microscopic 2PA strengths (§°° ) are computed via eq. 2.69.

2PA\ _ F G H
(6 >_%;S{{,nn‘k%;Ss“n,{n"'%;‘g{mn{ (2.69)
{on £on £on

The parameters F', G, and H depend on the experimental setup to compare with, and all equal 2 for
parallel linearly polarized light. For a proper comparison to experimental data, the microscopic 2PA
strengths are converted to macroscopic (measurable) 2PA cross-section o4 (in Goeppert-Mayer
(GM) units, 1 GM = 107> cm* s Photon™! molecule_l) via:

N 3 5 2 2
o2Ph 2 NTQGBOT opayeay w T (2.70)
C

Depending on the experimental setup, N = 1 or 2 for the single or double beam experiment, respectively,
taking into account the photon dissipation rate of the laser beams.>*® @ denotes the fine structure
constant, a, is Bohr’s atomic radius, ¢ resembles again the speed of light, and S(2w, w,,,T) is a
broadening function to convert the computed sticks to a line spectrum. For condensed phases, S is
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2.3 Gibbs Energy Calculations to obtain Melting and Boiling Points

normally a Gaussian line shaping function, depending on the damping factor I" and the frequencies w:

2
Vin2 —ln2(M) ‘ 2.71)

SQw,w,,T) =G6GQRw,w,,I') = N -

exp

2.3 Gibbs Energy Calculations to obtain Melting and Boiling Points

An indirect attempt for the calculation of phase transition points, called TI-MD-ADFT approach, is
described in detail in refs. [165, 166]. It pins down melting and boiling points (MP and BP) of
elements by calculating the intersection of the Gibbs energy curves (see Fig. 2.3) of the respective
phases (solid and liquid for MP, liquid and gas for BP) at their respective equilibrium volumes and at
normal pressure. Combining thermodynamic integration (TI), MD simulations and thermodynamic
perturbation theory (TPT), all at a DFT level of theory, it overcomes DFA shortcomings using a scaling
factor A which is based on experimental cohesive energies E..;,. Altogether, this TI-MD-ADFT yields
outstanding results for BPs!65:166215 44 pins down the MPs with deviations up to 10%. 166213

MP ©
Bp <

liquid (G))

Gibbs energy / eV/atom

G(T) =U(T) + pV(T) - TS(T)
G(T)~UT)-TS

temperature / K

Figure 2.3: Sketch of the Gibbs energy intersections of solid, liquid, and gas phase. Solid, colored dots represent
the calculated Gibbs energy at a specific temperature, lines are (linear) approximations to Gibbs energy curves.

A phase transition occurs, when the Gibbs energy curves of both phases intersect, i.e., when they
are equal (G150 = Gpiguiq for MP, and Gy ;0 = G g4 for BP). In general, the Gibbs energy is
composed of the internal energy U, the entropy S and the volume work pV, all dependent on the
temperature 7':

G(T) = U(T) + pV(T) = TS(T) = F(T) + pV(T). 2.72)
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Chapter 2 Theoretical Background

The difference of U and T'S is referred to as Helmholtz free energy F. In case all simulations (solid
and liquid) are conducted at equilibrium volume, the volume work pV — 0, and thus can be neglected.
This simplifies eq. 2.72 to:

G(T) ~ F(T) = U(T) = TS(T). (2.73)

While the internal energy U is accessible in QM calculations, computation of accurate entropies
remains a challenge.239 Therefore, it is difficult to compute the Gibbs energy of a specific state, and
this step is circumvented by integrating from a calculable reference to a fully-interacting DFT one,
called thermodynamic integration. This step is different for solid and liquid phases, so in the following,
each phase is discussed separately.

Solid The reference for the solid phase is the ideal (harmonic) crystal. The Gibbs energy of the
solid consists of the total electronic energy E., ok, vibrational (phonon) contributions G, ok at 0K,
anharmonic contributions G ,;,,.m,» and corrections calculated with TPT Gpr.

sol anharm

E¢q ok as well as Gy, ok are computed at the predetermined equilibrium volume V, ;. The final
vibrational contributions are calculated in the harmonic approximation, for example using the program
Phonopy.240

Afterwards, TI is used to investigate the anharmonic contributions, by integrating from an harmonic
(ideal) crystal to the fully interacting DFT crystal.

1
Gy =Gy = [ axw, () - Uy(R), 2.75)

The Gauss-Legendre quadrature with three quadrature points is used to approximate eq. 2.75,
leading to three additional MD simulations with mixed harmonic and DFT forces.

1 n
/ S0 D wifx) (2.76)
- i=1

Until now, the settings for the MD simulations can be selected according to computational feasibility,
e.g., SOR effects etc. can be neglected. The incorporation of refined computational settings, as
well as other (higher-rung) DFT functionals or phenomena, such as SO coupling, is facilitated by
TPT. In short, TPT compares a "lower" level of theory (1) to a "higher" level (2), thereby revealing
the influence of the investigated topic. Thus, it is possible to achieve more sophisticated numerical
settings without increasing the computational demands of the MD simulation. In the case of the
TI-MD-ADFT approach, TPT is applied to several independent configurations of the MD simulation,
and the resulting differences are averaged for a more comprehensive estimate. Consequently, the
influence on the final Gibbs energy of refined numerical settings, a computational demanding DFT
functional, and SOR effects is investigated thoroughly.

1 _ _
G,-G, = _Eln<e BlU,(R) UI(R)]>1 (2.77)

Instead of solving the full equation, we use the second-order cumulant expansion. Here, already the
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second term gives contributions well below 1 meV/atom, which is sufficiently accurate.

Gy - Gy ~ (AU, - E((au - (aup?), (2.78)

Liquid The reference for the liquid is an ideal gas-like non-interacting system at the predetermined

equilibrium volume V,, j;, of the liquid supercell. Its Gibbs energy is simple to compute:

G = F'd = kT In(Z(®,T,V,N)) + pV, with (2.79)

ev)N
Z(e,T,V,N) = (%N) and A:h,/i
AN 2rm

k g denotes Boltzmann constant, ® resembles the electronic degeneracy, N is the number of atoms
in the investigated supercell, A is the de Brogli wavelength, and m the mass of the atom. For a given
simulation temperature 7" and a predetermined equilibrium volume V, this term is constant.

The Gibbs energy of the interacting DFT liquid can be extracted from TI, applying the interpolation
of the internal energy of a non-interacting liquid to a fully-interacting DFT liquid. In contrast to
the solid, where the ideal crystal is easy to simulate, the computation of the non-interacting liquid
is unfeasible. Briefly, the non-interacting atoms do not experience any forces, no attractive but also
not repulsive one, so they can in principle fuse during a MD simulation. Therefore, A in eq. 2.75 is
substitute by a function A(x), which was developed in 2018 by Dorner et al*!

1
Ax) = (x; I)IK (2.80)
Consequently, eq. 2.75 now reads:
1 1
G, -G, = T [1 dx(UP™ (R)A(x)"), (2.81)

In contrast to Dorner et al.?*!, the TI-MD-ADFT approach conducts simulations at a lower level of
theory, and uses TPT as before to numerically converge the final liquid Gibbs energy. Additionally, it
enables the consideration of SOR effects. Eq. 2.81 is approximated with the Gauss-Lobatto quadrature,
for which the values n = 7 and k = 0.7 have been chosen in the present work (cf. Chapter 6).

Gas The Gibbs energy of the gas phase is approximated as an ideal gas. It is calculated as shown
before (eq. 2.79) for a temperature T near the BP, at the equilibrium volume and at ambient pressure.
The natural logarithm (/n(Z)) is solved by the Stirling approximation, considering an arbitrary number
of particles. Note that the volume work is not negligible for the gas phase and is considered explicitly.

2.4 Remarks on Geometry Preparation of Proteins
Preparing the geometry of medium-sized (<500 atoms) molecules is non-trivial,** and generation

of large molecules (>500 atoms) is even more demanding. Most of the time, quantum chemical
calculations start with the energetically lowest-lying conformer, but pinning down its three dimensional
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structure is a challenge. For proteins, the three dimensional structure can be extracted from NMR
or X-Ray experiments, as stated in Chapter 1. Protein NMR-structures are commonly measured
in solution, leading to an ensemble of different structures, and it remains elusive, which structure
to take for further QM calculations. X-Ray structures provide quite detailed positions of heavy
atoms, although different side chain conformations may appear, and must be be considered manually.
However, information about the spatial arrangement of the hydrogen atoms are not resolved. It is
trivial to protonate amino-acids using their experimentally known pK ,-values, measured in water
for the single amino-acid of interest. However, there are (at least) five amino-acids with varying
protonation states (arginine, lysine, aspartic acid, glutamic acid, and the very special case of histidine).
It was shown experimentally2 that the pK ,-values may differ due to the environment, leading to the
inherently difficult task to determine the correct protonation state of a protein. Although this might
sound negligible for a 5000 atom protein, H-bonds or electrostatic interactions due to an charged
side chain can lead to wrong binding situation.”*® Therefore, yielding a correct 3D-structure of a
protein, including H-atoms, remains in many cases a matter of chance, but may decide over success or
failure of subsequent QM calculations. Due to the unknown protonation state, the total charge (and
the spin, if metal atoms are part of the structure) of a protein remains elusive, too. Last but not least,
crystallization agents as well as solvent molecules need to be accounted for, as their presence might
impact the protein structure. Collectively, these unknown variables aggravates the already difficult
protein calculations further, and the resulting data should be interpreted with appropriate caution.
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Chapter 3 Quantum Chemical Calculation of Molecular and Periodic Peptide and Protein Structures

Understanding structure-property relationships for proteins is a challenging task until today.
Computational chemistry can aid, but necessitates an accurate molecular structure. For proteins,
this implies error-prone preparation of an experimental structure, as illustrated in Figure 1.1, and
further computational refining. As outlined above, pure DFT or WFT methods are computationally
too demanding for AQM calculations on realistic proteins. Various approximations exist, 323244248
but have their own limitations. Reducing computational requirements leads to semi-empirical QM
(SQM)40’41’47_51 or classical approaches,%_32 which can routinely be used for geometry optimizations
of systems with up to ten thousand atoms, i.e., biological relevant proteins. In this Chapter, the
SQM methods GFNn-xTB (n = 1,2) are examined thoroughly for (metallo-)protein structures up
to 5000 atoms, applying an ASQM approach. Extending the study of Martinez et al. 2% two
comprehensive benchmark sets were compiled for the evaluation of geometry optimizations of GFN#n-
xTB (n = 1,2) considering protein structures, and compared to experimental crystal X-ray structures.
If possible, comparison to competitor methods are also conducted, namely the two special-purpose
force fields AMBER*?®?7 and OPLS2005%%, the composite method HF-3¢'?, and the SQM methods
PM6-D3H4X**?°% and PM7%". The first test set consists of 70 peptides and proteins, and contains
only organic elements (H, C, N, O) and sulfur, ranging from small peptides and fibrils to large proteins
(70 — 1657 atoms, 897 atoms on average), with total charges ranging from —2 to +2. From the first
set, a small subset of 10 oligopeptides (90 — 109 atoms) is created to evaluate packing effects, i.e., the
difference between molecular and periodic treatment. The second test set concentrates on proteins
containing various metals (Cu, Fe, Ca, Zn, Hg, Co, Ni, Cd), and metal-containing prosthetic groups,
such as heme. The chosen 20 metalloproteins are larger in size (1034 — 4804 atoms) and have total
charges from —15 to +7. Note that GFN2-xTB is focused in this study, and therefore, results for the
precursor GFN1-xTB are not discussed in detail.

For the evaluation of packing effects, the neutralized peptides of the subset were optimized using
HF-3c¢ with implicit solvation as well as with periodic boundary conditions (see Figure 2.1) to
mimic crystal behavior. HF-3c is known to overbind molecular crystalls,252 therefore a scaled variant
(sHF—30252) is applied, too. Note that at the time of the study, PBC calculations with GFNn-xTB
were not implemented. The C, root mean square deviation (C,-RMSD) is used to access both the
difference between theory and experiment, and the packing effect. Molecular equilibrium sHF-3c and
HF-3c structures yield similar deviations with respect to experimental results (C,-RMSD = 0.56 and
0.60 A, respectively), while sHF-3¢ structures optimized under PBC perform slightly better (0.43 A).
Note that all workflows show deviations close to the apparent experimental uncertainty of 0.5 A R34
The packing effect, evaluated by comparing sHF-3c calculations with and without PBC amounts
on average to 0.70 A, again similar in size than the apparent experimental uncertainty. Therefore,
comparing geometrically optimized molecular structures to experimental crystal structures is valid,
although the packing effect should be further investigated using larger systems and preferably crystal
protein structures.

Next, structures of the first test set are evaluated using GFNn-xTB (n = 1, 2), AMBER*, OPLS2005
and HF-3c. Assessing the computational timings, it becomes visible that HF-3c is barely applicable to
the larger test systems, as it needs on average 1.5 h per optimization step. The longest optimization
consequently needed 4 months to complete, which makes this approach not feasible for screening
purposes. GFN2-xTB took on average 17 s/step, and the force fields are fastest (much less than
1 s/step), due to their much simpler theory.

Visual inspection of all structures reveals no unfolding during optimization and furthermore shows
preservation of the secondary structure features for all tested methods. Only regions with random coil
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deviate more from experimental structures. To assess the quality of all methods, the backbone angles
@, ¥, and w, the first side chain angle y, and two RMSDs, namely C_,-RMSD and ha-RMSD (RMSD
between all non-hydrogen atoms) are calculated with respect to the corresponding experimental
structures. Analysis reveals that GFN2-xTB is of similar quality as the specialized OPLS2005 force
field, and superior to the other tested models. Afterwards, bond length distributions, which are of
high importance for spectroscopic investigations, are evaluated for CC, CO, CN, and CS bonds. The
force fields, as well as HF-3c yield narrow bond length distributions that deviate significantly from
experimental measurements. GFN2-xTB yields much broader distributions, even for the difficult CS
bond, and therefore performs best for this descriptor. Note that both tested PM methodologies show
technical problems for 50 systems of the first test set. As GFN2-xTB generally leads to more accurate
results while being computationally less demanding, PM6-D3H4X and PM7 are not further discussed
here for the remaining proteins. Putting it all together, GFN2-xTB is a promising candidate to yield
fast and accurate molecular equilibrium structures of proteins without prosthetic groups at a quantum
mechanical level of theory.

In the second test set, metalloproteins are investigated, each containing either single metal atoms or
prosthetic groups with metals like heme-groups. As common force fields are not able to treat any
other than common prosthetic groups, such as heme, and HF-3c¢ is known to yield poor results for
metals, only GFNn-xTB is assessed here. Considering the above introduced geometrical descriptors,
GFN2-xTB yields similar results for the second as for the first test set. The secondary structure is
well preserved, and random coil regions are stabilized if near a metal center. Additionally, the first
coordination shell around metal atoms is evaluated empirically by means of the Wiberg/Mayer bond
order.”>*°® GFN2-xTB mostly preserves experimental coordination spheres, and only in few cases,
a ligand change is observed, or the coordination number is increased. Therefore, we conclude that
GEFN2-xTB shows generally good performance also for challenging structures such as metalloproteins.

In conclusion, the comparison of molecular structures against periodic crystal structures was
validated, by structure optimizations of a small subset with an implicit solvation model and with
periodic boundary conditions. For the first test set, GFN2-xTB yields similar geometrical descriptors
than the special purpose force field OPLS2005, and better results than all other tested methods.
Regarding the bond length distributions, it yields best estimates compared to experimental structures.
Furthermore, results for the second test set show that GFN2-xTB describes proteins containing common
and uncommon metal groups with a similar quality as without those groups. Coordination spheres
are mostly preserved during the optimization process. All in all, GFN2-xTB provides reasonable
structures for realistic (metallo-)proteins, rendering it a promising candidate for further (spectroscopic)
investigations.
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Chapter 4 All-Atom Quantum Mechanical (AQM) Methodologies for One- and Two-Photon
Absorption of Realistic Systems

The direct environment of a molecule influences its geometry, energy, dynamics and reactivity,
and thus ground and excited state properties.1 As shown in Chapter 3, the SQM method GFN2-xTB
yields reliable structures for large and challenging proteins, and the encouraging results in bond length
distributions render it a potential candidate for further spectroscopic investigations. Thus, this study
investigated possible AQM workflows for the computation of 1- and 2PA spectra for realistic systems,
considering the environment explicitly at a QM level of theory, and either excluding (all-atom single
structure, ASQM) or including dynamic structural effects (all-atom dynamic structure, ADQM). The
ASQM method was assessed by means of the challenging fluorescent proteins bacteriorhodopsin (bR,
3835 atoms) and iLOV (1849 atoms), optimized at the ONIOM wB97X-D*%%7/ 6-31G**>5-203. GFN2-
xTB*7/GBSA(water)***% level of theory.”* The two ADQM workflows ADQM-B and ADQM-MD
were tested for the flavin mononucleotide (FMN, chromophore of iLOV), using GFN2-xTB?’ for
geometry generation. Additionally, implicit and explicit dynamic structural effects were evaluated.
The ADQM-B approach with its indirect dynamic structural effects is based on a conformer-rotamer
ensemble (CRE) of FMN in gas phase or implicit solvation (water), using the programs CREST?#22%7
and CENS0°®3?% to obtain a final Gibbs energy ranked CRE (*SCAN-3¢>>2%207 ¢lectronic energy
+ G,,rR H0270’272(GFN2—xTB)//rZSCAN-3c for the ensemble in gas phase as well as r*SCAN-3c
electronic energy + 6G ,;,(COSMO-RS[H,01)*"* " + G,, g r 110 (GFN2[GBSA]-bhess) / *SCAN-
3¢[DCOSMO-RS]?7%?"" in implicit water). For all relevant structures, absorption spectra were
computed and Boltzmann-weighted to yield a final averaged spectrum. For the ADQM-MD scheme,
FMN was simulated in i) gas phase, ii) implicit water, and iii) explicit water. For the latter, water
molecules were added to the lowest-energy conformer of FMN using spheres of increasingly large
radii of 7 A, 9 A, 10 A, 11 A, and 12 A. Then, MD simulations were conducted at the GFN2-xTB level
of theory. Uncorrelated snapshots from each MD simulation laid the foundation for further absorption
spectra calculation, and were equally weighted to yield averaged spectra. 1- and 2PA spectra as well as
natural transition orbitals (NTOs) were computed with the simplified (dt—)sTD-DFT-)<TB24’95 —7.99,106
method, and compared to respective experimental 1- and 2PA spectra.278_286 To complement theoretical
investigations, 1- and 2PA spectra of the lowest-energy conformers of the chromophores with respect
to r’SCAN-3c energies were explored in vacuum and in implicit solvation (FMN only) using the high
level approach RI—CC2287/aug—cc—pVD2288.

Based on the ASQM scheme, comparison of experimental and theoretical 1- and 2PA spectra for
bR show reasonable agreement, as the main features are captured by sTD-DFT-xTB. Additionally, the
recently introduced** dt-sTD-DFT-xTB methodology performs well while reducing the computational
costs by decreasing the explicitly considered configurational space. Inspection of natural transition
orbitals reveals that all atoms need to be included in the excited state calculation, as tryptophan
residues have non-negligible impact on the high energy part of the spectra, often absorbing photons
without chromophore contribution. This was already found for the photoactive yellow protein PYP by
de Wergifosse et al.*® For bR, NTO analysis furthermore reveals a known>*? charge transfer (CT)
from a nearby tyrosine to the chromophore retinal, enhancing and red-shifting o*PA of this excitation
compared to the chromophore in gas phase, while the oscillator strength decreases significantly.
The same analysis based on iLOV confirms the ASQM scheme as well, as many excitations involve
surrounding residues or are residue-only. Experimental 1- and 2PA spectra are well reproduced,
although the second peak in both spectra is blue-shifted. The literature-known sensitivity of photon
absorption processes to the planarity of the isoalloxazine ring84’85’87 may impact the calculated spectra,
as the optimized ring is slightly bent compared to experimental structure. For both chromophores
(retinal and FMN), including the surroundings in the calculations has a far more significant impact
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than just increasing the level of theory from sTD-DFT-xTB to RI-CC2. Nevertheless, side features
as broadening or shoulders in the spectra are not resolved correctly, which is most likely due to the
underlying single structure approach.

Therefore, ADQM schemes are probed using flavin mononucleotide (FMN), including dynamic
structural effects either implicitly (ADQM-B) or explicitly (ADQM-MD). Resulting 1- and 2PA spectra
were compared to experimental ones, revealing that the ADQM-B scheme hardly improves over single
structure spectra. When using a large solvation shell of at least 11 A, however, ADQM-MD spectra
provide striking agreement with experimental 1- and 2PA spectra, catching the difficult inhomogeneous
broadening of the second absorption band. NTO analysis reveals that the inhomogeneous broadening
appears due to a charge transfer including parts of the chromophore (especially the interaction of
the moving HPO, with the isoalloxazine ring) and surrounding water molecules, which can only
be captured when accounting explicitly for the surroundings together with explicit dynamics. The
same inhomogeneous broadening of the second peak is also visible in the 1PA spectrum of iLOV. As
the ASQM scheme failed in correctly describing this feature, the ADQM-MD scheme could aid and
should be investigated in a future study. All in all, the results clearly emphasize the importance of
explicitly including the environment in the calculation of 1- and 2PA spectra by applying explicit
molecular dynamics.
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Chapter 5 Molecular Folding Governs Switchable Singlet Oxygen Photoproduction in
Porphyrin-Decorated Bistable Rotaxanes

As shown in Chapter 4, the ADQM-B workflow shows little improvement over single structure
methods regarding 1- and 2PA spectra. Nevertheless, it provides valuable insights into possible
structures of the potential energy surface (PES) of highly flexible systems. The experimental part of
this work (performed by the collaborators) first focuses on the design of two bistable rotaxanes with a
photosensitizer (Zn(II) tetraphenylporphyrin, ZnTPP), a black-hole-quencher (BHQ-2), and two linkers
of different lengths (C; or C;) between both binding stations (compounds 1a/b, see Appendix C, Fig.
1d). ZnTPP has a strong absorption band at around 420 nm and a high singlet oxygen production
(®, =0.72 £ 0.12), while BHQ-2, featuring a dialkylaniline, a central dimethoxybenzene, and a
terminal nitrobenzene linked by two diazo groups, has a broad absorption range of 350 — 650 nm and
should thus be able to suppress 102 production when in close proximity to ZnTPP. To suppress the
singlet oxygen production completely, the design envisages that the quencher is positioned within
close proximity to the photosensitizer in the off-state (1a/b*), while it is at a long distance in the
on-state (H-la/b2+). Subsequent NMR-investigations confirm the pH-induced shift of the macrocycle
between the amine/ammonium-station and the triazolium-station.

Measurements of the 102 production demonstrate that the rotaxane 1a, featuring the long C,
linker, indeed exhibits two reversibly switchable states, with the on-state yielding about 500 %
increased singlet oxygen production compared to the off-state (®, = 0.03 + 0.003 for H-1a%* vs.
®, = 0.15+0.03 for 1a*). However, the direction of switching is reversed regarding the original
design, and the production is significantly reduced compared to ZnTPP alone. In contrast, rotaxane
1b, featuring the short C; linker, shows no significant 102 quantum Yyield in both protonation states
(@, < 0.01+0.001 for H-1b**, @, = 0.01 + 0.001 for 1b*). Control rotaxanes without the quencher
show similar results as the ZnTPP alone (®, = 0.48 — 0.60), demonstrating that i) the quencher is
indeed affecting the singlet oxygen production, ii) the protonation state is not influencing the 102
quantum yield, and iii) the conformational change in the structures of 1a must play a crucial role.

Conducted fluorescence lifetime measurements (by other collaborators) could not explain the
unique behavior of 1a™ in the 1a/b series. Therefore, theoretical investigations on the conformational
space of all four rotaxanes are conducted, focusing on possible intramolecular interactions of the
ZnTPP unit. To this end, the potential energy surface (PES) is scanned for all 1a/b variants, using
the program CREST***?%7 in combination with the GFNn-xTB (n=12) methods®’*%7 and the
force field variant GFN-FF,** employing the ALPB(THF) implicit solvation model.”>® To additionally
increase the level of theory, representative conformations are evaluated at the PBEh-3c level of theory20
to yield multilevel Gibbs energies (PBEh-3c electronic energy + 6Gwlv(COSMO-RS[THF])273_275 +
G,.rr HO(GFNZ[ALPB]—hess)zm_272 /I GFN2-xTB [ALPB:THF]. The investigated conformations
include energetically low-lying structures as well as higher-lying ones, focusing on a variety of Zn
atom interactions. Based on the Zn atom binding motif in its axial (octahedral) position and the folding
of the whole system, all conformers are organized in three categories: closed, half-open, and open.

Evaluation shows distinct differences in the folding behavior of 1a* and the other variants. The
protonated H-1a’+ form is predominantly characterized by a strongly folded binding motif (closed
category), exhibiting the lowest Gibbs energy among all categories, despite unfavorable thermal
and solvation contributions. The long C; linker enables a triple n stack, probably stabilizing the
high charge (+2) of this folded conformation via strong electrostatic interactions. Additionally, the
strong folding can explain unexpected shifts observed in the NMR spectra. Both 1b variants show
limited flexibility, resulting in mostly closed conformations with similar binding motifs, which are
thermodynamically favored. Therefore, H-1a>* and both 1b protonation states show similar singlet
oxygen quantum yields. In contrast, 1a™ proofed to be more flexible with many different Zn atom
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binding motifs. Several half-open conformers were found, showing similar Gibbs energies as closed
conformations. This unique behavior allows for better diffusion of 302 to the photosensitizer.

Putting it all together, the BHQ-moiety is in closer proximity to the photosensitizer in H-1a%* and
both 1b variants. On the one hand, this facilitates energy transfer from the ZnTPP to the quencher,
suppressing the singlet oxygen production. On the other hand, diffusion of 302 is inhibited as the
binding capabilities of the Zn atom is limited through the close distance between ZnTPP and BHQ.
The more flexible 1a™ shows multiple close and half-open conformations, with the BHQ-moiety closer
or in further distance from the Zn atom. The closed conformers for the 1a* variant explain the lower
singlet oxygen production compared to ZnTPP alone (®, = 0.15 £0.03 vs. ®, =0.72 + 0.12), as
quenching is active and diffusion of 3 O, is hindered. However, in half-open conformers, BHQ and
ZnTPP are in further distance, deteriorating the quenching, and improving the diffusion of 3 O, to
the Zn atom. This explains the higher, but not equivalent, 102 quantum yield compared to the other
variants and ZnTPP alone, and moreover, the reversed switching behavior of the 1a variants. All in all,
this investigation reveals the importance of considering molecular folding for the design of flexible
systems through QM calculations.
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Chapter 6 It’s Complicated: On Relativistic Effects and Periodic Trends in the Melting and Boiling
Points of the Group 11 Coinage Metals

Although even the smallest children are already aware of phase transition processes (e.g., melting
of ice), their microscopic mechanics are still under debate. Directly simulating phase transitions is
challenging, as technical details such as superheating or supercooling affects the melting and boiling
points (MP, and BP) considerably. Therefore, Mewes et al. 165-167 developed an indirect approach to
compute phase transition points relying on intersection of Gibbs energy curvatures. Internal energies
are determined using MD simulations at a DFT level of theory, and subsequent thermodynamic
integrations (TI) lead to Gibbs energies at a specific temperature. Increased numerical accuracy as well
as inclusion of spin-orbit relativistic (SOR) effects are received using thermodynamic perturbation
theory (TPT). Consequently, Gibbs energies are extrapolated linearly or quadratically, yielding the
final phase transition points. For a meaningful discussion, DFT-related systematic errors for each
element, i.e., over- or underbinding, need to be considered. Therefore, the phase transition points are
scaled, using an empirical scaling factor A based on the ratio of experimental and theoretical cohesive
energies E ;. The latter is additionally employed to determine the density functional approximation
(DFA) with the best cost-accuracy ratio for further MD simulations. As shown for closed-shell Group
12 elements Zn, Cd, and Hg, this so-called TI-MD-ADFT approach yields accurate MPs and BPs.!%
In this work, the approach is challenged by investigations on relativistic effects on phase transition
points of the open-shell coinage metals Cu, Ag, and Au.

First, E..,;, and equilibrium volumes at 0K (ng) for all Group 11 elements are assessed and

compared to experimental results. The GGAs PBE'?%1%4, PBE-D3(BJ )55’212 and PBEsol"7'?8, and
the meta-GGA SCAN* are tested. SCAN and PBEsol reproduce E..,, and Vg 4 most consistently
for all coinage metals. Considering computational efforts, the more approximate PBEsol functional
is chosen for further calculations. For the SOR case, the lattice for all three metals is known
experimentally (fcc), but for the non-relativistic (NR) limit, it needs to be determined first. Therefore,
E.,, for the face-centered cubic (fcc), body-centered cubic (bcc), and hexagonal close-packed (hcp)
lattices at O K are calculated with the PBEsol functional. For SOR and NR, the fcc lattice is yielded
as most stable packing, in line with (SOR) experimental results. Note that for Au, fcc, and hcp are
energetically closer in the NR case compared to the SOR case.

After defining DFA and lattice, MPs and BPs for the SOR cases are computed. BPs agree excellently
with experimental data, with deviations below 1 %. This is in line with previous investigations.165’166
The gas phase Gibbs energy is computed as ideal gas (compare eq. 2.79), i.e., no simulation is
needed. Therefore, simulations of the liquid phases apparently yield accurate Gibbs energies, and are
furthermore improved using the A-scaling.

On the contrary, MPs deviate between < 2 % (Ag) and about 10 % (Cu, and Au). To exclude the
linear extrapolation of the solid and liquid Gibbs energies as source of error, simulations at different
temperatures are conducted. New simulation temperatures are chosen such that they are close to the
old estimated MP. Consequently, Gibbs energy curves are approximated with a quadratic extrapolation.
This ansatz still leads to significant deviations from the experiment, but fits well to previously reported
computations of the MP of Cu with PBE and LDA. > Additionally, the system size is increased,
and harder PAWs (projector augmented waves) are investigated, without significant improvement
of the results. Furthermore, attempts where made to increase the level of theory by TPT to the
meta-GGA SCAN, which should in principle describe the complex electronic structure of the coinage
metals better, but again without any significant enhancement. It was shown before that DFT methods
generally suffer from poor descriptions of the polarization of the lower lying d-shells,”**7 and the
poor performance of DFT compared to coupled cluster for the deep-lying 6s orbital is also known.?”®
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Moreover, the intersection of the Gibbs energy curves is steep in the BP case, but in the MP region,
the curves run almost parallel. Therefore, an error of 1 meV/atom in the Gibbs energy results in a
roughly 10 times higher deviation in the MP than in the BP (1 K vs. 10K for BP and MP, respectively).
Comparing the computed electronic entropies to experimental ones reveals that the liquid phase is
simulated rather well, which reflects in the BPs. However, the solid entropies deviate more, rendering
the solid simulations more challenging than the liquid ones. Nevertheless, comparing SOR and NR
phase transitions in a next step should benefit from some sort of error cancellation, and relativistic
shifts are consequently more reliable.

To assess relativistic effects on MPs and BPs, SOR and scalar relativistic (SR) effects are successively
switched off. It becomes visible that the majority of relativistic effects stem from SR effects. Turning
off spin-orbit coupling insignificantly affects MPs or BPs of the coinage metals, just as reported for
the Group 12 metals. Comparing non-relativistic (NR) and SOR calculations, BPs are influenced
considerably, decreasing the BP about —123 K in case of Cu, over —225 K for Ag, and —831 K for Au,
just as expected due to the nuclear charge. Interestingly, results for MPs show a contrasting situation.
While the MP of Ag is similarly decreased (—210 K) as its BP when turning of SOR effects, the MP of
Cu and Au are slightly increased within the non-relativistic limit (+40 K, and +30 K, for Cu, and Au,
respectively). Moreover, the MP of Cu is affected slightly more than the MP of Au, although both lie
within the error bars of +30 K. Surprisingly, the MP of NR Au is therefore similar to the one of SOR
Au, defying the typically stronger influence of relativity on heavier elements. This was traced back to
a strong stabilization of the SOR liquid compared to the NR case, while the solid does not profit as
much from including an relativistic treatment. In contrast, Ag and Cu solids benefit more form SOR
effects. For NR Au, E_ ;, for fcc and hcp lattices are energetically distinctly closer than in the SOR
case, which is presumably the reason for the lower stability of the NR liquid. All in all, the results
render NR Au similar to SOR Ag, consistent with a half-century-old hypothesis by Pyykkd, proposing
the difference between Ag and Au essentially stems from mlativity.2

Comparing relativistic effects of Group 11 and Group 12'% elements reveals that except for the
MP of Ag, Group 12 elements experience larger relative relativistic effects than the coinage metals.
While phase transitions of the Group 12 metals all behave similarly to their lightest member Zn when
turning off relativity, this does not hold true for the coinage metals. Additionally, MPs and BPs in
Group 12 are similarly affected by relativistic effects, while they are not within Group 11, as outlined
above. Thus, relativistic effects alter phase transitions of Group 12 elements more strongly than those
of Group 11 elements.
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The importance of quantum mechanical methods in the explanation or prediction of experimental
results or in the design of new systems with enhanced properties can rarely be overrated. To this
end, an accurate three-dimensional structure of the system of interest is mandatory. Nonetheless, the
environment can also exert a substantial influence on the accurate determination of properties, and
its inclusion as an explicit factor in certain theoretical investigations merits consideration. Although
high-performance computational resources are available, many ab-initio QM algorithms reach their
limit when calculating large and condensed systems with several hundreds or thousands of atoms in an
all-atom QM way. As a consequence, approximate QM methods that are commonly able to include the
environment of a system, need to be evaluted. One recently developed semi-empirical QM approach,
GFN2-xTB, is based on density functional tight binding, and is parameterized for almost the whole
periodic table. Consequently, quantum mechanical calculations of all atoms for a variety of chemical
challenges are possible, including structure optimizations of proteins with prosthetic groups as well as
molecular dynamic simulations of explicitly solvated structures.

In a first step, GFN2-xTB was therefore assessed for ASQM geometry optimizations of proteins,
pushing the boundaries by including systems up to 5000 atoms (see Chapter 3). To first validate the
ansatz of comparing experimental crystal structures to molecular geometries used in the following,
the packing effect is estimated for 10 small oligopeptides. It was shown that the packing effect is of
similar size as the apparent experimental uncertainty of 0.5 A 233254 Therefore, comparing molecular
optimizations to experimental crystal structures is valid.

The first test set, containing 70 protein structures without prosthetic groups, is optimized with
GFN2-xTB and final equilibrium structures are compared to experiment. Additionally, the QM
approach HF-3c, as well as two special purpose force fields (OPLS2005 and AMBER¥*), and two
semi-empirical methods (PM6-D3H4X, and PM7) were chosen. GFN2-xTB yields similar results
as OPLS2005 regarding geometric descriptors like the C,-RMSD, while all other methods perform
worse. Note that the semi-empirical PMx methods were excluded from the studies due to technical
problems during the calculations. Additionally, bond length distributions were assessed, which are
crucial for spectroscopic investigations. The FFs as well as HF-3c yield too narrow bond length
distribution, while GFN2-xTB reproduces experimental findings best, even catching the large bond
length range of the important C-S bond. Therefore, GFN2-xTB enables fast QM optimizations of
organic proteins. The second test set contains large proteins with prosthetic groups, and is only tested
with GFN2-xTB. Note that both force fields lack parameters for any than usual prosthetic groups
including many metal atoms, and HF-3c is known to perform poorly for metal atoms, therefore they
are excluded. For metalloproteins, GFN2-xTB yields similar results as for organic proteins regarding
geometric descriptors. Furthermore, the coordination sphere around metal centers is described well.
All in all, GFN2-xTB proofed to be an accurate and fast alternative for the computation of protein
structures with the advantage of being applicable out-of-the-box to unusual binding situations, for
which common FFs lack parameters.

Due to the strong performance of GFN2-xTB regarding bond length distributions of equilibrium
protein structures, further spectroscopic investigations of realistic systems are possible. In Chapter 4,
the influence of the environment on 1- and 2PA spectra of the fluorescent proteins bR (chromophore:
retinal) and iLOV (chromophore: FMN) is assessed, using an ASQM approach. Comparison of
theoretical to experimental 1- and 2PA spectra show reasonable agreement, as the main features are
captured. The additionally tested dt-sTD-DFT-xTB approach, which further reduces the computational
demands, gives similar results as the sSTD-DFT-xTB method. Inspection of natural transition orbitals
reveal that all atoms need to be included in the excited state calculation, as tryptophan and tyrosine
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residues have non-negligible impact on the high energy parts of the spectra. Next to influencing the
excited states of the chromophore itself, residues in any part of the protein also show absorbance
without chromophore contribution, underlining the importance of the ASQM approach. Note that the
choice between high-level RI-CC2 and low-level (dt-)sTD-DFT-xTB methodologies barely affect the
quality of the simulated spectra. Nevertheless, side features as broadening of peaks or shoulders are
not resolved correctly, which is most likely due to the neglect of dynamic structural effects.

Therefore, ADQM schemes are probed using flavin mononucleotide (FMN), including dynamic
structural effects either implicitly (ADQM-B) or explicitly (ADQM-MD). Resulting 1- and 2PA spectra
at the dt-sTD-DFT-xTB level of theory were compared to experiment, revealing that the ADQM-B
scheme hardly improves over single structure spectra in this case. ADQM-MD results, nevertheless,
provide striking agreement to experimental 1- and 2PA spectra, even catching the inhomogeneous
broadening of the second absorption band. As shown by NTO analyses, the latter is due to a charge
transfer including parts of the chromophore and surrounding water molecules, which can only be
captured when accounting explicitly for the surroundings in an explicit dynamic manner. All in all,
the results strongly advice to include surrounding atoms as well as explicit dynamic structural effects
in the computation of 1- and 2PA spectra of realistic systems to gain quantitative agreement with
experimental results.

Although the ADQM-B scheme shows little improvement compared to single structures in the
computation of 1- and 2PA spectra, it provides valuables insights into structural features of the
PES. Therefore, it was applied to investigate the conformational space of two bistable rotaxanes,
whose photochemical behavior could not be clarified experimentally (see Chapter 5). The two
investigated rotaxanes, featuring ZnTPP as photosensitizer, a black-hole-quencher and two linkers
of different lengths were designed for a switchable singlet oxygen production by addition of acid or
base. Experimentally it was found that switching is only possible if the linker is sufficiently long.
Nevertheless, the 102 production is lower than in the free ZnTPP. Additionally, the on/off states are
reversed with respect to the original design.

Theoretical calculations reveal that strongly folded conformations of both 1b variants and H-1a>*
dominate, as indicated by their low Gibbs energies. The investigated half-open and open conformations
show higher Gibbs energies, despite favorable solvation contributions. Thus, the PS and the BHQ unit
exhibit many intramolecular interactions, enabling a fast energy transfer from ZnTPP to the quencher.
Additionally, the diffusion of 302 to the reactive Zn is hindered. Therefore, the three systems show
almost no 102 production and thus represent off states. In contrast, 1a* features higher conformational
versatility, displaying many different intramolecular Zn interactions. The Zn atom interacts with the
quencher as well as with other parts of the system, rendering it more flexible than its counterpart.
Furthermore, conformations with free sides in the octahedral position of the Zn atom are similarly
stable as closed conformations with intramolecular interactions containing the Zn atom. Consequently,
diffusion of 302 towards Zn is facilitated while energy transfer from Zn to the quencher is impaired.
As a result, 1a™ represents the on state, although exhibiting a lower 102 production than the free
ZnTPP. All in all, this investigation reveals the importance of molecular folding for highly charged
species, leading to a deeper understanding of the influence of the design of functional switches on
their operations.

In the last part, relativistic effects on the melting and boiling points of the coinage metals Cu,
Ag, and Au are investigated extensively. To this end, the recently introduced Gibbs energy-based
TI-MD-ADFT approach is applied for the computation of Gibbs energy curves of solid and liquid
phases in the spin-orbit relativistic (SOR), scalar relativistic (SR) and non-relativistic (NR) limit.
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Comparing the SOR BPs to experimental data reveals an excellent agreement with deviations below
1 %. On the contrary, the SOR MPs show higher differences, with absolute deviations of 2-10 %, in
line with previous theoretical studies of MPs'%® and especially the MP of Cu.”?” On the one hand,
MPs are in general computationally more challenging, as solid and liquid Gibbs energy curves run
almost parallel close to their intersection, while the liquid-gas intersection is more steep. This leads to
a considerably larger error in the calculation of MPs than in BPs, as an error of 1 meV/atom in the
calculated Gibbs energy results in about 10 K deviation in the MP, but only about 1 K deviation in the
BP. On the other hand, exploration of the liquid and solid entropies reveals that the solid entropies
deviate considerably from experimental data, especially for Cu. Note that liquid entropies are in line
with experimental results, which is reflected in the good agreement of the SOR BPs. The deviating
calculated MPs were therefore traced back to the more complex structures of the solid of the open-shell
Group 11 elements.

In the next step, the influence of relativistic effects on MPs and BPs is explored. As expected by
their nuclear charge, the BP of Cu exhibits the smallest SOR-NR shift (-123 K), followed by Ag
(—=225K), and finally Au (—831 K). However, the MPs defy this relation, as the MP of Au shows a
similarly small relativistic shift of 30 K than Cu (40 K), while it is of opposite sign and significantly
larger for Ag (—210 K). Exploration of several thermodynamic quantities shows that the liquid phase
of Au benefits stronger from including relativistic effects in the calculations than the solid phase,
contrary to Ag and Cu, where the solid phase profits more. Altogether, this renders NR Au quite
similar to SOR Ag, confirming a half-a-century old hypothesis of Pyykkti.299

To conclude, this thesis provides various insights into the application of quantum mechanical
methods of realistic systems, although several challenges still await consideration. Commonly,
molecular structures are compared to experimental crystal structure, and this ansatz was validated for
small peptides in Chapter 3. Nevertheless, this issue should be investigated further for larger peptides
and preferably large crystal proteins applying GFNn-xTB (n = 1, 2) to obtain a deeper understanding
of packing effects, which can nowadays be achieved with current implementations of the xXTB family
into PBC containing pacl<ages.3oO Additionally, Zheng et al. 64 investigated GFN2-xTB for the quantum
refinement of experimental crystal structures for a small set of 13 proteins. This topic should be
assessed thoroughly for a larger benchmark set including uncommon binding motives, cofactors or
heavy metal atoms. In particular, a quantum mechanical refinement of proteins crystallized with the
aid of uncommon crystalization agents could benefit from an improvement that goes beyond the usual
FF treatment. Moreover, GFNn-xTB (n = 1, 2) could be used in the investigation of ligand binding
processes in proteins, starting from the apo-protein and the free ligand. Another impressive challenge
would be to include dynamic structural effects in the calculation of (fluorescent) proteins. As stated in
Chapter 4, the 1PA spectra for iLOV could improve when dynamic structural effects are considered.
In general, the influence of the environment including explicit dynamics would be desirable for other
excited state properties such as the first and second hyperpolarizability or excited state absorption.
Implementations are available in the std2 program, and the study presented in Chapter 4 provides a
technical foundation and tested workflows. Next to excited states, ground state properties as well as
structural investigations normally benefit from explicitly considering surroundings including solvation,
if, and only if the solvation sphere is large enough. It would be a considerable task to include explicit
solvation molecules in the generation of CREs for large and flexible systems as the rotaxanes of
Chapter 5. All methods have been demonstrated to yield accurate results for large and complex
systems in a fraction of the time usually required by QM methods. Consequently, the feasibility of
high-throughput or screening applications for medium-sized systems becomes apparent, facilitating
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the identification of optimal candidates from a set of hundreds to thousands of systems.

The recent TI-MD-AFDT approach was demonstrated to yield good predictions for phase transition
points of atomistic systems, and the extension to molecular systems is the next logical step. The
TI approach integrates from a non-interacting reference to a fully-interacting DFT liquid, which is
practically computed with MD simulations of partly-interacting atoms. The calculation of the Gibbs
energy of the liquid phase necessitates the incorporation of damping intermolecular interactions during
those MD-simulation, while it is crucial to fully account for intramolecular interactions to prevent the
separation of the atoms constituting the molecular entity. For this, a proper implementation is crucial,
which consequently separates intra- and intermolecular interactions in the simulation of the liquid
phase.

Overall, this work has demonstrated the importance of accurate and efficient methods for the
calculation of large, condensed systems. A particular emphasis was placed on the explicit description
of the environment, encompassing both the exclusion and inclusion of explicit dynamic effects.
Consequently, functional workflows were established that can be employed in the examination of
other systems and their properties. It is thus advantageous to continue conducting research in these
promising disciplines employing the investigated methodologies.
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ABSTRACT: Special-purpose classical force fields (FFs) provide good
accuracy at very low computational cost, but their application is limited to
systems for which potential energy functions are available. This excludes
most metal-containing proteins or those containing cofactors. In contrast, the
GFN2-xTB semiempirical quantum chemical method is parametrized for
almost the entire periodic table. The accuracy of GFN2-xTB is assessed for
protein structures with respect to experimental X-ray data. Furthermore, the
results are compared with those of two special-purpose FFs, HF-3c, PM6-
D3H4X, and PM7. The test sets include proteins without any prosthetic
groups as well as metalloproteins. Crystal packing effects are examined for a
set of smaller proteins to validate the molecular approach. For the proteins
without prosthetic groups, the special purpose FF OPLS-2005 yields the
smallest overall RMSD to the X-ray data but GFN2-xTB provides similarly

& [

s N
A GFN2-xTB

good structures with even better bond-length distributions. For the metalloproteins with up to 5000 atoms, a good overall structural
agreement is obtained with GFEN2-xTB. The full geometry optimizations of protein structures with on average 1000 atoms in wall-
times below 1 day establishes the GFN2-xTB method as a versatile tool for the computational treatment of various biomolecules
with a good accuracy/computational cost ratio.

B INTRODUCTION

In order to investigate peptides and proteins computationally, an
accurate molecular structure needs to be determined at first.
Calculating the structure of biologically relevant proteins
consisting of several thousand atoms is computationally
challenging,"* and even Hartree—Fock (HF) or density
functional theory (DFT) methods cannot be applied with
reasonably large atomic orbital basis sets. Hence, large protein
structures are typically investigated with more approximate
approaches, such as local fragmentation methods,”™> repetitive
application of multilevel ONIOM schemes,” or QM-MM
approaches.ﬁ10 Smaller peptides and proteins, however, were
also investigated with first-principles QM methods employing
small atomic orbital (AO) basis sets,"' "> as well as semi-
empirical methods,"* such as DFTB,"*™'” PM3, PM6, or
PM7, 1821

In general, for calculating the atomistic structure of large
biomolecules, QM methods compete with much faster, specially
devised classical force fields (FFs).”*> However, in most FFs,
electronic effects such as polarization® ™ are usually missing
and chemical reactions or proton transfers, which may play an
important role in protein studies, are often not possible with FFs.
Additionally, empirical parameters for metal containing systems,
which account for approximately 30% of the known proteins, are
difficult to obtain, and except for very common prosthetic

© 2020 American Chemical Society
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groups like heme groups, these parameters are typically not
included in standard FFs. In contrast to FFs, QM methods
capture all these effects naturally and routinely, making the latter
more generally applicable, at least for single energy point
calculations on subsystems of the respective peptides or proteins
due to their several orders of magnitude higher computational
cost.” %7

Promising new candidates for an efficient QM treatment of
proteins are the recently developed semiempirical, tight-binding
based GEN-xTB*® and GFN2-xTB* methods.”” Both are
parametrized for all elements up to radon, include a generalized
Born implicit solvation model (GBSA), a very efficient geometry
optimizer, and the well established D3 or D4 London dispersion
correction.’ ** GEN-xTB (in the following dubbed GFN1-
xTB) has been applied successfully in the efficient calculation of
electronic spectra of biomolecules including a molecular
dynamic (MD) treatment™ as well as for optimizing the

geometries of large lanthanoid metal complexes®® and for
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protonation states of various organic molecules.”” Furthermore,
GFN2-xTB performed remarkably well in a recent study on
structure optimization of large transition metal complexes.’*
Since GFN2-xTB is the improved successor of GFN1-xTB, we
focus here on GFN2-xTB and show the GFNI1-xTB results
mainly in the Supporting Information. Additionally, we compare
the quality of GEN2-xTB structures with corresponding HF-
3¢"? results. HF-3¢ is a Hartree—Fock method with a small
(mostly minimal) Gaussian AO basis set that includes the D3
dispersion correction, a geometrical correction for the basis set
superposition error (termed gCP scheme’), and a correction
for short-ranged basis set incompleteness effects. It has been
already shown that HF-3c performs reasonably well for the
computation of protein and related structures'******° but at a
significantly higher computational cost compared with the xTB
methods. In a recent study by Zheng et al.*' GFN2-xTB was
successfully applied in the context of protein optimization, but
their investigation was limited to a few proteins.

Structure optimizations based on the two standard FFs
OPLS2005** and AMBER*,*** which are in common use for
calculating protein structures, are assessed for comparison, too.
We confess the limited practical relevance and artificial character
of optimizing proteins yielding equilibrium structures at 0 K and
moreover of the uncertainties in the comparison with
experimental structures obtained at finite temperature (typically
100 K). However, since rigorously including temperature as well
as zero-point-vibrational effects is computationally much too
expensive for the herein considered set of structures, we see no
alternative for benchmarking on equilibrium structures. Never-
theless, we are convinced that our approach still yields valuable
insights and implications for computational studies of
biomolecules.

Following and extending the study of Martinez et al.,'” we
have compiled a set of 70 peptide and protein structures as well
as a set of 20 larger metalloproteins to assess the above-
mentioned methods in their ability to reproduce the respective
X-ray reference structures. Since the three-dimensional structure
of a protein in the condensed phase results from interactions of
atoms within the protein and with their environment (solvent or
neighboring molecule), it is mandatory to go beyond an isolated
molecule treatment in the calculations. Ideally, calculations
under periodic boundary conditions (PBC) for the entire
protein crystal should be conducted in order to allow a fair and
consistent comparison of theory and experimental X-ray
structures. Unfortunately, due to unavailable software imple-
mentations and the large size of the considered proteins and
their unit cells, such treatments are rarely possible. A common
approximation is to optimize protein structures with a solvation
model (i.e, in solution) but still comparing them with
experimental X-ray structures. In this way, important effects in
the crystal such as electrostatic screening are included but other
interactions crucial for the crystal packing such as intermolecular
Pauli exchange—repulsion, dispersion, and charge-transfer
effects are missing to a large extent. These crystal packing
effects have been explored by periodic DFT calculations for the
small crambin protein crystal,** but little is known about their
magnitude for proteins more generally. Hence, we decided to
shed some light on this question and conducted periodic
calculations with the scaled HF-3c method (dubbed sHF-3c)**
in comparison with the respective molecular calculations for a
subset of 10 small peptides, for which a full geometry
optimization was computationally feasible. The C, RMSD
between the periodic and molecular optimizations is used as a
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theoretical measure for the packing effect which is discussed in
section Periodic Optimizations.

In the next sections, the computational details and the test sets
are described before the theoretical methods are assessed and
conclusions are drawn.

B TEST SETS AND COMPUTATIONAL DETAILS

Two main test sets were compiled and employed to assess the
methods mentioned above. The first set is dubbed Peptide and
Protein test set, and the second one is named Metalloprotein test
set.

First Test Set. The first test set consists of 70 molecular
peptide and protein structures determined b;r X-ray crystallog-
raphy taken from the Protein Data Bank.*” It comprises 22
protein fibrils as well as peptides such as hormones and
inhibitors and larger proteins with up to 1657 atoms. The
average number of atoms is 897. In contrast to the study of
Martinez et al,'> we do not include structures obtained from
NMR measurements, since their accuracy is mostly not sufficient
for our purpose. The peptides and proteins of the first test set do
not contain any metals. Their molecular weight is below 12 kDa,
and their total charges range from —2 to +2. We exclude peptides
and proteins with unnatural amino acids, noncrystallized heavy
atoms, or those that show more than 30% sequence identity or
expression tags as well as aggregates. Structures were prepared
using the Maestro program of the Schrodinger software
package™ and sorted by the number of atoms, resulting in the
aforementioned set of 70 structures that meet the desired
selection criteria (see the Supporting Information, Table S1).
Periodic calculations, performed for 10 protein fibrils from this
first test set, are specified in section Periodic Optimizations of
this chapter.

Second Test Set. The second test set consists of 20
metalloproteins. They have been selected to contain various
metals (Cu, Fe, Ca, Zn, Hg, Co, Ni, Cd) and cover a wide range
of biological functions, e.g., monooxygenase or electron
transport proteins. Large proteins up to a molecular weight of
40 kDa (1034—4804 atoms) and total charges from —15 to +7
were included. Most of the proteins include several subunits
and/or are bound to ligands such as heme groups providing a
real challenge for all computational methods. Further
information can be found in the Supporting Information,
Table S3.

Structure Preparation. The structure preparation step for
the systems in the benchmark has been conducted in the
following general manner. In the case of multiple molecules in
the unit cell, the first molecule is chosen as starting point for the
calculation. Dangling bonds are saturated with hydrogens, and
disulfide bonds between cysteines were assigned appropri-
ately.”® Some structures contain explicit water molecules, with
their oxygen positions resolved in the X-ray structure. These
crystal water molecules are removed except for those within § A
around the metals, since these are considered to be important for
the first coordination sphere. Protonation states of aspartic acids,
glutamic acids, lysines, arginines, and histidines are calculated
for a pH of 7 by employing Schrodinger’s PROPKA pK,
prediction tool*” which produces the corresponding total
molecular charge. In the case of the metalloproteins, possible
metal oxidation states (see Table 1) are calculated with
Schrédinger’s EPIK program.””*" The QM calculations are
conducted with the proposed charge states and final charges are
chosen, for which the optimized structure most closely shows
integer orbital occupations and a maximized HOMO—-LUMO

https://dx.doi.org/10.1021/acs.jpcb.0c00549
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Table 1. Description of the Metalloprotein Test Set

PDB proposed EPIK final
entry metal protein charges charge
1DXG Fe desulforedoxin -10, —11, —12 —11
1B7V Fe cytochrome -5, =6 -6
3D2N Zn mbnll tandem zinc finger 4
1 and 2 domain
1AG6 Cu plastocyanin -8, -9, -10 -9
4CUE Ca transcription -6
4XPX Fe hemerythrin 1,2,3 1
SFTZ Cu monooxygenase 6,7, 8
4FWX Fe myoglobin 0,1 0
INX2 Ca calpain
1IAC Hg zinc endopeptidase -12
1AST Zn metalloproteinase -12
(astacin)
11IAA Cu zinc endopeptidase —11, =12, -13 =13
1IAB Co zinc endopeptidase —11, —-12 -12
1IAE Ni zinc endopeptidase —11,-12 -12
1Q) Zn astacin + inhibitor —11, -12 —11
1EPT Ca hydrolase (serine 7
protease)
1CON Cd, Ca  concanavalin 1
1A7V Fe cytochrome ¢ 5, 6,7 S
1BZM Zn carbonic anhydrase -1,0 0
1YME Zn carboxypeptidase 2

“The proposed charges by the Schrodinger EPIK program in the case
of multiple oxidation states and final charges used are shown.

gap. For the electron transporter 1AG6 an exception was made.
A total charge of —10 fulfills the above-described requirements
but refers to an unusual oxidation state of copper. The state
proposed by the experimentalists is Cu(II),>* leading to a final
charge of —9. Furthermore, a fractional occupation density
analysis (FOD)>*** was carried out to exclude metalloproteins
with articfical static correlation due to erratic structure
preparation via the EPIK software (see Figure S3 in the
Supporting Information for an example).

Molecular Optimizations. As the optimized structures
depend on both the type of geometry optimizer used and the
implicit solvent model, it is desirable to use as similar
computational settings as possible for the assessment of the
different approaches. However, for technical reasons, FF and
QM calculations cannot be performed under exactly the same
computational settings, but we tried to minimize the differences
as much as possible. First, the same prepared start structure is
used for full geometry optimizations. For all optimizations
convergence thresholds for energy change and residual force of
Econy = 5 X 107 E}, Ggopy = 4 X 1072 E;/Bohr are employed,
which correspond to the optimization criteria loose in GFNn-
xTB (n = 1, 2). For GFNn-xTB we employ the default implicit
solvent model (GBSA(water)). The optimizer in the xtb code is
based on approximate normal coordinates (ANC) from Lindh et
al.’s model Hessian®” and is also used in HE-3c calculations. The
latter is performed in combination with the DCOSMO-
RS(water)”® solvent model employing the Turbomole program
package version 7.2.°"°%

The FF optimizations were conducted with both the
OPLS2005 FF** and the AMBER* FF** employing the
Schrodinger software package with extended cutoffs for
noncovalent interactions (van der Waals, 8.0 A; electrostatics,
20 A; H-bond, 4 A) and the built-in implicit solvent model with
parameters for aqueous solution. To resemble the GFNn-xTB
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optimization procedure as closely as possible, we applied the
similar LBFGS (limited-memory Broyden—Fletcher—Gold-
farb—Shanno) algorithm for the FFs optimization and allowed
for a number of steps uniquely determined by the xtb
convergence threshold (unlimited number of steps).

For the optimizations with PM6-D3H4X>”%° and PM7,°" the
MOPAC®” software is used for the single point calculations in
combination with the efficient optimizer implemented in xtb.
This optimizer is also used for the GFNn-xTB and HF-3c
optimizations and employs the same optimization settings for all
methods. The COSMO solvation model®® (e = 80.4) is applied
during MOPAC single point calculations. Due to technical
problems, we restricted the comparison between the PM
methods and GFN2-xTB to a subset of 20 smaller peptides for
which the PM calculations were computationally feasible (see
the Supporting Information for details; MOPAC’s COSMO
implementation restricts the system size).

For metal containing systems Hartree—Fock often suffers
from convergence problems, and hence, the metalloproteins are
not treated with HF-3c. Furthermore, the assessed FFs do not
contain parameters for most metals, and therefore they are not
able to treat metalloproteins.

Though a DFT/MM model with harmonic constraints can
yield accurate results for metal sites of crystal structures, the aim
of this work is to show that GFN2-xTB is able to compute such
systems without any special preparation. Furthermore, compar-
ing different methods (DFT/MM with constraints against
GFN2-xTB without constraints) in a benchmark study, which is
the focus of our paper, would bias the results.

In consequence, the metalloprotein test set is only optimized
with GFNn-xTB as described above.

Periodic Optimizations. The oriéginal HF-3c method is
known to overbind molecular crystals.*® To account for this, the
dipole—quadrupole dispersion term of HF-3c () is scaled by a
factor of 0.6143, leading to sHF-3c as described by Caldeweyher
and Brandenburg.*® It is applied to a small subset of 10 peptides
for periodic sHF-3c optimizations as implemented in the
CRYSTAL17%* package with a modified convergence criterion
for the energy change of 107% E, based on the BFGS
algorithm.és_ s Charged structures were neutralized by (de)-
protonating charged amino acid side chains (cf. Table 2). Cell
parameters and symmetry groups were chosen as indicated in
the PDB files. Further information on the subset can be found in
the Supporting Information, Table S6.

Table 2. Neutralized Peptides and Their Mutation Sites for
the Periodic Calculations

title initial charge mutation
3SGS -2 GLUS — GLHS, ASP2 — ASH2
3FPO 1 HIP1 — HIE1
3Q2X 1 LYS2 - LYN2
3NVG 1 NH3MET1 — NH2MET1
2Y29 1 LYS1 - LYN1

Geometric Descriptors and Coordination Numbers.
The three-dimensional structure of a protein can be
characterized by the @ and W torsion angles of the peptide
backbone, as well as by the first side chain torsion angle y; and
the planarity angle @ of the peptide bond (cf. Supporting
Information, Figure S1). The quality of the optimized structures
is evaluated by visual inspection as well as by the deviations of
the calculated and experimentally determined angles as Aa =

https://dx.doi.org/10.1021/acs.jpcb.0c00549
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Olexp — Oyl Where a represents one of the angles specified above.
In addition, the C, RMSD (root-mean-square deviation) and
the RMSD of all atoms except hydrogen (heavy atom RMSD)
between experimental X-ray and optimized structure are
compared. Both values were calculated based on the atom
best-fit Kabsch algorithm.*

Furthermore, a bond length distribution analysis for CC, CN,
CO, and CS bonds of the optimized to the experimental data is
performed with the ASE’® software suite. Additionally,
computational timings for the optimizations are given as the
time for a complete optimization divided by the number of
cycles needed for this optimization. The arithmetic mean is
determined in section Results and Discussion.

The coordination numbers of the metals are empirically
determined using Wiberg—Mayer bond orders”"”> of >0.2 as a
threshold, that is, atoms with bonds larger than this value are
counted as neighbored. The mean absolute error (MAE) is used
to investigate the difference between metal and ligand bond
distances in the experimental and the GFN2-xTB optimized
structure.

B RESULTS AND DISCUSSION

In the first subsection, periodic optimizations of the small subset
of 10 oligopeptides are presented and discussed. Afterward, the
results of the molecular HF-3¢(DCOSMO-RS), GFN2-xTB-
(GBSA), and FF(water) optimizations are shown. Finally, the
metalloprotein test set is considered. Further information
(name, number of atoms and residues, charge, percentage of
a-helix, f-sheet and unstructured loop, protein class, and X-ray
resolution) about the test is presented in the Supporting
Information (Tables S1 and S3).

Periodic Optimizations. The molecular structure of a
protein in solution and as a solid (crystal) differs, and if a
molecular approach for theoretical studies is chosen, this
deviation should be investigated.”*™’® For this purpose, we
conducted sHF-3c optimizations under PBC and molecular
sHF-3c and unscaled HF-3¢(DCOSMO-RS(water)) optimiza-
tions for a subset of 10 small peptides. The C, RMSDs with
respect to the corresponding experimental X-ray structure are
shown in Figure 1 and Table S7 of the Supporting Information.
Both molecular optimizations (sHF-3c vs HF-3c) yield on
average a similar C, RMSD (0.56 and 0.60 A, respectively).
With an average C, RMSD of 0.43 A the sHF-3c optimizations
under PBC perform slightly better than the molecular ones
except for the two peptides 2Y29 and 3SGS. For both a
hydrogen transfer was observed during the optimization, which
could be the reason for the larger errors of the periodic case. The
similar RMSDs of sHF-3c and HF-3c imply that the changed sg
coeflicient in the dispersion treatment has a smaller influence on
the structure compared to the effect of the PBC.

Experimentally determined protein structures by X-ray
diffraction have an intrinsic uncertainty, and many attempts
were made to quantify it.”*’” In a comprehensive study, Eyal et
al.”* investigated the structural deviation of proteins with
identical sequence crystallized in the same space group but by
different authors. The C, RMSD between these structures
amounts on average to about 0.5 A. Flores et al.”” found a similar
average C, RMSD of 0.51 A but for a much smaller test set. The
RMSDs of the sHF-3c and HF-3c optimized structures with
respect to the respective X-ray structures are either within or
close to this apparent experimental uncertainty. Note that these
differences are not to be confused with experimental errors.
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Figure 1. C, RMSDs (in A) for the subset of 10 peptides, employing
periodic boundary conditions (sHF-3c) and within an molecular
approach (sHF-3c and HF-3c), in each case with respect to the
respective X-ray structures. Black dashed line at y = 0.5 A depicts the
found apparent experimental uncertainty.

Table 3 shows the C, RMSDs for all peptides optimized
employing periodic boundary conditions (sHF-3¢, PBC) with

Table 3. C, RMSD (in A) between Structures Optimized with
sHF-3c Employing Periodic Boundary Conditions (PBC)
and sHF-3c (Molecular) for the Subset of 10 Protein Fibrils

PDB entry C, RMSD
1YJP 0.45
3NVG 0.56
3FPO 0.78
20MM 0.40
3FVA 0.40
3Q2X 0.81
4ROU 1.26
3FTK 0.57
2Y29 0.57
3SGS 121
average 0.70

respect to molecular optimizations (sHF-3c, molecular). This
value is used to estimate the packing effect, i.e., the structural
difference between solid (crystal) and molecular structures. On
average the packing effect calculated here amounts to 0.70 A,
which is of similar size as the apparent experimental uncertainty
of about 0.5 A. Hence, we conclude that a comparison of
structures taken from molecular optimizations to experimental
X-ray structures is legitimate for benchmarking purposes. An in-
depth investigation of this topic is outside the scope of this study
but should be conducted as soon as it becomes computationally
feasible (e.g., when a periodic implementation of GEN2-xTB is
available).

Molecular Optimizations. After validating the molecular
approach, molecular optimizations of the first test set are
performed with HF-3¢, GFNn-xTB, OPLS2005, and AMBER¥*.
We first discuss some computer timings to demonstrate the
viability of a full QM approach to protein structures in practical
applications.

Timings. For a better comparison of the timings, all
optimizations were conducted on the same CPU cores (Intel

https://dx.doi.org/10.1021/acs.jpcb.0c00549
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Xeon E3-1270vS, 3.6 GHz, 8 M cache). HF-3c is one of the few
wave function based QM methods that can be applied at all to
optimize proteins of the here considered size. However, the
usability of this method is severely limited. The most time-
consuming optimization in the first test set took 4 months on
four CPU cores. The average time per optimization step (energy
and gradient) amounts roughly to 1.5 h, making this approach
computationally unfeasible for large scale studies on proteins of
this size (with on average 897 atoms). In contrast, the selected
special purpose FFs need much less than a second for one
optimization step. GFN2-xTB on average needs about 17 s/step,
which is sufficiently efficient for protein optimizations with up to
5000 atoms. Due to the intrinsically worse scaling behavior of
computation time with system size (cubically for QM vs
quadratically for FFs), however, methods like GFN2-xTB are
difficult to apply without further approximations for systems
with 10 000 or more atoms.

Geometrical Descriptors. Figure 2 shows average devia-
tions of the four considered dihedral angles as well as the C, and
the heavy atoms RMSD with respect to the experimental X-ray
structure.

1.2
20
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15 ¢ 1 0.8
o 01:
[a) i a
%:10 | 0.6 %
1 04
5 L
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¢ v % o Cy ha
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Figure 2. Average deviations of four types of dihedral angles (in degree)
for the first test set with respect to the crystal structure as well as average
C, and heavy atoms RMSD (in A).

The deviations of the angles, i.e, A®, AY, Ay;, and Aw are
soft descriptors regarding local displacements of the protein
backbone. They can be used to check for the right folding of the
protein. If the protein partially unfolds or rearranges strongly in
the optimization, the angle deviations increase, revealing these
changes. The deviations for the angles are depicted in Figure 2.
GFNI1TB is not discussed as it performs similarly to GFN2-
xTB; for details see the Supporting Information. In general,
GFN2-xTB performs better than both tested PM methods for
the subset of 20 peptides and proteins for most of the used
geometrical descriptors. More information regarding the
comparison of GFN2-xTB with PM6-D3H4X and PM7 can
be found in the Supporting Information.

OPLS2005 outperforms all the other tested methods except
for the first side chain angle y,, where GFN2-xTB yields the best
result with an average deviation of 10.1°. The planarity of the
peptide moiety @ is slightly worse with GFN2-xTB when
compared to HF-3c and both FFs. AMBER* and HF-3c yield
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the worst results for @, ¥, and y;. Visual inspection of the overall
structures (cf. Figure 3) shows that the secondary structure of
the proteins is preserved during the GFN2-xTB optimization.

The RMSDs show a similar trend as the deviations for the
angles (cf. Figure 2 and Table S2). The heavy atoms RMSD is
about 0.3 A systematically larger than the C, RMSD for all tested
methods as it includes also the floppy side chains and therefore
not discussed further here. GFN2-xTB performs as well as the
special purpose force field OPLS2005 directly followed by
AMBER*. HF-3c produces the largest RMSDs with respect to
the crystal structure. The C, RMSDs of all investigated methods
are close to the mentioned estimated apparent experimental
uncertainty of 0.5 A,”*”” confirming a good overall performance
of the theoretical methods.

For a more detailed look into the quality of GFN2-xTB
optimized structures, overlays of the proteins with very good and
the worst C, RMSD with respect to the experimental crystal
structure are shown in Figure 3. For the systems 4QXX and
1YJP, the side chains are reasonably well reproduced by GFN2-
xTB. This was already indicated by the small deviation of the first
side angle y, obtained with the latter. In general, it can be seen
that the secondary structures of the proteins and protein fibrils
remain intact during optimization. This is confirmed by the
small deviations of the angles and RMSDs. The structures with
small C, RMSD cover all secondary structure features such as a-
helices and -sheets. Even for the worst cases with the highest C,
RMSD, the main structural motifs are preserved. The overlays
presented in Figure 3 depict that the largest structural deviations
are observed in random coil regions. Considering the peptides
20VO and 3B7H (C, RMSDs of 0.87A and 1.14 4,
respectively), the GFN2-xTB method reproduces the stiff and
ordered secondary features well, but the floppy random coil
sequences deviate clearly from the X-ray structure. In contrast,
3E4H (C, RMSD of 0.37A) consisting of more than 75%
unstructured loop is reproduced very well with a C, RMSD of
only 0.37 A. 3E4H, however, has six cysteines forming three
sulfur—sulfur bridges stabilizing this unstructured region,
leading to a good agreement between experimental crystal and
optimized structure.

All resolved water molecules in the crystal structure were
removed during structure preparation. However, it remains
elusive whether these water molecules are important for
stabilization of the unstructured loop region, and hence, further
investigation of this topic as well as a possible stabilization
through explicit solvation should be performed in the future.

In conclusion, OPLS200S overall yields the smallest
deviations from experimental structures regarding the first test
set, whereas AMBER* and HF-3c perform the worst. Without
any special adaption to proteins, GFN2-xTB provides, however,
similar good results as the special-purpose FF OPLS200S which
is very encouraging.

Selected Bond Lengths Distribution. A good description
of the bond lengths is important for calculating accurately
various spectroscopic properties. Therefore, the bond length
distributions for all CC, CN, CO, and CS bonds are depicted
and compared to experimental values in Figure 4.

Analysis of Figure 4 reveals that the FFs yield too narrow
distributions with maxima close to the experimental value. As
both FFs are fitted to reproduce experimental values in proteins,
this behavior is expected. Furthermore, the bonds are
approximated by harmonic potentials neglecting many-body
effects, leading to more rigid bonds with little variability and
accordingly sharper peaks. The HF-3¢c and GFN2-xTB QM

https://dx.doi.org/10.1021/acs.jpcb.0c00549
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1GCN
1.1

Figure 3. Overlay of experimental crystal structures (blue) and GFN2-xTB optimized structures (gray). C, RMSDs (in A) for the displayed overlays

are depicted below the respective protein names.

methods are more flexible and thus yield broader distribution in
better agreement with the experiment.

Overall, the different binding motifs are well described with all
tested methods. Concering C—C and C—N bonds, GFN2-xTB
and HF-3c both yield too narrow bond length distributions
similarly to the tested FFs. For C—O and C—S bonds, however,
the distribution is much broader for GFN2-xTB and HF-3c,
comparable with the experimental one, while the FFs still give
significantly too narrow bond length distributions. Nevertheless,
some systematic deviations are noted. HF-3c¢ predicts, for
example, the C=N and the C—S bonds too long and the C=0
bond too short. The FFs deviate the most for the C=C and C—
S bonds. GFN2xTB deviates in most of the cases only slightly
from the experiment. Furthermore, both FFs and HEF-3c
calculate the C—S single bond as being rather rigid, whereas
the experimental broader distribution is captured by GFN2-
xTB. This binding motif is important in the C—S—S—Cs bridges,
stabilizing the tertiary structure of a protein.

Metalloproteins. Next, the GFN2-xTB results for the
metalloproteins are presented; for GEN1-xTB results, see the
Supporting Information (Table SS).
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Geometrical Descriptors. Metal atoms in proteins are
often coordinated to oxygen, nitrogen, or sulfur atoms of the
respective amino acids and form cluster structures. In addition,
they are frequently coordinated by water molecules. The
accurate structure of metalloproteins is essential for under-
standing chemical behavior and biological function, and
theoretical methods are needed to support structure elucidation.
Since the optimization of metalloproteins is more challenging,
compared with normal proteins and peptides without any
prosthetic groups, the selection criteria for the second test set
have been adjusted as described in the computational details.

Table 4 and Figure S3 of the Supporting Information
summarize the average deviations of GFN2-xTB for all
investigated dihedral angles and RMSDs of the 20 metal-
loproteins. The RMSDs (first row of Table 4) are somewhat
larger compared to the first test set (second row of Table 4),
whereas the deviations for the angles are slightly smaller.

Figure S depicts overlays of the best (top) and worst (bottom)
calculated protein structures with respect to the C, RMSD.
Highly structured domains remain very well preserved during
optimization, while the unstructured regions deviate consid-
erably more from the respective crystal structures similar to what

https://dx.doi.org/10.1021/acs.jpcb.0c00549
J. Phys. Chem. B 2020, 124, 3636—3646
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Table 4. Average Deviations of GFN2-xTB Optimizations of was noted for the first test set. The example of 1B7V (top left)

Four Types of Dihedral Angles (in Degree) of Both Test Sets shows that the heme group stabilizes the unstructured loop such
with Respect to the Crystal Structure as Well as Average C, that it still matches the crystal structure reasonably well.

and Heavy Atoms RMSD (in A) Coordination Sphere around Metal Centers. For an

nd test set Fo—— analysis of the first coordination sphere around the metal

AD 129 142 centers, we use two descriptors: the Wiberg/Mayer bond order

A 122 47 and the MAE of the distances between the metal and its

Ay 9. 102 coordinated ligands (compared to experiment). On the basis of

Aw 53 54 these descriptors, we classify the results into four cases. An

c, 0.70 0.59 example for each will be discussed in the following (cf. Figure 6).

heavy atoms 0.94 0.87 In the Supporting Information, details about all investigated

proteins are provided (cf. Table S4).

Figure S. Overlay of experimental crystal structures (blue) and GFN2-xTB optimized structures (gray). C, RMSDs (in A) for the displayed overlays
are depicted below the respective protein names.
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A:1A7V

(c) Case ¢

(d) Case d

Figure 6. Exemplary structures for the four cases discussed below of changes in metal—ligand sphere during optimization. Experimental structure and
experimental bond lengths (in A) are in blue. GFN2-xTB optimized structure and bond lengths (in A) are in gray. Only the metal with its ligands
(considered in the Wiberg/Mayer bond order) are shown. The MAEs (in A) are depicted below the respective protein names.

The first example (case a, Figure 6a) is the electron
transporter 1A7V. During optimization, the coordination
number of the iron center is conserved. The small MAE of
only 0.05 A indicates an excellent agreement between GFN2-
xTB and the X-ray structure. The hydrolase 1Q]JJ is an example
for case b (Figure 6b). Here, the MAE is similarly small as in the
first example (0.07 A) but the coordination number of the metal
increases by one during optimization. Figure 6b depicts the
approach of one ligand (atom number 1435, TYR) to the metal
(zinc) by 0.7A in the optimization. This increases the
coordination number without changing the average distances
between metal and ligands too much. The example for case ¢
(Figure 6¢) is the calcium-containing hydrolase 1EPT. While
the coordination number is unaffected during optimization, the
MAE is as large as 0.23 A. This indicates a ligand change, which
is also visible in Figure 6¢c. The metal and a water molecule
(atom number 2033) come close, while the backbone oxygen of
a valine (ligand 528) dissociates. Case d (Figure 6d) is
represented by the lectin 1CON. During optimization, the
coordination number increases by 3 and the MAE amounts to
0.26 A. The entire ligand sphere is changed in this case. In
summary, the four cases can be described as follows:
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(a) ACN =0, MAE small — “no” change observed 13 times.

(b) ACN # 0, MAE small — (de-)approach of already
coordinated ligands observed six times.

(c) ACN = 0, MAE large — ligand change observed once.

(d) ACN # 0, MAE large — (de-)coordination of ligands
observed four times.

Furthermore, eight mixed cases are observed. For example
during optimization of the transcription protein 4CUE, the
backbone oxygen of glycine (ligand 160) approaches the metal
by 3 A (case d). In addition, one oxygen of glutamic acid (ligand
31) decoordinates while the other oxygen of the same glutamic
acid (ligand 32) coordinates to the metal (case c).

The above classification is somewhat arbitrary, and every
protein structure optimization has to be analyzed individually.
Still, on the basis of the presented criteria, GFN2-xTB provides
accurate structures for metalloproteins with up to about 5000
atoms. This good performance not only is true for the secondary
structure of the metalloprotein but also holds for the respective
metal center and their ligand sphere. Note that the average time
for fully optimizing the metalloproteins amounts to 26 h per
system on four CPU cores (on average 4 min per step). The

https://dx.doi.org/10.1021/acs.jpcb.0c00549
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largest protein in the test set consists of 4804 atoms and took
about 3.2 days for the full optimization.

B CONCLUSION

We have evaluated the newly developed semiempirical GFN2-
xTB method for equilibrium structure determination of organic
proteins and metalloproteins. Experimental crystal structures
were taken as reference. Various geometrical descriptors and
RMSDs were used to assess the quality of GFN2-xTB optimized
structures also in comparison to competitor methods. Due to the
limitations of the available FF parametrization, we split the test
set into two parts. The first test set comprises 70 peptides and
proteins that only include the elements H, C, N, O, and S. The
second test set contains 20 metalloproteins covering a wide
range of biochemical functions.

We investigated the difference between the molecular
structure of molecular protein structure and as a solid by
optimizing 10 small peptides with sHF-3¢ with and without
applying periodic boundary conditions. The C, RMSDs of all
optimized structures are very close to the estimated apparent
experimental uncertainty of 0.5 A,”* validating the molecular
approach used for all subsequent calculations.

The proteins of the first test set were optimized using GFNn-
xTB (n = 1,2), HF-3c, as well as the two special purpose FFs
OPLS2005 and AMBER*. The optimized structures were
compared to the experimental crystal structures employing
several geometrical descriptors. Regarding the deviations of the
angles from the experimental values, GFN2-xTB yields similar
results as the specialized force field OPLS200S. On average, all
other tested methods (HF-3c, AMBER*, and GFN1-xTB)
deviate more from the crystal structure than GFN2-xTB for this
property. The same conclusions were drawn for the C, and
heavy atoms RMSD. This is in line with the conclusions drawn
by Zheng et al.*' that GFN2-xTB is a promising method for the
structural optimization of proteins. In general, secondary
structure motifs are well conserved with all methods.
Furthermore, we demonstrated that GFN2-xTB could repro-
duce the experimental bond lengths distributions. These
distributions as provided by the FFs are, however, too narrow
probably due to the neglect of QM (many-body) effects.
Furthermore, GFN2-xTB is significantly faster than HF-3c so
that large-scale studies of proteins are possible. In summary, we
conclude that the general purpose method GFN2-xTB yields
similar results as the specialized force field OPLS200S and even
better results than HF-3c and AMBER* for equilibrium
structures of proteins without any prosthetic groups.

For proteins including very common prosthetic groups or
pure polypeptides, most biochemical FFs give fast and accurate
results. However, investigations for other systems, for which no
parametrization is available, are challenging. Therefore, metal-
loproteins with common and uncommon metal centers are
included in the second test set and investigated. Because HF-3c
is known to perform poorly for many metal-containing
molecules and for the FFs the necessary empirical parameters
are missing, proteins of the metalloprotein test set were
optimized only with the GFNn-xTB (1 = 1,2) methods.

The deviations of the GFNn-xTB optimized structures from
the experimental crystal structures were similarly small as for the
first test set. Furthermore, we analyzed the coordination
geometry of the metal centers with respect to the corresponding
X-ray structure. Also for the local structure of the metal
coordination, GFN2-xTB mostly provides a good agreement
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with the reference structures and presented its potential for these
challenging systems.

In conclusion, GFN2-xTB is not intended to replace
specialized FFs for the investigation of biochemical systems
but rather to offer a robust and efficient black-box SQM
alternative for the structural optimization of systems that cannot
be treated with FFs. Furthermore, as already investigated by
Zheng et al.*' for a small set of proteins, GFN2-xTB is a
promising method for the quantum refinement of protein
structures, which should be further investigated. Even the largest
(metallo-)proteins with up to 5000 atoms were fully optimized
with GFN2-xTB in a few days on a small work-station or laptop
computer. Due to its low computational cost for a QM method,
entirely new possibilities in computational protein research are
accessible with GFN2-xTB.
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All-Atom Quantum Mechanical Methodologies for
One- and Two-Photon Absorption of Realistic Systems

Sarah Loffelsender, Marilu G. Maraldi, and Marc de Wergifosse*

All-atom quantum mechanics (AQM) methodologies are assessed
to evaluate one- and two-photon absorption (1PA and 2PA) of
realistic systems. All-atom single structure QM (ASQM) and
dynamic structure QM (ADQM) methodologies are discussed.
These workflows are possible thanks to developments in simpli-
fied quantum chemistry methods and in particular with both sTD-
DFT-xTB and dt-sTD-DFT-xTB schemes. The ASQM scheme is
tested to compute the 1- and 2PA of two proteins: bacteriorho-
dopsin and iLOV. Results show that the ASQM methodology is
able to describe higher-energy transitions involving z-conjugated

1. Introduction

The direct environment of a molecule modifies its ground and
excited state properties including geometry, energy, dynamics,
and reactivity.! For example, the theoretical description of solva-
tochromism should involve a realistic representation of surround-
ing molecules around the solute to faithfully reproduce one- and
two-photon absorption (1PA and 2PA) experimental spectra.l For
intermolecular interactions such as hydrogen bonds, z-stacking, or
halogen bonds, an explicit treatment of the environment should
naturally be included into the methodology.”” The computational
modeling of highly flexible systems, for example, molecules in
solution, necessitates the integration of dynamic structural
effects"? Such treatment can be computationally prohibitive
for large molecules or molecular assemblies.™! Figure 1 shows
two currently established workflows? to compute excited states
of molecules in solution that include dynamic structural effects. In
the first workflow (left side), the impact of the environment is mod-
eled implicitly using a solvent model applied to i) an isolated mol-
ecule or ii) a cluster composed of the chromophore and few
explicit solvent molecules that includes microsolvation interactions
while keeping a moderate computational cost. Dynamic structural
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amino acids such as tryptophan or tyrosine. Then, two variants of
the ADQM workflow are evaluated to reproduce the 1- and 2PA of
the flavin mononucleotide in aqueous solution, involving either
Boltzmann ensemble of conformers in implicit solvent (ADQM-
Boltz.) or snapshots of molecular dynamics of explicitly solvated
systems (ADQM-MD). Spectra computed with the ADQM-MD
approach provide striking comparisons with respect to experi-
ment, while the ADQM-Boltz. approach provides little change
with respect to the ASQM workflow.

effects are captured implicitly by sampling the conformational
space, and Boltzmann averaged spectra are computed. The second
workflow (right side of Figure 1) accounts explicitly for direct
surroundings of the chromophore. Molecular dynamics (MD)
simulations are performed to compute solute-solvent (chromo-
phore-environment) configurations and account for temperature
effects."?** These simulations are usually conducted using classi-
cal, Monte-Carlo, or quantum mechanical/molecular mechanical
(QM/MM) MD simulations.>® For each snapshot, excited states
are typically computed using a QM/MM framework (reducing
the number of explicitly treated atoms drastically). An averaged
spectra incorporating each snapshot is then obtained. Note that
to account for polarization effects and to converge excited state
properties,”’ some authors suggested to include >250 atoms in
the QM region® or at least two solvation shells." This places a sig-
nificant computational demand on the excited state calculation. In
both workflows, two main steps can be distinguished: i) sampling
geometries and ii) characterizing excited states with the environ-
ment accounted for either implicitly or explicitly.

In 1976, Warshel and Levitt® introduced the QM/MM method
to treat large molecular systems in a consistent way. For the
development of such multiscale models, they won the Nobel
Prize in Chemistry in 2013 with Karplus. In the QM/MM approach,
the system considered responsible for the target property is com-
puted quantum mechanically while surroundings are treated
classically. These schemes enable the treatment of explicitly sol-
vated systems as well as chromophores embedded in more com-
plex matrices such as proteins. Nowadays, a plethora of schemes
exists for the MM part,'>4'°2 involving mechanical embedding
(ME), electrostatic embedding (EE), or polarizable embedding
(PE). They rely on a classical description of the solute-solvent
(or chromophore-environment) electrostatic interactions, either
neglecting (ME, EE) or accounting for (PE) important mutual
polarizations between the solute and the environment.
Nevertheless, solute-solvent (or chromophore-environment)

© 2025 Wiley-VCH GmbH
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Figure 1. Two current workflows to compute excited state spectra in solu-
tion or complex environments that account for dynamic structural effects.

interactions have a quantum nature, which are particularly diffi-
cult to describe with QM/MM models.” Higher-level approaches
also exist such as the QM/effective fragment potential (EFP)**~%"
or quantum embedding schemes./2-3%

2PA is a nonlinear optical (NLO) effect that allows to use lower
energy light sources with respect to 1PA. Both incident photons
have a lower energy than the excited state transition energy (half
of it, if degenerate). It exhibits an improved spatial resolution and
an increased penetration depth (up to 1nm, compared to
50-80 um in normal confocal laser scanning microscopy) as well
as reduced photobleaching. These characteristics motivated the
use of 2PA as a noninvasive imaging technique for numerous
medical fields, including cancer®'* or kidney researches,**3%
neuroscience,”” and even to probe neurological functions of
(fixed or freely moving) living animals.>®-*? 2PA is also used in
data storage devices™**¥ and information processing.*”! These
areas of research could benefit from the design of new systems
with enhanced 2PA cross sections (6*).

Calculating 2PA spectra is a challenging task as it for-
mally involves to evaluate a third-order molecular response

ChemPhysChem 2025, 00, e202401121 (2 of 20)

archy of methods were implemented along the years including
couple cluster (CC) and density functional theory (DFT) methods.
Nanda and Krylov*” implemented one of the most formally accu-
rate scheme available with the equation of motion coupled clus-
ter singles and doubles (EOM-CCSD) method. Hattig et al.80>"
implemented CCS, CCSD, CC3, CC2 and RI-CC2 methods to eval-
uate 2PA. Cost-efficient (RI-)CC2 schemes are often used as a ref-
erence to evaluate 2PA strengths.**>~% CC methods are still
computationally demanding and are only available to treat rather
small systems (<100 atoms). Alternatively, time-dependent DFT
methods™ %% were implemented for medium-sized systems.

QM/MM schemes were often used to evaluate 2PA of chro-
mophores in solution or complex matrices. Model systems of
explicitly solvated chromophores were employed to characterize
the effect of the solvent on 2PA spectral features,®>-*” and two-
photon solvatochromism,”® as well as to assess dynamic struc-
tural effects.® Some of them provided computational results
directly comparable to experiments.’>%4%® For example, Olesiak—
Banska et al.® studied the 2PA of the Hoechst chromophore in
water solution showing the emergence of a low-energy band in
the 2PA spectra due to dimerization of the dye in solution. The
QM/MM family of methods was also used to evaluate the 2PA of
chromophores in protein environments.”®7? For channel rho-
dopsin mutants”® and green fluorescent proteins,”? design
guidelines based on QM/MM studies were proposed to enhance
their ¢%"*. Murugan and Zale$ny”" used a CC2/MM approach to
model the 2PA properties of Parkinson’s diagnostic probes target-
ing monoamine oxidase B. To improve the modeling of theoreti-
cal 2PA spectra, Kongsted and coworkers”¥ showed for DNA
intercalators the importance to include non-electrostatic repul-
sion into the embedding scheme, reducing the electron density
leakage from the QM to the MM region. Olsen et al.” showed
that very accurate explicitly polarizable embedding potentials for
proteins can be efficiently designed using system fragmentation
strategies for QM/MM molecular response calculations. Excited
state properties can also be highly sensitive to chromophore
geometries.>’*7? For example, Palczewska et al”? examined
the impact of distorting bovine rhodopsin on 2PA using QM/
MM (QM, chromophore; MM, residue charges within a 5 A dis-
tance). They demonstrated that the deformation of the chromo-
phore as well as surrounding atoms and their charges have
significant impacts on the 2PA spectrum, complementing the
study of Valsson et al.’®! on 1PA.

As already stressed above, the nature of interactions between
the chromophore and its direct environment has a quantum
nature. De facto, such interactions are particularly difficult
to be described with QM/MM models especially if important
long-range interactions or direct H-bonds between layers occur.’®
A significant limitation associated with such schemes is to inter-
face both QM and MM regions, although several proto-
cols exist™ A viable alternative to QM/MM schemes for the
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computation of excited states is to directly treat most of the sys-
tem in a QM fashion while remaining parts are accounted for by a
solvent model. This is the so-called “brute force approach” as
termed by Giovannini et al.”” for which we prefer the terminology
“all-atom QM (AQM) methodology.” To compute excited states
and response properties of large systems, an AQM methodology
containing explicitly up to several thousands of atoms is now pos-
sible thanks to recent developments in the field of simplified
quantum chemistry methods.®°" The realm of simplified meth-
ods was first introduced by Grimme®” in 2013 with the simplified
time-dependent DFT (sTD-DFT) variant using the Tamm-Dancoff
approximation (sTDA). Shortly after, this was extended to the sTD-
DFT method by Bannwarth and Grimme.®" To compute excited
states of ultra large systems (up to 5000 atoms), an approach
called sTD-DFT-XTB combines an extended tight binding (xTB)
ground state®® with the sTD-DFT method. The computation of
response properties with the sTD-DFT scheme was introduced
by de Wergifosse et al. including the polarizability,®® optical rota-
tion,®¥ excited state absorption,® first hyperpolarizability,®
and the ultra-fast evaluation of 2PA*® Among applications,
Seibert et al.®”! assessed dynamic structural effects on the first
hyperpolarizability of very flexible tryptophan-rich peptides as
well as the gramicidin A; Beaujean et al.®® proposed an AQM
methodology to compute the first hyperpolarizabilty of two
fluorescent proteins (FPs) iLOV and the bacteriorhodopsin (bR),
showing striking agreement with respect to experiment. The
dual-threshold sTD-DFT (dt-sTD-DFT) was introduced to reduce
the computational cost of nonlinear response calculations by
truncating in a different manner the space of singly excited con-
figurations for the chromophore and the remaining of the pro-
tein.®¥ Last year, one of us with the help of the eXact integral
STD-DFT (XsTD-DFT)®"9? using the CAM-B3LYP range-separated
hybrid functional showed that to reproduce experimental 1PA
and circular dichroism spectra of the photoactive yellow protein
(PYP), an AQM methodology is absolutely necessary because one
of the main peak is due to a local = — #* transition on a trypto-
phan and thus not involving the chromophore.®

The bacteriorhodopsin (3835 atoms) is a transmembrane pro-
tein of Halobacterium salinarum.®**”! It is a light-driven proton
pump that facilitates the transfer of protons from the external to
the internal cellular environment. Prior studies have demon-
strated that the chromophore, a retinal, interacts considerably
with nearby residues (Trp86 and Tyr185) upon excitation,#®-'%"!
resulting in a remarkable high molar extinction coefficient."*"
Moreover, reports indicate an exceptionally high 2PA cross sec-
tion,['°? with possible applications in data storage."*** bR under-
goes photobleaching upon 2P excitation, due to the accessibility
of photoproducts beyond the classical photocycle.’®'°% Note
that the retinal chromophore from bR is a different molecule with
respect to the well-studied retinal vitamin A from the human eye.

iLOV is an improved variant of the light, oxygen, or voltage
domain of the plant blue light receptor.' This small FP
(1849 atoms) originally engineered to monitor virus infection
and spread owes its photophysical properties to its noncovalently
bound chromophore flavin mononucleotide (FMN). Theoretical
and experimental studies™’6781%71131 on FMN established
that its surroundings influence significantly its excited state

ChemPhysChem 2025, 00, e202401121 (3 of 20)

properties. Figure 2 presents experimental 1PA spectra of FMN
in different environments (water, methanol, and two similar pro-
teins iLOV and miniSOG), showing the sensitivity of FMN to its
environment. At a first glance, trends among different types of
surroundings can be rationalized in terms of the polarity of
the environment. For 1PA spectra, flavins were found to be sen-
sitive to the planarity of the isoalloxazine ring.’®'"""'3 Already
subtle distortions, that is, the well-known “butterfly” bending
of the ring system, causes substantial changes in the spec-
tra,7e1101"1 for example, shifting of the excitation energy. This
was attributed to the mixing of n — z* and = — " transi-
tions.”811°%113 |n the low-energy region (between 450 and
350 nm), FMN has dark singlet and triplet n — z* states especially
sensitive to the environment.””'"%"""1131 Ypon significant distor-
tions due to surrounding atoms, those forbidden transitions are
then allowed, modifying the spectra. Depending on the environ-
ment, the structure of flavin isoalloxazine rings can be planar”® or
distorted.l'"” Kar et al.l”® suggested the existence of a wide dis-
tribution of angles in flavins encapsulated in protein environ-
ments. In a theoretical 1PA and 2PA investigation, List et al.”!
used a QM/MM scheme with PE and accounted for explicit
dynamic structural effects to examine the behavior of FMN in
aqueous solution and in the miniSOG protein. Comparisons with
respect to experimental TPA and 2PA spectra indicate that spec-
tral shapes are rather well reproduced, while peak energy posi-
tions are blue-shifted.

The objective of this study is to establish possible AQM work-
flows to compute 1- and 2PA of molecules in solution and com-
plex environments (see Figure 3). Note that in this contribution,
the terminology “realistic systems” is used to illustrate that not
only calculations on single molecules or small systems are pre-
formed but also including explicitly large parts of the environ-
ment as well as dynamic structural effects (when possible) to
provide model systems closer to reality. The general idea is to
rely only on QM levels of theory and using a similar approach
as some of us did for the evaluation of the first hyperpolarizabilty
of FPs.®® Figure 3 gives a general overview of the methodology
we will apply in this work. A first protocol is proposed for FPs

5
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Figure 2. Experimental 1PA spectra of the FMN in different surroundings
(water 1,1'°" water 2, methanol,""%” protein 1 (iLOV),"° and protein

2 (miniSOG)""%%). All spectra were normalized to one for the lowest-energy
band around 2.79 nm.
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Figure 3. General workflow to obtain excited state spectra. Red font marks
critical user-defined steps. In this work, each step inside the black framed
box considers all atoms quantum mechanically.

where we use a single structure approach, neglecting dynamic
structural effects: an all-atom single structure QM (ASQM) method-
ology. For this, we used the same systems as in Beaujean et al.®®
that is, bR (=3850 atoms) and iLOV (=2000 atoms) (see Figure 4 left
and middle) optimized at the ONIOM ©B97X-D/6-31G*:GFN2-xTB/
GBSA(water) level of theory. The sTD-DFT-XTB method® is
selected to compute excited states as well as TPA and 2PA spectra
directly considering entire structures. For both steps, the general-
ized born/surface area (GBSA) model'* "¢ js used. The challeng-
ing systems to assess the ASQM approach (bR and iLOV) were
selected because experimental 1PA and 2PA spectra are available
in the literature.'92108102117-1191 \yjjth these systems, we are at
the edge of what is computationally feasible nowadays for such
scheme.

A second protocol is proposed for more structurally dynamic
systems such as chromophores in solution. This protocol is
named all-atom dynamic structure QM (ADQM). In that case,
two approaches were tested to account for dynamic structural
effects adapting usually admitted workflows (Figure 1) to AQM
procedures. First, solvent effects are treated implicitly and the
conformational space is screened at the tight-binding GFN2-
XTB level using the conformer/rotamer sampling tool CREST.['>”!
Afterward, the GFN2-xTB ensemble is refined with the r*'SCAN-
3c¢"?'7%1 DFT method using CENSQ.I'>#'2%! Boltzmann averaged
1- and 2PA spectra are determined using the sTD-DFT-xTB/GBSA
method, accounting implicitly for dynamic structural effects. This
variant of the ADQM protocol is named ADQM-Boltz. Second,

solvent effects are incorporated by a sphere of explicit solvent
molecules around the chromophore. Dynamic structural effects
are considered by running mixed classical/QM GFN2-xTB/GBSA
MD simulations. This approach computes forces analytically at
the QM GFN2-xTB level of theory to solve Newton's equation
of motions. Thus, only trajectories are computed classically.l'?®
For each uncorrelated snapshot selected from these MD simula-
tions, 1- and 2PA spectra are computed at the sTD-DFT-XTB/GBSA
level of theory and averaged. This variant of the ADQM protocol is
called ADQM-MD. Note that in our MD simulations, nuclei move
classically which might impact high-frequency motions and nar-
rowing spectral absorption bands. Strategies to modify spectral
width or asymmetry of states exists,"'?~'?! that is, using the
nuclear-ensemble approximation that uses a stochastic ensemble
of normal coordinates generated by a Wigner distributions. This
approach seems limited to rather small systems. Luke$ et al.l'3"
showed that increasing the MD temperature could be used as a
parameter to provide better peak broadenings equivalent to
those produce by a Wigner sampling. A feature that will be inves-
tigated in future studies as a refinement of the present ADQM
protocol. FMN (Figure 4 right) was selected for this first explor-
atory study to assess the proposed AQM protocol that includes
dynamical effects of the solvent and the chromophore. Results
are compared to available experimental TPA and 2PA spectra
for FMN in aqueous solution.'05-1%8!

Note that while AQM protocols are developed to better cap-
ture the complexity of the experiment by providing the most real-
istic system we can model nowadays, comparing results from
such calculations to experiment is still a tremendous task. Our
calculations which neglect vibronic effects provide excitation
energies that might need to be shifted and strengths that need
to be convoluted by arbitrary functions (either Lorentzian or
Gaussian) with an arbitrary width and converted into macro-
scopic cross sections. Converting 2PA strengths to macroscopic
cross sections depend on experimental setups as stressed by
Beerepoot et al.”¥ and this information is not always available
in the literature. Experimental error bars are not always provided
neither. On the top of this, 2PA cross sections are dependent on
the square of the excitation energy. Thus, what we compare to
experiment is not always completely well-defined and clear.

This study was also the opportunity to test the dt-sTD-DFT-
XTB method to compute excited states, which has never been

Figure 4. Chemical sketches of bacteriorhodopsin (left panel), iLOV (middle panel), and the flavin mononucleotide surrounded by a shell of 12 A of explicit

water molecules (right panel).
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done until now. This scheme seems particularly relevant to
reduce the computational cost when a large number of excited
states calculations need to be performed, for example, when con-
sidering hundreds snapshots from MD runs. We will demonstrate
its advantage and illustrate how it can reduce the computational
effort while maintaining accuracy in comparison to regular sTD-
DFT-xTB calculations.

This study is organized as follows: we first give a concise over-
view of the theory behind the dt-sTD-DFT as well as how to com-
pute 1- and 2PA at the sTD-DFT level. Then, the computational
details employed throughout this work are given (Section 3).
In Section 4, results are discussed. Finally, the conclusions and
outlooks are given in Section 5.

2. Theory

The dt-sTD-DFT method was developed to reduce the computa-
tional cost of sTD-DFT calculations to evaluate the first hyperpolar-
izability of FPs.®°" Here, we extend the reach of this scheme to
determine excited states and to evaluate 2PA cross sections. This
section briefly recalls the theory behind the sTD-DFT method to
compute excited states®®'"" and 2PA cross sections.*® Details
are also given about the dt-sTD-DFT scheme.®®°V In this study,
we will use i,j, ... for occupied, a,b, ... for virtual and p,q, ...
for molecular orbitals (MO) of any kind.
The sTD-DFT method is based on Casida’s equations:

6 &)= %)0) m

where A and B are orbital rotation Hessian matrices, X and Y are
the excitation and de-excitation vectors, and w represents the
eigenvalue diagonal matrix with the dimension of the number
of roots (or states) and describes the excitation energies. In
2013, Grimme®®® proposed three simplifications to construct A
and B efficiently: i) the exchange-correlation kernel fy. in A
and B supermatrices is neglected to avoid time-intensive numer-
ical integration; ii) the two-electron integrals are approximated by
short-ranged damped Coulomb interactions of Lowdin transition
charges; and iii) the single excitation space is truncated, leading
to a significant speed-up in time with only a minor loss of accu-
racy.®°®" Matrix elements of A’ and B’ in sTD-DFT read the fol-
lowing.

N
A/ia,jb = ‘SU‘Sab(“fa — &)+ Z (ZQ;f‘aQﬁ;rZB - qsngrqus) )
AB
N
B;an = Z (2ngg/rge - ax‘?ﬁ;qgjrﬁs) (3)
AB

where two-electron MO integrals written in the chemists’ nota-
tions (pq|rs) :Hll";(r,)wq(n),3—2llJ;‘(rz)lle(rz)dndr2 are approxi-
mated as follows

N N
(pqlrs) = Z Z ngqusrAB (4)
A B
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Transition charges g}, are obtained from a Léwdin population
analysis,"*" and the T,, function damps their interaction at
short distance using the Mataga—-Nishimoto-Ohno-Klopman
formula.'*273¥ For a Coulomb-type integral (ij|ab)’, the damping
formula takes the form

rﬁxs = <—1 );7
(RAB)yJ + (ax’?)fyj (5)
with 5 — 1A +1(B)
7 2

where R,; denotes the distance between atom A and B, y, is a
linear function depending on the amount of Fock exchange
a,, and 7 is the average chemical hardness of two atoms.
Exchange type integrals (ib|aj)’ are damped using a slightly dif-
ferent equation.

1 I3
Ms=——- 6
AB ((RAB)YK+777YK) ( )

where y, is again a linear function that depends on the amount of
Fock exchange. Both I,; functions were determined as y, =
0.20 + 1.83a, and y, = 1.42 + 0.48a,, respectively.°&"

To truncate the configurations interaction space (related to
the size of A’ and B’), one single energy threshold E,, is used
as parameter. Ey,, represents the maximum excitation energy
to be computed to represent the 1PA spectral range. It was
shown that a careful truncation of the Cl space decreases compu-
tational costs in time and memory effectively without loosing
much accuracy.*>7'3® As a preliminary step, the MO active space
is truncated as follows.

€min = €lumo — 2(1 + 0.8a, ) Ey, 7
E€max = €Homo + 2(1 + O‘SGX)Ethr

where e0m0 and g yyo are energies of the highest occupied (HO)
and lowest unoccupied (LU) molecular orbitals. Primary configu-
ration state functions (P-CSFs), describing the single excitations
from occupied MO i to unoccupied MO g, are selected when

A/ia,ia S Ethr (8)

For remaining CSFs with A’;;, > Ey,, using a perturbative
approach, secondary CSFs (S-CSFs) are only considered if they
are coupled significantly to the P-CSFs space
E(Z) _ P—CSFs |A/ian|2

jb A Al
o A jbjb Aligia

> 107*E, 9)

Consequently, the total number of CSFs is the sum of P- and
S-CSFs selected. For FMN at the sTD-DFT-xTB level, the space of
12096 CSFs is drastically reduced to 342 CSFs using a Ey,, value of
7 eV and 1413 CSFs for E;, = 10eV.

When considering larger systems with thousands of atoms,
computational costs increase drastically. The dt-sTD-DFT scheme
gives a solution to truncate even further the space of CSFs for
large systems with a central chromophore.®®°" The dual thresh-
old approach divides the system into two subsystems, which are
treated by two different energy thresholds. The motivation is

© 2025 Wiley-VCH GmbH
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simple: Considering a chromophore inside its explicit environ-
ment, for example, solvent, the response of the chromophore
(few atoms) is much more significant than the response of the
surroundings (many atoms). Therefore, CSFs involving the chro-
mophore will impact much more the excited state manifold. Thus,
a larger energy threshold (E,q;,) should be employed for the chro-
mophore, while the surroundings are covered with a lower
energy threshold (E,,), reducing computational costs. Note that
Eyign should at least represent the spectral range.

In the dt-sTD-DFT procedure, the truncation of the MO space
is done as before (see Equation (7)) considering E, as the
energy threshold. Then, the occupied MO space is split into
two parts, the high level (e.g., the chromophore) and the low level
ones (e.g., the solvent). If an occupied MO has a density { higher
than 10% on atoms from the high level part, it is included into the
high-level occupied MO space. The remaining occupied MOs are
treated within the low-level occupied MO space. For a MO i, we
have the following.

G= >, G (10

achigh level part
¢ > 0.0 — Epgp (11)

;i <01 = Eyy (12)

C,; are LCAO coefficients and (; is the electron density of the
MO i on the high level part of the system.

P-CSFs are selected using Equation (8) with E,y, and E,,, for
single excitations, respectively, involving the high level and low
level occupied MO spaces. This leads to the P-CSFs-H space if

e ina < Enign @nd to P-CSFs-L space if A, < E,,. To prune
the remaining space, only j,,, — b CSFs with

fow @ flon @ —

Eiow <A pjo < 2(1+080a,)E, (13)

are considered for the low level part, while all remaining jyg, — b
CSFs are selected for the high level part. S-CSFs are then
selected if

@ P—CSFs—(H+L) | A//_a’/_b|z ()
o ia A,ia,ia - A,jbjb

Finally, the total amount of CSFs is the sum of all primary CSFs
from the high- and low-level parts as well as the S-CSFs, that is,
#CSFs = #P — CSFs — H + #P — CSFs — L + #S — CSFs.

To compute a 1PA spectrum at the (dt-)sTD-DFT level, the
transition dipole moment 5, between the ground state and
the excited state v is evaluated using X' and Y. Considering
the restricted case in the length formalism, the transition dipole
moment reads

o, = V2 WX+ i) (15)
ia

where i, = (y;|7ly,). The associated oscillator strength is
obtained as follows.
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2
f0v:*

3 O,oflg, " flio (16)

Oscillator strengths are then convoluted with Gaussian func-
tions with a sole damping factor I' at half width at 1/e maximum
for all transitions to obtain the 1PA spectrum.

A 2PA spectrum is computed with the (dt-)sTD-DFT method
by first evaluating two-photon (2P-) transition dipole moments
M2," using the following expression.””

M, = —A+B (17)

where A and B read

- 3 Dbt -acam) o
perm., ¢, aij
and
Z {ZX n,ai [/u[ab 5(17)} nbi(wn/z)} (19)
perm.(, ¢, n \ iab

X,(—w,/2) and Y,(
obtained at the frequency —w,/2 from extra linear response
calculations for each transition, and perm.£, {,  stands for permu-
tations between cartesian coordinates and their respective fre-
quencies. From transition dipole moments, the rotationally

— w,/2) are linear response vectors

averaged 2PA transition strength §2"A1'3%'4% js evaluated as follows.

52PA = 30 ZSCMW +35 30 ZSUIUI +35 30 ZSCMA

0—n g 40—n
MC n M &

(20)

with 5{4,5»' =

where F, G, and H are parameters which depend on the experimen-
tal setup. In the case of parallel linearly polarized incident light, F, G,
and H equal 2. All 2PA spectra provided in this contribution con-
sider this case. To compute 2PA spectra, macroscopic 2PA cross-

section o* are computed as follows.

oA — Nm*aag(20)*

c (8"G(2w, w,,T) 2n

where the parameter N depends on the experimental setup to
compare with (single or double beam experiment, N=1 or 2), a
depicts the fine structure constant, a, denotes the Bohr radius,
c is the speed of light, and G represents a line-shape function.
Gaussians are usually used for I' to model 2PA spectra in solution.*

/ _ 2
G(2w, @, ) = % exp {— In2 (2“’%) } (22)

where T is the half-width at half-maximum (HWHM). Note
that while an identical I' factor is usually used for all tran-
sitions,#2°290141-144 it \y a5 shown that 2P-transitions have often dif-
ferent broadenings,!*>'*® originating from different interactions. In
the following, broadening factors are given separately for each sys-
tem and are chosen to best reproduce experiment. Note that for
average ADQM-MD spectra, smaller damping factors are used to
capture spectral features from out of equilibrium structures that
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are naturally broadening absorption bands. All along the article,
2PA spectra are presented as function of 2w.

3. Computational Details

To assess the ASQM protocol, structures of bR (bacteriorhodospin)
and iLOV were taken from Beaujean et al.®® They were opti-
mized at the ONIOM ©B97X-D"47'481/6-31G*'4%-154:.GFN2-xTB!">*)/
GBSA(water)!"'*"9! |evel of theory and include few explicit water
molecules (57 in bR and 46 in iLOV) around the protein. The
®wB97X-D range-separated hybrid exchange-correlation functional
was used at the DFT level for the ONIOM high layer including the
chromophore and the surrounding amino acids and water mole-
cules in a 4 A radius. The remaining of the protein including exter-
nal water molecules was accounted for in the ONIOM low layer
with the GFN2-xTB method.I>* Excited states as well as 5*** were
computed at the (dt-)sTD-DFT-xTB level of theory.® Note that the
implicit GBSA(water) model was used to further account for solvent
effects for ground state xTB calculations. For each sTD-DFT-xTB 2PA
calculation, §** were computed for the 20 first excited states and
converted to o*"* using Equation (21). Note that computing ¢*™ for
the 20 first excited states is enough to match the experimental 2PA
spectral range for all systems considered in this study.

The ADQM protocol includes dynamic structural effects consid-
ering its two variants: ADQM-Boltz. and ADQM-MD. In the ADQM-
Boltz. methodology for water solution, the deprotonated FMN
conformer/rotamer ensemble (CREs) was determined at the
GFN2-xTB level of theory using CREST 2.12.1'2% Solvent effects were
accounted for using the GBSA implicit solvent model. The CRE for
FMN in vacuum was computed in the same manner, excluding any
solvent model. Both CREs were refined at the DFT level: first, by
using the B97-D31"°'*7)/def2-SV(P)"*® scheme for a cheap pre-
screening, and second the composite rP'SCAN-3c!'?'""?) method
to reoptimize geometries. Implicit solvent effects were included
using the DCOSMO-RS(waten)"**'® model. Final Gibbs energy
rankings are obtained using the PSCAN-3c electronic energy +
Grrrio!'® ' GFN2-XTB)//PPSCAN-3¢ for the ensemble in gas
phase as well as the r*SCAN-3c electronic energy + COSMO-
RS[H,011"**"%) G, pario (GFN2[GBSA]-bhess)//r’ SCAN-3¢c[DCOSMO-
RS]"%9'6% in implicit water. This procedure is performed with the
command line energetic sorting algorithm CENSO 1.2.0,1'241%°]
using Turbomole V7.6,'°'%®! the xtb program package V6.6.1,'%”!
and the COSMOtherm 16 program package(G,,;, option, BP_TZVP_
C30_1601 parametrization, T=298.15K, p = 1 atm)."*”

Alternatively, dynamic structural effects were accounted for by
taking snapshots from MD simulations, giving the ADQM-MD pro-
tocol. Accounting explicitly for solvent effects, water molecules
were added to FMN lowest-energy conformer using spheres of
increasingly large radii of 7, 9, 10, 11, and 12 A with the program
Chimera"’® (“shell” solvation and TIP3PBOX solvation model). Each
structure were preoptimized at the GFN2-xTB/GBSA(water) level to
remove possible tensions due to the solvation process, giving bet-
ter starting points for MD simulations. 1 ns long GFN2-xTB/
GBSA(water) MDs were run with a time step of 4fs to determine
an NVT ensemble at 298.15 K. Note that the SHAKE algorithm was
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used to constrain all bonds, and we applied four times the mass of
hydrogen to all hydrogen atoms. Two polynomial wall potentials
were set as follows: 1) One spherical potential to constrain the
whole system and prevent water molecules to “escape,” mimicking
the “glass” of a real world experiment. Spheres of radius values of
11.6, (22.0), 13.2 (25.0), 14.7 (27.7), 15.3 (29.0), and 16.6 (31.45) A
(Bohr) were chosen for the potential when considering 7,9, 10, 11,
and 12 A of water shells, respectively. Note that in the following,
we always refer to FMN solvated in X A water shell as “XA” 2) A
second wall potential was set around a central atom of FMN with a
sphere radius of 2.6 A (5.0 Bohr) to keep the referential of the mol-
ecule centered and avoid drifting apart.

A longer MD simulation (3 ns) was also conducted for the 10 A
water shell to assess the impact of the MD time length on spectra.
To select uncorrelated snapshots from MD simulations, all trajec-
tories were evaluated using the autocorrelation function (ACF) of
the program TRAVIS.'”''72 Additionally, the block averaging
method was used to get the smallest time step between two
uncorrelated configurations. This procedure led to 118 (7 A),
98 (9 A), 237 (10 A), 134 (11 A), and 166 (12 A) snapshots, respec-
tively. To complement discussions about FMN in gas phase, a
11 ns long GFN2-xTB MD simulation on FMN lowest-energy
conformer was run using the same conditions as described
above. 1521 snapshots were taken.

For each structure generated with the second protocol, xTB/
GBSA(water) ground states for sTD-DFT-XTB calculations were
computed. Excitation energies, oscillator strengths, and 5** were
determined at the (dt-)sTD-DFT-xTB level of theory. For each
conformer or MD snapshot, 1PA and 2PA spectra were generated
by convoluting oscillator strengths or §*** with a Gaussian line-
shape. Smaller damping factors were employed for spectra of
MD snapshots before taking the average to resolve structural
influences (see Section 4).

Furthermore, RI-CC2"7*/aug-cc-pVDZ!"’# calculations were
performed to compute 1- and 2PA spectra for retinal and FMN
lowest-energy conformer obtained with r’SCAN-3c in gas phase
and implicit solvent (FMN only). Turbomole 7.7.177%! was used to
compute eight RI-CC2 transition energies and cross sections
using default parameters. Note that we used a value of 1000
for the maximum dimension of the reduced space of the CC linear
equations (maxred). A convergence threshold of 107 is used for
the numerical Laplace transformation to compute 5%,

The xtb program package''®' version 6.5.1 was used for all
GFN2-xTB calculations. All-atom xTB ground states were calcu-
lated with the xtb4stda program.''’¢ (dt-)sTD-DFT-xTB calcula-
tions were performed using a development version of the std2
package (previously branded stda).®%°*'””! Note that all along this
study, vibronic effects are not accounted for because the gradient
is not implemented yet in std2.[820177

4, Results and Discussions

The main goal of this work is to assess two AQM protocols con-
sidering the effect of the environment explicitly without and with
dynamic structural effects: ASQM and ADQM, respectively. This
section is divided into two parts. Using the ASQM protocol, we
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first discuss 1- and 2PA of two very large systems: bR and iLOV.
This first part is also the opportunity to discuss the dt-sTD-DFT
approach to compute excited states for such systems. Second,
we investigate the influence of dynamic structural effects on
1- and 2PA spectra for FMN in aqueous solution using both
ADQM-Boltz. and ADQM-MD methodologies.

4.1. An All-Atom Single Structure QM Protocol Applied to
Fluorescent Proteins

4.1.1. Bacteriorhodopsin

We first assess the ASQM workflow to compute the TPA spectrum
of bR (Figure S1, Supporting Information) at the sTD-DFT-xTB/
GBSA(water) level of theory in comparison with experimental
1PA spectra from de Coene et all''"! and Winder et all"'®
recorded in water. Figure 5 presents this comparison considering

16 | 0
5.0

141 6.0 1
I 7.0
1.2 L

08 | ]
06 | . ]
04 | R

02 | )

normalized absorbance
-

2 2.5 3 35 4 45
E (eV)

Figure 5. Experimental 1PA spectra of bR obtained by de Coene et al."'”!

(exp. 1) as well as Winder et al.""® (exp. 2) recorded in water in compari-

son with computed sTD-DFT-xTB/GBSA(water) spectra considering different
energy thresholds (4.0, 5.0, 6.0, 7.0, and 7.3 eV). Convoluted spectra used a
damping factor I = 0.2 eV and were shifted by —0.4 eV, allowing the sTD-

DFT-XTB (Ey,, = 7.3 €V) spectrum to better match experiment.

bR
40 [ T T T T 2500
35 F
4 2000
30 F
c
= 25 ]
E 1500 %
(V]
g 20 | %
= 15F 4 1000
s
10 |
) 1 500
5F
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5 55 6 6.5 7
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different E,, values (4.0, 5.0, 6.0, 7.0, and 7.3) eV for the sTD-DFT-
XTB scheme. Note that for the ASQM procedure, only the
optimized structure of bR from Beaujean et al®® was used.
Figure 6 shows computation times and numbers of CSFs involved
for sTD-DFT-XTB calculations (left panel) as a function of E,,
where one can observe a direct correlation between computation
times and numbers of configurations. Note that the 40 min-long
excited state calculation considering E,, = 7.3 eV with the std2
program was the largest computation we were able to run with-
out filling completely the memory of an AMD EPYC 7742 64-Core
Processor (1500.0 MHz, 1024 GB RAM) computer node. Both
experiments show a first maximum around 2.25 eV (552 nm)™"”
and 2.19eV (567 nm),"""® respectively. Theoretical spectra were
shifted by —0.4 eV to allow the sTD-DFT-xXTB spectrum computed
with E,,, = 7.3 eV to best match this absorption band. The experi-
mental spectrum from Winder et al."'® presents two main absorp-
tion bands as also predicted by the theory. The second band
energy position is actually well-reproduced by the sTD-DFT-xTB
spectrum computed with the largest energy threshold when no
energy shift is applied with only 0.01 eV of difference with respect
to experiment. Note that at least a value of E,, larger than 6 eV
needs to be employed to account for this second peak providing
a reasonable comparison to experiment. As expected, E,, repre-
sents the spectral window. The gap between both experimental
and theoretical first peak position is decreased when increasing
the energy threshold going from 0.7eV (Ey;, =4€V) to 04¢eV
(Eqy = 7.3 V) with respect to experiment. As both experimental
spectra were normalized, we cannot discuss absolute peak inten-
sities but only relative one. Our calculations are not able to repro-
duce the experimental ratio between both main absorption bands
but spectral shapes remain reasonable.

Figure 7 depicts natural transition orbitals (NTOs) for the first
excited state of the unoptimized retinal chromophore extracted
from bR computed in vacuum with the sTD-DFT-xTB method as
well as for the first and second excited states of the full protein bR
at the sTD-DFT-xTB/GBSA(water) (Ey, = 7.3eV) level of theory.
The first excited state of retinal in gas phase is a pure 7 — 7*

40 F T T T T T 2500
—o-TE, —=-7€,,
35 L[ BV E, =7eV
4 2000
30 F
< i
IS 1
3 500 %
Q
2}
£ P
= 1000
© p
3
4 500
5L
[
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4 4.5 5 5.5 6 6.5 7

EIOW (eV)

Figure 6. For bR, computation times and numbers of CSFs involved as a function of E, for sTD-DFT-xTB/GBSA(water) calculations (left panel) as well as for
dt-sTD-DFT-xTB/GBSA(water) calculations (right panel) as a function of E,,, considering Eyg, =7 eV.
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retinal in gasphase
1.NTO: 2.814 eV /441 nm
f=2.416a.u.
82PA = 410x102 a.u.

[8

retinal in bR
1.NTO: 2.601 eV /477 nm
£=1.841 a.u.
§2PA = 541x102 a.u.

2.NTO: 2.909 eV /426 nm
£=0.030 a.u.
§2PA =904 a.u.

0.995

Figure 7. NTOs (left panel) computed at the sTD-DFT-xTB for the first excited state of the retinal chromophore extracted from bR as well as NTOs (right
panel) computed at the sTD-DFT-XTB/GBSA(water) (both calculations with Ey, = 7.3 eV) for the first and second excited states of bR. Hole and particle NTOs
are separated by dashed lines. Weights are provided for each NTO pair. The excitation energy, oscillator strength, and 2PA strength are also given for each

state. Isovalue = 0.03.

excitation happening on the m-conjugated pathway of the
molecule. As already mentioned in the introduction, previous
studies®®® %% showed that in the protein, the retinal interacts with
a nearby tyrosine (TYR185). This is confirmed by our NTO analysis.
For the first excited state, we have the same 7 — 7" excitation as
for the retinal in gas phase but with contributions from the tyro-
sine in the hole NTO. This small charge transfer (CT) contribution
stabilizes this electronic transition energy by 0.21eV and the
oscillator strength is reduced from 2.416 to 1.841. Interestingly,
the NTOs analysis (not shown here) shows that both higher
energy peaks are composed of collection of # — z* transitions
located on tryptophans (TRP80, 137, 138, and 198) from the pro-
tein. Obviously, such transitions can only be captured by account-
ing for the whole protein into the excited state calculation. This
result advocates for the use of the ASQM methodology to com-
pute 1PA spectra of proteins.

Figure 8 compares the sTD-DFT-xTB/GBSA(water) spectrum
computed with E,, =7.0eV to dt-sTD-DFT-XTB/GBSA(water) ones
computed with £y, = 7.0 eV and Ey,,, values of 4.0, 5.0, and 6.0 eV.
To reproduce the second larger absorption band around 4 eV from
the sTD-DFT-XTB(7.0 eV) calculation, we need to use at least an
energy threshold of 6.0 eV for the protein surroundings because
it involves © — z* transitions located on tryptophans. Note that
dt-sTD-DFT spectra were shifted by a larger energy shift of
—0.6 eV to match the lowest-energy peak. Thus, the 0.2 eV differ-
ence of energy observed in Figure 8 for the second band between
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Figure 8. For bR, sTD-DFT-xTB/GBSA(water) 1PA spectrum computed with
E = 7.0V in comparison with dt-sTD-DFT-xTB/GBSA(water) ones com-
puted with Eg, = 7.0 eV and E,,, values of 4.0, 5.0, and 6.0 eV. Convoluted
spectra used a damping factor I = 0.2 eV and were shifted by —0.4 eV for
sTD-DFT-XTB and —0.6 eV for dt-sTD-DFT-xTB.

both sTD-DFT-XTB (7.0 eV) and 7-6 spectra is artificial as both exci-
tation energies are 4.48 and 4.55 eV, respectively. Figure 6 shows
computation times and numbers of CSFs involved for sTD-DFT-xTB
(left panel) and dt-sTD-DFT-XTB calculations (right panel) as a func-
tion of E,,, (see Table S2, Supporting Information for more details).
Using 1351 CSFs, the 7-6 dt-sTD-DFT-XTB calculation took only
11 min, while the sTD-DFT-xTB(7.0 eV) one, using 1616 CSFs, took
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26 min, reducing by more than a factor of two the computation
time without affecting much the global shape of the spectrum.
Note that the 7-4 spectrum is already reproducing well the sTD-
DFT-xTB(7.0eV) one for (shifted) excitation energies below
3.5 eV but the extra cost to perform 7-6 dt-sTD-DFT-xTB calcu-
lation is negligible with respect to the 7-4 one. While leading to
the same configuration space of 1616 CSFs, the 7-7 calculation
took less time (15min) than the sTD-DFT-xTB(7.0eV) one
(26 min) as less CSFs were probed by the perturbative approach
to determine S-CSFs due to the restricted active space defined
by Equation (13).

Second, we assess the ASQM approach to evaluate the 2PA
spectrum of bR with the sTD-DFT-xTB/GBSA(water) with respect
to the experiment. Figure 9 presents the experimental 2PA spec-
trum for bR recorded in water by Birge et al."® in 1990 in
comparison with computed sTD-DFT-xTB/GBSA(water) spectra
considering different energy thresholds (5.0, 6.0, 7.0, 7.1, 7.2,
and 7.3 eV). Note that according to data from Birge et al.'%?
(see Table 1 in ref. [102]), the experimental spectrum was not
corrected for background voltage, and all 2PA cross-sections
were contaminated by 1PA signals. To improve the comparison
with respect to this rather old experimental 2PA spectrum, we
corrected arbitrarily the baseline by shifting the minimum error
bar of the lowest-energy point at 0 GM for all experimental 2PA
cross sections. Note too that the 2PA spectrum was recorded for
avery narrow 1 eV-wide spectral range. This 2PA spectrum shows
a distinct peak at 2.27 eV with a maximum of 191 (+38) GM, a
shoulder around 2.5 eV, and the onset of a another peak around
3 eV. Computed 2PA spectra were shifted by —0.4eV as 1PA
ones. Our calculations reproduce well the global shape of the
experimental 2PA spectrum even if the shoulder of the first
excited state is not reproduced. It could be due to vibronic
effects that are not accounted for by our calculations or to
the second excited state for which the 2PA cross-section could
be underestimated. Figure 7 depicts the NTO pair for the second
excited state of bR computed at the sTD-DFT-xTB/GBSA(water)
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Figure 9. Experimental 2PA spectrum of bR recorded by Birge et al.'%? in

water in comparison with computed sTD-DFT-xTB/GBSA(water) spectra con-
sidering different energy thresholds (5.0, 6.0, 7.0, 7.1, 7.2, and 7.3 eV).
Convoluted spectra used a damping factor I = 0.1 eV and were shifted by
—0.4 eV, allowing the sTD-DFT-xTB (E,, = 7.3 eV) spectrum to better match
experiment.
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(Ey, =7.3€V) level of theory, showing a CT transition at
291 eV from a tryptophan (TRP86) to the retinal chromophore
with 82 =904 a.u. Note that for the first excited state, the
2PA cross section is enhanced from the gas phase retinal calcu-
lation from 410 to 541 x 10% GM for the full protein thanks to the
nearby tyrosine giving the CT character to the transition. The
onset of the third band is also computed. Because of the baseline
problem of the experiment and that 2PA bands were not filtered
from 1PA, quantitative comparisons on 2PA cross sections with
respect to experiment are especially challenging. However, com-
puted and experimental cross sections are more or less of the
same order of magnitude.

Regarding the impact of the energy threshold on calculations,
as we observed for 1PA spectra, the energy gap between the first
experimental 2PA band and the sTD-DFT-xTB computed one
decreases when increasing this threshold, while the rest of the
spectrum is not changing much. Figure 10 compares the experi-
mental spectrum recorded by Birge et al."%? in water with the
computed sTD-DFT-xTB/GBSA(water) spectrum considering
an energy threshold of 7.0eV as well as dt-sTD-DFT-xTB/
GBSA(water) spectra with 6-4, 6-5, 7-4, 7-5, and 7-6 values of
Erigh—Eiow (see Figure S2, Supporting Information, for comparison
of sTD-DFT and dt-sTD-DFT for more energy thresholds). As for
1PA, a larger energy red-shift of —0.6 eV was applied for dt-
sTD-DFT-XTB 2PA spectra. The influence of chosen energy thresh-
old on dt-sTD-DFT-XTB 2PA calculations remains negligible. All dt-
sTD-DFT-xTB 2PA spectra show a first distinct peak around
2.2-23eV fitting well to experiment. The main difference
between sTD-DFT and dt-sTD-DFT 2PA spectra is a decreased
energy difference between first and second main peaks for
dt-sTD-DFT results with respect to sTD-DFT ones. The first excita-
tion at around 2.2.eV has a somewhat smaller magnitude with
the dt-sTD-DFT scheme with respect to the sTD-DFT one
(7-6 eV: 120 GM vs. 7.0 eV: 142 GM). Nevertheless, the experimen-
tal spectrum is rather well reproduced by both methods, even con-
sidering small energy thresholds, for example, 6.0 eV or 6-4 eV.
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Figure 10. Experimental 2PA spectrum of bR recorded by Birge et al.'% in
water in comparison with the computed sTD-DFT-xTB/GBSA(water) spec-
trum considering an energy threshold 7.0 eV as well as dt-sTD-DFT-xTB/
GBSA(water) spectra with 6-4, 6-5, 7-4, 7-5, and 7-6 values of Eyg, — Ejoy-
Convoluted spectra used a damping factor I = 0.1 eV and were shifted by
—0.4 eV for sTD-DFT-XTB and —0.6 eV for dt-sTD-DFT-xTB.
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4.1.2. iLOV

For iLOV'® (Figure S3, Supporting Information), we further
assess the performance of the ASQM workflow to evaluate
1- and 2PA of such large systems. Again, only the optimized struc-
ture of iLOV from Beaujean et al.®® was used. Figure 11 presents
1PA spectra recorded in water by Ran et al." as well as Torra
et al."*in comparison with computed sTD-DFT-xTB/GBSA(water)
spectra considering different energy thresholds (6.0, 7.0, 8.0, 9.0,
and 9.6 eV). Note that no energy shifts were applied to calculated
spectra and that they were normalized to match the lowest-
energy band at 2.79 eV (445 nm). Both experimental 1PA spectra
show three main absorption bands. The first peak presents a
clearly resolved vibronic structure, similar to the one found by
List et al. emerging because of the protein environment as
for miniSOG (see Figure 2). The left panel of Figure 12 shows
on a logarithmic scale the computational time and number of
selected CSFs as a function of E,, for the sTD-DFT-XTB calcula-
tions. On an AMD EPYC 7742 64-Core Processor (1500.0 MHz,

exp. 1
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® 6.0
S 4l 70
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A
g3 7
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N
s 2
£
S 4!
0 4,
25 3 35 4 45 5 55
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Figure 11. Experimental 1PA spectra of iLOV obtained by Ran et al."%®
(exp. 1) as well as Torra et al."® (exp. 2) recorded in water in comparison
with computed sTD-DFT-xTB/GBSA(water) spectra considering different
energy thresholds (6.0, 7.0, 8.0, 9.0, and 9.6 eV). Convoluted spectra used a
damping factor I = 0.2 eV and no energy shifts were applied.
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1024 GB RAM) computer node, the largest sTD-DFT-xTB excited
state calculation we were able to run was with E,, = 9.6 eV con-
sidering 46 027 CSFs and took a bit less than 41 h. Using an
energy threshold of 6.0 eV reduces the computation time to only
2 min. Comparing the sTD-DFT-xTB/GBSA(water) (E, = 9.6eV)
spectrum to experiments shows that the three main peaks are
reproduced. For the first peak, the theoretical excitation energy
is only 0.08 eV away from the experimental maximum and for the
third peak, we have 0.07 eV of difference. Note that if only the
chromophore of iLOV was accounted for, the first excited state
energy would be red-shifted by 0.68 eV with respect to the cal-
culation accounting for the whole protein. The second peak
in Figure 11 is blue-shifted with respect to experiment by
0.46 eV. This blue shift is related to the underlying isoalloxazine
structure and its planarity. During the ONIOM optimization,®® the
original planar ring system of the isoalloxazine from iLOV crystal
structure was slightly bended. As already mentioned in the intro-
duction, the TPA spectrum of FMN is very sensitive to the planar-
ity of the isoalloxazine ring.’¢"%"1"113! Tq test this further, we
computed the 1PA spectrum of iLOV while keeping the isoallox-
azine flat. Position and intensities of the second and third exci-
tations show significant changes, while the first signal remains
unaltered (data not shown here). When increasing E,,, computed
1PA spectra are red-shifted and intensities of the second and
third bands are increased, better matching experiments.
Figure 13 presents NTOs for the three main excitations of
the 1PA spectrum computed at the sTD-DFT-xTB/GBSA(water)
(Ey,, = 8.0€V) level of theory. The first excited state at 2.80 eV
presents a # — x* transition located on the isoalloxazine ring.
No CT character is observed from nearby residues explaining
why the signal is almost not altered by the chromophore direct
environment (see Figure 2). For the second excited state at
3.65 eV, the hole NTO is a linear combination of n orbitals located
on hetero-atoms as well as ¢ orbitals from the isoalloxazine ring
with a small contribution from a P orbital on the oxygen from a
nearby asparagine. The particle NTO is the same 7" orbital as for
the first excited state. This transition has a small oscillator
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Figure 12. For iLOV, computation times and numbers of CSFs involved as a function of E,, for sTD-DFT-XTB calculations (left panel) as well as for dt-sTD-

DFT-XTB calculations (right panel) as a function of E,,,, considering Eyg, = 9eV.
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Figure 13. NTOs (left panel) computed at sTD-DFT-xTB(vacuum) for the first and third excited states of FMN chromophore extracted from iLOV as well

as NTOs (right panel) computed at the sTD-DFT-xTB/GBSA(water) for the first, second, third, and fourth excited states of iLOV (both calculations with

E... = 8.0eV). Hole and particle NTOs are separated by dashed lines. Weights are provided for each NTO pair. The excitation energy, oscillator strength, and
2PA strength are also given for each state. Isovalue = 0.03.

strength of 0.01 and does not contribute much to the second another = — z* transition located on the isoalloxazine ring.
absorption band. The third excited state is the main contribution =~ More interestingly, the forth excited state is the result of a
to this second peak with an oscillator strength of 0.16. It is 7 — " excitation located on a tryptophan of the protein and
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thus not involving the chromophore. As for bR and also observed
for PYP by one of us,””® an AQM protocol is needed to compute
properly absorption spectra of fluorescent proteins, especially to
account for 7 — z* transitions located on tryptophan residues
that impact the high energy part of spectra.

Figure 14 compares experimental 1PA spectra to computed
ones with both sTD-DFT-xTB/GBSA(water) (Ey, =9.0eV) and
dt-sTD-DFT-xTB/GBSA(water) (9-4, 9-5, 9-6, 9-7, and 9-8 values
of Eygh — Eiow) Schemes (see Figure S4, Supporting Information,
for a more detailed comparison of sTD-DFT and dt-sTD-DFT con-
sidering more energy thresholds). The right panel of Figure 12
presents computation times and numbers of CSFs as a function
of E,, for dt-sTD-DFT-xTB calculations considering Ey;y, = 9.0 eV
(see Table S3, Supporting Information for more details). While 9-4
and 9-5 dt-sTD-DFT-xTB computed spectra failed to reproduce
correctly the third absorption band with respect to the sTD-
DFT-xTB spectrum, using a E,, value of 6.0eV seems good
enough to replicate the sTD-DFT-xTB/GBSA(water) (Ey,, = 9.0 eV)
spectrum. As already observed for bR, a value of £, > 6eV is
necessary to properly cope with tryptophan 7= — #* transitions.
The configuration space is reduced from 19165 with
Ey = 9.0 €V to 2716 CSFs with 9-6 values of Eyg, — Ey,,, reducing
the computation time by a factor of 10. Note that for sTD-DFT-XTB
calculations, it was not possible to use larger E,, value than 9.6 eV
on an AMD EPYC 7742 64-Core Processor (1500.0 MHz, 1024 GB
RAM) computer node, but we were able to run dt-sTD-DFT-xTB cal-
culations with Ey;, = 10.0 eV, increasing further the space of CSFs
for the chromophore (see Figure S4, Supporting Information, lower
panel). Using at least E,,,, = 6.0 eV, dt-sTD-DFT-XTB spectra are very
similar to the sTD-DFT-xTB (Ey, = 9.6 eV) one.

Following the discussions on the 1PA of iLOV, we further
assess the ASQM approach to evaluate the 2PA spectrum of
iLOV with the sTD-DFT-xTB/GBSA(water). Figure 15 presents
the experimental 2PA spectrum of iLOV recorded in water by
Homans et al.l"' in comparison with computed sTD-DFT-xTB/
GBSA(water) spectra considering different energy thresholds
(6.0, 7.0, 8.0, 9.0, 9.3, 9.5, and 9.6¢eV). The experimental 2PA
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Figure 14. Experimental 1PA spectra of iLOV obtained by Ran et al."%®
(exp. 1) as well as Torra et al."® (exp. 2) recorded in water in comparison
with computed sTD-DFT-xTB/GBSA(water) (E,,, = 9.0 eV) spectrum as well as
dt-sTD-DFT-xTB/GBSA(water) ones with 9-4, 9-5, 9-6, 9-7, and 9-8 values
of Eyigh — Ejow- Convoluted spectra used a damping factor I = 0.2 eV and
no energy shifts were applied.
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Figure 15. Experimental 2PA spectrum of iLOV recorded by Homans

et al."'? in water in comparison with computed sTD-DFT-xTB/GBSA(water)
spectra considering different energy thresholds (6.0, 7.0, 8.0, 9.0, and

9.6 eV). Convoluted spectra used a damping factor I = 0.2 eV and no
energy shifts were applied.

spectrum of iLOV'"'® is recorded for a small spectral range
from 2.55 to 3.35eV and shows a maximum at around 2.9 eV
(=0.9 GM). The onset of a second peak around 3.35 eV (= 1.5 GM)
was also recorded. Computed sTD-DFT-XTB spectra are slightly
shifted (£0.1 eV) with respect to experiment but the comparison
is striking, very well reproducing the 2PA cross-section of first 2PA
band (with E,, = 9.6 eV, 6*™* = 0.70 GM). All sTD-DFT-xTB spectra
reproduce the first experimental peak in position and intensity,
while the second peak (which is not clearly resolved in the
experiment) is always blue-shifted, as we also observed for
computed 1PA spectra (vide supra). The variance between
spectra computed with different thresholds is small; therefore,
it is possible to go as low as E,, = 6.0 eV for this system because
of the small energy range considered by the experiment.
For the dt-sTD-DFT-XTB spectra (see Figure 16 and S4,
Supporting Information), a similar picture emerges. Even the
smallest tested 9 — 4 (Eyign — Eiow) thresholds lead to an excellent
comparison with respect to experiment and the calculation took
less than 3 min.

22 24 26 28 3 32 34
E (eV)

Figure 16. Experimental 2PA spectrum of iLOV recorded by Homans

et al"" in water in comparison with the computed sTD-DFT-xTB/
GBSA(water) spectrum considering an energy threshold 9.0 eV as well as
dt-sTD-DFT-xTB/GBSA(water) spectra with 9-4, 9-5, 9-6, 9-7, and 9-8 val-
ues of Eyg, — Ey,. Convoluted spectra used a damping factor I = 0.2 eV
and no energy shifts were applied.
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As intermediate conclusions, the ASQM methodology pro-
posed here provided excellent comparisons for the 1- and 2PA
spectra of bR and iLOV with respect to experiment. For both pro-
teins, an ASQM workflow was necessary to describe absorption
bands involving tryptophan residues, confirming what was
already shown by one of us® for PYP. Note that we are at edge
of what is computationally feasible with quantum chemistry for
such systems. However, including dynamic structural effects
could improve further comparisons with respect to experiment
as we will show in the next section for FMN in aqueous solution.

4.2. An All-Atom Dynamic Structure QM Protocol Applied to
the Flavin Mononucleotide in Water Solution

We could still argue that for FPs, because of the network of non-
covalent interactions (including H-bonds), the environment of the
chromophore remains rigid enough to justify the use of an ASQM
procedure. However, subtle distortions or new configurations of
the chromophore can still change the 1- and 2PA spectra dramat-
ically. For solvated dyes, an ASQM approach is certainly not suf-
ficient. Dynamic structural effects need to be included in. In the
next section, both ADQM-Boltz. and ADQM-MD approaches are
assessed to compute the 1- and 2PA of FMN in aqueous solution.
Before applying these ADQM schemes, 1- and 2PA spectra com-
puted in vacuum at the sTD-DFT-xTB level are discussed and com-
pared to reference RI-CC2 ones as well as using implicit solvent
models.

Figure 2 presents experimental 1PA spectra of FMN recorded
in water, methanol, iLOV, and miniSOG. Note that all spectra were
normalized on the first absorption peak. As so, we cannot assess
the impact of the surroundings on the molar absorption coeffi-
cient. Independent of the environment, the lowest-energy peak
always arises around 2.79 eV (445 nm). In the protein surround-
ings, this absorption band is more vibrationally resolved.
Going from water (3.31 eV or 375 nm) to methanol or proteins
(3.49 eV or 355 nm) environments, the second signal is shifted
by 0.18 eV (20 nm). The energy position of this second absorption
band seems dependent on the polarity of the environment. Both
proteins influence this peak similarly as methanol, although it
was suggested that the dielectric constant of such protein envi-
ronment (9.2) is way lower than the one from methanol
(32.6).781781 The intensity of the third peak in the UV-C region
(4.59 eV or 270 nm), traced back to be influenced by the environ-
ment,['%® decreases in water compared to FMN in protein. As we
discussed in the previous section, this band is clearly impacted by
the absorption of tryptophan residues from the protein, explain-
ing this trend.

Figure 17 compares 1PA spectra of FMN computed in gas
phase at RI-CC2/aug-cc-pVDZ and sTD-DFT-XTB levels of theory
to experimental spectra recorded in water. It also reports the
average sTD-DFT-xTB spectrum on uncorrelated snapshots from
a GFN2-xTB MD that was run in vacuum for 11 ns. Note that the
1PA spectrum from Antill et al."° was normalized; therefore, we
extrapolated it to match the extinction coefficient of the first
absorption band of the 1PA spectrum recorded in water by
List et al™ The first experimental absorption band around
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Figure 17. Experimental 1PA spectra of FMN recorded in water by Antill
et all"% as well as List et al.” in comparison with computed RI-CC2/aug-
cc-pVDZ//r*SCAN-3¢ and sTD-DFT-xTB//r*SCAN-3c (E,, = 16.0 eV) spectra in
vacuum as well as the average sTD-DFT-xTB spectrum on uncorrelated
snapshots of a GFN2-xTB 11 ns-long MD in gas phase. Convoluted spectra
used a damping factor I' = 0.2 eV, while a damping factor I = 0.04 eV was
used for spectra computed for each MD snapshot. No energy shifts were
applied.

2.79 eV is rather well-reproduced by both RI-CC2 and sTD-DFT-
XTB calculations. With respect to RI-CC2, the sTD-DFT-XTB excita-
tion energy is red-shifted by 0.1 eV, and the oscillator strength is
19% smaller. Considering the second absorption band for which
experiment showed its sensitivity to the surroundings,”3'® as
expected, large blue shifts of 0.39 and 0.28 eV with respect to
experiment are observed at both RI-CC2 and sTD-DFT-xTB levels
of theory, respectively. The average sTD-DFT-XTB spectrum com-
puted from uncorrelated snapshots of a GFN2-xTB MD shows a
complete compression of the second absorption band. Globally,
RI-CC2 and sTD-DFT-xTB 1PA spectra in vacuum are very similar,
justifying the usage of the sTD-DFT-xTB method to compute 1PA
spectra for FMN.

Let us assess the ADQM-Boltz. approach to simulate the 1PA
spectrum of FMN in aqueous solution. Dynamic structural effects
were accounted for implicitly by Boltzmann-averaging 1PA spec-
tra computed at the sTD-DFT-xTB/GBSA(water) for the 23 lowest-
energy conformers obtained at the rPSCAN-3c level of theory
following the CENSO"2*'?*) protocol. For the sake of complete-
ness, comparisons were made using the 2SCAN-3c lowest-energy
conformer to compute excited states with both RI-CC2 and sTD-
DFT-xTB levels using implicit solvent models (DCOSMO-RS and
GBSA, respectively). Figure 18 compares experimental 1PA
spectra recorded in water™'%® to spectra computed at these lev-
els of theory as well as the Boltzmann-averaged sTD-DFT-xTB/
GBSA(water) spectrum obtained by following the ADQM-Boltz.
workflow. It becomes very clear that either using the lowest-
energy conformer only or the ensemble of conformers barely
show any difference on the sTD-DFT-xTB 1PA spectra. Note that
the lowest-energy conformer has only a Boltzmann weight of
around 25%. The position of the first energy band at 2.79 eV is
well-reproduced by both RI-CC2 and sTD-DFT-xTB methods with
only 0.08 and 0.04 eV of difference, respectively. Both RI-CC2 and
sTD-DFT-XTB schemes overestimate the intensity by afactor of
2.1 and 1.4. The second peak is blue-shifted by both methods
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Figure 18. Experimental 1PA spectra of FMN recorded in water by Antill
et al."® as well as List et al. in comparison with computed RI-CC2/aug-
cc-pVDZ//P*SCAN-3¢ and sTD-DFT-xTB//r*SCAN-3c (E,, = 16.0 eV) spectra
using implicit solvent models (DCOSMO-RS and GBSA, respectively) for
water as well as the Boltzmann-averaged sTD-DFT-xTB/GBSA(water) spec-
trum for the conformer ensemble obtained at room temperature with the
r’SCAN-3c method. Convoluted spectra used a damping factor I = 0.2 eV.
No energy shifts were applied.

(RI-CC2/single: 3.68 eV and sTD-DFT-xTB: 3.66 eV) compared to
the experimental peak maximum at 3.31eV. The intensity of
the second peak is overestimated by both methods with respect
to experiment. Nevertheless, RI-CC2 reproduces the trend
between the first and second peak intensities, while sTD-DFT-
XTB inverts this relation. These results are not encouraging to
employ the ADQM-Boltz. workflow for this very case.

The ADQM-MD protocol is applied to compute the 1PA spec-
trum of FMN, explicitly accounting for water molecules and
dynamic structural effects. Figure 19 compares experimental
1PA spectra recorded in water*' to average dt-sTD-DFT/
GBSA(water) spectra on uncorrelated snapshots extracted from
1 ns-long GFN2-xTB MD simulations accounting explicitly for sol-
vent molecules using solvation spheres of increasingly large radii
of 7,9, 11 and 12 A (see Figure S6, Supporting Information) as well
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Figure 19. Experimental 1PA spectra of FMN recorded in water by Antill

et al."% as well as List et al. in comparison with computed average dt-
sTD-DFT-XTB/GBSA(water) spectra on uncorrelated snapshots extracted from
1 ns-long GFN2-xTB MD simulations accounting explicitly for solvent mole-
cules using solvation spheres of increasingly large radii of 7, 9, 11, and

12 A. Note that when considering a sphere of 10 A, a longer 3 ns-long
GFN2-XTB MD simulation was run. Convoluted spectra used a damping fac-
tor I = 0.1 eV. No energy shifts were applied.
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computed spectrum, justifying this choice. The comparison with
respect to experiment is more than striking, knowing that no
energy shifts were applied to MD-average dt-sTD-DFT-XTB spec-
tra. While simulated spectra are still arbitrary damped, energy
position, intensities, and broadening of the three main experi-
mental peaks are well-reproduced. Considering the dt-sTD-
DFT-xTB(12 A)/GBSA(water) MD-average spectrum, for example,
the first absorption band occurs at 2.75eV (451 nm, exp:
2.79 eV or 445nm), and the second peak at 3.36eV (369 nm,
exp: 3.31eV or 375nm) with intensities of 20194 and
16780 L mol™' cm™' (exp: 12043 and 10 122 L mol™' cm™), respec-
tively. The reproduction of the second experimental absorption
band is very sensitive to the size of the solvation sphere included
into the ADQM-MD procedure. At least a solvation sphere of 9 A is
needed to describe properly this second peak, but for better
describing the third absorption band, a minimum 10 A solvation
sphere should be used. Only the ADQM-MD was able to account
for the very specific broadening of the second absorption band.
All'in all, the ADQM-MD procedure that accounts explicitly for the
environment and explicitly for dynamic structural effects cor-
rectly described the first three main absorption bands of the
1PA spectrum of FMN in aqueous solution.

To understand what is responsible for the broadening of the
second absorption band, NTOs were calculated from two repre-
sentative snapshots of the GFN2-xTB MD. Figure 20 presents
NTOs computed at dt-sTD-DFT-xTB/GBSA(water) (10 — 8 eV) for
two excited states of FMN in explicit water (12 A) that contribute
to the second absorption band. We already saw for iLOV that the
second absorption band is due to a # — #* transition on the iso-
alloxazine ring. For FMN in water, the dynamic nature of the envi-
ronment directly impacts this transition. For both NTO transitions,
the hole orbital is a linear combination of the n orbital from the
isoalloxazine ring and nearby n orbitals from oxygen located on
water molecules as well as from the tail of FMN chromophore.
Particle orbitals from both NTOs are mostly z* orbitals located
on the isoalloxazine ring. In both cases, the 7 — z* transition
presents a CT character modulated by the interaction of the chro-
mophore with its nearby surroundings. Thus, the dynamic inter-
action of the HPO, group as well as water molecules with the
isoalloxazine ring is crucial to correctly reproduce the second
absorption band and its broadening. This advocates for the
use of the ADQM-MD scheme.

Let us now focus on 2PA of FMN in water, assessing both
ADQM schemes for computing such spectra. As before, we firstly
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Figure 20. From two different snapshots of the GFN2-xTB MD, NTOs com-
puted at dt-sTD-DFT-xTB/GBSA(water) (10 — 8 eV) for two excited states of
FMN in explicit water (12 A) that contribute to the second absorption band.
Hole and particle NTOs are separated by dashed lines. Weights are pro-
vided for each NTO pair. The excitation energy, oscillator strength, and

2 PA strength are also given for each state. Isovalue = 0.03.

discuss FMN results obtained in vacuum. Figure 21 compares two
experimental 2PA spectra of FMN recorded in water'' to com-
puted RI-CC2/aug-cc-pVDZ and sTD-DFT-XTB (E,,, = 16.0 eV) 2PA
spectra calculated in vacuum as well as the average sTD-DFT-xTB
spectrum on uncorrelated snapshots from a GFN2-xTB 11 ns-long
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Figure 21. Experimental 2PA spectra of FMN recorded in water by Homans
et al"" as well as List et al. in comparison with computed RI-CC2/aug-
cc-pVDZ//P*SCAN-3¢ and sTD-DFT-xTB//r*SCAN-3c (£, = 16.0 eV) spectra in
vacuum as well as the average sTD-DFT-XTB spectrum on uncorrelated
snapshots from a GFN2-xTB 11 ns-long MD in gas phase. Convoluted spec-
tra used a damping factor I' = 0.1 eV, while a damping factor ' = 0.02 eV
was used for spectra computed for each MD snapshot. No energy shifts
were applied.
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MD in gas phase. Both experimental 2PA spectra were recorded
for a narrow energy range. Combining both experimental data
leads to an energy window larger by 0.5 eV than for iLOV. The
experimental 2PA spectra (Figure 21) feature two main peaks
around 2.88 and 3.43 eV. Comparing them to the RI-CC2 spec-
trum, we observe a good agreement for the first experimental
peak energy position with only 0.04 eV of difference with respect
to experiment but 8% of overestimation for the 2PA cross section.
The 2PA cross section of the second absorption band is nine
times larger than the experimental one (1.77 GM) while slightly
underestimated at the sTD-DFT-xTB level. The average sTD-
DFT-XTB spectrum computed from uncorrelated snapshots of a
GFN2-xTB MD improves the comparison with respect to experi-
ment for the second 2PA band but the onset of the band con-
tinues to climb at higher energies. Note that the sTD-DFT-xTB
calculation on the optimized rPSCAN-3c geometry took only
4 s, while the RI-CC2 calculation needed 130 h (wall time) for
the computation of both ground and excited states as well as
2PA strengths.

As 1PA and 2PA spectra are involving same transitions, we
can expect that the ADQM-Boltz. shall not be particularly helpful
to cope with dynamic structural effects. Figure 22 confirms this,
comparing experimental 2PA spectra recorded in water™''” to
spectra computed at these levels of theory as well as the
Boltzmann-averaged sTD-DFT-xTB/GBSA(water) spectrum ob-
tained by following the ADQM-Boltz. workflow.

Finally, the ADQM-MD workflow is applied to evaluate the
2PA of FMN in water. The same procedure is followed as for
1PA. Figure 23 compares experimental 2PA spectra of FMN
recorded in water by Homans et al"'® as well as List et al.”!
to average dt-sTD-DFT-xTB/GBSA(water) spectra on uncorrelated
snapshots extracted from 1 ns-long GFN2-xTB MD simula-
tions accounting explicitly for solvent molecules using solvation
spheres of increasingly large radii of 7,9, 11, and 12 A as well as
from a 3 ns-long GFN2-xTB MD simulation considering a solvation
sphere of 10A. For 2PA, the comparison with respect to

71 Homans ---  ~ |
List —=— " &
6 RI-CC2/single — [ \ 1
sTD-DFT-xTB/single .
~° [sTD-DFT-xTB/Boltzmann — | | 1
s \
S4 . 1
0\3 L / \ il
2 L
1+
0
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Figure 22. Experimental 2PA spectra of FMN recorded in water by Homans
et al"" as well as List et al.”) in comparison with computed RI-CC2/aug-
cc-pVDZ//*SCAN-3¢ and sTD-DFT-xTB//r*SCAN-3c (Ey, = 16.0 eV) spectra
using implicit solvent models (DCOSMO-RS and GBSA, respectively) for
water as well as the Boltzmann-averaged sTD-DFT-xTB/GBSA(water) spec-
trum for the conformer ensemble obtained at room temperature with the
r’SCAN-3c method. Convoluted spectra used a damping factor [ = 0.1 eV.
No energy shifts were applied.
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Figure 23. Experimental 2PA spectra of FMN recorded in water by Homans
et al."" as well as List et al in comparison with computed average dt-
sTD-DFT-XTB/GBSA(water) spectra on uncorrelated snapshots extracted from
1 ns-long GFN2-xTB MD simulations accounting explicitly for solvent mole-
cules using solvation spheres of increasingly large radii of 7, 9, 11, and

12 A. Note that when considering a sphere of 10 A, a longer 3 ns-long
GFN2-XTB MD simulation was run. Convoluted spectra used a damping fac-
tor [ = 0.05 eV. No energy shifts were applied.

experiment is striking especially when using at least a solvation
sphere of 11 A. As for 1PA, the nonhomogeneous broadening of
the second absorption band featuring two peaks between 3.2
and 3.8eV is well-captured by the ADQM-MD methodology
due to the dynamic interaction of the isoalloxazine ring with
its nearby surroundings. Figure S7, Supporting Information, pro-
vides more details about the influence of longer MD simulations
for the 10 A system. In 2014, List et al. computed the 2PA spectrum
of FMN in aqueous solution at the QM/MM level (PE-CAM-B3LYP)
considering only FMN at the QM level. The average spectrum
was computed for 50 snapshots of a classical MD simulation fol-
lowed by QM/MM (B3LYP/6-31+G*//OPLS2005) optimizations.
Figure 24 presents this spectrum in comparison with experiment
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2t List theo. — - g
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Figure 24. Experimental 2PA spectrum of FMN recorded in water by List
et al.” in comparison with computed average dt-sTD-DFT-xTB/GBSA(water)
spectrum on uncorrelated snapshots extracted from 1 ns-long GFN2-xTB
MD simulations accounting explicitly for solvent molecules using a solva-
tion sphere of 12 A, as well as a QM-MM average spectrum computed by
List et al.” at the PE-CAM-B3LYP/cc-pVDZ+ level on 50 snapshots of a clas-
sical MD simulation followed by QM/MM (B3LYP/6-31+G*//OPLS2005) opti-
mizations (only FMN was accounted for into the QM layer). Convoluted
spectra used a damping factor I = 0.05 eV (this work) and I = 0.35 eV (List
et al.™). No energy shifts were applied.
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broadening of the second experimental band, but reproduces the
energy separation between both maxima, as well as their relative
intensities. In comparison, our average dt-sTD-DFT/GBSA(water)
2PA spectrum provides peak energy positions very similar to
experimental one and is able to recover the two peaks featured
by the second absorption band. This result could be improved by
employing other simplified schemes such as the XsTD-DFT
method®*? as one of us did to compute 1PA and CD spectra
of PYP using CAM-B3LYP."”*! Nevertheless, these results strongly
advocates for the use of the ADQM-MD scheme to evalute 1- and
2PA spectra of dyes in solution.

5. Conclusions

In this study, different AQM workflows were assessed to compute
1- and 2PA of realistic systems. While neglecting dynamic struc-
tural effects but still explicitly accounting for the chromophore
surroundings, the performance of ASQM scheme was evaluated
for two extremely challenging systems: bR (=3850 atoms) and
iLOV (=2000 atoms), pushing the computational boundaries of
this methodology. It was also the opportunity to test with success
the dt-sTD-DFT scheme to reduce the computational cost of the
STD-DFT calculations. Results showed that to reproduce experi-
mental 1- and 2PA spectra, it is important to account for the
whole protein at a QM level because absorbing amino acid res-
idues such as tryptophan or tyrosine have non-negligible impact
on the higher-energy part of the spectra (>4 eV). All spectral fea-
tures were not fully captured by the ASQM scheme but still com-
parisons with respect to experiment were rather reasonable.
Future studies are planned to further reduce the gap between
simulated and real systems by including dynamic structural
effects using an ADQM procedure for proteins.

Furthermore, two ADQM schemes were tested to evaluate
1- and 2 PA of FMN in aqueous solution. While the ADQM-Botlz.
was not improving results with respect to the single structure
approach, the ADQM-MD provided striking agreements with
respect to experiment for both 1- and 2PA when including sol-
vation spheres of at least 11 A. In both spectra, the inhomoge-
neous broadening of the second absorption band results from
a CT excitation modulated by the dynamic interaction of the
HPO, group as well as water molecules with the isoalloxazine
ring. These interactions can only be coped with by an ADQM
scheme. Note that the same feature is also present in iLOV spectra
for which FMN is the chromophore and could be capture using
such scheme. We clearly observed that explicitly accounting for
both solvent and dynamic structural effects has a far more dra-
matic impact on spectra than simply choosing between both RI-
CC2 or sTD-DFT-XTB methods in a single structure approach. Thus,
these results clearly advocate for the use of an ADQM-MD work-
flow to compute 1- and 2PA of molecules in solution and to pro-
vide quantitative agreement with respect to experiment. Clearly,
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sQC methods such as the (dt-)sTD-DFT-xTB schemes are crucial
for AQM workflows. The establishment of AQM methodologies
with the help of sQC methods opens the gate for a plethora
of applications on realistic systems in reasonable computa-
tional times.
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Molecular folding governs switchable
singlet oxygen photoproduction in
porphyrin-decorated bistable rotaxanes

R Check for updates

Jan Riebe ® ', Benedikt Bidorf ® 2, Sarah Léffelsender?, Matias E. Gutierrez Suburu?,

Maria Belén Rivas Aiello®, Cristian A. Strassert®, Stefan Grimme ®2

& Jochen Niemeyer®'

Rotaxanes are mechanically interlocked molecules where aring (macrocycle) is threaded onto a linear
molecule (thread). The position of the macrocycle on different stations on the thread can be controlled
in response to external stimuli, making rotaxanes applicable as molecular switches. Here we show that
bistable rotaxanes based on the combination of a Zn(ll) tetraphenylporphyrin photosensitizer,
attached to the macrocycle, and a black-hole-quencher, attached to the thread, are capable of singlet
oxygen production which can be switched on/off by the addition of base/acid. However, we found that
only a sufficiently long linker between both stations on the thread enabled switchability, and that the
direction of switching was inversed with regard to the original design. This unexpected behavior was
attributed to intramolecular folding of the rotaxanes, as indicated by extensive theoretical calculations.
This evidences the importance to take into account the conformational flexibility of large molecular

structures when designing functional switchable systems.

Molecular switches are molecules that exist in different states which can be
reversibly addressed. Most switches feature two stable switching states that
can be selectively addressed by an external stimulus'™. The change in
molecular properties which results from the switching process can be used
to deliver a function, which has allowed the construction of a plethora of
functional materials based on molecular switches, such as molecular mus-
cles and elevators™, nanovalves and other systems for controlled release’,
materials with switchable surface properties’, switchable catalysts'*"* and
materials with switchable photophysical properties'™".

Mechanically interlocked molecules, such as rotaxanes (and, to a lesser
extent, catenanes) provide an excellent platform for the construction of
functional molecular switches'**. In a bistable rotaxane, featuring a mac-
rocycle that encircles a thread with two binding stations, the preferred
position of the macrocycle is determined by its relative affinity to the binding
stations. However, when an external stimulus can be employed to modify
one station, this can invert the relative affinities of the two binding stations.
This infers a large amplitude motion of the macrocycle along the thread,
which moves away from the (modified) first station and binds to the second
station. Reversing this process leads to re-binding of the macrocycle at the
first station. Like molecular switches in general, switchable bistable rotax-
anes have been based on a number of switching mechanisms, most

commonly (but not limited to) changes in temperature, irradiation with
light, application of an electric potential, addition/removal of other che-
micals or a change in pH. One of the most widely used types of bistable
rotaxanes features a crown-ether-based macrocycle and a thread with an
amine/ammonium station plus a triazolium station (see Fig. 1)***.
Deprotonation of the ammonium station, which is the preferred binding
station when protonated, leads to relocation of the macrocycle towards the
triazolium station (and vice versa, with the respective co-conformer being
the predominant one by >99%, making the switching effectively binary™).
This motion has been used to shield/reveal the amine/ammonium station by
the macrocycle (e.g., for the design of switchable catalysts™*’, see Fig. 1a), to
change the co-conformation between stretched/contracted conformers
(e.g., for the design of molecular muscles™”, see Fig. 1b) or to change the
distance and/or environment of chromophores attached to the sub-
components (e.g., for the design of molecules with tunable photophysical
properties, such as fluorescence, see Fig. 1c)** . However, it was also rea-
lized that the prediction of the molecular conformations in each switching
state (and with this, the function in each state) is not trivial. For example,
Leigh and coworkers found that in the protonated state, their rotaxane (see
Fig. 1a) can adopt a folded conformation that brings both triazolium units in
close proximity. This allows the use of the protonated rotaxane as a catalyst

"Faculty of Chemistry (Organic Chemistry) and Center for Nanointegration Duisburg-Essen (CENIDE), University of Duisburg-Essen, Universitatsstrasse 7, 45141
Essen, Germany. 2Mulliken Center for Theoretical Chemistry, Rheinische Friedrich-Wilhelms-Universitat Bonn, Beringstrasse 4, 53115 Bonn, Germany. Institut fir
Anorganische und Analytische Chemie, CeNTech, CiMIC, SoN, Universitat Minster, Heisenbergstr. 11, 48149 Munster, Germany.
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Fig. 1 | Selected molecular switches based on bistable rotaxanes with ammonium/amine plus triazolium stations. a Switchable catalysts”, b molecular muscles™,
¢ switchable chromophors™, d switchable systems for 'O, photoproduction (this work).

via halide-abstraction, enabled by chelate-type binding of halides by the
triazolium units™.

The development of switchable photosensitizers for singlet dioxygen
('O,) photoproduction (for simplicity, referred to hereafter as: singlet
oxygen production) is an important field of application for functional
materials. Singlet oxygen can be used for medical purposes, such as pho-
todynamic therapy’™*’ or disinfection'"*’, but also as a reagent for organic
synthesis* ™. However, due to its high reactivity and cell toxicity, there is an
ongoing interest in smart materials that produce singlet oxygen only after
switching to an on-state, while the singlet oxygen production is suppressed
in an off state">. Various approaches have been used to design such sys-
tems, especially in the context of photodynamic therapy. Most systems rely
on the quenching of photosensitizers in the off-state (suppressing singlet
oxygen production), which can be realized via different mechanisms.
Importantly, this includes systems that can be activated in a non-reversible
or in a reversible form. For example, non-reversible activation has been
realized by integration of photosensitizers into hybrid organic/inorganic
materials based on layered double hydroxides or calcium phosphate
(leading to quenching), which release the photosensitizer in its non-
quenched on-state at low pH*™*. In addition, photosensitizer-quencher
conjugates with cleavable linkers have shown to undergo fragmentation in a
redox-dependent or enzyme-mediated fashion, leading to a non-reversible
activation of singlet oxygen production®™®. Systems that, in principle, allow
for reversible activation include polymers that feature photosensitizer-
substituents, allowing for an on/off-switchable singlet oxygen production
based on pH-dependent conformational changes of the polymer-
backbone® . Photosensitizers or photosensitizer dyads with Lewis-basic
substituents have been used to enable the on-switching of singlet oxygen
production at low pH, based on the suppression of photoinduced electron
transfer and/or modulation of acceptor/donor energy levels . In a related
approach, photosensitizers conjugated with diarylethene-photoswitches
make use of the UV/Vis-absorption of the closed photoswitch, which leads
to a quenching of the photosensitizers (off-state) and vice versa®”. Pho-
tosensitizers and quenchers conjugated with complementary DNA strands
have been used to achieve on/off-switching of singlet oxygen production by

reversible DNA-hybridization®. Finally, rotaxanes have also successfully
been used to construct systems for biomedical applications in general, and
for the design of switchable photosensitizers specifically””": Huang and
coworkers developed a pH-switchable pseudorotaxane based on an AIEgen-
based thread (AIE: aggregation-induced emission) and a pillar[5]arene
macrocycle that undergoes a pH-dependent co-conformational change,
leading to a switchable singlet oxygen production”. Lin and coworkers
reported a pH-switchable [1]rotaxane-based on a crown-ether macrocycle
and a multifunctional thread containing amine/ammonium and triazolium
stations, plus a diarylethylene-photoswitch and an AIEgen photosensitizer.
This system undergoes dual switching of photochromic behavior and singlet
oxygen production controlled by pH and light”. Shinmori and coworkers
synthesized a [2]rotaxane featuring a gold-nanoparticle-stopper (which acts
as a quencher), a crown-ether macrocycle substituted with a porphyrin
photosensitizer and a single amine/ammonium station on the thread”.
This system shows pH-dependent switching, although reversibility is low,
and the singlet oxygen quantum yields of the switching states are quite
similar.

Based on this precedence, we envisaged that bistable [2]rotaxanes
containing a macrocycle substituted with a suitable photosensitizer, and a
thread functionalized with a suitable quencher, should allow for the con-
struction of a reversibly switchable system for singlet oxygen production.
Ideally, singlet oxygen production in the off-mode should be fully sup-
pressed, to avoid undesired side-effects in a possible application. To this end,
we designed rotaxanes 1a and 1b (see Fig. 1d), which commonly contain
Zn(II) tetraphenylporphyrin” as a photosensitizer (attached to the mac-
rocycle) and a black-hole-quencher (attached to one end of the tread), but
differ in the length of the linker between both stations on the thread. We
found that rotaxane 1a indeed allows for an on/off-switching (‘O, quantum
yield, @5 = 15%/3%) by pH-induced translocation of the macrocycle on the
thread, whereas rotaxane 1b remains in an off-state independent of mac-
rocycle position. Surprisingly, we discovered that the protonated state of 1a
represents the off-state of this molecular switch (and vice versa). Based on a
series of control-rotaxanes and extensive theoretical analysis of the rotaxane
conformations, we found that the switchable singlet oxygen production is
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governed by molecular folding, which in turn is influenced by structural
variations in the rotaxane-structures.

Results and discussion

Synthesis of the rotaxanes

The design of the pH-switchable rotaxanes for controllable singlet oxygen
production was based on the following considerations: We employed Zn(II)
tetraphenylporphyrin (ZnTPP) as a photosensitizer, due to its strong
absorption at ca. 420 nm (e =560,000 cm™" M™")”° and its high quantum
yield of singlet oxygen production ((®p=0.7)”. As a quencher, we
employed the black-hole-quencher 6 (BHQ-2)"®, which features a dialky-
laniline, a central dimethoxybenzene and a terminal nitrobenzene which are
linked by two diazo groups. The BHQ unit shows a broad absorption band
in the range of 350-650 nm is thus suitable as a FRET-acceptor (FRET:
Forster resonance energy transfer) for the ZnTPP unit, which shows
fluorescence emission in the range of 550-720 nm. This should suppress
singlet oxygen production when both units are in close proximity.

For the combination of ZnTPP and BHQ-2, the calculated Férster-
radius amounts to 2.8 nm (see SI section 1.4.2 for details). We envisaged that
a sufficiently large conformational switching, which allows for moving
ZnTPP and BHQ within/out of their Forster radius, should be possible by
employing a bistable rotaxane with a sufficiently long linker between both
stations. Here, we opted for a pH-switchable rotaxane consisting of a thread
with an ammonium/amine- and a triazolium station and a dibenzo[24]
crown[8] macrocycle. Attaching the ZnTPP to the macrocycle and using the
BHQ as one of the stopper groups on the thread (in close proximity to the
triazolium station), the rotaxane was designed to allow switching as follows:
In the protonated state, the macrocycle is located around the ammonium
station, sufficiently increasing the distance between ZnTPP and BHQ,
resulting in 'O, production of the ZnTPP (on-state). In turn, deprotonation
should locate the macrocycle at the triazolium station in closer proximity to
the BHQ unit, leading to efficient FRET-based quenching and suppression
of the 'O, production (off-state).

The synthesis of these functionalized rotaxanes 1a/b (differing in the
length of the alkylene spacer between both stations) was realized as follows

S]
Bu ﬁ/\@\ PFg i)
R .
OAH:\\\ Ph
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] Ph

o o
Ph
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(see Fig. 2): First, an amino-substituted ZnTPP” was coupled to a
carboxylic-acid functionalized dibenzo[24]crown[8]* via amide coupling to
yield the ZnTPP-appended macrocycle 5. Then, the dibenzylammonium-
based half-threads H-4a*/H-4b" featuring a di-tert-butylphenyl-stopper on
one side and an alkyne-terminated chain on the other side (undecynyl for a,
pentynyl for b) were constructed by reductive amination, followed by
protonation with HPF,. Upon mixing of 5 with H-4a*/H-4b", formation of
the pseudorotaxanes was observed in a slow-exchange regime, with asso-
ciation constants of 61/142 L mol™ (see SI Figs. S19 and S20). This allowed
for synthesis of the rotaxanes by stoppering of the pseudorotaxanes, which
was achieved by Cu-catalyzed alkyne-azide click reaction using the BHQ-
azide 5 as the coupling partner. Finally, methylation of the triazole with
methyl iodide and ion-exchange with ammonium-hexafluorophosphate
yielded rotaxanes H-1a>*/H-1b’" in their protonated ammonium form as
the bishexafluorophosphate salts (obtained in 10/9% yield over two steps
from the half-threads H-4a*/H-4b").

Acid/base inducing conformational switching

The protonated rotaxanes H-1a**/H-1b** undergo conformational
switching by reversible deprotonation/reprotonation with base/acid.
Change of the protonation state leads to distinct chemical shift changes in
the "H-NMR spectrum, in line with other amine-/triazolium-rotaxanes
described earlier’ (see Fig. 3 for 1a, see SI Fig. S14 for 1b): Upon depro-
tonation with NaOH, the signals of the methylene protons H-3 and H-4 (see
Fig. 2 for numbering) next to the ammonium/amine group move upfield
(Ad=—1.2 ppm) not only due to loss of the positive charge on the nitrogen
atom after deprotonation, but also because of the loss of hydrogen-bonding
interactions with the crown-ether’s oxygen atoms. Similarly, the signal for
proton H-6 on the electron-rich phenylene near the amine station experi-
ences the expected small upfield shift of —0.1 ppm, due to loss of the positive
charge on the ammonium. Successful relocation of the macrocycle onto the
triazolium station is indicated by a drastic downfield shift of the signal of the
aromatic triazolium proton H-8 by +-1.5 ppm as well as the adjacent signal
of the methylene protons H-7 by 4+-0.7 ppm, caused by hydrogen-bonding to
the crown-ether’s oxygen atoms.

/\

(°°>

4\5

©
/\/©\ so (PFg)2
) s6
0 o N s2 sS4 s5
st
\ /I M4 s7
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Fig. 2 | Synthesis of the rotaxanes 1a/b. i) Cu(MeCN),PFs, CH,Cl,, . t., 16 h, then methyl iodide, r. t., 24-48 hours, 10%/9% yield over two steps; ii) aq. NaOH (2 eq.),
acetone, followed by removal of excess NaOH; iii) CF;COOH (1 eq.). In situ acid/base switching leads to the introduction of additional cations/anions, which are not shown.
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H-S8/H-S9

62 50 46
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Fig. 3 | Switching between rotaxanes H-1a’" and 1a* by deprotonation/repro-
tonation, followed by '"H-NMR. a Rotaxane H-1a*" (as synthesized), b rotaxane 1a*
after deprotonation. The signals at around 4.6 ppm in this spectrum could not be

unambiguously assigned, but do not correspond to H-3/H-4, which can clearly be
assigned. ¢ Solution from b after addition of CF3COOH (1 eq.) in situ. All spectra:
CD,Cl,, 400 MHz, 298 K. For numbering of the positions, see Fig. 2.

However, some shifts were unexpected: The signals of the N-methyl
group H-S3 and the methoxy groups H-58 and H-S9 on the BHQ moiety are
also shifted (A = +0.4 ppm and +-0.1 ppm, respectively), despite their large
distance from the triazolium station. Furthermore, the downfield shift of the
triazolium methyl group H-9 (Ad=-+0.6 ppm) upon deprotonation is
counterintuitive, because an upfield shift would be expected™. Such a
downfield shift for H-9 is observed in all rotaxanes (1a/b*,2",and 3") in this
study, but not with an analog of 3 possessing no ZnTPP substituent on the
macrocycle (S20-H(PF),, see SI Fig. S17). Additionally, the switching of
this rotaxane and H-1a*" was also investigated in THF-dg, showing almost
identical shifts of characteristic signals as in DCM-d, (for example, H-3 and
H-4 move upfield by —1.3 ppm, see SI Figs. S13 and S18). Unfortunately, an
attempt to prepare the non-interlocked thread for comparison was unsuc-
cessful. In summary, these unexpected changes in chemical shift could
indicate secondary interactions resulting from molecular folding of the
rotaxane-structures (see theoretical investigation of the conformation space,
vide infra).

The reverse switching can be achieved by the addition of CF;COOH,
which restores the original NMR spectrum with only minor perturbations
(see Fig. 1c), probably caused by the newly introduced trifluoroacetate
counter-anion.

Investigation of 'O, photoproduction

With both pH-switchable rotaxanes in hand, we investigated whether the
acid/base-induced conformational change influences the 'O, production
upon irradiation. To follow the 'O, production over time, solutions of the

rotaxanes in THF were irradiated at 420 nm in the presence of excess
diphenylisobenzofuran (DPBF), which acts as a 'O, scavenger’. The
decrease in DPBF-fluorescence intensity was monitored over time (see SI
Figs. $21-523) and used to calculate the singlet oxygen quantum yields
(from triplicate measurements, after subtraction of the background reac-
tion, see SI section 1.4.1 for details). For validation of this method, the @, of
unsubstituted ZnTPP was also measured by quantification of the singlet
oxygen phosphorescence, giving a near-identical result (@5 = 0.66 + 0.03 via
'0,-phosphorescence, @, = 0.72 + 0.12 via DPBF method). Comparison of
the singlet oxygen production of ZnTPP with that of rotaxanes in both
protonation states (ie. H-1a*" and 1a®; H-2b>" and 1b") delivered the
following surprising results (see Fig. 4a): In all four cases, the rotaxanes show
significantly reduced 'O, production in comparison to free ZnTPP, however
with marked differences between the systems. For 1a, which features the
longer alkylene linker, the protonated H-1a’'-state shows only minor
'0, production (@, < 0.03), while the deprotonated 1a*-state gives a sig-
nificantly higher 'O, quantum yield (@, = 0.15 £ 0.03). Thus, the depro-
tonated state, which is characterized by the macrocycle being located around
the triazolium station, is ca. 500% more active in 'O, production, which is
counterintuitive based on the original design of the molecular switch (i.e.,
the distance between ZnTPP and BHQ should be smaller for 1a*, leading to
an off-switching). As a comparison, rotaxane 1b with the shorter alkylene
spacer shows virtually no 'O, production independent of protonation state
(®A<0.01 for H-1b*", @, <0.01 for 1b"), although the pH-responsive
translocation of the macrocycle was clearly demonstrated by 'H-NMR
spectroscopy.
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Fig. 4| 'O, production of rotaxanes in comparison 5,0 a) 5,0 b)
to free ZnTPP. a 'O, production of rotaxanes 451 T 45
H-1a’" (red circles) and 1a™ (green triangles); 401 . 401
H-1b>" (blue triangles) and 1b* (turquoise dia- 35 el 35] T oa
monds) in comparison to free ZnTPP (black ' ' s
squares) (uncertainty bars for H-1a>", H-1b*" and < 307 ! < 307 ‘ 1 '
1b* too small to be visible); b 'O, production of ‘::? 2,51 r ::»’ 2,51 I H b4
control-rotaxanes H-2*" (purple hexagons) and 2 — 2,04 — 204 3
(ochre hexagons); H-3*" (blue pentagons) and 3" 1,5 1,5 . E I
(orange triangle) in comparison to free ZnTPP 1,01 = 1,04 I
(black squares). All values determined by decrease in 054 Ve e 051 . H &
DPBF fluorescence (all: THF, concentration of 00l o 5 ¢ 3 3 H : ¢ ¢ 3 00l @
photosensitizers adjusted to absorbance of 0.8 at T T T T T T T T
424 nm, excitation at 420 nm; values given as aver- 0 50 100 150 200 250 300 0 50 100
age of triplicates, error bars are standard deviations). tls] tls]
= ZnTPP e H-1a® 1a" v H-1b* 1b* o H-2** e 2' e H3* 3"
A A
PR,

H_22+

Ph

H-32+

Fig. 5 | Structural formulas of control rotaxanes. The control rotaxanes H-2>" and H-3*" (only protonated states shown) were synthesized analogously to rotaxanes H-1a>*

and H-1b*" (see SI section 1.2.2).

While these results show that bistable rotaxanes can be used to generate
an on/off-switchable material for 'O, photosensitization, the following
questions needed to be answered for an in-depth understanding:

Why is the deprotonated state 1a* the on-state of the molecular switch
(while H-12>" is off)?

Why is the 'O, quantum yield low in comparison to the free ZnTPP, even
in the on-state?

Why does the shorter spacer in H-1b*"/ 1b* lead to suppression of 'O,
production, independent of protonation state?

To answer these questions, we concluded that a better picture of the
influence of the rotaxane architecture on the 'O, production is needed.
Thus, we synthesized two control rotaxanes 2/3, which lack the BHQ unit
but instead feature a di-tert-butylphenyl-stopper or an anthrancenyl-
stopper in proximity to the triazolium station (see Fig. 5). These were
synthesized in analogous fashion to 1a/b by employing the corresponding
stopper azides and were obtained in yields of 60/15% after methylation and
anion-exchange. Furthermore, we attempted to synthesize analogs of 1a/b
with even longer or shorter alkylene spacers and also a variant of 1a with an
inverted thread that features the quencher in proximity to the ammonium/
amine station, but these syntheses could not be realized.

With the control rotaxanes in hand, we investigated their ability to
produce 'O, in both protonation states (i.e. H-2** and 2*; H-3*" and 3%).
We found that all four systems showed nearly identical results, with 'O,
quantum yields in a range of 0.48-0.60 (see Fig. 4b). Firstly, this demon-
strates that the quenching in 1a/b is indeed affected by the BHQ unit and not
by other parts of the rotaxane-architecture. Secondly, the results show that
the protonation state of the ammonium/amine station alone does not
influence 'O, production, but that indeed, the conformational change that
places the ZnTPP and BHQ in different spatial arrangements must play a
crucial role in 1a/b. Thirdly, we found that the anthracenyl-stopper, which is

known to act as an acceptor for triplet energy transfer from Zn(II)
porphyrins®, is not suitable for modulation of 'O, photosensitization by
conformational switching, showing that the nature of the BHQ quencher is
crucial for excitation energy transfer.

Fluorescence lifetimes

To obtain information about the influence of structures of rotaxanes 1a/b, 2,
and 3 on their excited state behavior, we investigated their photophysical
properties. The absorption and emission spectra of all rotaxanes are gov-
erned by the ZnTPP chromophore and show only minor differences (see SI
Figs. $25-529). However, the differences observed in the 'O, production are
reflected by differences in the corresponding fluorescence lifetimes (see
Table 1): Here, both the ZnTPP reference and the control rotaxanes in both
protonation states (i.e. H-2** and 2*; H-3*" and 3") show almost identical
lifetimes of ca. 1.7-1.8 ns with monoexponential fluorescence decays. This
substantiates the finding that in the absence of the BHQ unit, the rotaxane
structure does not significantly influence the photophysical behavior of the
ZnTPP unit, independent of conformational switching. For the BHQ-
substituted rotaxanes, we observed multiexponential decay profiles, which
might be indicative of different conformations that influence fluorescence
lifetimes. For the rotaxane with the shorter alkylene spacer, both protona-
tion states H-1b** and 1b* show a biexponential decay featuring a smaller
component with a lifetime similar to free ZnTPP (1.76/1.57 ns, 19-29%
contribution) and a dominating component with a significantly shortened
lifetime (0.50/0.39 ns, 81-71% contribution), resulting in almost identical
average values (0.73/0.74 ns for H-1b"/1b"). For the rotaxane with the
longer alkylene spacer (H-1a>"/1a"), we find triexponential decay kinetics,
which only shows a minor component similar to free ZnTPP (1.69/1.40 ns,
5-7% contribution). The major contributions are given by two shorter
lifetimes, which differ depending on the rotaxane protonation state: The
protonated rotaxane H-1a’" shows components at 0.87ns (61%) and
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Table 1| Singlet oxygen quantum yield (®,) and amplitude-
weighted average fluorescence lifetimes (r,,) of rotaxanes
1a/b, 2, and 3 in both protonation states in comparison to free
ZnTPP?

Compound ®p° lifetime components  Amplitude-
T [ns] (relative weighted average
amplitudes in %)° lifetimes t,, [ns]

ZnTPP 0.72+0.12 -d 1.84 +0.004

H-1a%" <0.03 1.69 (5), 0.87 (61), 0.727 +0.016
0.30(33)

1a’ 0.15+0.03 1.40(7), 0.57 (15), 0.263+0.015
0.11 (78)

H-1b?" <0.01 1.76 (19), 0.50 (81) 0.73+0.03

1b* <0.01 1.57 (29),0.39 (71) 0.74 +0.05

H-22 0.60+0.02 - 1.705+0.003

2 0.57 +£0.06 - 1.712+0.003

H-3%" 0.48+£0.03 - 1.712£0.002

3" 0.53+0.05 -d 1.712£0.002

2All measured in THF solution. "Concentration based on absorbance of 0.8 at 424 nm, @,
determined from fluorescence decrease of DPBF scavenger in a linearized In(/o//) vs. time plot from
triplicate measurements, after subtraction of the background reaction (see section 1.4.1 of the Sl for
details). °10 uM solutions, Aeye = 407.2 NM, Ay = 605 nm, uncertainty: +0.01 ns. “Only one
component (given as average lifetime).

0.30 ns (33%), resulting in an average lifetime of 0.73 ns (similar to that of
H-1b*'/1b"). However, for the deprotonated case 1a*, a smaller component
at 0.57 ns (15%) and a dominating component at 0.11 ns (78%) lead to a
decreased average lifetime of 0.26 ns. These findings show that the photo-
physical properties of 1a/b are strongly influenced by the presence of the
BHQ unit and that the properties of 1a™ are unique within this series. This
qualitatively reflects the behavior of the systems in 'O, production (1a*
behaves differently than H-1a>", H-1b*", and 1b"); however, there is no
direct connection between the fluorescence lifetimes (decay from the singlet
state) and the 'O, production (which occurs from the triplet state).
Unfortunately, attempts to further characterize rotaxanes 1a/b, 2, and 3 by
transient absorption spectroscopy were hampered by significant photo-
bleaching of the ZnTPP upon irradiation. This issue resulted in a notable
lack of reproducibility, so that no data regarding the triplet lifetimes could be
obtained (see SI Table S1).

Theoretical investigation of the conformational space of the
rotaxanes

Although a pH-induced switching of singlet oxygen production for the
H-1a’*/1a" pair can be observed, it is reversed compared to what was initially
envisaged in the design. Additionally, no switching is observed for the H-1b**/
1b* pair even though NMR-spectroscopic analysis clearly shows that both
systems do undergo a pH-induced relocation of the macrocycle. Thus, a better
understanding of the molecular conformations of the rotaxanes 1a/b in both
switching states was needed in order to explain their photophysical behavior.
With the aid of computational chemistry, the conformational spaces of all four
systems H-1a’"/1a" and H-1b>"/1b" were studied, focusing on possible
intramolecular interactions involving the ZnTPP unit. In the first step, the
potential energy surface of all variants was scanned using the fast semi-
empirical methods GFN#n-xTB (n = 1, 2)* and the force field GEN-FF* in
combination with the program CREST". Subsequently, relevant (low-lying)
and structurally representative conformations were selected and their Gibbs
free energies (consisting of electronic gas-phase energy, thermal correction,
and solvation contribution) were computed at a higher DFT level of theory
(DFT: density functional theory)*™ (https://github.com/grimme-lab/xtb).
For easier comparison, these conformers were divided into three categories:
open, half-open, and closed. The division into those categories is based on
binding to the Zn(II) center in its axial (octahedral) position and the folding of
the whole system (see the methods sections or the SI for more details). Note
that we could not consider explicit THF molecules in the calculations as this

would be computationally too demanding. The coordination of explicit THF
molecules to the Zn(II) center is expected to be in competition with the O,
molecules in the solution. However, the influence on the singlet oxygen
production is most probably similar for both protonation states, so this effect
cancels out for the presented comparison.

Conformational search and Gibbs free energies for rotaxanes
H-1a*/1a*

In the investigation of the conformational spaces, almost all performed
conformer searches for H-1a*" identified the same low-lying closed con-
formational motif indicating limited conformational flexibility. This is
attributed to the high charge (4+2) of the system, which leads to strong
(intramolecular) electrostatic interactions that stabilize closed conforma-
tions. Finding the most relevant low-lying conformers of 1a* proved to be
more challenging. A variety of distinct structural motifs were observed, with
many of them featuring a different segment of the rotaxane coordinating
with the Zn-atom. Moreover, several less folded (half-open) conformations
comparable in energy to those of closed conformers were found, a phe-
nomenon not observed for H-1a>". These results suggest a greater degree of
flexibility for 1a™.

Based on the results of the conformational searches, we selected rele-
vant (low-lying) and structurally representative conformers and calculated
the Gibbs free energies of a total of 31 conformers of H-1a** and 26 con-
formers of 1a* (see SI Tables S4 and S5).

The computed electronic gas-phase, thermal, and solvation contribu-
tions varied strongly between closed, half-open, and open conformations,
resulting in a considerable reranking of the investigated 1a* conformations
(based on their Gibbs free energies), while the ranking stayed almost the
same for H-1a*",

For H-1a™", primarily one closed structural motif was identified.
Despite unfavorable solvation and thermal contributions, this conformation
exhibited the lowest free energy (see Table S4 in the SI) and is depicted in
Fig. 6a. As expected for this protonation state, the crown-ether macrocycle
encircles the dibenzylammonium station, mediated by two NH~O hydro-
gen bonds (d(NHO) = 1.84/1.95 A) and three additional CH, O contacts
(d(CH~0) = 2.45-2.86 A). Tight molecular folding is enabled by a turn at
the C,H,NMe linker between the triazolium group and the BHQ unit.
Interestingly, this leads to a triple nt-stack, involving the ZnTPP unit, the
aniline group of the BHQ unit, and the triazolium group, which probably
stabilizes this conformation. This unusual stacking, which places the tria-
zolium group and the BHQ unit in close proximity to the ZnTPP, might also
be responsible for the unusual NMR chemical shifts observed for the NMe
group of the linker, the methoxy group of the BHQ moiety and the methyl
group of the triazolium unit (vide supra). In general, most of the investigated
closed conformations of this protonation state were thermodynamically
preferred over (half-)open conformations (see SI Table S4). This result
substantiates the previous finding that H-1a>" tends to adopt a strongly
folded conformation in which the ZnTPP unit is coordinated
intramolecularly.

However, for the deprotonated 1a* state, half-open conformations
tend to be more stable than closed conformations (see Table S5 in the SI).
Moreover, several distinct conformers were thermodynamically significant.
This reaffirms the higher flexibility observed in the conformer searches. Two
relevant conformers are depicted in Fig. 6b, c. These structures are ener-
getically only separated by 8.7 kcal/mol, although their conformations are
quite different: In both conformers, the crown-ether encircles the methyl-
triazolium station, as expected for the deprotonated rotaxane state. Here, the
methyltriazolium group interacts with the macrocycle by n-stacking (for the
lower-energy conformer only) and/or by CH O interactions of the aro-
matic CH proton (both conformers, d(CH~0) = 2.30-2.82 A). In the lower-
energy conformer, all three aromatic units of the BHQ moiety showed n-
contacts with other aromatic units. The terminal nitrophenyl group is
located above the ZnTPP unit (as opposed to H-1a>*, where the aniline
group of BHQ islocated above ZnTPP), whereas the dimethoxybenzene and
the aniline moieties of the BHQ unit stack on top of the benzene rings of
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Fig. 6 | Side and top views of relevant conformers.
a Conformers with the lowest Gibbs free energies of
H-1a". b Conformers with the lowest Gibbs free
energies of 1a*. ¢ Another relevant 1a* conformer
with its free energy relative to the lowest con-
formation. The coloring of the carbon atoms is
equivalent to Fig. 2. For better clarity, the triazolium
station is not colored, and all H-atoms (except for
NH,) are excluded.

Side view:

Top view:

Another relevant conformer
AG¥ = 8.7 kcal/mol

ZnTPP and the dibenzo[24]crown[8] macrocycle, respectively. In contrast,
the higher-energy conformer shows no intermolecular interactions invol-
ving the ZnTPP group, and the entire BHQ unit is pointed away from the
ZnTPP (see Fig. 6¢).

In conclusion, H-1a>" is mostly found in one dominant, strongly fol-
ded (closed) conformation, with the ZnTPP unit being coordinated by the
BHQ unit. In contrast, 1a* also adopts conformers that are in a half-open
conformation and proved to be more flexible. As a consequence, the ZnTPP
unit in 1a” is less frequently in close spatial proximity to the BHQ moiety.
This may influence the 'O, production of the rotaxane in two ways: First, a
close proximity of ZnTPP and the quencher will facilitate energy transfer
from the ZnTPP triplet excited state, thus inhibiting 'O, production. Sec-
ond, a direct contact of the BHQ with the ZnTPP might also inhibit dif-
fusion of *0, towards ZnTPP, thus preventing energy transfer to *O,. The
computational data is therefore consistent with experimental findings: The
strongly folded conformation of H-1a*" leads to an almost complete shut-
down of the 'O, production (®p= 0.03, c.f. @, =0.72 for free ZnTPP, see
Table 1). In 1a* there are multiple accessible conformations, only some of
which feature a close contact between ZnTPP and the BHQ unit. This leads
to a considerable, but not complete quenching of the 'O, production
(@ =0.15) for this protonation state. Together this results in the reversed
direction of switching compared to the original design concept.

To further substantiate these qualitative correlations, we also briefly
investigated whether the computed structures of H-1a>* and 1a* lead to a
Forster radius comparable to what is experimentally expected. Due to the
size of the BHQ unit, which features three aromatic rings connected by two

diazo groups, it was unclear which position of the BHQ unit should be used
to measure intramolecular distances. Thus, this attempt was discarded (for
more details, see SI section 2.3).

Conformational search and Gibbs free energies for rotaxanes
H-1b*"/1b*

We also examined the short variants H-1b*" and 1b* using the same
approach described above. The conducted simulations showed a reduced
flexibility for both variants, which likely resulted from the shorter alkylene
spacer. Mostly closed conformations were found, with many binding motifs
being similar for both protonation states. Gibbs free energies of 16 con-
formers of H-1b*" and 17 conformers of 1b* were calculated (see SI Table S6
and Table S7). We found that closed conformations are thermodynamically
favorable for both H-1b?" and 1b™, and their Gibbs free energy distributions
are considerably more similar than those of H-1a>* and 1a*. Thus, for both
1b protonation states, the ZnTPP is in close contact with the BHQ unit,
suggesting a low singlet oxygen quantum yield. This result is in line with
experimental findings, where H-1b*" and 1b" showed the same vanishing
'0, production (@, < 0.01/0.01), similar to that of H-1a>".

Conclusions

Based on our original concept for a pH-switchable rotaxane for singlet

oxygen production, we have conducted an in-depth study that highlights the

importance of molecular folding in the design of rotaxane-based switches.
We synthesized rotaxanes 1a/b, which consist of a ZnTPP-appended

macrocycle and a thread featuring a BHQ unit as one of the stoppers.
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Both systems underwent pH-induced switching leading to reversible relo-
cation of the macrocycle between an amine/ammonium and a triazolium
station, as evidenced by NMR. For rotaxane 1b, with a shorter C; linker, no
'0, production was observed independent of the switching state. However,
for rotaxane 1a, which features a longer C, linker between both stations, the
switching has a strong effect on 'O, production, with the deprotonated
rotaxane la” representing the on-state (@, =0.15), while the protonated
rotaxane H-1a>" represents the off-state (@, = 0.03). Thus, we achieved the
important goal of generating a system that can be switched off almost
completely, minimizing unwanted side-effects of 'O,, while the on-state is
significantly more active (500% increase 'O, production). However, the
direction of switching is inverted with regard to the original design,
where we placed the BHQ unit close to the triazolium station, assuming
that in the deprotonated rotaxane 1a" the positioning of the macrocycle
around the triazolium would lead to suppressed 'O, production
(and vice versa).

This unexpected behavior (no 'O, production for either 1b/H-1b*",
'0, production for 1a* but not for H-1a’") was explained by in-depth
theoretical calculations of the conformational space of these systems: In the
protonated state H-1a", the ZnTPP unit does not have a larger distance
from the BHQ-stopper (as intended), but intramolecular folding
actually leads to one energetically preferred closed conformation with a
strong interaction between the ZnTPP unit and the BHQ moiety. In con-
trast, 1a* adopts several energetically similar conformations, including half-
open conformations without intramolecular contacts with ZnTPP. This
explains why 1a* represents the on-state of the system, based on the ability
of the ZnTPP to mediate 'O, production without interference from the
quencher. As for 1b*/H-1b*", the conformational analysis also showed
mostly closed conformations with intramolecular interactions between
ZnTPP and BHQ, thus explaining suppressed 'O, photosensitization for
these rotaxanes.

These studies highlight the importance of taking into account mole-
cular flexibility when designing functional switchable systems, such as
switchable photosensitizers (as in this study), as well as other applications.
Especially for highly charged species (such as H-1a>"/ H-1b*") that can
additionally interact via favorable intramolecular interactions such as -
stacking, strongly folded conformations can be preferred. In the present
case, even seemingly small structural units, such as the C;H,;NMe linker
between the triazole and the BHQ unit, can have a significant impact if they
allow the formation of energetically relevant folded structures.

Thus, we have not only presented the synthesis of pH-switchable
rotaxanes for singlet oxygen production, but also developed a deeper
understanding of the design of bistable rotaxanes for the development of
functional switchable systems in general.

Methods

Materials

For a list of the commercially available chemicals used, see SI section 1.1.1.
Known compounds were prepared according to literature procedures (see
SI section 1.2.1, Figs. S1-S3).

Standard analytical methods

NMR spectra were recorded with a Bruker Avance NEO 400 or a Bruker
DRX 600 spectrometer at 298 K using CDCl;, CD,Cl,, THF-dg, or DMSO-
de as the solvent. The chemical shifts are referenced relative to the residual
proton signals of the solvent in "H-NMR or the signal of the solvent in
C-NMR. Further instrumental details are given in section 1.1.2 of the SI.
Full characterization details of all new compounds are given in section 1.2.2
of the SI. For NMR spectra of all new compounds, see section 3 of the SI
(Figs. S49-568). UV/Vis-absorption spectra were recorded on a Varian Cary
300 Bio UV-Vis spectrophotometer in spectrophotometric grade tetra-
hydrofuran. Fluorescence spectra were recorded on a Varian Eclipse
fluorescence spectrophotometer. Time-resolved measurements were car-
ried out on a FluoTime 300 spectrometer from PicoQuant.

Synthesis of rotaxanes

All rotaxanes (1a/b, 2 and 3) were prepared by the following general pro-
cedure: Dibenzylammonium half-thread 4a/b-HPFg (1 eq.), crown-ether
macrocycle 5 (1.2 eq.) and the corresponding azide (1.3 eq.) were dissolved
in DCM (4 mL per mmol of 4a/b-HPFy), degassed by purging with argon
for five minutes and stirred with tetrakis(acetonitrile)copper(I) hexa-
fluorophosphate (1.5 eq.) overnight. The rotaxanes were purified by flash
column chromatography (SiO,, DCM:MeOH). For methylation of the
triazole, the rotaxanes were stirred in methyl iodide (0.1 mL/mg) until full
conversion of the starting material was observed by thin layer chromato-
graphy (2-10 days). Excess methyl iodide was removed in vacuo and the
methylated compound was purified by flash column chromatography
(SiO,, DCM:MeOH) if necessary. The methylated rotaxane was then dis-
solved in DCM (2mL) and stirred over solid ammonium-
hexafluorophosphate (20 eq.) for 20 hours, filtered over a polyamide syr-
inge filter, and dried under reduced pressure. For details, see section 1.2.2
of the SL

Switching of rotaxanes

The protonated rotaxane-bishexafluorophosphate was dissolved in
acetone (2 mL/10 mg), and 50 mM aqueous sodium hydroxide (2 eq.) was
added. Volatiles were removed in vacuo and the residue was taken up in
dichloromethane and filtered over a polyamide syringe filter. The
filtrate was evaporated to yield the deprotonated rotaxane (see SI
Figs. S12-518).

Investigation of singlet dioxygen photoproduction

Approximately 10 uM solutions of free porphyrin or the rotaxanes were
prepared in THF under ambient conditions and the absorbance of the most
intense band (Soret band around 424 nm) was adjusted to 0.8. Then, 70 pL
DPBF solution (860 uM) was added in the dark. Then the cuvette was
irradiated with 420 nm light in intervals of 10 or 30 seconds and fluores-
cence emission spectra (Agy =420 nm) were recorded to monitor the
decrease in fluorescence intensity (I) of DPBF at 457 nm over time (see SI
Fig. S19).

Photophysical characterization

Steady-state excitation and emission spectra were recorded on a
FluoTime 300 spectrometer from PicoQuant (a full description of the
equipment can be found in section 1.4.3 of the SI). Steady-state spectra
and photoluminescence lifetimes were recorded in TCSPC mode by a
PicoHarp 300 (minimum base resolution 4 ps). Emission and excitation
spectra were corrected for source intensity (lamp and grating) by stan-
dard correction curves. An instrument response function calibration
was performed using a diluted Ludox™ dispersion. Lifetime analysis
was performed using the commercial EasyTau 2 software (PicoQuant).
The quality of the fit was assessed by minimizing the reduced chi-
squared function (x’) and visual inspection of the weighted residuals and
their autocorrelation (for further details, see SI section 1.4.3,
Figs. $25-542).

Computational details

We employed the Conform-Rotamer Ensemble Sampling Tool CRESTY
(v. 2.12) in combination with the semi-empirical quantum mechanical
(SQM) methods GEN#-xTB (1 = 1, 2)** and the force field GFN-FF®,
applying the implicit solvation model ALPB (THF)”'. Chosen structures
were optimized at the GFN2-xTB [ALPB:THF] level of theory. Thermal
corrections (Gy,,,,,,) were computed at the same level by employing the
modified rigid-rotor-harmonic-oscillator approximation (mRRHO)*.
This was done using the xtb (v. 6.5.1) program (https://github.com/
grimme-lab/xtb). Utilizing the TURBOMOLE (v. 7.5.1) (https://www.
turbomole.org)” program package, electronic gas-phase energies (Egas)s
and solvation contributions (0G,,;,) were computed using the PBEh-3c
composite DFT method™. The solvation contributions were computed
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with the COSMO-RS”™ implicit solvation model. Finally, Gibbs free
energies (Gg;pp,s) Were calculated using:

Gaiphs = Egas + G +9G

'gas thermo solv

To facilitate comparison, only relative values (AX = X — X ) are
discussed, with the smallest value being defined as the respective reference
value (X,)-

Division of the found conformations into three categories open, half-
open, and closed is based on the degree of intramolecular folding exhibited
by the structures. As a quantification the computed Solvent Accessible
Surface Area (SASA) of each conformer was used (https://github.com/
grimme-lab/numsa). In the open conformers no or minimal folding is
observed, and the Zn atom in the ZnTPP unit is not coordinated in its axial
(octahedral) plane. The closed conformations exhibit a high degree of
intramolecular folding, and (mostly) a coordination of the Zn atom in the
aforementioned plane. Half-open conformers show a moderate degree of
folding, but in some cases still exhibit a coordinating group on the Zn atom.
For more details, see section 2.1 of the SL

Data availability

The Supplementary information contains all details of the synthesis and
characterization of novel compounds, photophysical measurements,
determination of singlet oxygen production, and details regarding the the-
oretical calculations and their evaluations. Supplementary data 1 include the
xyz-files of the calculated conformers of the rotaxanes. Supplementary
data 2 include the numerical source data for the determination of the singlet
oxygen quantum yields.
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ABSTRACT: While the color of metallic gold is a prominent and
well-investigated example for the impact of relativistic effects, much
less is known regarding the influence on its melting and boiling point
(MP/BP). To remedy this situation, this work takes on the
challenging task of exploring the phase transitions of the Group 11
coinage metals Cu, Ag, and Au through nonrelativistic (NR) and
scalar/spin—orbit relativistic (SR/SOR) Gibbs energy calculations
with A-scaled density-functional theory (ADFT). At the SOR level,
the calculations provide BPs in excellent agreement with
experimental values (1%), while MPs exhibit more significant
deviations (2—10%). Comparing SOR calculations to those
conducted in the NR limit reveals some remarkably large and, at
the same time, some surprisingly small relativistic shifts. Most

notably, the BP of Au increases by about 800 K due to relativity, which is in line with the strong relativistic increase of the cohesive
energy, whereas the MP of Au is very similar at the SOR and NR levels, defying the typically robust correlation between MP and
cohesive energy. Eventually, an inspection of thermodynamic quantities traces the trend-breaking behavior of Au back to phase-
specific effects in liquid Au, which render NR Au more similar to SOR Ag, in line with a half-a-century-old hypothesis of Pyykko.

1. INTRODUCTION

The quantum-chemical simulation of phase transitions in
extended or infinite systems is a notoriously difficult yet
tempting problem whose solution promises detailed insights
into the underlying mechanisms. Paradoxically, although
melting and boiling are very common physical processes for
which we assume an intuitive understanding, there exists no
generally accepted microscopic picture. The main reason
(besides the complex nature of phase transitions per se) lies in
the difficulty of correctly describing the interaction between
the atoms and molecules involved," and in the underlying,
resource-intensive algorithms for simulating such phase
transitions,”° taking care of different solid state structures,
defects, and multiple reaction paths, superheating or super-
cooling, extrapolations from cluster melting to the infinite
system, and large volume changes encountered in liquid-to-gas
phase transitions.” As the computational problem becomes
very soon intractable, it comes as no surprise that phase
transition simulations using molecular dynamics or Monte
Carlo algorithms"” are mostly based on empirical interaction
potentials (force field methods) such as Lennard—Jones or
more sophisticated model potentials containing effective many-
body terms.”*~"" Only for van der Waals type of interactions,
where the expansion of the total interaction energy in terms of
many-body potentials converges relatively fast,'” cohesive
energies and melting temperatures can be obtained to high
accuracy as shown recently for the rare gas solids in Monte

© 2021 American Chemical Society

N4 ACS Publications 485

Carlo simulations using many-body potentials derived from
relativistic coupled-cluster theory.">™"°

For covalently bonded or metallic solids, the correct
description of bond weakening and breaking in phase
transitions requires an accurate treatment of electron
correlation in ab initio methods, which still remains a major
challenge for bulk systems.'”~"” Here, the main quantum
chemical working horse for the accurate simulation of phase
transitions is density functional theory (DFT).”~** However,
the plethora of density functionals currently available has its
own consistency problems.”>~** To overcome the well-known
dilemma of the rather different and element-specific perform-
ance of density functionals for bulk properties, Mewes et al.
have recently composed a scaled density-functional approach
(ADFT). This approach includes both scalar and spin—orbit
relativistic contributions to the Gibbs (free) energy by
combining molecular dynamics simulations (MD), thermody-
namic integration (TI), and perturbation theory (TPT) as well
as an empirical scaling of the Hamiltonian to mitigate
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Table 1. Experimental Dissociation Energies D, (in €V) and Equilibrium Distances r, (in A) for the Group 11 Dimers,

60—62

Experimental Cohesive Energies E_,, (in eV) and Nearest Neighbor Distances ryy (in A) for the Solid State,** and Melting T,

and Boiling Points T}, (in K)®* for all Group 11 Elements”

M D, ARDPFT re
Cu 2.017 0.155 2219
Ag 1.66 0.246 2.48
Au 2278 0.938 2472

Agrg*T Econ NN M Ty

—0.032 3.49 2.56 1358 2835
—0.082 295 2.89 1235 2435
—0.245 3.81 2.95 1337 3129

“Relativistic effects, e.g,, AgD, = DI® — DY®, from nonrelativistic (NR) and spin-orbit relativistic (SOR) DFT/PBEsol calculations of this work.

systematic errors. This TI-MD-ADFT approach can pin down
melting and boiling points (MPs and BPs) by locating the
intersection between the Gibbs energies of the respective
phases.”*™*® Previous applications have demonstrated that the
approach produces phase transition temperatures, and in
particular BPs, with onl}f a few percent deviation from the
experimental values,”” > clearing out previous uncertainties
concerning the relativistic shift of the MP of Hg,***’

This work employs the TI-MD-ADFT method”® to
investigate the melting and boiling behavior of the Group 11
metals Cu, Ag, and Au. These elements occur naturally in their
elemental form and have been known since prehistoric
times,*”*' with gold being the most corrosion-resistant and
noble metal.>>** Gold is therefore used in many technolo-
gies,”* ™7 with most recent applications in nanoscience’® such
as in colloidal gold-based immuno-chromatographic devices
for COVID-19 rapid tests.”” The Group 11 elements, and in
particular Au, show some very interesting and well-known
anomalies in the periodic trends of chemical and physical
properties.” "’ It is now well established that this is due to a
particularly strong relativistic 6s contraction/stabilization in
Au, the so-called “inert-pair effect”. This originates from the
direct action of the relativistic perturbation operator on the 6s
density near the nucleus.”' In addition, the resulting Z* scaling
of the relativistic ns stabilization for the Group 11 elements is
significantly enhanced by the filling of the energetically lower
lying soft (n — 1)d shell,””~** resulting in a well-known peak of
the impact of relativistic effects in Group 11.*°

As a result, gold has the highest electron affinity (~2.4) of
any metal,*® and is therefore regarded as a pseudohalide,
adopting a negative oxidation state of —1,*” which renders Au
an amphoteric oxide.*’ Furthermore, the proximity of the 5d
and 6s shells due to relativistic effects leads to a high stability of
the oxidation state +3,"**° to the occurrence of the oxidation
state +5,°° to aurophilic interactions,”’ and many more
interesting chemical features.”” >* Concerning the solid state
of Au, we mention the high specific resistivity compared to the
lighter congeners,”* the ionic nature of AuCs (two metals
become a nonmetal by mixing!),”>*° the yellow color,”” the
unusual chain-like structures of Au halides,”®*? and the rather
large cohesive energy, which is reflected in the bond energy
and distance of the Au-dimer™ (cf. Table 1).

Taking a step step back from Group 11 and regarding the
transition metals as a whole, we notice the typical increase of
the cohesive energy for most transition metals when moving
down a group in the Periodic Table.

There are three notable exceptions, and all of them are at the
end of the transition metal series (see Figure 1). The cohesive
energy of the Group 12 metals decreases with increasing nuclear
charge, akin to main group elements. For Group 10 and Group
11, the cohesive energy decreases from period 4 to S and
increases from period S to 6. For Group 11, the behavior of the
cohesive energy is thus in line with the melting (and boiling)

486

Group 10 —@—
Group 11 —l—
Group 12 —#—

period

Figure 1. Experimental cohesive energies (solid lines, in eV,**) and
melting points (dashed lines, in K) for Group 10 (Ni, Pd, Pt), 11 (Cuy,
Ag, Au), and 12 (Zn, Cd, Hg).

points, as is evident from Figure 1. It has been argued that the
trends observed in the melting and boiling points (see Table 1:
Ag < Au & Cu for T, and Ag < Cu < Au for T}) are due to
relativistic effects.”> To put this hypothesis to the test, and to
explore in detail periodic trends in the phase transitions of the
coinage metals, we report relativistic and nonrelativistic Gibbs
energy calculations using thermodynamic integration within a
DFT framework.

2. APPROACH AND METHODOLOGY

Phase transition occurs when the Gibbs energy of another
phase becomes lower than the Gibbs energy of the prevailing
phase. Hence, the MP and BP correspond to the intersections
of the respective Gibbs energies of the solid, liquid, and gas
phase, which are a nonlinear function of the temperature T:

G(T) =U(T) = TS(T) + pV = U — TS (1)

However, over small temperature ranges (tens of K), it is
typically a reasonable approximation to neglect the temper-
ature dependence of U and S, rendering G(T) a linear function
with the slope S.

To obtain the Gibbs energies and entropies of the solid and
liquid phases at a given temperature T, we employ the recent
TI-MD-ADFT approach of Mewes et al.”*** This method
augments and combines the upsampled thermodynamic
integration using Lanbgevin dynamics (UP-TILD) approach
of Neugebauer et al.*~® for the solid and an approach of
Kresse et al.” for the liquid by a treatment of relativistic
effects, and moreover introduces the so-called A-scaling. This
scaling is based on the ratio of the experimental cohesive
energy Ey, and the respective calculated DFT value.”® Only
through this scaling, a meaningful discussion of periodic trends
and comparison between elements becomes possible, since the
trends are otherwise hidden behind systematic and element-

https://doi.org/10.1021/jacs.1c10881
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specific errors of the density-functional approximation. For a
detailed discussion and formal proof of this scaling, the reader
is referred to refs 27 and 28.

All Gibbs energy calculations for the solid and liquid are
conducted at the predetermined equilibrium volumes (see the
Supporting Information (SI) for details), such that the pV term
(eq 1) becomes very small (<1 meV), and the volume work
(upon melting) can be neglected. For the gas phase, or in other
words, the volume work upon evaporation, the pV term is
substantial (tens of meV/atom) and explicitly taken into
account. The calculation of the Gibbs energy of the solid G,
starts at the ideal crystal at the respective equilibrium volume
Vegsol- Vibrational (phonon) contributions are calculated in the
harmonic approximation and anharmonic effects are accounted
for via thermodynamic integration (TDI).°”® The influence of
spin—orbit coupling (SO) and converged numerical accuracy is
obtained using thermodynamic perturbation theory (TPT).
The liquid Gibbs energy Gy, calculation begins with a
noninteracting reference at the liquid equilibrium volume
Veqliq Integration over the interaction strength 1 from the
reference to the (fully interacting) DFT liquid™ gives a first
scalar relativistic (SR) Gibbs energy. Including SO coupling
and refining numerical settings via TPT*° leads to the final Giig:
The effects of scaling the forces, which couples the
noninteracting reference to the fully interacting DFT liquid,
is illustrated using the pair correlation function (PCF) of liquid
Ag for several A values in the SL

The Gibbs energy of the gas phase G, is calculated
analytically from the ideal gas law at normal pressure (101.3
kPa). The isolated atoms of the Group 11 elements have one
unpaired electron and thus an electronic degeneracy of 2. Cu,
Ag, and Au moreover have low-lying electronically excited
states, which are significantly populated near their BPs. To
account for this, we use fractional degeneracies ® of 2.17 and
249 for Cu and Au, respectively, which reproduce the
literature-known Gibbs energy of the gas phase at the
BP.”*®77! 1t is known that the vapor of the Group 11
elements at their BPs contain dimers (about 3% for Cu® and
Ag’® and 4% for Au’"). However, Mewes and Smits™® have
shown that this does not alter the BP noticeably, as the gain in
internal energy U is approximately canceled by the loss in
entropy S. To check if the strong interaction between single
atoms has a notable impact, we calculated the virial two-body
correction based on a Lennard—Jones potential as described in
ref 28. At the experimental BPs, the contributions amount to 2,
3, and 6 meV/atom for Cu, Ag, and Au, respectively. Although
this is substantial compared to previously investigated
elements, the effects on the BP remain negligible (<10 K).

Having calculated the solid and liquid Gibbs energies, the
entropy is obtained as the difference between G and U, the
latter of which is obtained from a normal NVT simulation at
the equilibrium volume. Subsequently, linear extrapolation of
solid and liquid Gibbs energies to their intersection provides
the MP, while extrapolation of the liquid Gibbs energy to the
intersection with the analytically calculated Gibbs energy of the
gas phase provides the BP.

Since the MPs of the Group 11 elements are rather similar,
we decided, for the sake of comparability, to use the same
simulation temperatures (and settings, see the SI) for all initial
Gibbs energy calculations. Simulations for relativistic solids are
conducted at 1200 K and relativistic liquids at 1450 K (for the
MP) and 2600 K (for the BP). NR solids were simulated at
900K, and NR liquids at 1150 K (MP) and 2400K (BP).

487

Since these first simulations afforded MPs that deviate
significantly from the employed simulation temperatures,
certain Gibbs energy calculations are repeated at the predicted
MP to confirm the results. Those additional calculations
moreover enable a nonlinear (quadratic) fit of the Gibbs
energy, which can further validate the calculated MPs (see the
SI for further information). The provided theoretical best
estimates given in the results section take into account all of
these data points, as well as their variation. Apart from the
error due to the (linear) extrapolation, there exists a statistical
error in the calculated Gibbs energies to due finite simulations
lengths. This error amounts to 2—2.5 meV/atom in the most
relevant solid and liquid free energies, which conservatively
translated into an error of 30K in the MP and +5K in the
BP.

3. RESULTS AND DISCUSSION

Setting the Stage. A fundamental quantity concerning
phase transitions that is strongly correlated with the MPs and
BPs is the cohesive energy (E.,).”” This is illustrated in Figure
3, which shows a correlation plot of the MPs and BPs of all
elements against their respective cohesive energies. An
overview over experimental and calculated values for E_y,
and equilibrium volumes at 0K (Vg,) for all Group 11
elements obtained with different density-functionals (PBE"*"*
with and without the D3 atom-pairwise dispersion correction
with the default Becke—Johnson damping,’>’® PBEsol,”"”®
and SCAN”) is provided in Figure 2. Note that we
consistently give cohesive energies as positive values.
Inspection of Figure 2 reveals that the cohesive energy and
the volume are most consistently reproduced (for all Group 11
elements) with the PBEsol and the SCAN functionals
compared to the experimental reference.”””> Due to the
lower computational effort and for the sake of consistency with
a previous investigation into Group 12 phase transitions,”” we
chose PBEsol for all further simulations. Nevertheless, we also
compute MPs and BPs with SCAN via TPT from the PBEsol
simulations, which can be found in the SI.

For the NR case, the most stable solid structure has to be
determined. To this end, we consider the face-centered cubic
(fec), body-centered cubic (bec), and hexagonal close-packed
(hep) lattices at 0 K with PBEsol; see Table 2. For both cases,
SOR and NR, the fcc lattice is the most stable, which is in
agreement with Takeuchi et al. who investigated Ag and Au
using the local density approximation (LDA).** We therefore
used the fcc lattice for all subsequent NR and SOR calculations
for the solid. For Au, we note that the difference between the
energetically lowest (fcc) and the next higher phase (hep) is
smaller at the NR level compared to SOR.

To further study the impact of relativistic effects on the
cohesive energy, the experimental and calculated values for the
energetically lowest structures at the spin—orbit relativistic
(SOR), scalar relativistic (SR), and nonrelativistic (NR) levels
of Groups 11 and 12 are collected in Table 3. Inspection shows
that relativistic effects are strongest for Au and decrease to Ag
and Cu as one would naively expect from the relativistic effects
in the dissociation energies of the corresponding dimer (cf.
Table 1). In fact, the relativistic effect in the bond energy of
Au, per atom is AgDYPE = 0.93/2 = 0.46 V. This AgE!
value of 0.46 eV is in reasonable agreement with the LDA value
of Takeuchi et al. of 0.59 eV,*° and agrees even better with
0.43 ¢V (0.861/2) obtained at the coupled-cluster level®' with
a spin—orbit contribution of 0.056eV added to the
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Figure 2. Calculated (A) cohesive energies E ., (in eV) and (B)
volumes V (in A3/atom) at 0K for all Group 11 elements using
different density functionals in the spin—orbit relativistic (SOR)
framework. Experimental E_, from ref 63, experimental volumes are
corrected for zero-point vibrations (shown as dashed lines) and are
from ref 72.

Table 2. Cohesive Energies (in eV) for the fcc, bee, and hep
Lattices of the Group 11 Elements at the SOR and NR Level
of Theory Conducted with the PBEsol Functional

SOR NR
Cu Ag Au Cu Ag Au
fec 4.033 3.092 3.863 3.833 2.765 2.787

bee 3.998 3.0585 3.843 3.797 2.735 2.749
hep 4.026 3.083 3.849 3.823 2.760 2.780

dissociation energy.”” Moving from the dimer to the solid
state, relativistic effects increase by a factor of 1.076/0.46 =
2.34 (on a per-atom basis).

Further, compared to Group 12, the absolute relativistic shift
of the cohesive energy (SOR vs NR level, ARRRE,,) is more
than twice as large for Cu as for its direct neighbor Zn (0.20 eV
vs 0.09eV), while is is somewhat larger for Ag and Au
compared to Cd and Hg (Ag vs Cd: 0.33 eV vs 0.27 eV and Au
vs Hg: 1.08eV vs 0.72eV, see Table 3 for details). To
rationalize these differences and connect them to phase
transition temperatures, we put them in the context of the
aforementioned linear correlation between E_, and the MP/
BP, ie, MP/BP = y -E_,” illustrated in Figure 3. The
characteristic slope y can be determined by fitting the
respective data either (1) for each element (y[e]), (2) for
each Group (y[g]), or, most generally, (3) for all elements
(y[all]), excluding those for which this relation does not apply,
i.e., molecular gases. Using the resulting y’s, we obtain a first
estimate for the relativistic shift of the phase transition
temperatures of the Group 11 elements. Note that, similar to
ref 27, we use A-scaled energy differences for these estimates,
ie, AAR® to be consistent with the A-scaled Gibbs-energy-
based calculations discussed thereafter.

The relativistic shifts resulting from this simple linear ansatz
are summarized in Table 4. Inspection shows that the impact
of relativity increases with increasing nuclear charge, regardless
which y is used. Additionally, it becomes evident that
relativistic effects play a larger role for the BP than for the
MP due to the generally larger slopes (7)*" (see Figure 3).
Regarding Group 11, it bears pointing out that the element-
specific y’s for the MP of Cu, Ag, and Ag differ significantly,
whereas in Group 12 the slopes for Zn and Cd are virtually
identical (they lie on a line in Figure 3), and only Hg steps out
of the line.”” This is a first hint toward a nonlinear relation
between the MP and E_j in Group 11, and it therefore
becomes questionable if linear predictions of NR shifts of the
MP (and BP) based on this relation are reliable. To obtain a
more reliable picture, we will in the following discuss MPs and
BPs obtained with the Gibbs energy approach as detailed
above.”*™*

MP and BP via Gibbs Energy. Calculated phase transition
temperatures are plotted in Figure 4 and summarized in Table
4 (see the SI for a breakdown of all contributions to the Gibbs
energies and further details). Let us begin with the BPs
calculated at the SOR level, which agree very well with the
experimental references (absolute deviations <1%). This is
consistent with previous studies by some of us for Group 12

Table 3. Cohesive Energies (in eV) for all Group 11 and Group 12“ Elements (SOR = Spin—Orbit Relativistic, SR = Scalar-
Relativistic, NR = Nonrelativistic, ASO® (%) = ESQR/ENR, Calculated with the PBEsol Functional”)

alc

element Ec Eoons ASOR Egh (ARY) Eh (AR AR (%) AEG, (AARE
Group 11
Cu 3.490 4.033 0.865 4.031 (0.002) 3.833 (0.200) -5 3.314 (0.176)
Ag 2.950 3.092 0.954 3.077 (0.015) 2.765 (0.327) —11.8 2.638 (0.312)
Au 3.810 3.863 0.986 3.719 (0.144) 2.787 (1.076) —38.6 2.748 (1.062)
Group 12
Zn 1.350 1.572 0.859 1.570 (0.002) 1.661 (—0.089) 54 1.426 (—0.076)
cd 1.169 1.178 0.985 1.169 (0.009) 1.445 (—0.267) 18.5 1.423 (—0.263)
Hg 0.670 0.618 1.084 0.546 (0.072) 1.336 (—0.718) 53.7 1.448 (—0.778)

“From ref 27. "All values refer to the fec lattice and are calculated with an energy cutoff of 600 eV with at least 27° k-points. AY°® provides the

difference between SOR and level X of theory.
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Figure 3. Melting and boiling points (in K) for the elements of the periodic table versus E_y, (in eV) up to 4000 K and 6 eV (data taken from refs
63 and 83) as well as a linear regression with forced ordinate intersection. Although we did not include all elements in the Figure, all are taken for
the linear regression, except for molecular gases, where the lattice energy is the relevant quantity. For the NR Group 11 elements, the calculated
shifts for E.,;, and MPs/BPs (difference between NR and SOR level) are combined with the experimental data.

Table 4. Experimental (Exp) MPs and BPs, Linear Estimates for Relativistic Shifts Based on E_;, (AAYXYy) Using (a) Element-
Specific Slopes y[e],” (b) Group-Specific Slopes y[g],” and (c) Global Slopes y[all]*") as Well as the Respective Values
Calculated with the Gibbs-Energy-Based Approach Using the PBEsol Functional”

linear estimates via E_, Gibbs-energy-based approach

element Exp AR (y[e]) AR (vlg]) ASSR (y[all]) SOR SR NR ASRR AT Exp™®

melting
Cu 1358 —68 —67 -70 1220 1220 1260 0 40 1388
Ag 1235 —131 —119 —123 1240 1230 1030 -10 —-210 1025
Au 1337 —-373 —404 —419 1210 1190 1240 -20 30 1367

boiling
Cu 2835 —143 —144 —133 2859 2857 2736 -2 —123 2721
Ag 2435 —-257 —-256 —-236 2447 2438 2222 -9 —225 2210
Au 3129 —872 —870 —804 3110 2996 2279 —-114 —831 2298

“y[e]/MP: Cu: 389 K/eV, Ag: 419 K/eV, Au: 351 K/eV; y[e]/BP: Cu: 812 K/eV, Ag: 825 K/eV, Au: 821 K/ev.” b}/[g]/MP: 381 K/eV; ylgl/
BP: 819 K/eV.> y[all]/MP: 395 K/eV; y[all]/BP: 757 K/eV.>” “MPs calculated with the Gibbs energy approach are rounded to 10 K due to the
error bars of +30 K (see the SI for details). In the last column, we combined experimental MPs and BPs with the calculated total relativistic shift
AR to provide a best estimate for the NR case. All values are given in K.

and a representative set of elements (including Cu studied with
DFT/PBE).””*® It moreover gives us confidence that the
calculated liquid Gibbs energies are reasonably accurate and
shows that A-scaling improves the agreement, most notably in
case of Cu where 1 significantly differs from unity.

In contrast, deviations for the MPs are somewhat larger:
Only the SOR MP of Ag fits very well to the experimental
reference (<2%), whereas the MPs of Cu and Au deviate by
around 10%. In a recent study of Group 12, the largest
deviation was 8.4% for Zn, while the MPs of Cd and Hg were
recovered to within 3% and 1%, respectively.”” One possible
reason for these larger deviations could be the approximate
linear extrapolation to the intersection of the Gibbs energies of
the solid and liquid phases. In fact, some of the initial
simulations gave (unscaled) MPs that deviate significantly
from the simulation temperatures ( K). To rule this out as a
source of error, we verified the calculated phase transition
temperatures by repeating simulations near the predicted MPs
(note that A-unscaled MPs have to be used for this purpose).
These additional calculations provided another independent
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and, in part, significantly different predicted MP. Moreover, the
new data points enable a quadratic instead of a linear fit for the
G(T) curves and, in turn, another predicted MP. The final
MPs provided in Table 4 and Figure 4 are theoretical best
estimates (TBE) based either on the simulations closest to the
intersection point, and/or the quadratic fits. Let us illustrate
this procedure for the example of NR Cu (similar
considerations for the other elements are provided in the
SI), which was initially simulated at 900 K (solid) and 1150 K
(liquid), providing an (unscaled) MP of 1278 K. Since this is
too far above the solid simulation temperature for an accurate
linear extrapolation, we conducted new Gibbs energy
calculations at 1200K (solid) and 1450K (liquid). This
resulted in a new linearly extrapolated (unscaled) MP of 1385
K, and, via a quadratic fit using all points, an (unscaled) MP of
1441 K. Since this is again more than 200 K above the highest
calculation of the solid, we confirmed the new value with a final
solid simulation at 1450 K, which provided an unscaled MP of
1476 K. A-scaling these last two values provides 1246 and 1276
K, which we combine to a theoretical best estimate for the MP

https://doi.org/10.1021/jacs.1c10881
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Figure 4. Experimental and calculated phase transition temperatures
using the TI Gibbs energy PBEsol approach. Experimental reference
in black,** and calculated SOR, SR, and NR results (and their error
bars) as solid, dashed, and dotted lines, respectively. Note that the
errors in the BP are so small that they are barely visible.

of NR Cu of 1260 + 30K, where the error-bars include the
statistical uncertainty in the calculated Gs as well as the
variation between simulations.

After all, the deviations between calculated and experimental
MPs of Cu and Au remain significant despite all our efforts. We
therefore discuss several further sources of error apart from the
linear extrapolation: First, we note that density functional
approximations have difficulties in correctly describing the
polarization of the lower-lying d-shell for the late transition
metals (i.e, of Group 11).°**® For the Auy, cluster, for
example, the 6s orbital lies deep in the Sd space, and the
different performance of the various density functionals
compared to coupled cluster has been demonstrated.*® Such
errors are presumably much less relevant for the closed-shell
elements of Group 12, which could explain why the agreement
for Group 11 is significantly worse. Moreover, the agreement
between DFT/PBEsol and the experimental cohesive energy of
Cu is not very good. This is similar for Zn, which showed a
deviation and a /4 similar to Cu. For both, Cu and Zn, A-scaling
slightly worsens the agreement (unscaled MP of Cu is 1431 K
corresponding to 5.4% deviation), whereas it strongly improves
the BPs (unscaled BP Cu: 3224 K/13.7% vs scaled BP Cu:
2859 K/0.85%) and in case of Group 12 also the MPs of Cd
and Hg.””** Second, and perhaps most importantly, the MP is
generally more susceptible to errors in the Gibbs energies since
the solid and liquid curves run almost parallel near their
intersection, whereas the liquid—gas intersection is steeper. In
consequence, an error of 1 meV/atom in the Gibbs energy
translates to an error of about 10K in the MP, but only to an
error of about 1 K in the BP. With statistical errors of up to 3
meV/atom in our free energies, this translates into conservative
error-bars of +30 K in the MP (and +5 K in the BP). In other
words, the errors in the MP of Cu and Au correspond to
moderate deviations of about 12—13 meV/atom in the Gibbs
energies. Finally, we explore if the error originates from the
description of the solid, the liquid, or both phases. Comparing
the calculated entropies to experimental references®”~"" (a plot
is available in the SI, Figure S1) shows that calculated liquid
entropies fit rather well to the literature values (consistent with
the accurately predicted BPs), whereas solid entropies,
especially for Cu, deviate stronger. This indicates that the
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error in the MP originates in the description of the solid rather
than the liquid.

Despite these apparent deviations between experiment and
theory for the MP, our calculated MP for Cu is in good
agreement with a previously reported theoretical investigation
by Zhu et al, who employed a similar Gibbs-energy-based
approach.’® With the PBE functional, they obtained an MP of
1251 + 15K, in excellent agreement with our value of 1260 +
30 K, whereas the LDA provided a distinctly larger MP of 1494
+ SK, comparable to our unscaled PBEsol result of 1456 K.
Although Zhu et al. did not apply A-scaling, at least their PBE
results are directly comparable since A for Cu with PBE is very
close to unity (see Figure 2A). Discussing their results, Zhu et
al. argue that LDA and PBE give an upper and a lower
boundary for the MP, respectively. However, having in mind
the linear yE_, relationship and considering the strong
overbinding of LDA for fcc Cu (EERY/ESR = A = 0.77, which
is comparable to PBEsol with A = 0.87), we think the higher
MP of LDA is merely a result of the strong overbinding. Note
that a very similar argument has been made by Zhu et al. in a
later work on Al and Ni*’ Correcting for the systematic
deviation through A-scaling, the MP of Cu with LDA becomes
1150 K, which is even further away from the experimental
value. Also, the more recent SCAN functional does not
improve the agreement, neither does increasing the number of
atoms in the simulations, nor using a harder PAW potential,
which we explore in the SI. Hence, we conclude that DFT-
based Gibbs energy calculations are missing some important
contributions to the Gibbs energy and, in turn, the MP of Cu
(and presumably also Au). This appears to be rather
independent of the employed density functional, and probably
most severe for the solid phase. We speculate that a higher-
level treatment for the electronic structure is required to
restore the accuracy, e.g, via the random-phase approximation
as in case of Si,”” which would be a formidable task for the
Group 11 metals due to the larger size of the valence space.
However, even if the absolute values of the predicted MPs are
not as accurate as, e.g, for Group 12,%7 the changes due to
relativistic effects will profit from some form of error-
compensation and are thus presumably more accurate.

Impact of Relativistic Effects. Having established the
agreement between experiment and relativistic calculations, let
us now explore the impact of relativity by considering
calculations conducted in the SR and NR limits. To this end,
we first need to establish how relativistic shifts and absolute
relativistic MPs and BPs provided in Table 4 are derived. This
is particularly relevant for the MP, since here the deviation
between the SOR calculations and the experiment is
substantial, such that the definition of relativistic shifts is
ambiguous. To eliminate this ambiguity and make the best use
of any error-compensation in the theoretical values, we
evaluate relativistic shifts between the calculated SOR, SR,
and NR values. Furthermore, to provide consistent absolute
NR MPs, we combine the calculated relativistic shifts with the
experimental MPs (last column of Table 4). For the BPs, the
deviation between experimental and calculated values is much
smaller, such that differences between the possible schemes are
insignificant (<1% =~ 20K). However, for the sake of
consistency, we use the same approach as for the MPs.

In general, we note that the lion’s share of relativistic
changes is due to SR effects, whereas SOR effects only have a
rather small influence on both the MPs and BPs. This is
consistent with findings reported for Group 12.>” Comparing

https://doi.org/10.1021/jacs.1c10881
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Table 5. Comparison of Calculated MPs and BPs for Group 11 and Group 12 (in K) with the Gibbs-Energy-Based Approach at

the SOR and NR Levels”

melting boiling
SOR NR AYRE A% SOR NR ARE A%

Group 11

Cu 1220 1260 40 3.2 2859 2736 —123 —4.3

Ag 1240 1030 —-210 -17 2447 2222 —225 -9.2

Au 1210 1240 30 2.5 3110 2279 —831 =27
Group 12

Zn 635 658 23 3.6 1197 1259 62 5.2

Cd 616 678 62 10 1060 1268 208 20

Hg 231 648 417 181 630 1236 606 96
AR is the difference between NR and SOR phase transition temperatures, given in absolute and in relative (%) form (with respect to the SOR

result).

the total relativistic shift (SOR to NR) for each of the
elements, we note that the BP of Au exhibits the largest impact,
which decreases for Ag and even further for the BP of Cu. This
behavior is expected, as it is known that relativistic effects scale
with Z% and moreover obeys the linear relation between the
BP and the cohesive energy (cf. Table 4 and Figure 3).

For the MP, however, a strikingly different picture emerges.
First of all, the MP of Cu and of Au in the NR limit is higher
than in the SOR limit, which is in contrast to Ag and the BPs.
However, we note that these shifts are just within the
combined uncertainties of our calculations and are thus not
strongly significant. Second, Ag has the highest total relativistic
shift ARR" of —210 K, whereas the shift for Au is essentially the
same as for Cu. The absence of a large shift for Au is even
more surprising since the relativistic shift of the cohesive
energy is the largest for Au with more than 1.0 eV, compared
to 0.3 eV and <0.2 eV for Ag and Cu, respectively (cf. Table 3
and Figure 3). To elucidate the origin of this unexpected
behavior of Au, we compared several thermodynamic
quantities obtained from our simulations. Most notably, we
found a surprising behavior of the internal energy U, (kinetic
part cancels out) of the solid and liquid phases, which we
confirmed with further simulations in the SOR (SR) and NR
limit at the same simulation temperature of 1200 K. From
basic considerations detailed below, which are confirmed by
our experience with Group 12 and further elements, it can be
expected that any (relativistic) change of E_, should exert a
smaller influence on U, of disordered phases (the liquid)
than on ordered phases (the solid) and, accordingly, the
impact should decrease with increasing temperature. The
underlying reason is that in ordered phases at low temper-
atures, more atoms are located at their most favorable position
near the minimum, such that an increase of the depth of the
potential (reflected in E;,) will have a larger overall effect on
Upor- This is confirmed by our simulations for Cu and Ag:
Here, the stabilization of the solid over the liquid phase when
turning on relativistic effects is visible in the ratio Ugor/Ung at
1200 K, which is smaller for liquid Ag and Cu (1.12 and 1.05)
than for solid Ag and Cu (1.14 and 1.06). However, in the case
of Au, the internal energy of the liquid benefits more from
relativistic effects as evident from a ratio Ugor/Ung of 1.43
compared to 1.41 for the solid. We speculate that this can be
related to the energy differences between the various solid
structures of the respective relativistic and nonrelativistic
elements (see Table 2). Inspection shows that in particular the
fec and hep phases are distinctly closer in NR Au compared to
SOR Au, whereas the differences are about the same in NR and
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SOR Ag. When picturing the liquid as a mixture of several
different solid phases, changes in the relative energies of the
solid phases of Au could explain the lower stability of the liquid
phase of NR Au and, in turn, the surprisingly high NR MP.
Further analysis of differences in the average coordination
number of Au atoms in the SOR and NR solid and liquid states
and/or the presence of dimers in the liquid did not produce
any significant results. This is consistent with the observation
that the relativistic shift of the cohesive energy of Au (Table 3)
is, in absolute terms, similar to that of the dissociation energy
of the Au dimer (Table 1).

In any case, our simulations show that the liquid phase of
SOR Au is particularly stable compared to the NR situation,
explaining why the large change in the cohesive energy does
not lead to a similarly large change in the MP, as is suggested
by the linear y-relation to the cohesive energy (cf. Table 4).
This is also evident from the significantly different element-
specific y of 1260/2.748 = 459 K/eV of NR Au compared to
the SOR case with 351 K/eV. Interestingly, this renders NR Au
much more similar to SOR Ag (419 K/eV), which is also
visible when regarding the E_; of NR Au, as well as the
absolute values of its MP and BP as shown in Figure 3). As
such, these results corroborate an old hypothesis put forward
by Pyykko almost 50 years ago, who speculated that the
difference between Ag and Au is mainly of relativistic nature.*®

In general, comparing the linearly predicted relativistic shifts
obtained with y[e], y[g], and y[all] to those obtained with the
Gibbs energy approach shows that neither of them agrees well
for the MPs. These differences show that the linear relation is
much less applicable to the MPs of Group 11 elements than to
those of Group 12, where it provided much more accurate
estimates that were consistent with the Gibbs-energy-based
results.”” We speculate that this can be traced back to the more
complicated electronic structure of the Group 11 elements,
leading to phase-specific effects and, in turn, nonlinear changes
in the phase transition temperatures. For the BP, however, the
linear estimates with the global y agree reasonably well with the
Gibbs-energy-derived BPs.

Finally, let us compare trends and relativistic effects
observed for Group 11 to those reported for Group 12. For
the latter, the periodic decrease in the MPs and BPs from Zn to
Cd and Hg, and eventually to Cn, is exclusively the result of
relativistic effects.”” In turn, in the NR limit, all Group 12
elements become very similar to Zn. This is fundamentally
different in Group 11—here relativity increases the MP of Ag
and all BPs compared to the NR limit, whereas it decreases the
MP of Cu and Au. In addition and contrary to Group 12, the
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NR Group 11 elements behave differently from their lightest
pendant Cu. In general, despite larger absolute changes in the
cohesive energies (compare Table 3) and in the BPs, the
relative impact of relativistic effects is distinctly larger for most
Group 12 elements as evident from Table 5. It can be seen that
only for the MPs of the fifth Period (Ag and Cd) relativistic
effects are stronger in Group 11 (—17% vs 10%), whereas in all
other cases Group 12 elements exhibit larger relativistic shifts
(compare Table 5). Hence, at least concerning the impact on
phase transition temperatures, and presumably also other bulk
properties, we find a peak of relativistic effects in Group 12 and
not in Group 11.%°

4. SUMMARY AND CONCLUSIONS

We reported an extensive investigation of the melting and
boiling points (MP and BP) of the Group 11 elements with
spin—orbit relativistic (SOR), scalar-relativistic (SR), and
nonrelativistic (NR) density-functional theory, using a recently
composed Gibbs-energy-based TI-MD-ADFT approach.**~**
While the SOR calculations afford BPs that agree very well
with experimental references (absolute deviations %), the
calculated MPs show larger deviations with respect to
experimental data (2—10%). This generally larger deviation
for the MP compared to the BP is consistent with previous
applications of the method,”” and it was traced back to a
generally more challenging prediction of MPs, and to the
difficult electronic structure of the Group 11 elements,
specifically the solid. Despite these deviations, results for the
MP of Cu (and its deviation from the experiment) were found
to be in very good agreement with previous studies.”®

Exploring the impact of relativistic effects on the phase
transitions of Group 11, it was established that the relativistic
shift of the BPs generally increases with increasing nuclear
charge, leading to the largest SOR-NR shifts for Au (—831 K),
followed by Ag (—225K) and eventually Cu (—123K).
Accordingly, these shifts are in close agreement with linear
estimates based on the change in the cohesive energies.
However, this is remarkably different for the MP, where the
relativistic shifts are surprisingly large for Ag and much smaller
than predicted for Au: Here, the MP remains essentially the
same in the SOR and NR limits, defying the typically strong
linear relation with the cohesive energy, which is obeyed by
most elements, including the neighboring Group 12. This
surprisingly small relativistic shift of the MP was traced back to
phase-specific effects, leading to a particularly strong
stabilization of the liquid phase of SOR Au, and, in turn, a
much smaller relativistic shift than expected from the linear
relation between MP and cohesive energy. Altogether, the
higher slope y in the MP vs E;, plot (Figure 3) as well as its
MP and BP render NR Au very similar to SOR Ag, which
nicely falls into place with an old hypothesis of Pyykks, who
stated that the difference between Ag and Au is essentially due
to relativistic effects.”

Comparing the impact of relativity for Group 11 and 12, it
was shown that while absolute relativistic shifts in the cohesive
energy and BPs are larger for Group 11, the relative changes
are more substantial for the Group 12 elements. In general, the
proposed linear relation between phase transition temperature
and the cohesive energy, which was quite accurate for the
Group 12 elements,”” was found to be much less useful for any
predictions concerning Group 11. As such, the results hold
general implications about the origin and progression of
periodic trends in the phase transition temperatures, revealing

492

dramatic differences to the neighboring Group 12 and
illustrating that the results of the simple linear extrapolation
schemes for complex properties should always be taken with
several grains of salt.
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