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Abstract

In recent years, organic light-emitting diodes (OLED) have rapidly grown in relevance due to their
high color purity, mechanical flexibility, and energy efficiency making them attractive for application
in the lighting and display industry, in smartphones, television, monitors, and wearable electronics.
Especially the modeling of the electronically excited-state properties of emitters in OLED devices has
become an essential part of the research and development pipeline, giving insights into the design,
and making screening of next-generation organic optoelectronic materials possible. The accurate and
efficient prediction of physical properties of OLED emitters is therefore of great importance for the
advancement of OLED technology. This thesis addresses the limitations and challenges associated with
emitter modeling via common computational methods, i.e., linear-response time-dependent density
functional theory (TD-DFT), by presenting alternative state-specific excited-state ΔSCF approaches
within the framework of Kohn-Sham density functional theory (KS-DFT). Specifically, I investigate
the spin-unrestricted open-shell and two-determinant spin-restricted open-shell Kohn-Sham methods,
herein called ΔUKS and ΔROKS respectively, for their accuracy in calculating singlet-triplet (ST)
energy gaps and fluorescence energies in three different classes of emitters, namely donor-acceptor
thermally activated delayed fluorescence (DA-TADF), multiresonance TADF (MR-TADF), and inverted
singlet-triplet gap (INVEST) systems. Related open questions in the ΔDFT framework such as the
state-targeting problem, best initial orbital guess, best density functional, most reliable ΔDFT-method
and basis set combinations for the best cost-accuracy-tradeoff are addressed, with the goal to make the
application and integration of ΔDFT methods as black-box as possible.

Starting with DA-TADF emitters, I compiled a new and diverse benchmark set of 27 TADF emitters
(25 out of 27 are DA-TADF), in which the associated experimental ST gaps are derived in the most
reliable and accurate way: from temperature-dependent measurement of the TADF rate or reverse
intersystem crossing (rISC) rate. And despite the fact that the charge-transfer (CT) states in DA-TADF
emitters are notoriously difficult to model, due to the difficulties of capturing orbital relaxation and
solvation effects, both ΔUKS and ΔROKS combined with a simple equilibrium polarizable continuum
model (PCM) achieved sub-chemical accuracy (MAD < 0.044 eV / 1 kcal/mol) in the reproduction of
experimental adiabatic ST gaps. In comparison, TD-DFT calculations, which use a linear-response
PCM solvation treatment, gave substantial errors for the ST gap (mean absolute deviation: 0.2 eV),
establishing TD-DFT as unsuitable for modeling DA-TADF molecules.

Due to the exceptional performance of ΔDFT in describing excited-state energy differences (ST gaps),
I further investigated the calculation of fluorescence energies of DA-TADF emitters for validating

vii



the accuracy of ΔDFT methods. Therefore, I compiled the STGABS27-EMS benchmark set of
fluorescence energies, extracted from experimental spectra, for the original 27 TADF emitters of the
STGABS27 benchmark. Furthermore, a perturbative state-specific (ptSS) PCM for ΔDFT methods
was developed by a collaborator, since the correct description of the solvent response for fluorescence
energies necessitates the use of a nonequilibrium solvation model. Both ΔUKS and ΔROKS give
accurate results close to chemical accuracy (MAD[OT-𝜔B97M-V]: 0.10 eV and 0.13 eV, respectively)
for the calculation of fluorescence energies in the STGABS27-EMS benchmark, with little (ΔUKS) to
no significant (ΔROKS) dependence on the underlying density functional approximation (DFA). In
contrast, TD-DFT exhibits strong functional dependence with MADs ranging from 0.76 eV (worst
DFA) to 0.19 eV (best DFA), and is in general less accurate than both ΔDFT approaches.

In both studies on DA-TADF, ΔDFT approaches performed well for electronically challenging
systems, i.e., two MR-TADF emitters of the STGABS27 benchmark, encouraging us to examine more
challenging cases, especially those where TD-DFT is unsuitable. One such class of compounds are
INVEST emitters that feature an inversion of the singlet-triplet energy gap, which is not possible to
model with conventional TD-DFT methods. To assess the capabilities of ΔDFT methods, I compiled
two partially new benchmark sets: the INVEST15 benchmark, consisting of 14 INVEST plus 1
non-INVEST molecule for which state-of-the-art wavefunction theory reference data is available, and
the NAH159 benchmark, consisting of 159 non-alternant hydrocarbons INVEST candidates for which
I calculated accurate WFT references. Test calculations on the INVEST15 benchmark established
ΔUKS as the superior ΔDFT approach, being able to not only qualitatively but also quantitatively
reproduce high-level WFT reference results. In contrast, both TD-DFT and ΔROKS failed to produce
inverted singlet-triplet energy gaps.

Finally, I investigate the performance of ΔDFT approaches for ST gaps and fluorescence energies
of MR-TADF emitters, for which I observed large differences between ΔUKS and ΔROKS in the
STGABS27 benchmark. On a literature benchmark of 35 MR-TADF emitters with experimental
references, the accuracy of computed ST gaps was strong in favor of ΔUKS compared to ΔROKS
yet again, cementing ΔUKS as the more reliable and robust state-specific excited-state method.
ΔUKS-calculated ST gaps reached chemical accuracy against experimental data, whereas ΔROKS
failed to accurately reproduce trends in the benchmark set (wrong for very large and very small ST
gaps). In the context of fluorescence energies, both ΔUKS and ΔROKS performed well, with a slight
edge in accuracy towards ΔUKS. Perhaps most important, I identified a hybrid functional, dubbed
FX175-𝜔PBE, which in combination with ΔUKS displays excellent performance for ST gaps and
fluorescence energies, across all previous benchmarks and systems, be it DA-TADF, MR-TADF, or
INVEST emitter.

This work establishes ΔDFT methods, foremost ΔUKS, as a valuable computational tool for the
calculation and modeling of photophysical properties of optoelectronic OLED materials. ΔUKS is
therefore of significant importance for predicting the performance of OLED emitters, and enables
efficient and fast screening for the discovery of novel DA-TADF, MR-TADF, and INVEST emitters.
Overall, the presented investigations also provide a knowledge basis for further method development
in the context of ΔDFT, i.e., the integration with semiempirical quantum mechanics methods and
machine-learning-assisted property prediction.

viii



Contents

1 Introduction 1

2 Theoretical Background 9
2.1 Electronic Structure Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.1.1 The Molecular Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1.2 Hartree-Fock Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1.3 Basis Set Approximation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.1.4 Correlated Wavefunction Theory . . . . . . . . . . . . . . . . . . . . . . . . 16

2.1.4.1 Configuration Interaction Theory . . . . . . . . . . . . . . . . . . 16
2.1.4.2 Coupled Cluster Theory . . . . . . . . . . . . . . . . . . . . . . . 17
2.1.4.3 Møller-Plesset Perturbation Theory . . . . . . . . . . . . . . . . . 20

2.1.5 Density Functional Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.1.5.1 Kohn-Sham Density Functional Theory . . . . . . . . . . . . . . . 23
2.1.5.2 Local (Spin-)Density Approximation (LDA/LSDA) . . . . . . . . 24
2.1.5.3 Generalized Gradient Approximation (GGA) . . . . . . . . . . . . 25
2.1.5.4 Global Hybrid (GH) Density Functionals . . . . . . . . . . . . . . 26
2.1.5.5 Range-Separated Hybrid (RSH) Functionals . . . . . . . . . . . . 26
2.1.5.6 Optimal Tuning of the Range-Separation Parameter . . . . . . . . 28
2.1.5.7 Double Hybrid Functionals . . . . . . . . . . . . . . . . . . . . . 29
2.1.5.8 Practical Aspects of Density Functional Theory . . . . . . . . . . 29
2.1.5.9 Dispersion Corrections in DFT . . . . . . . . . . . . . . . . . . . 31

2.2 Electronically Excited States . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.2.1 Time-Dependent Density Functional Theory . . . . . . . . . . . . . . . . . 32

2.2.1.1 Linear-Response Formalism . . . . . . . . . . . . . . . . . . . . . 33
2.2.2 ΔSCF Methods for Excited States . . . . . . . . . . . . . . . . . . . . . . . 36

2.2.2.1 Open-Shell Wavefunctions . . . . . . . . . . . . . . . . . . . . . 36
2.2.2.2 Spin-Unrestricted Wavefunctions . . . . . . . . . . . . . . . . . . 36
2.2.2.3 The Maximum Overlap Method (MOM) . . . . . . . . . . . . . . 37
2.2.2.4 Two-Determinant Restricted Open-Shell Kohn-Sham . . . . . . . 38

2.3 Solvation in Quantum Chemistry . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.3.1 Polarizable Continuum Solvation Models . . . . . . . . . . . . . . . . . . . 39

ix



2.3.2 Nonequilibrium Solvation . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.3.2.1 State-Specific Approach . . . . . . . . . . . . . . . . . . . . . . . 43
2.3.2.2 Linear-Response Approach . . . . . . . . . . . . . . . . . . . . . 44

3 PCM-ROKS for the Description of Charge-Transfer States in Solution: Singlet-
Triplet Gaps with Chemical Accuracy from Open-Shell Kohn-Sham Reaction-Field
Calculations 47

4 Benchmarking Charge-Transfer Excited States in TADF Emitters: 𝚫DFT Outper-
forms TD-DFT for Emission Energies 51

5 𝚫DFT Predicts Inverted Singlet-Triplet Gaps with Chemical Accuracy at a Fraction
of the Cost of Wave Function-Based Approaches 55

6 The Best of Both Worlds: 𝚫DFT Describes Multiresonance TADF Emitters with
Wave-Function Accuracy at Density-Functional Cost 59

7 Summary and Outlook 63

A PCM-ROKS for the Description of Charge-Transfer States in Solution: Singlet-
Triplet Gaps with Chemical Accuracy from Open-Shell Kohn-Sham Reaction-Field
Calculations 69
A.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
A.2 Benchmark Set . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
A.3 Workflow and Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
A.4 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
A.5 Summary and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
A.6 Acknowledgment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
A.7 Supporting Information . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
A.8 Conflicts of Interest . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

B Benchmarking Charge-Transfer Excited States in TADF Emitters: 𝚫DFT Outper-
forms TD-DFT for Emission Energies 85
B.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
B.2 Benchmark Set . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
B.3 Theory: Solvation for Vertical Transitions . . . . . . . . . . . . . . . . . . . . . . . 89

B.3.1 Excitation- and ΔSCF-Based Procedures . . . . . . . . . . . . . . . . . . . . 91
B.4 Computational Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
B.5 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

B.5.1 The Example of MCz-XT . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
B.5.2 TDA-DFT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
B.5.3 𝚫DFT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
B.5.4 Solvation Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

B.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
B.7 Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
B.8 Supporting Information . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

x



B.9 Conflicts of Interest . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

C 𝚫DFT Predicts Inverted Singlet-Triplet Gaps with Chemical Accuracy at a Fraction
of the Cost of Wave Function-Based Approaches 101
C.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
C.2 Benchmark Set and Reference Values . . . . . . . . . . . . . . . . . . . . . . . . . 106
C.3 Computational Details and Workflow . . . . . . . . . . . . . . . . . . . . . . . . . . 107
C.4 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
C.5 Summary and Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
C.6 Acknowledgement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
C.7 Supporting Information . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
C.8 Conflicts of Interest . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

D The Best of Both Worlds: 𝚫DFT Describes Multiresonance TADF Emitters with
Wave-Function Accuracy at Density-Functional Cost 119
D.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

D.1.1 Benchmark Set . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
D.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
D.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

D.3.1 Vertical Singlet-Triplet Gaps with ΔUKS . . . . . . . . . . . . . . . . . . . 127
D.3.2 Influence of Solvent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
D.3.3 ΔROKS and TDA-DFT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
D.3.4 Comparing SCS-CC2 and ΔUKS . . . . . . . . . . . . . . . . . . . . . . . 132
D.3.5 Fluorescence Energies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

D.4 Summary and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
D.5 Acknowledgment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
D.6 Supporting Information . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

Bibliography 137

List of Figures 165

List of Tables 171

E Acknowledgements 173

xi





CHAPTER 1

Introduction

Electronically excited states play a fundamental role in a wide array of phenomena and processes
observed in nature. They are essential for understanding key processes in photochemistry6–9 and
photobiology,10,11 such as ultraviolet radiation damage in DNA12,13 and photosynthesis,14,15 but
also extend to fields including astrophysics16,17 and astrochemistry,18 photocatalysis,19–22 solar
energy conversion23–25 (e.g. photovoltaics), optoelectronics26–28 and photonics,29,30 as well as are
integral for medical applications, i.e. photodynamic cancer treatments,31 medical diagnostics32,33

and bioimaging.34–36 Generally, electronically excited states govern all phenomena related to optical
absorption and light emission, crucially relevant for spectroscopic analysis of the electronic structure
in materials science.37,38 In recent years, organic electronics have seen a resurgence in research
and real-world applications, including advancements in organic field-effect transistors (OFETs),39–41

organic solar cells (OSCs),42–44 chemical sensing,45–47 printed electronics,48,49 but especially organic
light-emitting diodes.50–52

Organic light-emitting diode (OLED) devices are designed to emit electromagnetic radiation, typically
within the visible to infrared spectrum, via electroluminescence by applying an electric field, and using
organic compounds in the emissive layer. The fundamental discoveries53 for modern OLED technology
date back to the early 1960s with the observation of delayed fluorescence in eosin (1961)54 and two
years later with the realization of electroluminescence in anthracene crystals (1963).55 However, it
was not until 25 years later that the first low-voltage OLED device was successfully built at Eastman
Kodak.56 Following this breakthrough, further advancements were made including the fabrication
of the first polymer-based OLED (1990),57 the development of phosphorescent OLEDs (1998),58

and the introduction of an efficient purely organic emitter for OLED devices (2011).59 Today, OLED
technology has seen adoption across the display industry for televisions, computer monitors, car
panels, smartphones,60 but also for lightweight, thin-panel lighting solutions.61

A simplified representation of a conventional OLED device and an abridged mechanism for elec-
troluminescence is presented in Figure 1.1. Positive charges (called holes) and negative charges
(called electrons) are injected at the anode and cathode, respectively, and rapidly travel through the
electron transport layer (ETL) and hole transport layer (HTL) to the emissive layer, to recombine into

1



Chapter 1 Introduction

excitons.62 The HTL and ETL are tuned for efficient charge-transport to ensure that holes and electrons
are readily available for the emissive layer.63,64 The emissive layer often consists of a host-guest
matrix with a low concentration (1-5 wt.%) of organic emitter (guest) to avoid concentration-induced
quenching of excited states.65,66 The host material is designed with a sufficiently wide electronic band
gap to assure that electrons and holes recombine primarily on the organic emitter in the emissive
layer to form an electronically excited state (exciton). Since, the excitons are generated by electrical
excitation (charge recombination), excited states form in a ratio of one singlet to three triplet excitons,
due to the statistics of the electronic spin states as described by Fermi.67 Formed excited states quickly
relax to the lowest excited state of the same spin multiplicity via internal conversion processes, where
singlet excited states can then spontaneously decay to the electronic ground state, emitting a photon
(light) in the process. The transition from triplet excited states to the electronic ground state are
usually spin-forbidden. Additionally, both singlet and triplet excited states can decay without emitting
a photon, i.e. non-radiative decay, where the energy of the singlet/triplet is released thermally in the
form of vibrations.

Figure 1.1: Simplified layer structure of an OLED device, schematic process of charge recombination and
subsequent spontaneous light emission (electroluminescence).

OLED devices can be categorized by the type of emitter used, either a fluorescent or phosphorescent
emitter.68,69 Fluorescent emitters generate light through the radiative decay of singlet excitons (to the
ground state), whereas in phosphorescent emitters light emission originates from triplet excitons (see
Figure 1.2). Although emission from triplet excited states is generally spin-forbidden, therefore very
slow, it can be accelerated by strong spin-orbit coupling between singlet and triplet excited states, e.g.,
by introduction of heavy-metal centers in the emitter structure. The internal quantum efficiency (IQE),
defined as the ratio of the number of produced photons to the number of injected charges, is inherently
limited in fluorescent emitters. Since only singlet excitons can be harvested for fluorescence, the IQE
is restricted to a maximum of 25%, which severely harms their performance in OLED applications.
In contrast, phosphorescent emitters can achieve up to 100% IQE due to intersystem crossing (ISC)
processes, in which singlet excitons are converted into triplet excitons. However, despite their high
theoretical efficiency, phosphorescent emitter face two siginificant challenges: Firstly, they are limited
in their design to metal-organic molecules, as the heavy atom effect of rare heavy-metal atoms, e.g.
Os, Ir, Pt, is necessary to realize strong spin-orbit coupling for efficient radiative relaxation from
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the triplet excited state to the ground state. Secondly, it has proven difficult to engineer a long-term
stable blue phosphorescent emitter, which hinders its use in display applications due to significantly
reduced device lifetimes. Purely organic thermally activated delayed fluorescence (TADF) emitters
have emerged as a promising alternative and are the focus of this thesis.

Figure 1.2: Potential energy surface diagram including the ground-state, lowest singlet S1 and triplet T1 excited
state with the adiabatic singlet-triplet energy gap indicated. Radiative relaxation pathways are shown, i.e.
fluorescence and phosphorescence, as well as a singlet to triplet conversion pathway called intersystem crossing.

Similar to phosphorescent emitters, TADF emitters are capable of harvesting up to 100% of generated
excitons in an OLED device (see Figure 1.4 for an overview of emitter types). This is possible through
a process called reverse intersystem crossing (rISC), that is, the conversion of triplet excitons into
singlet excitons. This conversion is enabled by a small energy gap between the lowest singlet and
lowest triplet excited state, called the singlet-triplet energy gap (ST gap). The rate of rISC is influenced
by two key ingredients, the spin-orbit coupling between singlet and triplet excited state (the larger, the
faster the rISC) and the size of the ST gap (the smaller, the faster the rISC). For efficient rISC, the size
of the ST gap should be roughly on the order of the thermal energy at room temperature, but TADF
emitters with ST gaps of >0.3 eV have been reported.70 Balancing spin-orbit coupling and the ST
gap, which depend oppositely on the overlap of electron and hole, while simultaneously retaining
an appreciable oscillator strength is the main challenge of TADF emitter design. A near-vanishing
electron-hole overlap is beneficial for achieving a small ST gap but leads to near-zero spin-orbit
coupling, and vice versa.

A large majority of TADF emitters synthesized in the last decades fall into one of two categories:
donor-acceptor type TADF (DA-TADF) or multiresonance TADF (MR-TADF) emitters (see Figure
1.3). DA-TADF emitters achieve a small ST gap by linking electron-accepting and electron-donating
molecular moieties together and by structurally enforcing a dihedral twist between acceptor and
donor moieties, spatially separating the highest occupied molecular orbital (HOMO, donor) and
lowest unoccupied molecular orbital (LUMO, acceptor).71 This arrangement of linked donor-acceptor
structure leads to low-lying intramolecular charge-transfer (CT) excited states, while the dihedral
twist ensures a small electron-hole overlap. CT states with small electron-hole overlap have a small
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exchange integral, making the singlet and triplet CT state similar in energy, resulting in a small
ST gap. Following a different design principle MR-TADF emitters achieve this by systematically
doping aromatic extended 𝜋-systems with donor and acceptor atoms, such that HOMO and LUMO
are localized on alternating atomic sites.72 Upon a HOMO-LUMO excitation, charge shifts between
alternating atomic sites, giving rise to so-called short-range charge-transfer (SRCT) states.

Figure 1.3: Exemplary hole and electron molecular orbitals for DA-TADF type and MR-TADF type emitters,
with schematics highlighting both TADF types’ key design feature.

A small electron-hole overlap is possible due to the alternating localization of electron and hole,
ensuring a small ST gap. DA-TADF and MR-TADF emitters have different advantages and disadvan-
tages: 1) very small ST gaps are more easily realized in DA-TADF emitters compared to MR-TADF
emitters, 2) MR-TADF emitters show considerably narrower emission bands (better color purity)
compared to DA-TADF emitters, and 3) rISC is often much faster in DA-TADF compared to MR-TADF
emitters. Furthermore, recently a new class of TADF emitters were discovered, and are called inverted
singlet-triplet energy gap (INVEST) emitters, which feature an inverted ordering of the lowest singlet
and triplet excited state (breaking Hund’s rule), and therefore a negative ST gap. INVEST emitters are
particularly promising as the gap inversion may strongly facilitate rISC for more efficient emitters.
However, thus far discovered INVEST emitters exhibit near-zero oscillator strengths (no emission)
for the lowest singlet excited state and very low emission energies (in the visible red to near-infrared
region). There are various challenges associated with the design of TADF emitters, particularly
INVEST emitters, which necessitates the need for models and theories that can adequately describe
the electronic structure of these molecules.

In the last decades, computational (quantum) chemistry has become an essential tool for understanding
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Figure 1.4: Overview of different emitter types: fluorescent, phosporescent, TADF and INVEST for application
in OLED devices.

the electronic structure, properties, reaction thermodynamics and kinetics, excited states, and
interactions in and inbetween molecules, aiding the design of new molecules and the modification of
existing ones. Especially in OLED research, quantum chemistry can facilitate the design of novel and
improved emitters, unravel structure-property relationships and elucidate the character and dynamics
of excited states. By high-throughput computational screening of large candidate databases, it is
possible to some degree predict properties and identify promising molecules without the need to
synthesize each individual one. Computational screening can, therefore, greatly expedite the work of
synthetic chemists, as well as reduce the amount of chemical waste and cut down on development
time. For the research of new TADF emitters, possible properties of interest are the computation of
fundamental gaps, HOMO and LUMO energy levels, fluorescence energies, oscillator strengths, as
well as rISC-relevant properties such as spin-orbit coupling between singlet and triplet states and the
singlet-triplet energy gap. However, modeling the electronic structure of systems, on which grounds
such properties can be calculated, can become incredibly costly if very high accuracy is needed
and it is the goal of quantum chemistry research to find good approximations to electronic structure
methods. For obtaining meaningful results in a reasonable timeframe, it is, therefore, crucial to have
efficient computational approximate methods with a favorable ratio of accuracy and robustness to
computational cost (computational resources).

The foundation for quantum mechanics and electronic structure theory lies in the Schrödinger equation,
which can describe the behavior and properties of the electronic states of physical systems. Solving the
electronic Schrödinger equation provides information about the system in the form of the electronic
wavefunction that encodes all relevant properties of interest. In principle, the theory for obtaining the
exact many-electron wavefunction is known, full configuration interaction (FCI),73 but is computation-
ally incredibly demanding such that calculations become intractable for systems larger than roughly
16-18 electrons. Therefore, theoretical approximations are necessary for keeping the computational
cost at a manageable level, while at the same time due to the approximations, errors are introduced.
There are many theories with different associated cost and accuracy, but for the sake of brevity two par-
ticularly important ones shall be introduce here, coupled cluster theory (CC)74 and Kohn-Sham density
functional theory (KS-DFT, in following simply called DFT).75,76 CC has been one of the most effective
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theories for the computation of highly accurate results but with a high associated computational cost,
while DFT can give decently accurate results in a much shorter timeframe. As a result, DFT established
itself as the workhorse for quantum chemistry and the method of choice for computational studies.
CC, on the other hand, has become the gold-standard for providing highly accurate reference values
for benchmarking, for fitting lower-scaling computational models (i.e., DFT functionals) and any-
time a definitive answer is sought, i.e, in cases where the accuracy of DFT results is called into question.

This is the case for the computation of ground-state, as well as excited-state properties, with the latter
being the main focus of this thesis. Modeling electronically excited states is challenging, since not only
one potential energy surface (PES; as in the ground-state case), but multiple PES’s of excited states
need to be considered. Additionally, the range of accessible types of electronically excited states is very
diverse including valence, Rydberg, core-excited, and charge-transfer excited states, but also doubly
excited, which are difficult to treat on an even level of accuracy. Many CC methods for electronically
excited state have been developed, but similar to the ground-state case, the majority of excited-state
quantum chemistry studies are conducted in the framework of linear-response time-dependent DFT
(TD-DFT) due to its decent accuracy and low computational cost. Indeed, the accuracy of the
low-cost CC methods, such as linear-response approximate second-order coupled-cluster (LR-CC2)77

or equation-of-motion coupled cluster with singles and doubles (EOM-CCSD)78 is often only a
moderate improvement, making TD-DFT the natural choice for most practical applications. However,
there are instances where TD-DFT has proven to fail dramatically, i.e. for charge-transfer excited states
and excited states with double excitation character (also doubly excited states).79 A general concern in
linear-response and excitation-based quantum chemistry methods is also the appropriate inclusion of
solvent interactions for the excited state, as the dielectric stabilization for, e.g., highly polar CT states
is crucial for correct excitation energies and properties. Moreover, the typical accuracy of TD-DFT
for well-behaved systems is around 0.2-0.4 eV, which might not be enough for certain applications. If
high accuracy is required, usually only wavefunction theory methods with excitations up to third-order
are computationally feasible and accurate enough, but even they are limited to systems with less than
30 non-hydrogen atoms due to computational cost and scaling.

A promising alternative family of excited-state methods are state-specific DFT (ΔDFT) approaches,
in which excited states are targeted as higher roots of the self-consistent field (SCF) equations.
Since ΔDFT methods shared the same foundational equations as ground-state DFT, the very good
cost-to-accuracy ratio of ground-state DFT may also extend toΔDFT, making it an attractive competitor
to TD-DFT. Orbitals in ΔDFT are optimal for each calculated excited-state, whereas in TD-DFT
ground-state orbital energies are used and excited-state specific orbital relaxation is only accessible
via the single excitation (and deexcitations, relative to the ground state) approximation. This might
manifest in an advantage for the accuracy of ΔDFT compared to TD-DFT for difficult excited states,
such as doubly excited states (or states with double excitation character). Another factor in favor of
ΔDFT is the relative ease by which equilibrium and nonequilibrium continuum solvation models can
be adopted for state-specific excited-state SCF solutions.

ΔDFT methods used in this thesis, come in two flavors, unrestricted (ΔUKS) and restricted open-shell
(ΔROKS) KS-DFT. Topic of this thesis is the assessment of both of these ΔDFT approaches and
development of suitable workflows for the modeling of the excited states of DA-TADF, MR-TADF
and INVEST emitters. In Chapter 3, both ΔUKS and ΔROKS are examined for the calculation of ST
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gaps of a small benchmark set, STGABS27, of 27 (mostly) DA-TADF emitters in condensed matter,
i.e. solution and thin-films. Chapter 4 tests ΔUKS and ΔROKS for the calculation of fluorescence
energies of the STGABS27 DA-TADF emitters with focus on different density functionals and
polarizable continuum solvation models. In Chapter 5 ΔUKS and ΔROKS approaches are applied in
the modeling the ST gap inversion of INVEST emitters, and developments for black-box protocols for
high-throughput screening via ΔDFT methods. In Chapter 6 ΔUKS and ΔROKS are tested for the
calculation of ST gaps and fluorescence energies of MR-TADF emitters, with the focus on appropriate
density functional approximations, solvation models and computation protocols. Finally, summary,
concluding remarks and an outlook on ΔDFT approaches for modeling excited states are given in
Chapter 7.

7





CHAPTER 2

Theoretical Background

In this chapter an overview of quantum chemical methods relevant for this thesis is given. The basics of
electronic structure theory, Hartree-Fock, configuration interaction, coupled cluster and Møller-Plesset
perturbation theory are based largely on refs. [80–82]. Density functional theory and time-dependent
density functional theory essentials are based on refs. [79, 83, 84]. State-specific density functional
theory via the maximum overlap method and via on a two-determinant restricted open-shell approach
are based on refs. [85, 86] and [87, 88], respectively. Polarizable continuum models for solvation
described herein, are based on ref. [89].

2.1 Electronic Structure Theory

2.1.1 The Molecular Hamiltonian

This introductory overview on the theoretical background of quantum chemistry is by no means
exhaustive and is solely meant to explain key features of the models and methods used throughout
this work. In-depth descriptions of the mathematical backgrounds can be found in the references
(vide supra), while derivations of the foundational equations are available in the original works. For
the following, all equations are given in atomic units, unless stated otherwise. The foundation for
a majority of electronic structure theory methods is solving the nonrelativistic time-independent
Schrödinger equation,

𝐻̂Ψ = 𝐸Ψ (2.1)

which is a differential eigenvalue problem, where 𝐸 , denotes the total energy, Ψ the wavefunction of
a particular state and 𝐻̂ the Hamiltonian operator. The Hamiltonian operator can be separated into
components,

𝐻̂ = 𝑇𝑁 + 𝑇𝑒 + 𝑉̂𝑁𝑁 + 𝑉̂𝑒𝑁 + 𝑉̂𝑒𝑒 (2.2)
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Chapter 2 Theoretical Background

the kinetic energy operator of the nuclei 𝑇𝑁 , the kinetic energy operator of the electrons 𝑇𝑒, the
nuclear-nuclear Coulomb potential operator 𝑉̂𝑁𝑁 , the electron-nuclear Coulomb potential operator
𝑉̂𝑒𝑁 and the electron-electron Coulomb potential operator 𝑉̂𝑒𝑒. To reduce the complexity of the
problem, the Born-Oppenheimer approximation is applied, treating the nuclei as fixed classical point
charges and considering only the electrons as quantum-mechanical objects. This is a reasonable
approximation since the nuclei, due to their much higher mass, move much slower than electrons. As
a consequence, the nuclear kinetic energy term 𝑇𝑁 can be neglected (𝑇𝑁 = 0) and the nuclear-nuclear
Coulomb potential 𝑉̂𝑁𝑁 becomes a constant (𝑉NN), leading to the Hamiltonian operator in the
Born-Oppenheimer approximation.

𝐻̂
𝐵𝑂

= 𝑇𝑒 + 𝑉̂𝑒𝑁 + 𝑉̂𝑒𝑒 +𝑉NN(const.) (2.3)

A system of 𝐾 nuclei and 𝑁 electrons can be described by their coordinate vectors r𝑖 and R𝐴 (where
𝑖, 𝑗 are subscripts for electrons and 𝐴, 𝐵 for nuclei) and the corresponding nuclear charges 𝑍𝐴. The
nuclear-nuclear Coulomb potential, is then defined as

𝑉̂𝑁𝑁 =

𝐾∑︁
𝐴=1

𝐾∑︁
𝐵>𝐴

𝑍𝐴𝑍𝐵

|R𝐴 − R𝐵 |
⇒ 𝑉NN(const.) (2.4)

and becomes a constant in the Born-Oppenheimer Hamilton operator. The electronic kinetic energy
operator 𝑇𝑒 is defined by

𝑇𝑒 = −
𝑁∑︁
𝑖=1

1
2
∇2
𝑖 (2.5)

with the Laplace operator ∇2
𝑖 acting on electron 𝑖. The electronic Coulomb potential operators 𝑉̂𝑒𝑒

and 𝑉̂𝑒𝑁 are defined as

𝑉̂𝑒𝑒 =

𝑁∑︁
𝑖=1

𝑁∑︁
𝑗>𝑖

1
|r𝑖 − r 𝑗 |

(2.6)

𝑉̂𝑒𝑁 = −
𝑁∑︁
𝑖=1

𝐾∑︁
𝐴=1

𝑍𝐴

|r𝑖 − R𝐴|
(2.7)

It can be of use to rewrite the Hamiltonian operator in terms of one-electron ℎ̂𝑖 and two-electron
operators 𝑔̂𝑖 𝑗

ℎ̂𝑖 = −1
2
∇2
𝑖 −

𝐾∑︁
𝐴=1

𝑍𝐴

|r𝑖 − R𝐴|
(2.8)
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𝑔̂𝑖 𝑗 =
1

|r𝑖 − r 𝑗 |
(2.9)

and as the nuclear-nuclear potential 𝑉NN(const.) is completely decoupled from the electronic problem,
one can define an electronic Hamiltonian 𝐻̂𝐵𝑂𝑒𝑙𝑒𝑐 with ℎ̂𝑖 and 𝑔̂𝑖 𝑗 , such that

𝐻̂
𝐵𝑂

=

𝑁∑︁
𝑖=1

ℎ̂𝑖 +
𝑁∑︁
𝑖=1

𝑁∑︁
𝑗>𝑖

𝑔̂𝑖 𝑗 (2.10)

2.1.2 Hartree-Fock Theory

The molecular Hamiltonian as setup in eq. 2.10 is analytically solvable only for hydrogen-like atoms,
i.e., systems with exactly one electron, without any electron-electron interactions. However, most
real systems of interest are many-electron problems, where the electron-electron repulsion is not
analytically solvable, therefore approximations for 𝑉̂𝑒𝑒 have to be made. One approximation, which
to this day serves as the basis for many WFT methods, is the Hartree-Fock (HF) approximation. In
HF theory, the many-electron potential (𝑔̂𝑖 𝑗) is replaced by an effective one-electron potential, the
Hartree-Fock potential 𝑣̂𝐻𝐹𝑖 , in which the 𝑖th electron experiences electron repulsion only from the
average field that arises due to the presence of all other electrons. We define the Fock operator 𝑓
as

𝑓𝑖 = ℎ̂𝑖 + 𝑣̂
𝐻𝐹
𝑖 . (2.11)

Before we explore the specifics of the Hartree-Fock potential, it is necessary to first define the
wavefunction. In HF, the many-electron wavefunction is approximated by a single properly normalized
Slater determinant (Φ) of orthonormal one-electron wavefunctions (𝜙𝑖)

Ψ ≈ Φ(1, 2, . . . , 𝑁) = 1√︁
(𝑁!)

���������
𝜙1(1) 𝜙2(1) . . . 𝜙𝑁 (1)
𝜙1(2) 𝜙2(2) . . . 𝜙𝑁 (2)
...

...
. . .

...

𝜙1(𝑁) 𝜙2(𝑁) . . . 𝜙𝑁 (𝑁)

��������� . (2.12)

The one-electron wavefunctions (𝜙𝑖 (𝑘)) are called spin orbitals and consist of a spatial orbital part
𝜓𝑖 (𝑘) and a spin function 𝜎𝑖 (designating spin up or spin down for the 𝑖th electron), which form a spin
orbital according to 𝜙𝑖 (𝑘) = 𝜎𝑖𝜓𝑖 (𝑘). In early works, Hartree set up many-electron wavefunctions as
a product of spin orbitals, called Hartree product, where the symmetry of the wavefunction could only
be handled by group-theoretical methods.90,91 Later, Slater realized that the product wavefunction
by Hartree is disadvantageous for describing the symmetry behavior of electrons and that instead
one should use an antisymmetrized linear combination of Hartree products which properly reflects
the anti-symmetric properties of the many-electron wavefunction.92 The determinantal form of the
wavefunction first proposed by Heisenberg93 and Dirac,94 today called Slater determinant, fulfils
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this condition and displays the correct anti-symmetric behavior, therefore obeying Pauli’s exclusion
principle.

As such, for an interchange of spin and spatial coordinates of any two electrons in an elec-
tronic wavefunction, it must change its sign (behave antisymmetric), i.e., Ψ(1, . . . , 𝑖, 𝑗 , . . . , 𝑁) =
−Ψ(1, . . . , 𝑗 , 𝑖, . . . , 𝑁).

Now, we define the Hartree-Fock potential as

𝑣̂
𝐻𝐹
𝑖 =

𝑁∑︁
𝑗

(𝐽 𝑗 − 𝐾̂ 𝑗) (2.13)

and the Fock operator as

𝑓𝑖 = ℎ̂𝑖 +
𝑁∑︁
𝑗

(𝐽 𝑗 − 𝐾̂ 𝑗) (2.14)

with the Coulomb operator 𝐽 𝑗 and the exchange operator 𝐾̂ 𝑗 defined by its effect on spin orbital
𝜙𝑖 (1)

𝐽 𝑗 |𝜙𝑖 (1)⟩ = ⟨𝜙 𝑗 (2) |𝑔̂12 |𝜙 𝑗 (2)⟩|𝜙𝑖 (1)⟩ (2.15)

and

𝐾̂ 𝑗 |𝜙𝑖 (1)⟩ = ⟨𝜙 𝑗 (2) |𝑔̂12 |𝜙𝑖 (2)⟩|𝜙 𝑗 (1)⟩. (2.16)

In the effective one-electron Fock operator 𝐹̂𝑖, ℎ̂𝑖 describes the kinetic energy of the electrons and
the attraction of the electrons from the nuclei, while the electron-electron repulsion is described by
𝐽 𝑗 − 𝐾̂ 𝑗 . The Coulomb operator 𝐽 𝑗 acting on |𝜙𝑖 (1)⟩ can be interpreted as the classical Coulomb
interaction of electron 1 with the charge distribution arising from an occupied spin orbital (electron 2).
The exchange interaction represented by the exchange operator 𝐾̂ 𝑗 acting on |𝜙𝑖 (1)⟩ arises due to the
antisymmetric nature of the determinantal wavefunction and is a purely quantum-mechanical effect.
The exchange interaction primarily eliminates the self-interaction error (SIE), which arises from the
Coulomb repulsion term due to the interaction of orbitals with themselves. For one-electron systems,
the SIE is the Coulomb energy and cancels with the exchange interaction, although SIE is important
for many-electron systems as well. Since Hartree-Fock includes exchange interaction, it is SIE-free.
The working equation of Hartree-Fock is given by the eigenvalue problem

𝑓𝑖 |𝜙𝑖⟩ = 𝜀𝑖 |𝜙𝑖⟩ (2.17)

where 𝜙𝑖 denote the canonical molecular orbitals (MOs) and 𝜀𝑖 the corresponding MO eigenvalues.
Summing over all 𝑓𝑖 gives the zeroth-order Hamiltonian 𝐻̂0 as
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𝐻̂0 =

𝑁∑︁
𝑖

𝑓𝑖 (2.18)

and with the corresponding zeroth-order energy 𝐸0 as

𝐸0 =

𝑁∑︁
𝑖

𝜀𝑖 . (2.19)

𝐸0 is, however, not the Hartree-Fock energy as it double counts the electron-electron repulsion terms
and does not include the nuclear-nuclear repulsion energy 𝑉NN. Correcting for the double counting
and the inclusion of 𝑉NN, gives the Hartree-Fock energy 𝐸𝐻𝐹 as

𝐸HF =

𝑁∑︁
𝑖

𝜀𝑖 −
1
2

𝑁∑︁
𝑖

𝑁∑︁
𝑗

(𝐽𝑖 𝑗 − 𝐾𝑖 𝑗) +𝑉NN (2.20)

with the Coulomb integrals 𝐽𝑖 𝑗 and exchange integrals 𝐾𝑖 𝑗 , according to

𝐽𝑖 𝑗 = ⟨𝜙 𝑗 |𝐽𝑖 |𝜙 𝑗⟩

=

∫
𝜙
∗
𝑖 (1)𝜙𝑖 (1)𝜙

∗
𝑗 (2)𝜙 𝑗 (2)

|r1 − r2 |
𝑑r1𝑑r2

(2.21)

and

𝐾𝑖 𝑗 = ⟨𝜙 𝑗 |𝐾̂𝑖 |𝜙 𝑗⟩

=

∫
𝜙
∗
𝑖 (1)𝜙 𝑗 (1)𝜙

∗
𝑗 (2)𝜙𝑖 (2)

|r1 − r2 |
𝑑r1𝑑r2.

(2.22)

Solving the Hartree-Fock equations has to be done iteratively, until a stationary solution is found. This
procedure is called the self-consistent field, requiring the final charge distribution and thus the generated
field to be "self-consistent" with the assumed initial field/charge distribution. The self-consistent
field equations for Hartree-Fock were obtained by applying the Rayleigh-Ritz energy variational
principle to the determinantal electronic wavefunction.95 Using a trial wavefunction the energy can be
minimized by variation of the variables, since any trial wavefunction gives an upper-bound expectation
value of the energy relative to the true ground-state energy. Making the energy stationary with re-
spect to variations in the orbitals, therefore gives the best approximation to the true ground-state energy.

The self-consistent field Hartree-Fock equations are solved in practice by introducing a set of known
basis functions (𝜒, see eq. 2.24) and conversion of the differential equations into a set of algebraic
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matrix equations, called the Roothaan equations.96

𝐹𝐶 = 𝑆𝐶𝜀 (2.23)

By defining the Fock matrix 𝐹 with elements 𝐹𝑖 𝑗 = ⟨𝜒𝑖 (1) | 𝑓 (1) |𝜒 𝑗 (1)⟩, the expansion coefficient
matrix 𝐶 (of the basis set expansion, see eq. 2.24, the overlap matrix 𝑆 with elements 𝑆𝑖 𝑗 = ⟨𝜒𝑖 |𝜒 𝑗⟩
and the matrix 𝜀, which if diagonal, contains the energies of the molecular orbitals. The Roothaan
equations are solved through repeated iteration of the same procedure:

1. diagonalization of 𝑆 from which a transformation matrix 𝑋 for orthogonalization is obtained,
2. obtain guess for the density matrix 𝑃,
3. form the Fock matrix 𝐹,
4. transform Fock matrix 𝐹 via 𝑋 to form 𝐹

′,
5. diagonalize 𝐹′ to obtain 𝐶′ and 𝜀,
6. transform 𝐶

′ via 𝑋 to get 𝐶,
7. build new density matrix 𝑃 from 𝐶

8. check for convergence, in energy, density, etc.; if criteria are not met, repeat steps 2-7,
9. if SCF equations are converged, calculate the energy, properties, etc.

Since eq. 2.23 is a nonlinear equation, this simple procedure outlined above is not guaranteed to
converge. There are many ways for building the initial guess for 𝑃, the simplest being the core-
Hamiltonian guess where 𝑃 is the zero matrix. In general, the initial guess is crucial for convergence
of the SCF procedure, as a poor initial guess may cause to oscillatory behavior or even divergence.
Today, reasonable initial guesses can be obtained (for the ground-state case) by semiempirical methods
or superposition of precomputed atomic densities. Convergence algorithms have been proposed that
can reliably converge the SCF equations for a very large majority of cases. The by far most popular
convergence algorithm is the direct inversion of the iterative subspace (DIIS)97 procedure, which
significantly cuts down on the number of iterations and simultaneously is much more robust than
what is outlined above. However, especially for difficult open-shell spin systems, i.e., transition metal
complexes and excited state wavefunctions, converging the SCF is still nontrivial.

2.1.3 Basis Set Approximation

So far, we have only looked at the spin orbitals as general functions without giving them an explicit
form. For solving the self-consistent field equations, we need to introduce a set of basis of known basis
functions that aims to represent the set of spatial parts of the spin orbitals used in HF calculations. A
particular spatial orbital 𝜙𝑖 (r) can be expanded as a linear combination of basis functions 𝜒𝑢 (r) with
their expansion coefficients 𝑐𝜇𝑖

𝜙𝑖 (r) =
𝐾∑︁
𝜇=1

𝑐𝜇𝑖𝜒𝜇 (r). (2.24)
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In theory, only an infinite set of basis function would give the exact spatial orbitals, but for all practical
purposes a finite set must suffice. Great effort has been made to design basis sets for the purpose of
giving the best (lowest energy for HF) energy with as few basis functions as possible. Today, the
majority of molecular calculations use either Slater type functions of the form

𝜒
𝑆𝑙𝑎𝑡𝑒𝑟
𝜇 (r − R𝐴) = 𝑒

−𝛼 |r−R𝐴 | (2.25)

for an orbital centered around some nucleus 𝐴, described by its nuclear coordinate R𝐴 and with
the basis function exponent 𝛼. Or Gaussian type basis sets, where usually contracted Gaussian
functions (CGFs) are used, in which each basis function is formed from a fixed linear expansion
(called contraction) of Gaussian functions (primitives), according to

𝜒
𝐶𝐺𝐹
𝜇 (r − R𝐴) =

𝐿∑︁
𝑝=1

𝑑𝑝𝜇𝑔𝑝 (𝛼𝑝𝜇, r − R𝐴) (2.26)

with the number of primitives 𝐿, the contraction exponents 𝛼𝑝𝜇 and contraction coefficients 𝑑𝑝𝜇.
Primitive Gaussian functions in the CGF have the form

𝑔𝑝 (𝛼𝑝𝜇, r − R𝐴) = 𝑒
−𝛼𝑝𝜇 |r−R𝐴 |

2
. (2.27)

Under the condition to reproduce the lowest energy with as few functions possible, STOs have the
advantage, as they can reproduce the correct slope and cusp of the wavefunction with fewer basis
functions than GTOs, see Figure 2.1.

Figure 2.1: a) Comparison of a (primitive) Gaussian function (blue) against a Slater function (orange), b)
comparison of a contracted Gaussian function (blue), with the corresponding primitives shown in grey, against
a Slater function (orange).
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However, GTOs have a much simpler integral evaluation than STOs, leading to a major advantage in
computation time. It is noted at this point that the Slater and Gaussian functions, for the sake of a
simple comparison, are shown without proper normalization, without radial part and without angular
momentum part, necessary to form proper s, p, d, ..., orbitals. Molecular orbitals in quantum chemistry
are expressed as a linear combination of atomic orbitals (LCAO), which in turn are expressed by
a linear combination of basis functions (most often by CGF). The quality of a given basis set is
indicated by its cardinal number, determined by, how many basis functions are used to represent a
single physical (valence) atomic orbital. Basis set are categorized into split-valence or double-𝜁 basis
sets for two basis functions per physical atomic orbital, triple-𝜁 for three basis functions per physical
atomic orbital, etc. The lowest level are minimal basis sets, in which each atomic orbital (1s, 2s, 2p𝑥 ,
2p𝑦 , ...) is represented a single CGF or Slater type basis function. Limiting the size of the basis set
introduces an error to any quantum-chemical calculation, called the basis set incompleteness error
(BSIE), and is defined as the difference between the energy in the finite basis and the energy in an
infinitely large basis set (in praxis an extremely large basis set is used). Minimal basis set can give at
most qualitative results, while quantitative results (converged with respect to the basis set limit) for
uncorrelated methods are obtained at the earliest with a triple-𝜁 basis set (e.g., reaction energies may
need up to quadruple-𝜁 basis sets to be considered converged).

2.1.4 Correlated Wavefunction Theory

The Hartree-Fock method plays an important role in quantum chemistry as the basis of molecular
orbital theory, giving chemists a simplified picture for the electronic structure of matter. Additionally,
the Hartree-Fock wavefunction serves as the starting point for a lot of high-level correlated ab initio
wavefunction theories. The Hartree-Fock energy, even in the limit of an infinite basis, is higher than the
exact nonrelativistic electronic ground-state energy (𝐸 , within the Born-Oppenheimer approximation).
Their difference, the missing energy, is called correlation energy (𝐸corr)

𝐸corr = 𝐸 − 𝐸HF. (2.28)

The goal of post-Hartree-Fock methods is to improve upon the single-determinant theory, Hartree-Fock,
by finding the most efficient and accurate way to incorporate the effect of multiple determinants in the
total energy, recovering the missing correlation energy.

2.1.4.1 Configuration Interaction Theory

In principle, the exact form of the many-electron wavefunction is known, and can be described
by a theory called full configuration interaction (FCI). In FCI, we represent the exact N-electron
wavefunction (Ψ𝐹𝐶𝐼 ) by a linear combination of N-electron Slater determinants and apply the
variational method, Ψ𝐹𝐶𝐼 can then be expressed as

|ΨFCI⟩ = 𝑐0 |Φ0⟩ +
∑︁
𝑎𝑟

𝑐
𝑟
𝑎 |Φ

𝑟
𝑎⟩ +

∑︁
𝑎<𝑏
𝑟<𝑠

𝑐
𝑟𝑠
𝑎𝑏 |Φ

𝑟𝑠
𝑎𝑏⟩ +

∑︁
𝑎<𝑏<𝑐
𝑟<𝑠<𝑡

𝑐
𝑟𝑠𝑡
𝑎𝑏𝑐 |Φ

𝑟𝑠𝑡
𝑎𝑏𝑐⟩ + . . . (2.29)
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where |Φ𝑟𝑎⟩ are singly excited determinants relative to |Φ0⟩ with the two spin orbitals 𝑎 and 𝑟 swapped,
Φ
𝑟𝑠
𝑎𝑏 are doubly excited determinants relative to Φ0 with spin orbitals 𝑎 and 𝑟 swapped and 𝑠 and 𝑏

swapped, and so on. The indices 𝑎, 𝑏, 𝑐, . . . designate occupied spin orbitals and indices 𝑟, 𝑠, 𝑡, . . .
designate virtual (unoccupied) spin orbitals, with 𝑐𝑟𝑎, 𝑐𝑟𝑠𝑎𝑏, and so on being the CI expansion coefficients
which are variationally determined. The FCI wavefunction expansion goes up to N-tuply excited
determinants for any N-electron wavefunction. While the energy of the FCI wavefunction in an
infinite basis gives the exact nonrelativistic ground-state energy, it is impossible to compute in practice.
Already in a finite minimal basis, the number of determinants grows rapidly with the system size,
making computations on for more than a few electrons unsolvable on traditional computer hardware in
a reasonable time frame due to the considerable associated computational cost.
In practice, it is necessary to truncate the FCI expansion, giving rise to a hierarchy of methods with
increasing accuracy: CI with only singly excited determinants (CIS), CI with singly and doubly
excited determinants (CISD), CI with singly, doubly and triply excited determinants (CISDT), and
so on. The simplest and least costly CI method, CIS, unfortunately does not improve upon the
energy calculated by HF theory, since, as stated by Brillouins theorem,98 singly excited determinants
|Φ𝑟𝑎⟩ do not couple directly with the Hartree-Fock reference determinant ⟨Φ0 |𝐻̂ |Φ𝑟𝑎⟩ = 0, meaning
𝐸𝐶𝐼𝑆 = 𝐸𝐻𝐹 . Doubly excited determinants, Φ𝑟𝑠𝑎𝑏, are the only ones interacting directly with |Φ0⟩,
giving usually the largest contribution to the correlation energy in CI methods. Singly excited
determinants can interact indirectly with |Φ0⟩, via the doubly excited determinants according to
⟨Φ𝑟𝑎 |𝐻̂ |Φ𝑡𝑢𝑑𝑒⟩. Indeed, any two determinants that differ by more than two spin orbitals do not interact
directly with each other and, consequently, triply and quadruply excited determinants only interact
indirectly with |Φ0⟩ via the doubly excited determinants. Inclusion of higher excited determinants
comes at a rapidly growing computational cost as each newly added excitation class beyond sin-
gle excitations raises the exponential cost function by two, i.e., CISD scales with O(𝑁6), CISDT
scales withO(𝑁8), CISDTQ scales withO(𝑁10), with N being system size (number of basis functions).

There are two shortcomings of the hierarchy of CI methods that limit their applicability and utility
in computational chemistry. Firstly, truncation of the CI expansion at any point (with the exception
of CIS) leads to the loss of size extensivity and size consistency of the resulting method, which is
unphysical since the energy of a system of two noninteracting molecules should equal the sum of
energies of the individual molecular subsystems (size consistency), and because the many-electron
wavefunction has to be size extensive. Secondly, the hierarchy of truncated CI methods, CIS, CISD,
CISDT, etc., converges only slowly to the FCI limit, necessitating the inclusion of high-order excited
determinants for recovering essential parts of the correlation energy.

2.1.4.2 Coupled Cluster Theory

A theorical model that solves both issues of CI methods and the de facto standard for highly accurate
electronic structure calculations, is the coupled cluster (CC) method. Similarly to the CI wavefunction,
CC is a wavefunction expansion using excited determinants, but contrary to CI uses an exponential
wavefunction ansatz. For simplicity, we first rewrite the FCI wavefunction in terms of excitation
operators 𝑋̂𝑟𝑎, 𝑋̂𝑟𝑠𝑎𝑏, 𝑋̂𝑟𝑠𝑡𝑎𝑏𝑐, ..., which generate the Φ𝑟𝑎, Φ𝑟𝑠𝑎𝑏, Φ𝑟𝑠𝑡𝑎𝑏𝑐, ..., determinants according to
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𝑋̂
𝑟
𝑎 |Φ0⟩ = 𝑐

𝑟
𝑎 |Φ

𝑟
𝑎⟩, 𝑋̂

𝑟𝑠
𝑎𝑏 |Φ0⟩ = 𝑐

𝑟𝑠
𝑎𝑏 |Φ

𝑟𝑠
𝑎𝑏⟩, 𝑋̂

𝑟𝑠𝑡
𝑎𝑏𝑐 |Φ0⟩ = 𝑐

𝑟𝑠𝑡
𝑎𝑏𝑐 |Φ

𝑟𝑠𝑡
𝑎𝑏𝑐⟩, . . . (2.30)

when acting on |Φ0⟩ (the HF determinant) with the excitation operator including all possible excitation
classes being

𝑇 =
∑︁
𝑎𝑟

𝑋̂
𝑟
𝑎︸ ︷︷ ︸

𝑇̂1

+
∑︁
𝑎<𝑏
𝑟<𝑠

𝑋̂
𝑟𝑠
𝑎𝑏︸   ︷︷   ︸

𝑇̂2

+
∑︁
𝑎<𝑏<𝑐
𝑟<𝑠<𝑡

𝑋̂
𝑟𝑠𝑡
𝑎𝑏𝑐︸        ︷︷        ︸

𝑇̂3

+ . . . . (2.31)

|ΨFCI⟩ can then be expressed as

|ΨFCI⟩ = (1 + 𝑇) |Φ0⟩
=
(
1 + 𝑇1 + 𝑇2 + 𝑇3 + 𝑇4 + . . .

)
|Φ0⟩

= |Φ0⟩ + 𝑇1 |Φ0⟩ + 𝑇2 |Φ0⟩ + 𝑇3 |Φ0⟩ + . . .
(2.32)

showcasing the linear nature of the CI expansion, while the nonlinear CC expansion can be expressed
as

|ΨCC⟩ = 𝑒
𝑇̂ |Φ0⟩

=

(
1 + 𝑇1 + 𝑇2 +

1
2
𝑇

2
1 + 𝑇3 + 𝑇1𝑇2 +

1
6
𝑇

3
1 + . . .

)
|Φ0⟩

= |Φ0⟩ + 𝑇1 |Φ0⟩ +
(
𝑇2 +

1
2
𝑇

2
1

)
|Φ0⟩ +

(
𝑇3 + 𝑇1𝑇2 +

1
6
𝑇

3
1

)
|Φ0⟩ + . . .

(2.33)

where 𝑒𝑇̂ is expanded as a Taylor series. Products of operators such as 1
2𝑇

2
1 , 𝑇1𝑇2, 𝑇2

1𝑇2, ..., are called
disconnected doubles, triples, quadruples, ..., and ensure that the CC expansion is size-consistent and
size-extensive at any truncation level. Analogous to CI, truncated CC methods are called, CCS for
𝑇 = 𝑇1, CCSD for 𝑇 = 𝑇1 + 𝑇2, and so on. The disconnected terms in the CC expansion have the
additional benefit that the hierarchy of truncated CC methods converge faster to full CC limit, as the
disconnected terms are capable of capturing the effects of higher-lying excitation classes.

The faster convergence of truncated CC methods is observable already for small systems, e.g., the
dissociation of the Be2H2 molecule, see Figure 2.2.

There are two errors or missing parts of electron correlation (relative to FCI) that are historically
classified, dynamic correlation and static correlation. Static correlation is important for systems, where
more than a single reference configuration is necessary to correctly the describe the electronic structure
of the system, often due to the presence of (near-)degeneracies. Dynamic correlation is always relevant,
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2.1 Electronic Structure Theory

Figure 2.2: Dissociation curve for the Be2H2 molecule into BeH fragments for RHF, CISD, CCSD, CISDT,
CCSDT, and FCI methods in the 6-31G basis set, Be-Be distances plotted from roughly 1.0-9.0Å, values in
kcal/mol.

even in systems, where a single reference configuration is perfectly adequate. In the dissociation
curve of Be2H2, near the equilibrium distance, a single reference configuration sufficient, while at
large distances two reference configurations become equally relevant for the correct description of the
system. Relative to FCI, both CISD and CISDT recover less dynamic correlation energy near the
equilibrium distance (ΔE(CISDT-CCSDT) = 1.4 kcal/mol) than even CCSD, while at large distances
static correlation contributions are consistently better incorporated by both CCSD and CCSDT. The
static correlation error is visualized as the difference between CISD and FCI, although the error in the
RHF curve at large distances is also due to missing static correlation (but is out of bounds of Figure 2.2).

CCSDT gives excellent accuracy for a large variety of systems, but becomes prohibitively expensive
for chemically relevant system sizes (i.e., more than 20 atoms) due to CCSDT’s steep scaling (O(𝑁8))
and iterative nature. As an approximation to CCSDT, CCSD(T) was developed which approximates
the costly triple excitations noniteratively by perturbation theory (vide infra). CCSD(T) reaches
quantitative agreement (error <1 kcal/mol) with experiment for a majority of systews, establishing
itself as the gold-standard single-reference method of quantum chemistry.
Over the years many theories have been developed to further improve the scaling behavior, i.e.,
local-correlation methods such as the domain-based local pair natural orbital approximation (DLPNO-
CCSD(T)), while explicitly correlated coupled cluster F12 theories have been invented to tackle the
poor basis set convergence of conventional CCSD(T) approaches. The large improvements to speed
via local correlation and explicit correlation made CCSD(T) the method of choice for high-level
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quantum chemistry.

2.1.4.3 Møller-Plesset Perturbation Theory

Another successful post-Hartree-Fock ab initio correlated method is Møller-Plesset perturbation
theory (MPPT). The starting point of MPPT is the zeroth-order wavefunction in Hartree-Fock theory,
consequently making the zeroth-order Hamiltonian (𝐻̂0, see eq. 2.18) the unperturbed Hamiltonian
(𝐻̂ (0) ). The zeroth-order problem can be written as

𝐻̂
(0)

Φ
(0)

= 𝐸
(0)

Φ
(0) (2.34)

with the corresponding unperturbed Hamiltonian

𝐻̂
(0)

=
∑︁
𝑖

𝑓𝑖 =
∑︁
𝑖

ℎ̂𝑖 +
∑︁
𝑖, 𝑗

(𝐽𝑖 𝑗 − 𝐾̂𝑖 𝑗) (2.35)

and the eigenvalue

𝐸
(0)

=

𝑜𝑐𝑐∑︁
𝑖

𝜀𝑖 (2.36)

with the orbital energies 𝜀𝑖 of occupied orbital ("𝑜𝑐𝑐" represents the number of occupied orbitals) 𝜙𝑖 in
HF, since Φ(0)

= Φ𝐻𝐹 . The idea of MPPT is to represent the exact Born-Oppenheimer Hamiltonian
𝐻̂ as the sum of the unperturbed (zeroth-order) Hamiltonian and a perturbation operator 𝑉̂

𝐻̂ = 𝐻̂
(0) + 𝑉̂ +𝑉NN (2.37)

with 𝑉̂ being defined as the difference between the exact electron-electron interaction and the
Hartree-Fock potential

𝑉̂ = 𝐻̂ − 𝐻̂ (0) −𝑉NN

=

𝑁∑︁
𝑖=1

ℎ̂𝑖 +
𝑁∑︁
𝑖=1

𝑁∑︁
𝑗>𝑖

𝑔̂𝑖 𝑗 −
∑︁
𝑖

𝑓𝑖

=

𝑁∑︁
𝑖=1

𝑁∑︁
𝑗>𝑖

𝑔̂𝑖 𝑗 −
𝑁∑︁
𝑖=1

𝑣̂
𝐻𝐹
𝑖 .

(2.38)

The nth-order correction energy 𝐸 (𝑛) to the zeroth-order energy is obtained from the equation

𝐸
(𝑛)

= ⟨Φ(0) |𝑉̂ |Φ(𝑛−1)⟩, 𝑛 > 0 (2.39)
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giving rise to a series of successive energy corrections, reaching the exact energy of a system with
𝑛→ ∞

𝐸𝑒𝑥𝑎𝑐𝑡 = 𝐸
(0) + 𝐸 (1) + 𝐸 (2) + 𝐸 (3) + . . . (2.40)

Truncating the expansion after the nth-order energy correction gives MPPT of nth order (MPn), with
two noteworthy methods being MP1, as the equivalent to the HF energy expression

𝐸MP1 = 𝐸HF = 𝐸
(0) + 𝐸 (1)

=

𝑜𝑐𝑐∑︁
𝑖

𝜀𝑖 +
1
2

𝑜𝑐𝑐∑︁
𝑖, 𝑗

⟨𝑖 𝑗 | |𝑖 𝑗⟩ +𝑉NN (2.41)

and MP2 as one of the most efficient expressions for (approximately) calculating the correlation energy
of a system, where ⟨𝑖 𝑗 | |𝑖 𝑗⟩ follows the relation

⟨𝑟𝑠 | |𝑡𝑢⟩ = ⟨𝜙𝑟 (1)𝜙𝑠 (2) |𝑔12 |𝜙𝑡 (1)𝜙𝑢 (2)⟩ − ⟨𝜙𝑟 (1)𝜙𝑠 (2) |𝑔12 |𝜙𝑢 (1)𝜙𝑡 (2)⟩. (2.42)

The MP2 energy expression is given as

𝐸MP2 = 𝐸
(0) + 𝐸 (1) + 𝐸 (2)

= 𝐸HF +
1
4

𝑜𝑐𝑐∑︁
𝑖, 𝑗

𝑣𝑖𝑟𝑡∑︁
𝑎,𝑏

⟨𝑖 𝑗 | |𝑎𝑏⟩⟨𝑎𝑏 | |𝑖 𝑗⟩
𝜀𝑖 + 𝜀 𝑗 − 𝜀𝑎 − 𝜀𝑏

(2.43)

where indices 𝑎, 𝑏 denote virtual (unoccupied) orbitals and "𝑣𝑖𝑟𝑡" is the number of virtual orbitals.
Investigations on the convergence of the series of MPn methods reveal it to become erratic or even
divergent with growing m. Higher-order Møller-Plesset perturbation theory (n > 2) has little use
cases, since more correlated wavefunction methods (CI/CC) exist at the same computational cost.
A lot of effort went into improving upon MP2, i.e., spin-component scaling (improved molecular
properties, energies, frequencies, etc.),99 orbital optimization (improved description of open-shell
species),100,101 explicit correlation (accelerating basis set convergence),102 and local correlation
(improving scaling).103 The most important application of MP2 is as part of so-called double-hybrid
density functionals, a theory that combines density functional theory and MP2 (vide infra), resulting
in a whole family of methods that are amongst the most cost-efficient today.

2.1.5 Density Functional Theory

,

Previously explored methods can be summarized under the umbrella term of wavefunction theory
(WFT), that is, theories, where the main object of interest is the many-electron wavefunction. A
different approach comes in the form of density functional theory (DFT), in which the main object of
interest is the electron density. The foundations of DFT were formulated by Hohenberg and Kohn75,76

in the form of two theorems called Hohenberg-Kohn theorems which state that: firstly, there exists a
unique external potential which can be inferred by the ground-state electron density and vice versa,
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meaning all ground-state properties of a system can be calculated from the electron density alone.
Secondly, there exists an energy functional and minimizing the energy of this functional (by varying
the ground-state electron density) will give the exact ground-state energy of a system. As of today, this
exact universal energy functional of DFT is not known, but many (hundreds) of different functional
forms have been proposed in the literature. Working in the Born-Oppenheimer approximation, the
general energy functional (𝐹 [𝜌(r)]) in DFT can be written as

𝐹 [𝜌(r)] = 𝑇 [𝜌(r)] +𝑉𝑒𝑁 [𝜌(r)] +𝑉𝑒𝑒 [𝜌(r)] + 𝐸𝑥𝑐 [𝜌(r)] (2.44)

with

𝐸𝑥𝑐 [𝜌(r)] = 𝐸𝑥 [𝜌(r)] + 𝐸𝑐 [𝜌(r)] (2.45)

where 𝑇 gives the kinetic energy of the electrons, 𝑉𝑒𝑁 the electron-nuclear attraction, 𝑉𝑒𝑒 the
electron-electron repulsion and 𝐸𝑥𝑐 the exchange-correlation term, and all terms are functionals of the
electron density 𝜌(r). For clarity, the coordinate dependence of the electron density is dropped for the
functional terms, and it is always implied. The rather classical contributions in the density functional,
are 𝑉𝑒𝑁 [𝜌] and 𝑉𝑒𝑒 [𝜌], given by

𝑉𝑒𝑁 [𝜌] =
𝐾∑︁
𝐴=1

∫
𝑍𝐴𝜌(r)
|R𝐴 − r| 𝑑r (2.46)

and

𝑉𝑒𝑒 [𝜌] =
1
2

∫
𝜌(r1)𝜌(r2)
|r1 − r2 |

𝑑r1𝑑r2 (2.47)

where 𝑍𝐴 is the nuclear charge of atom 𝐴, R the coordinate vector of an atom and r the coordinate
vector of an electron. The term 𝑉𝑒𝑒 [𝜌] is nonzero for a one electron (1e) system and must be
compensated by the exchange part 𝐸𝑥 of 𝐸𝑥𝑐, such that 𝑉𝑒𝑒 [1𝑒] − 𝐸𝑥 [1𝑒] = 0. As the exact energy
functional for 𝐸𝑥𝑐 is not known, the difference 𝑉𝑒𝑒 [1𝑒] − 𝐸𝑥 [1𝑒] is generally nonzero resulting in
significant SIE in DFT, which becomes also apparent in many-electron systems (e.g., dissociation of
charged systems). Another problematic part of DFT is the kinetic energy functional, which has to be
approximated very accurately since the kinetic energy is one of the largest contributions to the total
energy of the system. The Thomas-Fermi model104 was one of the functional approximations for the
kinetic energy (derived from the uniform electron gas (UEG)), and is given by

𝑇
UEG [𝜌] = 3ℎ2

40𝑚𝑒

(
3
𝜋

)2/3 ∫
𝜌(r)5/3

𝑑r (2.48)

with ℎ being Planck’s constant and 𝑚𝑒 the mass of an electron. Early calculations showed a poor
performance for the kinetic energy of electrons using this functional (and a UEG-derived version of
the exchange functional), as molecules were found to be unbound under this approximation. The
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introduction of gradient corrections and nonlocality could improve only slightly, but even the best
of approximations could only be applied to describe uniform systems such as periodic metals and
alloys and failed to properly describe chemical bonds in molecules.105 The poor performance of, what
is today known as orbital-free DFT, for the kinetic energy led to the development of Kohn-Sham
DFT, where the concept of the wavefunction in the form of a Slater determinant of orbitals were
reintroduced into DFT framework.

2.1.5.1 Kohn-Sham Density Functional Theory

In the Kohn-Sham DFT scheme, the kinetic energy of the interacting system (𝑇 [𝜌]) is replaced by the
kinetic energy of a fictitious noninteracting auxiliary system (𝑇KS), while the (exact) electron density
is the same for both the noninteracting and interacting case. The kinetic energy of the electrons in the
fictitious systems is

𝑇KS = −1
2

𝑁∑︁
𝑖=1

⟨𝜙𝑖 |∇
2
𝑖 |𝜙𝑖⟩ (2.49)

with orthonormal spin-orbitals 𝜙𝑖 and the electron density then given as

𝜌(r) =
𝑜𝑐𝑐∑︁
𝑖=1

|𝜙𝑖 (r) |
2
. (2.50)

Inserting 𝑇KS into the energy functional (𝐹 [𝜌]) gives

𝐹 [𝜌] = 𝑇KS +𝑉𝑒𝑁 [𝜌] +𝑉𝑒𝑒 [𝜌] + 𝐸𝑥𝑐 [𝜌] (2.51)

with the remaining term 𝑇𝑐 = 𝑇 [𝜌] − 𝑇KS being absorbed into the exchange-correlation functional.
𝐸𝑥𝑐 [𝜌], therefore, contains all nonclassical contributions to 𝑉𝑒𝑒 and 𝑇KS. Taking the derivative of
each functional with respect to the electron density 𝜌, we get the Kohn-Sham potential 𝑣KS given
as

𝑣KS(r) = 𝑣𝑒𝑁 (r)︸  ︷︷  ︸
𝛿𝑉𝑒𝑁 [𝜌]/𝛿𝜌

+ 𝑣𝑒𝑒 (r)︸ ︷︷ ︸
𝛿𝑉𝑒𝑒 [𝜌]/𝛿𝜌

+ 𝑣𝑥𝑐 (r)︸ ︷︷ ︸
𝛿𝐸𝑥𝑐 [𝜌]/𝛿𝜌

(2.52)

with the classical potential 𝑣𝑒𝑁 (r) of the nuclei and Coulomb potential 𝑣𝑒𝑒 (r), and the nonclassical
exchange-correlation potential 𝑣𝑥𝑐 (r). The working equations for KS-DFT are then given by(

−1
2
∇2 + 𝑣KS(r)

)
︸                 ︷︷                 ︸

ℎ̂KS

𝜙𝑖 = 𝜀𝑖𝜙𝑖 (2.53)
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with the Kohn-Sham Hamiltonian operator ℎ̂KS, the Kohn-Sham orbitals 𝜙𝑖 and their corresponding
orbital energies 𝜀𝑖 . From this result, it can be concluded that, firstly, the motion of interacting electrons
can be described exactly by a system of independent particles and, secondly, the nonclassical electron-
electron interactions can be described by the local Kohn-Sham potential 𝑣KS(r). The only missing part
is the explicit form of the exchange-correlation functional 𝐸𝑥𝑐 [𝜌]. Exchange-correlation functionals
are to this day a very active research area, with already hundreds of different exchange-correlation
functionals published, some for particular properties and some intended as general-purpose functionals.
In the following, the most successful and popular forms of exchange-correlation functionals and DFAs
in general are discussed. The hierarchy of increasingly accurate DFAs in KS-DFT is called Jacob’s
ladder (see Figure 2.3), starting with local density approximation functionals.

Figure 2.3: Jacob’s ladder of density functional theory, with each rung (1𝑠𝑡 to 5𝑡ℎ) accuracy increases and
simplicity decreases.

2.1.5.2 Local (Spin-)Density Approximation (LDA/LSDA)

In the local density approximation (LDA), the exchange-correlation functional is local in the sense
that its potential (functional derivative w.r.t. to the density) at some point in space only depends on
the electron density at that point. Density functionals are usually constructed in the spin-polarized
DFT formalism, where the exchange-correlation functional is dependent on the spin-densities 𝜌𝛼 and
𝜌𝛽 of the up-spin and down-spin electrons of the system, such that 𝜌(r) = 𝜌𝛼 (r) + 𝜌𝛽 (r), to treat
materials and molecules with unpaired electrons correctly. In this case, LDA is more aptly known as
the local spin-density approximation (LSDA/LSD), in which the main assumption is

𝐸
LSDA
𝑥𝑐 [𝜌𝛼, 𝜌𝛽] =

∫
𝜌(r) 𝜀𝑥𝑐 (𝜌𝛼 (r), 𝜌𝛽 (r)) 𝑑r (2.54)
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with the exchange-correlation energy 𝜀𝑥𝑐 per electron in the UEG. The LSDA exchange functional
takes the form

𝐸
LSDA
𝑥 [𝜌𝛼, 𝜌𝛽] = −3

2

(
3

4𝜋

)1/3 ∫ (
𝜌

4/3
𝛼 (r) + 𝜌4/3

𝛽
(r)

)
𝑑r (2.55)

and is derived for the UEG. LSDA and the spin-unpolarized form, LDA, are equal for closed-shell
systems (diamagnetic materials). Unfortunately, there does not exist a simple exact analytic form for the
LSDA correlation functional, just different parameterizations fitted to accurate Quantum Monte Carlo
data.105 Many parametrizations for the LSDA correlation functional have been made, one successful
and popular being by Vosko, Wilk and Nusair (VWN).106 The resulting exchange-correlation functional
is close to exact for the UEG system and gives reasonable results for simple metals (periodic mostly
homogeneous systems), but is less accurate for properties of inhomogeneous systems, i.e., molecules.
Overall, LSDA presents already a significant improvement over HF, especially for periodic systems
and the condensed phase107 but also for molecular energies, properties107 and geometries.105

2.1.5.3 Generalized Gradient Approximation (GGA)

To overcome the shortcomings of the LSDA, a correction was devised to incorporate not only
information of the local density at a point but also of the gradient of the density. Functionals dependent
on the gradient of the density (∇𝜌) follow the generalized gradient approximation (GGA), with the
generic form

𝐸
GGA
𝑥𝑐 [𝜌𝛼, 𝜌𝛽] =

∫
𝜌(r) 𝑓

(
𝜌𝛼 (r), 𝜌𝛽 (r),∇𝜌𝛼 (r),∇𝜌𝛽 (r)

)
𝑑r. (2.56)

Contrary to WFT, where the inclusion of more determinants into the wavefunction systematically
improves the method, there does not exist a similar straightforward way to find or improve upon the
form of 𝑓 . Density functional approximation (DFA) development can be considered more of an artform
than a craft. The two major ways (not mutually exclusive) to find DFA’s, either via fitting against
theoretical/experimental data or parameterizing the functional to fulfill the known physical bounds and
conditions of the exact exchange-correlation functional. In the search for the exact denstiy functional
a lot of different forms for 𝑓 have been proposed, with a notable one being the PBE functional,108 by
Perdew, Burke and Ernzerhof in which all parameters (except in the LSDA expression) are derived
from physical constants. Including more ingredients in the exchange-correlation functional, such as,
the Laplacian of the up-spin (𝛼) and down-spin (𝛽) spin-densities ∇2

𝜌𝛼 (r) and ∇2
𝜌𝛽 (r) and/or the

kinetic energy densities 𝜏𝛼 (r) and 𝜏𝛽 (r), with

𝜏𝜎 (r) =
1
2

𝑜𝑐𝑐∑︁
𝑖

|∇𝜙𝑖𝜎 |
2

𝑎𝑛𝑑 𝜎 = 𝛼, 𝛽 (2.57)

leads to so called meta-GGA (mGGA) functionals. Both GGA’s and meta-GGA’s are a significant step
up in terms of accuracy compared to the LDA functionals; a more in-depth comparison is given in
Chapter 2.1.5.8.
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2.1.5.4 Global Hybrid (GH) Density Functionals

Global hybrid (GH) functionals are a combination of Hartree-Fock theory and Kohn-Sham DFT,
where a part of the local exchange energy in the exchange-correlation functional (𝐸𝐷𝐹𝑇𝑥 ) is replaced in
part by nonlocal Fock exchange energy (𝐸𝐻𝐹𝑥 ). This mixing of theories is theoretically justified under
the adiabatic connection formula, ensuring a smooth and continuous potential irrespective of mixing
parameter (in the limits 0 and 1).109–112 When this mixing of local functional exchange and nonlocal
Fock exchange is constant for any electron-electron distance, such functional is called a global hybrid
functional. Global hybrid density functionals (𝐸ℎ𝑦𝑏𝑟𝑖𝑑𝑥𝑐 ) in the simple one-parameter variant have the
generic form

𝐸
hybrid
𝑥𝑐 = (1 − 𝑎)𝐸DFT

𝑥 + 𝑎𝐸HF
𝑥 + 𝐸DFT

𝑐 (2.58)

where 𝑎 denotes the amount of Fock exchange mixed into the original density functional. Virtually
any combination of LDA, GGA or meta-GGA with Fock exchange and also mixing between different
exchange-correlation functionals is possible, leading to a vast ocean of combinations and also highly
parametrized density functionals. From a (mostly) nonempirical perspective the PBE functional with
25% Fock exchange (𝑎 = 0.25),113 a fraction based on a theoretical argument, gives a nearly optimal
mixing, improving energies and properties across a large range of different chemical systems. In
particular, the inclusion of Fock exchange into the density functional partially reduces, depending
on the fraction of Fock exchange, the SIE of approximate functionals. HF theory is by construction
SIE-free as the error in the Coulomb energy contribution, due to electron self interaction, is completely
screened by the (100%) exchange part in the energy expression. Hybrid functionals perform for
atomization energies, thermochemistry, ionization potentials, electron affinities, barrier heights,
and geometries, on average better than their pure GGA/meta-GGA counterpart.105,114 The frontier
orbital energies of molecules, particular the HOMO energies, get partially corrected with increasing
amount of Fock exchange; functionals of approx. 50% give the best agreement with experimental
measurements.115 However, since global hybrids use global mixing of Fock exchange, with admixtures
less than 100%, they cannot completely eliminate SIE. This becomes particular apparent in charged
species and separation of charged species, i.e., the dissociation curves of positively charged nobel
gas dimers, for which global hybrids (and even more so LDA’s/GGA’s) produce huge errors.116,117

Another problem of global hybrids is that the optimal amount (for best results of a particular property
or relative energy) of global Fock exchange admixture is system-dependent. For example, transition
metal complexes are best described with Fock exchange amounts of roughly 10-15% due to the large
stabilization of high-spin states by Fock exchange, while reaction barrier heights are usually most
accurate with larger amounts for Fock exchange 40-50%. This makes the search for a universally
accurate hybrid functional, which uses linear mixing between Fock exchange and DF exchange, very
challenging.

2.1.5.5 Range-Separated Hybrid (RSH) Functionals

Range-separated hybrid (RSH) functionals are the successor of global hybrid functionals and able to
fix their shortcomings associated with linear mixing of Fock exchange and DF exchange. In RSH
functionals, the amount of Fock exchange in the functional is dependent on the inter-electronic distance,
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rather than being defined globally. To achieve this, the two-electron operator is split into a short-range
(SR) and long-range (LR) part, according to

1
𝑟12

=
1 −

[
𝑏 + 𝑐 · erf(𝜔𝑟12)

]
𝑟12︸                        ︷︷                        ︸
𝑆𝑅

+ 𝑏 + 𝑐 · erf(𝜔𝑟12)
𝑟12︸                ︷︷                ︸
𝐿𝑅

(2.59)

which is the generalized form for RSH functionals proposed by Handy and coworkers118 and based on
the original ideas of Hirao,119 Savin,120,121 and Gill.122

𝜔 is the range-separation parameter and adjusts
the switching between SR and LR part, while the parameters 𝑏 and 𝑐 control the amount of fixed
(independent of 𝑟12) Fock exchange and fixed DFT exchange, respectively. In this generalized form any
type of hybrid is accessible: global hybrids for 𝑐 = 0 with the amount of Fock exchange 𝑏, long-range
corrected hybrids for 𝑏 + 𝑐 = 1.0 and Coulomb-attenuated (CAM) functionals for 𝑏 + 𝑐 ≠ 1.

Figure 2.4: Comparison of exchange mixing of Fock exchange HFX (yellow) and DFT exchange DFTX (blue) (in
dependence of the interelectronic distance 𝑟12) in the energy functional for a) global hybrids, i.e. PBE0,113,123

b) long-range corrected hybrids, i.e. LRC-𝜔PBE,124 and c) Coulomb-attenuated hybrids, i.e. CAM-B3LYP.118

From the perspective of molecular chemistry, one major problem in global hybrids is choosing
a reasonable tradeoff between semilocal DF exchange, which contains static correlation and is
therefore important for an accurate short-range description, and Fock exchange, which is essential
for eliminating the self-interaction error and getting the correct 1/𝑟-asymptotics of the exchange-
correlation potential.125 Via the more flexible design of RSH functionals you can get the best of both
worlds: a good description of the short-range region, ideally dominated by semilocal exchange and a
good description of the long-range region, ideally dominated by Fock exchange. RSH functionals
generally significantly improved electronic properties, such as fundamental gaps, HOMO-LUMO
gaps, 4s-3d interconfigurational energies, polarizabilities, reaction barriers and thermochemistry, and
also improved Rydberg and charge-transfer excitation energies (more on excited states in Chapter
2.2.1).114,119,125,126 Currently, one of the most cost-effective functionals for general main-group
thermochemistry, kinetics and noncovalent interactions, is 𝜔B97M-V,127 a long-range corrected hybrid
functional.
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2.1.5.6 Optimal Tuning of the Range-Separation Parameter

In the description of the RSH functionals little detail was given on how to determine a reasonable value
for the range-separation parameter 𝜔, which sets the characteristic length scale for the mixing of the
short-range to the long-range part. Indeed, for most RSH functionals the 𝜔 value is fitted empirically
to best reproduce some property or energy of a specific benchmark set. Although, fixed 𝜔 values can
be already a significant improvement over GH functionals, a similary problem to GH functionals
still exists that some properties/energies are best reproduced with different values for 𝜔. A way
around this issue is to define an optimal molecules-specific 𝜔 value which should ideally be calculable
from ab initio theories alone. The determination of the optimal 𝜔 value for a specific molecule is
called optimal tuning126,128,129 and is based around Koopmans theorem, which connects the frontier
molecular orbitals energy of the HOMO (𝜀(HOMO)) with the molecular ionization potential (IP))
by

𝜀(HOMO) = −IP ⇔ 𝜀(HOMO) + IP = 0. (2.60)

Figure 2.5: Parameters of the optimal tuning procedure of benzene for the 𝜔B97 long-range corrected functional
using the def2-SVP basis set, in the 𝜔 value range (0.05-0.45 𝑎−1

0 ). The subscripts 𝑁 and 𝑁 + 1 refer to the
neutral species and the anionic species (with one added electron) of benzene. 𝑎−1

0 is the Bohr radius.

Considering not only the neutral molecule species (with 𝑁 electrons) but also the anionic species
(with 𝑁 + 1), it is possible to tune both the HOMO and indirectly the LUMO energy (by tuning the
HOMO of the anionic species) to fulfill Koopmans theorem. In practice, one defines a 𝜔-dependent
function 𝐽2(𝜔) that becomes minimal for the optimal 𝜔 value:130

𝐽
2(𝜔) =

[
𝜀𝑁 (HOMO) + IP𝑁

]2 +
[
𝜀𝑁+1(HOMO) + IP𝑁+1

]2 (2.61)

As an example, Figure 2.5 shows the optimal tuning procedure for the long-range corrected 𝜔B97
functional with benzene as the sample system. In this example, the optimal 𝜔 value for the 𝜔B97 is
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estimated to be around 0.30 𝑎−1
0 (vertical line).

2.1.5.7 Double Hybrid Functionals

Double hybrid density functionals (DHDF) have been introduced in 2006 by Grimme,131 and not only
replace a part of semilocal exchange with Fock exchange but also replace semilocal correlation with
correlation energy based on (in most cases) second-order perturbation theory (MP2). The expression
for a (global) double hybrid functional mixing in, a part of correlation energy from Møller-Plesset
perturbation theory can be written as

𝐸
double hybrid
𝑥𝑐 = (1 − 𝑎)𝐸DFT

𝑥 + 𝑎𝐸HF
𝑥 + (1 − 𝑑)𝐸DFT

𝑐 + 𝑑𝐸MP2
𝑐 . (2.62)

The underlying Fock exchange mixing does not need to be of global hybrid type, but can, of course be
a range-separated hybrid functional. The inclusion of a WFT-based expression for electron correlation
significantly improves the capabilities of double hybrid functionals to accurately describe the electronic
structure of molecules. Double hybrids are the highest rung on Jacob’s ladder and include information
about the virtual orbitals of the system via the (most often) perturbative correlation energy contribution.
Additionally, the use of KS-DFT virtual orbitals instead of HF orbitals makes the correlation energy
term more accurate and robust than the conventional MP2 correlation energy.131 Double hybrids were
also the first functionals to naturally capture long-range correlation effects, i.e., dispersion effects,
which are near-impossible to capture with any LDA, GGA, mGGA, or hybrid functional without the
use of additional corrections (vide infra). SIE in double hybrids is strongly reduced compared to most
hybrids (with around 10-40% Fock exchange), since large amounts of Fock exchange (50-70%) are
generally necessary for best accuracy with DHDF’s. The computational cost of double hybrids is
larger than for standard hybrid density functionals, due to the MP2 correlation term, and a scaling of
O(𝑁5) with system size is observed. The most recent modern double hybrid functionals have become
remarkably accurate, reaching an accuracy between CCSD and CCSD(T), with a significantly reduced
associated computational cost.

2.1.5.8 Practical Aspects of Density Functional Theory

Overall, inspection of the large general main group thermochemistry, kinetics and noncovalent
interaction database, GMTKN55, shows that the proposition of Jacob’s ladder is fulfilled and that the
rung of a density functional roughly corresponds to its robustness and accuracy. LDA provides worst
results making it uncompetitive and basically unusable for any calculations in molecular quantum
chemistry (omitted from Figure 2.6). GGA functionals are a large step up in accuracy compared to
LDA, based on the weighted mean absolute deviations (WTMAD-2), with associated WTMAD’s in
the range of 14 kcal/mol to 8 kcal/mol. The previously mentioned PBE functional (coupled with a
good dispersion correction, see below for more on dispersion) performs reasonably well for a GGA,
with an WTMAD-2 of roughly 8.3 kcal/mol. The next step on Jacob’s ladder, meta-GGA functionals,
improve only little upon GGA functionals with often similar WTMADs. A particular important
mGGA is the strongly constrained and appropriately normed (SCAN) functional and its successor
(regularized SCAN: r2SCAN). The parameters of SCAN are in constrast to most functionals (which
are often empirically fitted), motivated from known physical constraints for DFA, and simultaneously
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Figure 2.6: Weighted mean absolute deviations (WTMAD-2) of representative functionals of each rung of Jacob’s
ladder; rung 1 local density approximation (LDA, no data available), rung 2 generalized gradient approximation
(GGA), rung 3 meta-generalized gradient approximation (mGGA), rung 4 global hybrid functionals (GH), rung
4.5 range-separated hybrids (RSH), rung 5 double hybrid functionals.

SCAN (with disp. correction) performs best of all at the time tested mGGA functionals. Going on to
global hybrid functionals brings a moderate improvement over mGGA’s and GGA’s, with associated
WTMADs roughly in the range of 11 kcal/mol to 5 kcal/mol. The PBE0 functional performs roughly
20-30% better than the PBE functionals through the inclusion of Fock exchange. More elaborate
GH functionals like the Minnesota family of functionals, can reduce the WTMAD as low as 4.5
kcal/mol, but depending on the specific functional can contain dozens of empirical parameters and
specifically fitted on similar large benchmark sets (as the GTMKN55). RSH functionals were split
from global hybrid functionals for convenience and the associated rung 4.5 is for differentiation
only, since no new ingredients are added in RSH functionals compared to GH functionals. The
best-performing RSH functional is 𝜔B97X-V incorporating dispersion corrections via a nonlocal
density-dependent functional which is included in the empirical fit. 𝜔B97X-V is still one of the most
accurate and cost-efficient hybrid functionals, and a great choice as a general purpose functional. The
overall best-performing functionals are double hybrids with the best WTMADs, roughly between 4
kcal/mol and 3 kcal/mol, with recently developed double hybrid functionals giving errors as low as
2.2 kcal/mol.132

Another important consideration of DFT calculations is the size of the basis set. Generally, DFT
methods converge faster than WFT methods to the complete basis set (CBS) limit, meaning the BSIE
is reduced with fewer basis functions and lower angular momentum basis functions compared the WFT.
DHDFs, due to the MP2 correlation part, converge the slowest, most often somewhere inbetween MP2
and hybrid functionals. Additionally, in the calculation of noncovalent interactions (intermolecular
and intramolecular, e.g., conformer energies), the presence of basis set superposition error (BSSE)
should be kept in mind. BSSE originates from the incompleteness of the basis set, but manifest in the
form of artificial energy lowering, due one atom borrowing the basis functions of other close atoms
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of another molecule (intermolecular BSSE) or a different part of the same molecule (intramolecular
BSSE)) to better represent its own electronic structure. This artifically lowers the total energy of the
interacting system (i.e., noncovalently bound complexes or folded chain-like molecules), in relation to
the noninteracting system (i.e., the fragments of the complex or the unfolded chain-like molecule). As
a general rule, the results of density functional calculations should only be trusted with a basis set of
at least triple-𝜁 quality, except for properties or energies where basis set convergence studies show that
lower quality basis sets suffice.

A family of DFT composite methods which tackle the multiple shortcomings of the DFT, is the family
of 3c-methods introduced by Grimme and coworkers.133–137 In general benchmarking, calculations
employ large basis sets to eliminate BSIE, to best represent a functionals performance and eliminate
any biases and errors other than from the functional itself. These large basis set increase the cost of
the DFT calculations significantly, such that, for very large systems (hundreds of atoms) even DFT
becomes to costly. For very large systems and for very fast and accurate calculations, the family of
3c-methods were developed. Each 3c-method is designed a little differently, but generally they feature
DFT-D dispersion corrections, a way to minimize the BSSE, often via the geometrical counterpoise
correction (gCP), and come with an tailored basis set for the underlying functional. 3c-methods are
as accurate or more accurate compared to calculations from the parent functional in a quadruple-𝜁
basis, at a fraction of the cost. Therefore, they are particularly suitable as general purpose methods for
accurate and efficient DFT calculations.

2.1.5.9 Dispersion Corrections in DFT

One shortcoming of semilocal density functionals and also hybrid functionals is the inability to properly
describe London dispersion interactions. London dispersion (in the following shortened to dispersion)
is fundamentally of quantum-mechanical origin, stemming from long-range electron correlation
effects.138 For a model system with two fragments A and B, it arises from the interaction of two
simultaneous virtual single particle-hole excitations local to A and B, respectively.139 The transition
densities associated with these virtual excitations induce dipole moments on the respective other
fragment, though these processes happen instantaneous without the formation of any real measurable
dipole moment. The interaction strength of two solely through dispersion effects bound atoms is
relatively small in comparison to the strength of a chemical bonds (100-1000 times less) or even other
noncovalent interactions such as hydrogen bonding (roughly 10x less). However, dispersion effects
are present in all systems without exception and since the interaction strength roughly scales with the
surface area and polarizability of two interacting molecules or fragments, dispersion interactions can
outgrow the strength of other noncovalent interaction and become the dominant factor for bonding.
Correctly capturing the effects of dispersion in DFT is important for the thermochemistry of both
intermolecular interacting molecules (i.e., especially for liquids, molecular crystals and noncovalent
complexes) and intramolecular interacting fragments (i.e., proteins and thermochemistry of molecules
with bulky functional groups/ligands). Several methods exist to correct for the effect of dispersion
in DFT, with the most popular two being, the family of DFT-D dispersion corrections140–143 based
on atomic dispersion coefficients and the family of nonlocal density-dependent functionals like the
VV10.144–146 The examination of 217 density functionals in the large GMTKN55114 benchmark study
showed clearly that the inclusion of dispersion corrections (irrespective of the type of correction,
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DFT-D3 or VV10-type) improves calculated energies across the board (see examples in Figure 2.6).
Even DHDF that naturally include long-range correlation (dispersion energy) via MP2 can benefit
greatly from using dispersion corrections.114,147 It is therefore always recommended to include some
kind of dispersion correction in DFT calculations.

2.2 Electronically Excited States

2.2.1 Time-Dependent Density Functional Theory

The most popular and successful theory for computing the excitated states of molecules and solids
is linear-response time-dependent density functional theory (LR-TD-DFT),84,148 in the following
used synonymous with TD-DFT. The central object of TD-DFT is the time-dependent one-electron
density 𝜌(r, 𝑡), usually in the framework of KS-DFT. As is the case for time-independent DFT,
the exact KS potential is unknown, and the first Runge-Gross theorem149 (analogous to the first
Hohenberg-Kohn theorem) states that there is a one-to-one mapping of the time-dependent potential
and the time-dependent electron density of a system. And analogous to the variational principle
in ground-state DFT, the exact time-dependent density makes the quantum-mechanical action 𝐴

stationary

𝛿𝐴

𝛿𝜌(r, 𝑡) = 0 (2.63)

with

𝐴 =

∫ 𝑡1

𝑡0

⟨Ψ(𝑡) |𝑖 𝜕
𝜕𝑡

− 𝐻̂ (𝑡) |Ψ(𝑡)⟩𝑑𝑡. (2.64)

Additionally, the KS equations for the time-dependent case can be derived in the same manner as
the ground-state case, in assuming the existence of a, now, time-dependent potential 𝑣𝐾𝑆 (r, 𝑡) for
noninteracting particles which yields the exact same density as for the interacting particles, such
that

𝜌(r, 𝑡) =
𝑜𝑐𝑐∑︁
𝑖=1

|𝜙𝑖 (r, 𝑡) |
2
. (2.65)

Minimizing the action under condition (2.65) leads to the time-dependent Kohn-Sham (TDKS)
equations (

−1
2
∇2 + 𝑣𝐾𝑆 (r, 𝑡)

)
𝜙𝑖 (r, 𝑡) = 𝑖

𝜕

𝜕𝑡
𝜙𝑖 (r, 𝑡) (2.66)

with
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𝑣𝐾𝑆 (r, 𝑡) = 𝑣(r, 𝑡) +
∫

𝜌(r2, 𝑡)
|r1 − r2 |

𝑑r2 + 𝑣𝑥𝑐 (r, 𝑡) (2.67)

and

𝑣𝑥𝑐 (r, 𝑡) =
𝛿𝐴𝑥𝑐 [𝜌]
𝛿𝜌(r, 𝑡) (2.68)

where 𝐴𝑥𝑐 [𝜌] is the exchange-correlation action functional (analogous to the exchange-correlation
functional 𝐸𝑥𝑐 [𝜌] in ground-state DFT). If the external potential varies slowly in time, 𝐴𝑥𝑐 [𝜌] reduces
to

∫ 𝑡1
𝑡0
𝐸𝑥𝑐 [𝜌𝑡 ]𝑑𝑡, which is called the adiabatic approximation. In the adiabatic approximation, the

time-independent exchange-correlation functional can be simply applied in the TDKS equations and
gives the time-dependent KS potential as

𝑣𝑥𝑐 [𝜌] (r, 𝑡) =
𝛿𝐴𝑥𝑐 [𝜌]
𝛿𝜌(r, 𝑡) ≈

𝛿𝐸𝑥𝑐 [𝜌𝑡 ]
𝛿𝜌𝑡 (r)

= 𝑣𝑥𝑐 [𝜌𝑡 ] (r). (2.69)

Truly solving the TDKS equations in time, however, leads to a theory called real-time TD-DFT
(RT-TD-DFT).150 RT-TD-DFT is necessary in cases where the external perturbation is strong (strong
laser fields, multi-harmonic generation, etc.), but is computationally demanding.

2.2.1.1 Linear-Response Formalism

A workaround to the real-time evolution of the TDKS equations was presented by Casida, where
the excitation energies and oscillator strengths are extracted from pole structure of the dynamic
polarizability of a system. The change in density (𝛿𝜌) as a response to a change in the external
potential (𝛿𝑣𝐾𝑆), can be related by

𝛿𝜌𝑖 (r, 𝜔) =
∑︁
𝑗

∫
𝜒
𝐾𝑆
𝑖 𝑗 (r1, r2, 𝜔)𝛿𝑣

𝐾𝑆
𝑗 (r2, 𝜔) 𝑑r2 (2.70)

for the KS system, with 𝜒𝐾𝑆 being the linear density-density response function. 𝜒𝐾𝑆 can be expressed
in terms of unperturbed stationary ground-state Kohn-Sham orbitals (𝜑) as

𝜒
𝐾𝑆
𝑖 𝑗 (r1, r2, 𝜔) = lim

𝜂→0

∞∑︁
𝑘𝑙

(𝑛𝑙𝑖 − 𝑛𝑘𝑖)
𝜑𝑘𝑖 (r1)𝜑

∗
𝑘𝑖 (r2)𝜑𝑙𝑖 (r2)𝜑

∗
𝑙𝑖 (r1)

𝜔 − (𝜀𝑘𝑖 − 𝜀𝑙𝑖) + i𝜂
(2.71)

with the Kohn-Sham eigenvalues 𝜀𝑘𝑖 , with the occupation number of the 𝑘th orbital 𝑛𝑘 and the positive
infinitesimal 𝜂. Through the exchange-correlation kernel 𝑓𝑥𝑐,

𝑓𝑥𝑐 (r1, r2, 𝜔) =
𝛿𝑣𝑥𝑐 (r1, 𝜔)
𝛿𝜌(r2, 𝜔)

=
𝛿

2
𝐸𝑥𝑐 (𝜔)

𝛿𝜌(r1, 𝜔)𝛿𝜌(r2, 𝜔)
(2.72)
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the exact response function 𝜒 can be related to the response function of the KS system via the
Dyson-type equation

(1̂ − 𝜒𝐾𝑆 (𝜔)
[

1
|r1 − r2 |

+ 𝑓𝑥𝑐 (𝜔)
]
𝜒(𝜔) = 𝜒

𝐾𝑆 (𝜔). (2.73)

For an infinitesimally weak perturbation, the electronic transitions 𝜔, can then be obtained from the
non-Hermitian eigenvalue equation

(
A B
B* A*

) (
X
Y

)
= 𝜔

(
1 0
0 −1

) (
X
Y

)
(2.74)

also known as the Casida equation, where X and Y are the solution vector to the single particle-hole
(excitations) and single hole-particle (deexcitations) amplitudes

The matrix elements of A and B are given as

𝐴𝑖𝑎, 𝑗𝑏 (𝜔) = 𝛿𝑖 𝑗𝛿𝑎𝑏 (𝜀𝑎 − 𝜀𝑖) + (𝑖𝑎 | 𝑗 𝑏) + (𝑖𝑎 | 𝑓𝑥𝑐 (𝜔) | 𝑗 𝑏)
𝐵𝑖𝑎, 𝑗𝑏 (𝜔) = (𝑖𝑎 |𝑏 𝑗) + (𝑖𝑎 | 𝑓𝑥𝑐 (𝜔) |𝑏 𝑗)

(2.75)

with the two-electron integrals given in Mulliken notation as

(𝑖𝑎 | 𝑓𝑥𝑐 (𝜔) | 𝑗 𝑏) =
∫

𝜑
∗
𝑖 (r1)𝜑𝑎 (r1) 𝑓𝑥𝑐 (r1, r2, 𝜔)𝜑

∗
𝑛 (r2)𝜑 𝑗 (r2) 𝑑r1𝑑r2 (2.76)

and

(𝑖𝑎 | 𝑗 𝑏) =
∫

𝜑
∗
𝑖 (r1)𝜑𝑎 (r1)

1
|r1 − r2 |

𝜑
∗
𝑏 (r2)𝜑 𝑗 (r2) 𝑑r1𝑑r2.𝑤 (2.77)

The Casida equation in this form is applicable for so-called "pure" functionals, which are of LDA,
GGA, or mGGA-type and do not employ an admixture of Fock exchange (𝑐HF, equal to 𝑎 from eq.
2.58) or MP2 correlation energy. Corresponding matrix elements for A and B for global hybrid
functionals are given by

𝐴𝑖𝑎, 𝑗𝑏 (𝜔) = 𝛿𝑖 𝑗𝛿𝑎𝑏 (𝜀𝑎 − 𝜀𝑖) + (𝑖𝑎 | 𝑗 𝑏) − 𝑐HF(𝑖 𝑗 |𝑎𝑏) + (1 − 𝑐HF) (𝑖𝑎 | 𝑓𝑥𝑐 (𝜔) | 𝑗 𝑏)
𝐵𝑖𝑎, 𝑗𝑏 (𝜔) = (𝑖𝑎 |𝑏 𝑗) − 𝑐HF(𝑖𝑏 |𝑎 𝑗) + (1 − 𝑐HF) (𝑖𝑎 | 𝑓𝑥𝑐 (𝜔) |𝑏 𝑗).

(2.78)

The Tamm-Dancoff approximation (TDA) is an approximation to the Casidas equation and completely
neglects the B matrix, leading to the Hermitian eigenvalue problem
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2.2 Electronically Excited States

AX = 𝜔X. (2.79)

Tamm-Dancoff approximated time-dependent density functional theory (TDA-DFT) is usually a very
good approximation to TD-DFT, while cutting down cost by roughly a factor of two.79 TD-DFT
has quickly become the most prominent method for calculating excitation energies and transition
moments for molecules and solids. Hundreds of different flavors of (ground-state) density functionals
are available today, and by virtue of the adiabatic approximation have also been applied in the
context TD-DFT. The accuracy of computed excitation energies in TD-DFT is typically in range of
0.1-0.4 eV, only slighly worse than much more expensive equation-of-motion CCSD. This reasonable
accuracy is reached at a fairly low compuational cost, making the application of TD-DFT to very
large molecules possible and explains the huge success and widespread adoption TD-DFT has received.

The accuracy of TD-DFT calculations is, however, also highly sensitive to the choice of density
functional. The decent accuracy of TD-DFT can be traced back to the orbital energies on which matrix
A depends. In KS-DFT, virtual orbital energies are determined for an N electron system, therefore can
be interpreted as single-particle energies of an excited electron, a virtual particle sees N-1 electrons.
Whereas in HF theory, virtual orbital energies are determined for an N+1 electron system, a virtual
particle sees N electrons. This makes virtual KS orbitals decent approximations for excitation energies.
Variations in excitation energies is therefore particularly high for different hybrid functionals, since
the amount of Fock exchange in the underlying functional has a big influence on orbital energies.
The percent of Fock exchange in TD-DFT calculations becomes the primary determining factor for
a functionals accuracy, while the influence of the underlying LDA/GGA exchange and correlation
functional are of lesser importance. For fitted functionals, i.e. functinals of the Minnesota family, this
does not hold true, since the whole functional form (semilocal exchange, correlation and also Fock
exchange) is fitted to produce the lowest error on variety benchmark data.

In benchmark calculations, global hybrid functionals with roughly 10-25% of Fock exchange perform
best for valence excitation energies in medium-sized organic molecules.151–154 For extended system or
generally for excited states with (long-range) charge-transfer character (i.e., TADF emitters), functionals
with higher amounts of Fock exchange are more accurate due to the wrong asymptotic potential in
pure LDA/GGA and hybrid functionals with small amounts (<10-25%) Fock exchange.155–157 Pure
LDA/GGA functionals in particular show a large underestimation in charge-transfer excited states
and exhibit the wrong 1/r dependence in potential energy curves of long-range CT states.158 This is
known as the charge-transfer failure of TD-DFT and leads to unphysical so-called ghost CT states
in extended systems, if a LDA/GGA/mGGA functional is employed.79,158 Increasing the amount
of Fock exchange in the functional partially corrects this, but cannot entirely eliminates the wrong
1/r dependence. Long-range corrected (LRC) functionals have been successful in improving the
charge-transfer error in TD-DFT, since LRC functionals only feature Fock exchange (correct for CT
states) for large interelectronic distance. Still the accuracy of a RSH functional is in part determined
by the 𝜔 value used for a specific system. Optimal tuning of RSH functionals offers a physically
sound procedure to find the optimal 𝜔 value for a given system and in a study by Jacquemin159 an
optimally-tuned RSH functionals performed best for the calculation of 0-0 transition energies.
Problems with Ryberg excited states are also greatly reduced by RSH functionals, however, associated
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errors are still larger compared to valence and CT excitations.160 One of TD-DFT’s biggest problems
are states with significant double excitation character (and pure double excitations), since the linear-
response formalism includes only singly excited states (excitations and deexcitations, relative to
the electronic ground-state).79,161 States with double excitation character are present in MR-TADF
and INVEST emitters and it is therefore of great importance for research of OLED materials (MR-
TADF/INVEST) to develop quantum-chemical methods which can describe double excitations.

2.2.2 𝚫SCF Methods for Excited States

2.2.2.1 Open-Shell Wavefunctions

In the introduction to Hartree-Fock equations, the underlying wavefunction (Slater determinant) was
introduced with spin orbitals 𝜙𝑖 (𝑘) = 𝜎𝑖𝜓𝑖 (𝑘), where 𝜎𝑖 was the spin part and 𝜓𝑖 (𝑘) the spatial part
of the respective orbital. So far, only restricted closed-shell calculations were discussed, where the
spatial part for a given MO is the same for the 𝛼 (up-spin) and 𝛽 (down-spin) spin orbitals. This
restriction is reasonable for closed-shell systems, but not for open-shell systems with one or more
unpaired electrons. In dealing with open-shell systems, two approaches have become common, using
either unrestricted open-shell or restricted open-shell wavefunctions. Via either of these approaches
the calculation of excited state energies becomes possible. For example, the lowest triplet excitation
energy can be calculated, as the SCF energy difference (therefore ΔSCF methods) between singlet
ground-state and lowest triplet "ground-state" energy.

2.2.2.2 Spin-Unrestricted Wavefunctions

The idea of unrestricted open-shell HF is rather simple. It splits the HF eigenvalue problem into two,
such that 𝛼 (𝜙𝛼𝑖 ) and 𝛽 (𝜙𝛽

𝑖
) spin orbitals have different spatial parts, and redefines it as

𝑓
𝛼
𝑖 |𝜙𝛼𝑖 ⟩ = 𝜀

𝛼
𝑖 |𝜙

𝛼
𝑖 ⟩

𝑓
𝛽

𝑖
|𝜙𝛽
𝑖
⟩ = 𝜀𝛽

𝑖
|𝜙𝛽
𝑖
⟩

(2.80)

where the two Fock operators 𝑓 𝛼𝑖 and 𝑓
𝛽

𝑖
are defined by

𝑓
𝛼
𝑖 = ℎ̂𝑖 +

𝑁
𝛼∑︁
𝑗

(𝐽𝛼𝑗 − 𝐾̂𝛼𝑗 ) +
𝑁

𝛽∑︁
𝑗

𝐽
𝛽

𝑗

𝑓
𝛽

𝑖
= ℎ̂𝑖 +

𝑁
𝛽∑︁
𝑗

(𝐽𝛽
𝑗
− 𝐾̂𝛽

𝑗
) +

𝑁
𝛼∑︁
𝑗

𝐽
𝛼
𝑗 .

(2.81)

The unrestricted exchange (𝐾̂𝛼𝑗 and 𝐾̂𝛽
𝑗
) and Coulomb operators (𝐽𝛼𝑗 and 𝐽𝛽

𝑗
) are analogously defined

to the restricted ones, i.e., for the 𝛼 case,
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𝐽
𝛼
𝑗 |𝜙

𝛼
𝑖 (1)⟩ = ⟨𝜙𝛼𝑗 (2) |𝑔̂12 |𝜙

𝛼
𝑗 (2)⟩|𝜙

𝛼
𝑖 (1)⟩ (2.82)

and

𝐾̂
𝛼
𝑗 |𝜙

𝛼
𝑖 (1)⟩ = ⟨𝜙𝛼𝑗 (2) |𝑔̂12 |𝜙

𝛼
𝑖 (2)⟩|𝜙

𝛼
𝑗 (1)⟩. (2.83)

While the wavefunction is still represented as a single Slater determinant, no restriction on the spin of
the system is enforced. UHF solutions lead generally to the same or a lower energy than a respective
RHF solution would give. In open-shell cases, 𝛼 and 𝛽 orbital energies usually differ significantly. For
KS-DFT or more aptly, spin-density functional theory, the spin-unrestricted formalism is similar to
UHF. The unrestricted Kohn-Sham (UKS) equations feature a different effective potential, eigenvalues
and orbitals for the 𝛼 and 𝛽 electrons respectively,[

−1
2
∇2 + 𝑣𝛼KS(r)

]
𝜙
𝛼
𝑖 = 𝜀

𝛼
𝑖 𝜙

𝛼
𝑖 (2.84)

and [
−1

2
∇2 + 𝑣𝛽KS(r)

]
𝜙
𝛽

𝑖
= 𝜀

𝛽

𝑖
𝜙
𝛽

𝑖
. (2.85)

2.2.2.3 The Maximum Overlap Method (MOM)

The most common use case of unrestricted and restricted open-shell determinants is for the description
of systems with open-shell ground states, i.e., radical systems and transition metal complexes.
Standard SCF calculations follow the Aufbau principle, that is, filling the orbitals in ascending order
of energy, which leads naturally to the ground-state configuration of an electronic state for a given
spin multiplicity. It is, however, entirely possible to initialize an SCF calculation with a non-Aufbau
electron configuration and then apply the SCF procedure. With a reasonably good convergence
algorithm, such calculations still converge to the ground-state and not to an higher-order solution of
the Schrödinger equation, which is called variational collapse to the ground-state. To prevent the
collapse of the non-Aufbau configuration to the ground-state configuration, a constrain of the SCF
algorithm is needed. In the maximum overlap method (MOM) a constrain is applied to the SCF
procedure to maximize the overlap (O) between new Cnew and old Cold orbitals (coefficients) of each
SCF step. A modified MOM approach was later developed to improve upon the standard MOM
approach, called initial MOM (IMOM), in which the overlap between new orbitals and initial guess
orbitals is maximized in the SCF.

O = (Cold)†SCnew (MOM) (2.86)

O = (Cinitial)†SCnew (IMOM) (2.87)
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In the case of a non-Aufbau electron configuration as initial orbital guess, the SCF targets an excited
state solution of the Schrödinger equation. This enables the calculation of excited states in the
HF and DFT frameworks. Since only a single determinant is used in both HF and DFT, singlet
excited states obtained in this manner are not spin-pure with an expectation value ∠𝑆⟩ = 1.0. An
open-shell singlet determinant represents a mixed state of 50% singlet and 50% triplet, hence the spin
expectation value should be 1.0. To correct this (i.e. ∠𝑆⟩ = 0), a second complementary determinant
(a multiconfigurational treatment) is necessary, where 𝛼 and 𝛽 spins of the singly occupied orbitals are
swapped. Nonetheless, MOM and IMOM have been applied successfully for the calculation of excited
states in DFT, resulting in excited-state specific optimized orbitals, which is why this method is also
called orbital-optimized DFT (OO-DFT) or state-specific ΔSCF/ΔDFT. In principle, MOM/IMOM
can be applied to either unrestricted or restricted open-shell wavefunctions, but usage of unrestricted
wavefunctions is more common. To obtain a reasonable initial non-Aufbau configuration guess, it
is common practice to start from a converged ground-state calculation and manually promoted an
electron from an occupied to a virtual orbital, i.e., HOMO -> LUMO, or HOMO-2 -> LUMO+1. It
is naturally also possible to promote multiple electrons and target, e.g., doubly excited states. The
convergence of a MOM/IMOM calculation is to a significant extent dependent on how close the initial
guess resembles the targeted excited state. In practice, IMOM often outperforms the original MOM
approach in terms of convergence robustness.86

2.2.2.4 Two-Determinant Restricted Open-Shell Kohn-Sham

The restricted open-shell Kohn-Sham DFT approach explored in this thesis is a an approach specifically
designed to target singlet excited states and aims to fix the spin-purity problem of one determinant
singlet excited states (vide supra). Based on the vector-coupling approach of Roothaan, a spin-pure
singlet excited state is constructed from two determinants, a restricted open-shell singlet determinant
(also called mixed determinant) and a restricted open-shell triplet determinant. From these two
determinants the spin-pure ROKS singlet excited state energy can be extracted as

𝐸
𝑅𝑂𝐾𝑆
𝑆 = 2𝐸𝑀 [{𝜓𝑖}] − 𝐸𝑇 [{𝜓𝑖}] (2.88)

which is similar to the spin-purification scheme for one-determinant singlet wavefunctions. The
defining factor of ROKS is that both open-shell determinants (mixed and triplet) are constructed from
the same set of KS orbitals 𝜓𝑖. In a ROKS calculation, the spin-pure ROKS singlet excited state
𝐸
𝑅𝑂𝐾𝑆
𝑆 is obtained by variational minimization of the energy with respect to the KS orbitals for an

unified eigenvalue problem. This makes the underlying variational minimization procedure more
costly compare to UKS, but naturally produces a pure singlet excited state. A disadvantage of ROKS
is its limited (restricted) variability of the wavefunction, leading to the lack of coupling to closed-shell
double excitations, e.g., HOMO2 -> LUMO2.
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2.3 Solvation in Quantum Chemistry

Figure 2.7: Electrostatic potential isosurface (blue regions -> pos. charge, red regions -> neg. charge) of the
amino acid phenyalanin in its zwitterionic form (in the gas phase), calculated at an isodensity value of 0.003
e/Å3, with the functional PBE0 in the def2-SVPD162,163 basis set.

2.3 Solvation in Quantum Chemistry

2.3.1 Polarizable Continuum Solvation Models

Modeling the environment of a molecule via a dielectric continuum solvation model is an established
way to calculate solvation energies and solvation effects on properties. Continuum solvation models are
particularly efficient, since the many solvent molecules it would usually require to explicitly model the
solvent environment, can be reduced to an implicit description via a dielectric continuum. Sampling
over the solvents degree’s of freedom is not necessary, as the averaging is included in the static (zero-
frequency) dielectric constant 𝜀𝑠, a parameter inherent to the solvent used. While extremely powerful
and efficient in describing the effects of solvation, the shortcomings of continuum solvation models
are easily apparent. Since, the interaction of solute and solvent is treated as an average interaction,
strong specific noncovalent interactions, such as hydrogen-bonds are poorly described by continuum
solvation models. Today, the term continuum solvation model is nearly completely synonymous
with polarizable continuum models (PCMs) or more specifically apparent surface charge (ASC) models.

In these, a sharp solute-solvent surface boundary is defined, where the solute is placed inside a cavity,
the quantum-mechanical (QM) region (treated by quantum mechanics), and the solvent is represented
by the outside dielectric continuum. In the QM region, the Coulomb interaction between electrons
is entirely described by the Schrödinger equation, therefore 𝜀(r) = 1, while for outside the cavity
𝜀(r) = 𝜀𝑠. The fundamental assumption of continuum solvation models is that the electric response
of a solvent can be described by the dielectric polarization of the solute potential. The central element
for describing these effects, the Poisson equation, can be defined for a given charge density (𝜌(r))
representing the solute (electrons and nuclei) and for a scalar function of the dielectric constant (𝜀(r)
as

∇ [𝜀(r)∇𝜑(r)] = −4𝜋𝜌(r) (2.89)

where the electrostatic potential 𝜑(r) is related to the electric field 𝐸 (r) via 𝐸 (r) = −∇𝜑(r). In
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PCMs, the dielectric interface or discontinuity in the electric field results in a buildup of charge
at this interface, called surface charge 𝜎(s), where s is a point on the solute cavity surface. With
the outward-pointing unit vector ns of point s at the interface, the surface-normal component of the
electric field must satisfy

𝜀𝑜𝑢𝑡 (ns · ∇)𝜑(s) |𝑠=𝑠− = 𝜀𝑖𝑛 (ns · ∇)𝜑(s) |𝑠=𝑠+ (2.90)

where 𝑠− and 𝑠+ denote one-sided derivatives, respectively, directly inside and outside the solute
cavity surface. Denoting the normal derivative ns · ∇ as 𝜕𝑠, the surfaces charges at the dielectric
interface can be expressed as

𝜎(s) = 1
4𝜋

(
𝜀𝑜𝑢𝑡 − 𝜀𝑖𝑛
𝜀𝑜𝑢𝑡

)
𝜕𝑠𝜑(s) |𝑠=𝑠+ =

1
4𝜋

(
𝜀𝑜𝑢𝑡 − 𝜀𝑖𝑛
𝜀𝑜𝑢𝑡

)
𝜕𝑠𝜑(s) |𝑠=𝑠− (2.91)

showing that the surface charge is proportional to the normal electric field (𝐸⊥(s)) evaluated directly
outside (𝜕𝑠𝜑(s) |𝑠=𝑠+) or inside (𝜕𝑠𝜑(s) |𝑠=𝑠− ) the solute cavity surface. Choosing 𝜀𝑜𝑢𝑡 and 𝜀𝑖𝑛 based
on 𝜀(r), and choosing the inside formalism to avoid problems with self-polarization of the solvent,
results in the original formalism by Tomasi and coworkers164–166

𝜎(s) = 1
4𝜋

(
𝜀𝑠 − 1
𝜀𝑠

) (
𝜕𝑠𝜑)
𝜕n𝑠

)
|𝑠=𝑠−

= − 1
4𝜋

(
𝜀𝑠 − 1
𝜀𝑠

)
[𝐸𝜌 (s) + 𝐸𝜎 (s)] · ns︸                     ︷︷                     ︸

𝐸⊥ (s)

(2.92)

where 𝐸𝜌 = −∇𝜑𝜌 is the electric field contribution associated with the electrostatic potential 𝜑𝜌

coming from the solute and 𝐸𝜎 = −∇𝜑𝜎 is the reaction-field contribution coming from the surface
charges with the corresponding electrostatic potential defined by 𝜑𝜎 (r) =

∫
𝜎 (𝑠)
|s−r | 𝑑s. Eq. 2.92 is

today known as the D-PCM. Defining the surface charges in terms of electrostatic potentials 𝜑𝜌 and
𝜑
𝜎 , where the normal derivative is evaluated at (and not near) the point s, gives a generalized form of

D-PCM

𝜎(s) =
𝑓𝜀

2𝜋
𝜕𝑠

[
𝜑
𝜌 (s) + 𝜑𝜎 (s)

]
(2.93)

with the dielectric-constant-dependent prefactor

𝑓𝜀 =
𝜀𝑜𝑢𝑡 − 𝜀𝑖𝑛
𝜀𝑜𝑢𝑡 + 𝜀𝑖𝑛

. (2.94)

Assuming an ideal conductor as the medium (𝜀𝑠 = ∞, one arrives at the conductor-like screening model
(COSMO) or the conductor-like polarizable continuum model (C-PCM), for which the expression for
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the surface charges simplifies to

𝑆𝜎(s) = − 𝑓𝜀 (𝑘)𝜑
𝜌 (s) (2.95)

with the single-layer potential operator 𝑆, given by

𝑆𝜎(s1) =
∫

𝜎(s2)
∥ s2 − s1 ∥ 𝑑s2 = 𝜑

𝜎 (s) (2.96)

and the dielectric-constant-dependent prefactor,

𝑓𝜀 (𝑘) =
𝜀𝑠 − 1
𝜀𝑠 − 𝑘

(2.97)

where the parameter 𝑘 depends on the model used:

𝑘
COSMO

= 1/2 and 𝑘
C−PCM

= 0. (2.98)

The scaling factor 𝑓𝜀 (𝑘) is introduced to account for the fact that 𝜀𝑠 is finite. For neutral solutes
𝑘 = 1/2, has been found to work well, while for ions 𝑘 = 0 produces better results.89 A more modern
approach and an exact solution to the classical continuum electrostatics problem is given by the
integral equation formalism PCM (IEF-PCM) for which the working equation (this theory’s equivalent
to 2.93) takes the form [(

2𝜋
𝑓𝜀

1̂ − 𝐷̂
)]
𝑆𝜎((𝑠)) =

(
−2𝜋1̂ + 𝐷̂

)
𝜑
𝜌 (s) (2.99)

where 𝐷̂ is the double-layer potential operator defined by

𝐷̂𝜎(s) =
∫

𝜎(s2)
𝜕

𝜕ns2

(
1

∥ s2 − s1 ∥

)
𝑑s2. (2.100)

The discretization of the solute cavity as well as the how-to of obtaining a reasonable smooth surface
without adding significant computational cost are both important aspects of PCMs. How the cavity
is constructed, i.e., from Van-der-Waals radii (which radii to take), the solvent excluded or solvent
accessible surface algorithm, strongly influences the resulting solvation free energy. However, their
discussion goes beyond the scope of this introduction to PCMs and can be found elsewhere.89 Finally,
the electrostatic solvation free energy (𝐺solv) for the solute can be computed via

𝐺solv =
1
2

∫
𝜑
𝜌 (s)𝜎(s) 𝑑s. (2.101)

Inclusion of any PCM in the SCF equations yields the self-consistent reaction field (SCRF) method,
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where, simultaneous to the SCF iterations, the electrostatic solvation free energy is iterated to self
consistency. The SCF solution for the QM region and the surface charges of the PCM (irrespective of
exact formulation) are then in equilibrium with each other, which is why SCRF can also be called
equilibrium PCM. Equilibrium PCMs can be applied to any SCF procedure which makes them
trivially adoptable for the framework of ΔSCF methods, rendering state-specific fully equilibrated
excited state energies easily accessible. For excitation-based methods such as TD-DFT, ADC(2),
CC2, EOM-CCSD, but also post-Hartree-Fock methods in general, a state-specific PCM (SS-PCM)
treatment is quite challenging to obtain, and not always accessible in quantum chemistry codes.
Furthermore, for modeling the solvent response for electronic excitations and excited states, it is
important to not only consider equilibrium solvation but also nonequilibrium solvation effects.

2.3.2 Nonequilibrium Solvation

How the solvent environment (continuum model) responds to a fast change in the solute electron
density is exceedingly relevant for all electronic spectroscopies, such as absorption and emission
from excited states, but also photoelectron spectroscopy in which electrons are removed from the
solute. For equilibrium solvation treatments, the dielectric medium can be described entirely by its
static permittivity (static dielectric constant 𝜀𝑠, zero-frequency limit of 𝜀(𝜔)). However, for fast
vertical electronic processes (excitations and ionizations), it is important to note that the dielectric
constant is actually a frequency-dependent dielectric function 𝜀(𝜔) and the solvation treatment has
to be expanded for nonequilibrium solvation effects. In nonequilibrium solvation, the response of
the environment is partitioned into a fast and slow component, where the fast response is related to
the dielectric constant at optical frequencies (𝜀(𝜔), high-frequency limit being 𝜀∞ = 𝑙𝑖𝑚𝜔→∞𝜀(𝜔)
also called the optical dielectric constant) and the slow response related to both the static and
optical dielectric constant. 𝜀∞ is generally greater than zero, which relates to the fact that there
is always some part of the solvent polarization which is in phase with the applied field (electronic
excitation). The slow polarization response, encapsulates frequency components which depend on
𝜀(𝜔), but also vibrational contributions and orientational compontents (reorganization of the solvent
environment) For a Franck-Condon process (fast vertical process), the nuclei remain at fixed positions
and the solvent molecules cannot reorient, which limits the solvent response to its fast component
that stays in equilibrium with the fast changes in electron density, whereas the slow component is
determined solely by the equilibrium of solvent with the initial electronic state. In this framework,
the frequency-dependent function 𝜀(𝜔) is reduced to its limit values 𝜀𝑠 and 𝜀∞. 𝜀∞ is related to the
solvents polarizability, but is in practice determined from measurements of the solvents’ refractive
index 𝑛, by the relation 𝑛2

= 𝜀∞. Optical dielectric constants 𝜀∞ typically range between 1.7 to 2.6,
while static dielectric constants range from 2 to 110, a reflection of the fact that solvent are usually
small molecule insulators with large band gaps, therefore similar polarizabilities.

In the continuum solvation framework, the nonequilibrium solvent response to electronic excitations
can be computed by two different approaches, the state-specific (SS) and linear-response (LR)
method.
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2.3.2.1 State-Specific Approach

To obtain the nonequilibrium polarization in the state-specific approach, the slow susceptibility defined
by 𝜒𝑠 =

(
𝜀∞ − 𝜀𝑠

)
/ 4𝜋 is used to induce polarization for the initial state electron density (𝜌0) and the

fast susceptibility defined by 𝜒 𝑓 =
(
𝜀∞ − 1

)
/ 4𝜋 is used with the difference density Δ𝜌 = 𝜌𝑘 − 𝜌0 to

adjust the polarization in the final state (𝜌𝑘 , k𝑡ℎ excited state). In PCMs this is realized by partitioning
the surface charges 𝜎0(s) arising from solving the ground-state equilibrium solvation problem (using
𝜀𝑠) into fast and slow components

𝜎
𝑠
0 (s) =

(
𝜀∞ − 𝜀𝑠
𝜀𝑠 − 1

)
𝜎0(s)

𝜎
𝑓

0 (s) =
(
𝜀∞ − 1
𝜀𝑠 − 1

)
𝜎0(s).

(2.102)

𝜎
𝑠
0 (s) are retained, while 𝜎 𝑓

0 (s) are replaced by surface charges induced by the excited state electron
density 𝜌𝑘 where 𝜀∞ is used. The electrostatic free energy 𝐸𝑆𝑆𝑘 of the final state 𝑘 in the state-specific
formalism can be derived from the Schrödinger equation

(
𝐻̂𝑣𝑎𝑐 + 𝑅̂

𝑠
0 + 𝑅̂

𝑓

𝑘

)
︸                  ︷︷                  ︸

𝐻̂
𝑆𝑆
𝑘

Ψ𝑘⟩ = 𝐸
𝑆𝑆
𝑘 |Ψ𝑘⟩ (2.103)

where 𝐻̂𝑣𝑎𝑐 is the vacuum Hamiltonian, 𝑅̂𝑠0 is the slow component of the reaction-field operator
originating from 𝜌0 and 𝜒𝑠, and 𝑅̂ 𝑓

𝑘
is the fast component of the reaction-field operator originating

from the 𝜌𝑘 and 𝜒 𝑓 . Since 𝑅̂ 𝑓
𝑘

depends on the wavefunction of the k𝑡ℎ excited state, the Hamiltonian
𝐻
𝑆𝑆
𝑘 is state-specific. The state-specific excited-state free energy (𝐺𝑛𝑒𝑞,𝑆𝑆

𝑘
) can be written as

𝐺
𝑛𝑒𝑞,𝑆𝑆

𝑘
= 𝐸

𝑆𝑆
𝑘 −𝑊 𝑠

0 −𝑊 𝑓

𝑘
+𝑊0,𝑘 (2.104)

where𝑊𝑘 is the polarization work

𝑊
𝑛
𝑘 =

1
2
⟨Ψ𝑘 |𝑅̂

𝑛
𝑘 |Ψ𝑘⟩ =

1
2

∫
𝜎
𝑛
𝑘 (s)𝜑

𝜌𝑘 (s) 𝑑s (2.105)

and𝑊0,𝑘 is

𝑊0,𝑘 =
1
2

∫
𝜑
𝜎

𝑠
0 (s)

[
𝜎
𝑓

𝑘
(s) − 𝜎 𝑓

0 (s)
]
𝑑s (2.106)

and finally the excitation energy ℏ𝜔
𝑛𝑜𝑛𝑒𝑞,𝑆𝑆

0,𝑘 can be expressed as
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ℏ𝜔
𝑛𝑒𝑞,𝑆𝑆

0,𝑘 = 𝐺
𝑆𝑆
𝑘 − 𝐺0 = Δ𝐸

𝑆𝑆
𝑘 −

(
𝑊
𝑓

𝑘
−𝑊 𝑓

0

)
+𝑊0,𝑘 . (2.107)

The nonequilibrium vertical excitation energy ℏ𝜔𝑛𝑒𝑞,𝑆𝑆0,𝑘 in the state-specific PCM (SS-PCM) framework
is therefore, the difference between the ground- and excited-state eigenvalues (Δ𝐸𝑆𝑆𝑘 ) of the state-
specific Hamiltonian, corrected by the difference in fast polarization work (−(𝑊 𝑓

𝑘
−𝑊 𝑓

0 )) for each
electronic state (0 and 𝑘). The term𝑊0,𝑘 represents the Coulomb interaction between ground- and
excited-state surface charges. However, converging the equations for the Hamiltonian defined in eq.
2.103 can be challenging and even if converged (by an iterative procedure), associated properties like
oscillator strengths are formally wrong since the final-state wavefunctions are not orthogonal (due
to different Hamiltonians).89 A workarond is presented in the perturbative state-specific approach
(ptSS-PCM) for nonequilibrium solvation, where 𝑅̂ 𝑓

𝑘
is treated as a perturbation to zeroth-order states

which are eigenfunctions of 𝐻𝑆𝑆0 ,

𝐻̂0 |Ψ
(0)
𝑘

⟩ = 𝐸 (0)
𝑘

|Ψ (0)
𝑘

⟩ (2.108)

where the eigenvalues 𝐸 (0)
𝑘

are state energies in the presence of the ground-state reaction-field 𝑅̂0,
such that eq. 2.104 can be rewritten as

𝐺
𝑛𝑒𝑞,𝑝𝑡𝑆𝑆

𝑘
= 𝐸

(0)
𝑘

+𝑊 𝑠+ 𝑓
0 +𝑊 𝑓

𝑘−0 +𝑊0,𝑘 . (2.109)

The terms𝑊 𝑓

𝑘−0 is given by

𝑊
𝑓

𝑘−0 =
1
2

∫
Δ𝜎

𝑓

𝑘−0(s)︸     ︷︷     ︸
𝜎

𝑓

𝑘
(s)−𝜎 𝑓

0 (s)

· 𝜑Δ𝜌𝑘−0 (s)︸     ︷︷     ︸
𝜑𝑘 (s)−𝜑0 (s)

𝑑s (2.110)

whereΔ𝜎 𝑓

𝑘−0 is the difference in fast polarization charges for state 𝑘 and 0, and 𝜑Δ𝜌𝑘−0 is the electrostatic
potential associated with the difference density of state 𝑘 and 0. For the nonequilibrium ptSS-corrected
excitation energy ℏ𝜔

𝑛𝑒𝑞,𝑝𝑡𝑆𝑆

𝑘,0 the terms𝑊 𝑠+ 𝑓
0 cancel, which gives the form

ℏ𝜔
𝑛𝑒𝑞,𝑝𝑡𝑆𝑆

0,𝑘 = 𝐺
𝑝𝑡𝑆𝑆

𝑘
− 𝐺0 = Δ𝐸

(0)
𝑘

+𝑊 𝑓

𝑘−0 +𝑊0,𝑘 . (2.111)

Both ptSS-PCM and SS-PCM approaches can be adopted for excitation-based excited-state methods (as
mentioned previously), but can also be adopted for post-Hartree-Fock correlated wavefunction methods,
since only a relaxed density for the initial and final states are required for the computation.

2.3.2.2 Linear-Response Approach

In contrast to the state-by-state approach in the (pt)SS-PCM framework, the linear-response approach
is applicable only to linear-response (excitation-based) quantum chemistry methods (TD-DFT, CIS,
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etc.), where the excitation energies are obtained from the poles of the frequency-dependent response
to a perturbation. From a computational cost perspective, LR-PCM is more attractive than SS-PCM,
since LR-PCM evaluation produces only negligible cost to a comparable gas-phase calculation, and
free of the iterative nature of the full SS-PCM approach. For the formulation of the LR-PCM approach,
the PCM electrostatic energy (𝐺𝑒𝑙𝑠𝑡 ) is given the form

𝐺𝑒𝑙𝑠𝑡 =
1
2

∫
𝜑(s1)𝑄̂(s1, s2)𝜑(s2) 𝑑s1𝑑s2 (2.112)

where 𝑄̂(s1, s2) is the kernel ofthe solvent-response operator. With 𝑄̂ the linear-response PCM
solvation-corrected excitation energy ℏ𝜔

𝑛𝑒𝑞,𝐿𝑅

𝑘,0 is given by

ℏ𝜔
𝑛𝑒𝑞,𝐿𝑅

𝑘,0 = ℏ𝜔
(0)
𝑘

+ ⟨Ψ𝑘 |𝑉̂ |Ψ0⟩ ⟨Ψ0 |𝑄̂
𝑓 |Ψ𝑘⟩ (2.113)

where ⟨Ψ𝑘 |𝑉̂ |Ψ0⟩ is the electrostatic potential arising from the transition density 𝜌𝑡𝑟𝑘,0 (dependent on
the transition dipole moment of the excitation), and ⟨Ψ0 |𝑄̂

𝑓 |Ψ𝑘⟩ the fast surface charge induced by
𝜌
𝑡𝑟
𝑘,0. This dependence on the transition dipole moment is the most problematic aspect of the LR-PCM

formalism, since the LR-PCM solvation correction vanishes for optically forbidden (dark) excited
states. This inherent flaw, renders the application of LR-PCM for, e.g., TADF emitters, completely
pointless since charge-transfer states can easily feature nearly vanishing oscillator strenghts/transition
dipole moment, but should at the same time experience a very large dielectric stabilization from the
solvent environment, which is in this case not recoverable in the LR-PCM framework.
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Chapter 3 PCM-ROKS for the Description of Charge-Transfer States in Solution: Singlet-Triplet
Gaps with Chemical Accuracy from Open-Shell Kohn-Sham Reaction-Field Calculations

A small adiabatic energy gap between the lowest singlet and triplet excited state (ST gap) is one
of the key characteristics of TADF emitters.167–169 However, for DA-TADF emitters in particular
the modeling of the adiabatic singlet-triplet is challenging via common computational methods
such as TD-DFT,84,148,149 due to two main reasons. Firstly, TD-DFT suffers from the well-known
charge-transfer failure, which consequently is detrimental for the modeling of low-lying CT states
in DA-TADF emitters.79,158 Secondly, the popular LR-PCM170,171 excited-state solvation model fails
to capture the significant dielectric stabilization of CT states in solution due to their often vanishing
transition densities.89,169

To address the limitations in modeling DA-TADF emitters, we tested two state-specific approaches: un-
restricted Kohn-Sham (ΔUKS)85,86 and restricted open-shell Kohn-Sham (ΔROKS)88,172,173, combined
with an equilibrium PCM,89,174,175 for calculating the adiabatic ST gap of TADF emitters in solution.
In order to assess our approach, we compiled the STGABS27 benchmark set, including 27 (mostly)
DA-TADF emitters, for which accurate experimental adiabatic ST gaps are available. We focused
on literature studies, in which the experimental ST gaps were obtained from temperature-dependent
measurements of either the TADF rate or the rISC rate.176 Molecular geometries were optimized
for the lowest singlet and the triplet excited state of the TADF emitters in solution, via either UKS
or ROKS, and the energy difference between singlet and triplet taken as the adiabatic ST gap. We
tested three different RSH functionals, LC-𝜔PBE,177 CAM-QTP(01),178 and 𝜔B97M-V,127,179 in the
double-𝜁 def2-SVP basis set,162 and applied a global dielectric constant of 𝜀 = 2.38 (toluene) in the
solvent model for all molecules. Optimal tuning126,128,129 of the range-separation parameter 𝜔 was
carried out for each RSH functional (denoted "OT-"), to get molecule-specific optimal 𝜔 values for
each molecule-functional combination. Additionally, functional variants with average-tuned 𝜔-values
were assessed (denoted "FX"), where all molecule-specific optimal 𝜔 values (from OT) for a particular
functional for the subset A of the STGABS27 benchmark were averaged.

In preliminary testing on a 15-molecule benchmark subset, we demonstrated that OT-LC-𝜔PBE,
OT-𝜔B97M-V, and OT-CAM-QTP(01) perform all exceptionally well with mean absolute deviations
(MADs) below 1 kcal/mol (≈ 0.045 eV), indicating small functional dependence of ΔDFT methods.
ΔROKS performs slightly better than ΔUKS independent of the functional with MADs for the
best performer OT-𝜔B97M-V of 0.023 eV (ΔROKS) and 0.037 eV (ΔUKS), and mean deviations
(MDs) of –0.009 eV (ΔROKS) and –0.019 eV (ΔUKS), respectively. Importantly, OT-functionals
and FX-functionals performed nearly identical with differences in MADs and MDs between ST
gaps of around 0.002 eV, well below the average errors. This is a significant finding, since the
functional-specific averaged 𝜔 value can simply be used for all molecules without the considerable
computational overhead of the optimal tuning procedure, which has roughly the cost of a full geometry
optimization. Noteworthy, is also the small basis set dependence of the adiabatic ST gap, as the
def2-SVP basis provides virtually converged results, which is most probably due to fortuitous error
cancellation.

For the whole STGABS27 benchmark set, the combination of ΔROKS/OT-𝜔B97M-V achieves the
best results (MAD: 0.022 eV, MD: –0.001 eV), with only few calculated ST gaps deviating more than
±0.05 eV from the experimental reference. Additionally, calculations for ΔUKS using the PBE0-D4
functional show very promising results (MAD: 0.029 eV, MD: –0.007 eV), and further underline
the robustness of ΔDFT methods, since even the simple parameter-free PBE0 model can achieve
exceptional accuracy. In contrast, Tamm-Dancoff180,181 approximated TD-DFT calculations with the
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OT-LC-𝜔PBE functional and LR-PCM give large errors (MAD: 0.205 eV, MD: 0.199 eV), making
TDA/TD-DFT unsuitable for any predictive calculation of the ST gap involving CT states.

Overall, this work demonstrates the remarkable performance of both ΔROKS/PCM and ΔUKS/PCM
for the calculation of adiabatic ST gaps for DA-TADF emitters in solution. Neither approach suffers
from the CT failure of TD-DFT even for global hybrid functionals, and both approaches give accurate
CT state descriptions via the inclusion of excited-state specific orbital relaxation. Since ΔDFT is
state-specific, the dielectric stabilization excited-state arising from the solvent environment could be
accurately modeled via a simple equilibrium PCM solvation approach.
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Chapter 4 Benchmarking Charge-Transfer Excited States in TADF Emitters: ΔDFT Outperforms
TD-DFT for Emission Energies

The fluorescence energy is a fundamental property of TADF emitters and important for their targeted
design for use in electroluminescent applications including displays for televisions, smartphones, and
computer monitors. Computational determination of the fluorescence wavelength can help speed-up
the discovery of novel color-pure emitters, and can also be used to fine-tune the emission wavelength
of existing ones via molecular modifications. In this study, we build on our previous work on the
ST gap of TADF emitters, see Chapter 3, and extended our benchmark set to include experimental
fluorescence (emission) energies, naming this new set STGABS27-EMS. We assess three density
functional theory methods for the calculation of emission energies: TDA-DFT, ΔUKS, and ΔROKS,
in combination with PCM solvation approaches. In our study on ST gaps, it was sufficient to apply
an equilibrium state-specific polarizable continuum solvation model (SS-PCM),171,182,183 since the
singlet and triplet excited state could be assumed to be fully equilibrated with the solvent environment.
However, the emission process (electronic transition) occurs on a shorter timescale than the geometric
relaxation process of the solvent molecules, which invalidates the use of the equilibrium SS-PCM
for the electronic ground-state. Therefore, a nonequilibrium solvation treatment for the electronic
ground state, where only the fast (electronic) degrees of freedom of the solvent are relaxed, needs to
be considered.

As part of this study, one of us (T. F.) implemented a nonequilibrium solvation model, the perturbative
state-specific PCM (ptSS-PCM)89,183 for ΔDFT methods in the Q-Chem program,184 which we tested
in combination with ΔUKS and ΔROKS. In all ΔDFT calculations the singlet excited-state was fully
equilibrated with the environment via the equilibrium SS-PCM. Dielectric constants and optical
dielectric constants, which scale the solvent response for the fast and slow relaxation in the ptSS-PCM
approach, were chosen to reflect the experimental conditions as close as possible. We tested multiple
density functionals: global hybrids with fixed amounts of Fock exchange (HFX), PBE0123 (25% HFX)
and PBE38185 (37.5% HFX), and optimally tuned RSH functionals, OT-LC-𝜔PBE-D4,140,142,143

OT-LRC-𝜔PBEh-D4186 and OT-𝜔B97M-V. Fluorescence energies were calculated at the optimized
excited-state geometries, as vertical transitions the electronic ground-state, neglecting (zero-point)
vibrational contributions.

In the combinations with either the SS-PCM or the ptSS-PCM solvation model, ΔUKS and ΔROKS
consistently outperformed TDA-DFT, with roughly 0.1 eV lower MADs, comparing best-performing
functionals. Additionally, TDA-DFT exhibited a strong density functional dependence, with results
ranging from the worst-performing PBE0-D4 (MAD: 0.76 eV) to the best-performing OT-LRC-𝜔PBEh-
D4 (MAD: 0.19 eV). In contrast, ΔUKS significantly reduces functional dependence compared to
TDA-DFT, while ΔROKS virtually eliminates it. For ΔUKS, OT-𝜔B97M-V performed best (MAD:
0.1 eV), while for ΔROKS several functionals, OT-𝜔B97M-V, PBE0-D4, and OT-LRC-𝜔PBEh-D4,
showed similar performance with a MAD of 0.13 eV. One key factor for accuracy from a functional
standpoint is the amount of HFX and if applicable the 𝜔 value of the functional. PBE38-D4 (37.5%
HFX) is for all three methods either significantly better than PBE0-D4 (25% HFX)(TDA-DFT and
ΔUKS) or about as good as PBE0-D4 (ΔROKS). Among optimally tuned RSH functionals and for
all three computational methods, a fixed amount of HFX seems to generally work better (OT-LRC-
𝜔PBEh-D4 20% fixed HFX, OT-𝜔B97M-V 15% fixed HFX) than none (OT-LC-𝜔PBE-D4 0% fixed
HFX).

Moving on to solvation models, the LR-PCM for TDA-DFT fails recover the crucial dielectric
stabilization of the involved singlet CT states, almost doubling the MADs in comparison to ptSS-PCM
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(for OT-𝜔B97M-V, ptSS-PCM MAD: 0.21 eV and LR-PCM MAD: 0.37 eV). For ΔDFT methods,
the difference to full equilibrium SS-PCM for both ground and excited state is less pronounced
(for OT-𝜔B97M-V, ptSS-PCM MAD: 0.10 eV and SS-PCM MAD: 0.14 eV). This is, firstly, due
to the fact that the SS-PCM at least correctly recovers the dielectric stabilization for the excited
state, which TDA-DFT/LR-PCM lacks, and slightly overestimates solvent stabilization for the ground
state. Secondly, for a large majority of cases the parameters for the solvation model which scale the
slow solvent response (𝜀) and fast solvent response (𝑛2) are very similar, e.g, for toluene (𝜀 = 2.37,
𝑛

2
= 2.25). For systems p-AC-DBNA and m’-AC-DBNA (in dichloromethane, 𝜀=8.93, 𝑛2=2.03),

this is not the case and ptSS-PCM corrects the emission energies very well and gives much better
fluorescence energy estimates than the same methods with equilibrium SS-PCM, see Fig. 4.

Overall, this study demonstrates the exceptional performance of ΔDFT approaches in calculating
emission energies of CT states in the modeling of donor-acceptor type TADF emitters. In agreement
with our previous results for ST gaps, ΔDFT consistently outperforms TDA-DFT-based approaches
and reveal the unsuitability of nonequilibrium LR-PCM solvation approaches for modeling CT states
in solution.
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Chapter 5 ΔDFT Predicts Inverted Singlet-Triplet Gaps with Chemical Accuracy at a Fraction of the
Cost of Wave Function-Based Approaches

The reverse intersystem crossing (rISC) process of singlet into triplet excitons is dependent on the size
of the singlet-triplet energy gap (ST gap) of the emitting molecule.169 For inverted ST gap molecules
(INVEST), the lowest singlet excited state (S1) is lower in energy than the lowest triplet excited state.
This gap inversion changes the typically unfavorable up-conversion rISC process into a thermally
more favorable down-conversion process.187 However, most known INVEST molecules exhibit no
appreciable oscillator strength from the S1, which severely limiting their application in OLEDs.188 A
solution to this challenge, lays in the exploration of the vast chemical space via theoretical screening
methods, which could greatly expedite the discovery of INVEST molecules with non-zero oscillator
strength from the S1. Unfortunately, TD-DFT fundamentally lacks the ability to reproduce the ST
gap inversion,189 whereas high-level WFT approaches become impractically costly as system size
increases.

In this study, we assessed the performance and viability of ΔUKS, ΔROKS, TDA-DFT, and WFT
methods for the theoretical computation of ST gaps of INVEST molecules. We compiled the
INVEST15 benchmark set, consisting of of 14 INVEST molecules plus 1 non-INVEST molecule
(as a sanity check), for which state-of-the-art high-level coupled-cluster with single, double and
triple excitations (CC3/CCSDT) vertical ST gap references are available.190 After assessing the
performance of our chosen methods on the INVEST15 set, we used a literature-known191 significantly
more extensive set comprised of 159 non-alternant hydrocarbon INVEST molecules to validate our
best-performing screening approaches.

Starting with the computed vertical ST gap results for the INVEST15 set, WFT methods such as
LR-CC277 and Mukherjee’s multireference coupled-cluster of singles, doubles and approximate triples
(Mk-MR-CCSD(T))192–195 on a CAS(2,2) reference agree remarkably well with the TBE (MAD:
0.016 eV for LR-CC2, MAD: 0.031 eV for Mk-MR-CCSD(T)), with LR-CC2 having a slight edge
in accuracy compared to Mk-MR-CCSD(T). Earlier studies196 based on state-specific ΔCCSD(T)197

calculations of INVEST molecules suggested that the ST gap inversion vanishes for larger basis sets
(cc-pVTZ).198,199 Our own calculations, however, do not support this finding, providing inverted ST
gaps at both ΔCCSD(T)@UHF and ΔCCSD(T)@PBE0 level with the cc-pVTZ basis set for all but
one system (3).

For all DFT-based methods, we tested the PBE, FX175-𝜔PBE,1 PBE0, PBE38, PBE50,200 and
LC-𝜔PBE functional. With all these functionals, the ΔUKS method was able to reproduce the ST gap
inversion, while yielding remarkably accurate results with functionals employing moderate amounts
of Fock exchange (HFX, PBE0 and FX175-𝜔PBE). An optimal amount of HFX for global hybrids is
reached at the PBE0 level (25% HFX), resulting in an impressive MAD of 0.035 eV, comparable to
Mk-MR-CCSD(T). We suspect that ΔUKS via excited-state specific orbital relaxation is able to mimic
the inclusion of doubly excited determinants and the consequential dynamic spin-polarization, the
reason for the gap inversion.201 This is indicated by the growing spin-contamination of the ΔUKS
singlet excited state with increasing amounts of HFX. In contrast to ΔUKS, ΔROKS fails to reproduce
the ST gap inversion and is unable to reproduce relative trends between inverted ST gaps in the
INVEST15 set. Similar to ΔROKS, irrespective of the underlying functional, ST gaps computed via
TDA-DFT are always positive for all molecules, caused by the lack of doubly excited determinants
(relative to the ground-state). Inclusion of excited determinants beyond the single-excited determinants
in TD-DFT by using double-hybrid functionals, i.e., a hybrid method of TD-DFT with the CIS(D)
method, corrects the lack of gap inversion and overall improves results dramatically.202,203 We noticed,
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however, that the energy lowering of the S1 is very systematic across the INVEST15 molecules.
For example, TDA-PBE0 reproduces relative trends in the ST gap extremely well, reflected in the
remarkably good standard deviation (SD: 0.075 eV), despite all ST gaps being positive. Indeed,
shifting all TDA-PBE0 computed ST gap by –0.4 eV gives reasonable agreement (MAD: 0.055) with
LR-CC2 reference values.

Aside from the outstanding performance of ΔUKS, calculated vertical ST gap show no significant
basis set dependence, reaching sufficiently converged results with already def2-SVP basis set. The
resulting method, ΔUKS/PBE0/def2-SVP, is two orders of magnitude faster than high-level WFT
methods, i.e. LR-CC2/aug-cc-pVTZ, for a system of roughly 50 atoms.

After assessing theoretical methods on the INVEST15, we tested this exact approach,ΔUKS/PBE0/def2-
SVP, for the diverse NAH159 set in a screening setting and compare to our own LR-CC2/aug-cc-pVTZ
references of this benchmark set. To find the lowest excited states for ΔUKS in a black-box fashion,
we calculate all singlet and triplet excited states including HOMO, HOMO-1, LUMO and LUMO+1,
which is comparable to increasing the number of roots in, e.g., linear-response and excitation-based
methods. We dubbed this approach PBE0@2x2, which in 83% of cases of the NAH159 computed the
correct sign of the ST gap, reaching an excellent MAD of 0.053 eV.

Overall, this study establishes and showcases the great potential of the ΔUKS/PBE0 for use in
screening applications for novel INVEST emitters. ΔUKS/PBE0 is robust and computationally
efficient, overcoming fundamental limitations of conventional TD-DFT approaches, and opening new
ways for the rational design of INVEST emitter for OLED applications.
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Chapter 6 The Best of Both Worlds: ΔDFT Describes Multiresonance TADF Emitters with
Wave-Function Accuracy at Density-Functional Cost

Multiresonance thermally activated delayed fluorescence (MR-TADF) hold several advantages over
DA-TADF emitters, exhibiting narrower emission bands, and higher quantum yields.204 MR-TADF
represent a bridge between INVEST and DA-TADF, encompassing features of both, which makes the
theoretical modeling of these emitters challenging. Similar to INVEST emitters, TD-DFT struggles
to accurately capture singlet excitation energies for MR-TADF emitters, rendering it unsuitable for
computation of ST gaps and fluorescence energies. High-level WFT methods, e.g., LR-CC2 and
EOM-CCSD78 can accurately model the ST gap, but are ultimately limited in their scope due to their
high computational cost and disadvantageous scaling with system size.

In this work, we put the state-specific ΔDFT approaches, ΔUKS and ΔROKS, and also TDA-DFT
to the test in modeling the ST gap and fluorescence (emission) energies of MR-TADF emitters in
solution. We use the systems from a benchmark study compiled by Hall and coworkers,205 comprised
of 35 MR-TADF emitters with a diverse set of doping and substitution patterns. For these 35
emitters, the experimental ST gaps were determined from the difference of the fluorescence and
phosphorescence energy (estimated from the peak of the fluorescence and phosphorescence spectra).
This is justified, because the emission spectra of MR-TADF emitters are very narrow and therefore
should be reaonably accurate for the calculation of the ST gap, since vibrational components (between
singlet and triplet excitation energies) are likely to cancel out. Our study, examines a variety of
different density functionals, including PBE0, PBE38, PBE50, LC-𝜔PBE, 𝜔B97M-V, LRC-𝜔PBEh,
and RSHs, i.e., FX175-LC-𝜔PBE, FX155-𝜔B97M-V1 and OT-LC-𝜔PBE. Early tests on the basis set
dependence of the ST gap showed no substantial benefit for going beyond double-𝜁 quality, in our
case def2-SVP.

Starting with vertical ST gaps calculated in the gas phase, we found ΔUKS to reproduce experimental
ST gaps exceptionally well. Especially RSHs with a moderate 𝜔 value (around 0.2𝑎−1

0 ) performed
best (LRC-𝜔PBEh MAD: 0.026 eV) beating even spin-component scaled CC2 (SCS-CC2, MAD:
0.038).205,206 Tuned RSHs (with smaller 𝜔 values, FX175-𝜔PBE and FX155-𝜔B97M-V) also gave
very reasonable results (MADs around 0.03-0.04 eV) but underestimated larger ST gaps. Global hybrid
functionals (PBE0, PBE38, PBE50) systematically underestimated the ST gaps by roughly 0.08 eV,
clearly apparent due to the fact that –MAD=MD. However, especially PBE0 reproduced relative trends
remarkably well, reflected in its SD (0.031 eV) being the lowest of all tested functionals. The key
factor which determines a functionals accuracy for ST gaps proved to be the mixing of HFX and the 𝜔
value, while underlying DFA played usually a minor role. In contrast to this, in ΔROKS calculations
all functionals performed very similarly, estimating the ST gap across all systems in the ballpark of
0.15 to 0.25 eV without reproducing relative trends between systems. This leads to reasonable MADs
for most tested functionals (≈ 0.05 eV), since the majority of experimental ST gaps in this benchmark
are roughly of that size, but bad correlation with experimental ST gaps. Unexpectedly, TDA-DFT
displays large errors with the best MAD (0.311 eV) for the B3LYP207 functional. Still, we observed,
similar to our previous study on INVEST systems, that the error in the ST gaps is very systematic for
TDA-DFT. Application of a shift of roughly –0.4 eV corrects, e.g., TDA-FX155-𝜔B97M-V results
substantially (MAD: 0.058).

Solvation effects (modeled by a PCM) on calculated ST gaps are minuscule with differences between
gas-phase and condensed-phase gaps being –0.01 eV on average, with the largest changes seen in
carbonyl-function-containing MR-TADF emitters. We reasoned that the absence of a significant
impact of solvation effects arises from the small change in electric dipole moment upon excitation in
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MR-TADF emitters.

The computation of emission energies needed different set-up requirements, hence we used the larger
def2-TZVP(-f)162 basis set, our previously (see Chapter 4) established ptSS-PCM nonequilibrium
solvation model and optimized the geometry of the first singlet excited state. For emission eneriges,
both ΔUKS and ΔROKS provided similarly good results, with ΔROKS’s emission energies are
consistently slightly lower than ΔUKS’s. From our results, we determined that large amounts of
HFX (and range-separation) in the functional are detrimental for the accuracy of emission energies
(LRC-𝜔PBEh, MAD: 0.191 eV). On the flip side, too small amounts of HFX (and no range-separation)
as in PBE0 are also damaging performance (–MAD=MD=0.155 eV), although PBE0’s SD of only
0.071 eV is again remarkable. FX175-𝜔PBE sits in the middle and provides the best results with
a MAD of 0.090 eV (ΔUKS), while working slightly worse in combination with ΔROKS (MAD:
0.105 eV). This makes ΔUKS, the only method for efficiently calculating fluorescence energies
for MR-TADF emitters, since TD-DFT is systematically wrong and SCS-CC2 too computationally
demanding to perform geometry optimizations in a reasonable timeframe.

Overall, we demonstrated that ΔUKS is able to provide outstandingly accurate results for both the
ST gap and fluorescence energies of MR-TADF emitters at a fraction of the cost of high-level WFT
methods. We also identified ways to cut cost in screening applications of ST gaps, i.e., by omitting the
use of a solvation model and excited-state geometry optimization, since no accuracy or robustness is
lost from their omission. We identify the FX175-𝜔PBE functional to work reasonably well across all
tested systems of this and our previous works, delivering good estimates for ST gaps and excitation
energies (emission energies) for DA-TADF, MR-TADF and INVEST systems. This work establishes
ΔUKS as the best computational method in terms of accuracy-to-cost ratio for high-throughput
screening applications of MR-TADF systems.

61





CHAPTER 7

Summary and Outlook

In nearly every field of chemistry, researchers are confronted with the challenge of exploring an almost
limitless space of chemical compounds. Systematic exploration of this space via experimental means
alone is impossible due to the associated enormous time, resource, and labor demands. Consequently,
computational chemistry has emerged as a key tool for addressing this challenge, enabling the
navigation of the vast chemical space by quantum chemical methods to screen for properties of interest
in hypothetical compounds and selecting promising candidates for experimental evaluation. In the
field of optoelectronic materials, the accurate quantum chemical description of excited state energies
and properties is challenging, particularly for systems, in which the most prominent approach and
workhorse of materials science, TD-DFT, is known to perform poorly. For instance, excited states
with significant double excitation character as found in INVEST and MR-TADF emitters as well as
charge-transfer excited states in DA-TADF emitters are difficult to accurately describe with TD-DFT
(albeit due to different reasons). The efficacy of high-throughput screening workflows have been
hindered so far, due to the inaccessibility of robust, accurate, and computationally efficient excited
state methods for these types of emitters.

In this thesis, state-specific DFT approaches, namely spin-unrestricted Kohn-Sham (ΔUKS) and
spin-restricted open-shell Kohn-Sham (ΔROKS), were assessed in their accuracy and robustness for
calculating excited states of various DA-TADF, MR-TADF and INVEST emitters types in solution.
Starting with the description of charge-transfer excited states, we compiled the STGABS27 benchmark
set for assessing the accuracy of quantum mechanical excited-state methods in reproducing experimental
singlet-triplet energy gaps (ST gaps) from reliable temperature-dependent references.1 The STGABS27
benchmark set examines not only the accuracy and robustness of the employed excited-state method,
but also tests the computational solvent model in these simulations. Thus, it serves as a complex stress
test for combinations of excited-state electronic structure and environment models. We showed that
both ΔDFT approaches give excellent results for adiabatic singlet-triplet gaps in solution (modeled
by simple equilibrium PCMs), compared to the experimental references. Related studies employing
TD-DFT on the STGABS27 benchmark set demonstrated that with self-consistent state-specific PCM
solvation and optimally tuned range-separated hybrid functionals, TD-DFT still displays MADs roughly
three times larger compared to ΔDFT.208 Even TD-DFT with dielectrically screened range-separated
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Chapter 7 Summary and Outlook

Figure 7.1: Overview of the capabilties and open questions of state-specific density functional theory (ΔDFT).

hybrid functionals which incorporate solvation contributions in the functional, displayed MADs
two times larger than ΔDFT approaches for the STGABS27 benchmark.209 This, in part, confirms
our suspicion that the state-specific orbital relaxation is a major reason for the accuracy of ΔDFT
approaches, which may also explain ΔDFT’s relatively low dependence on the underlying density
functional approximation (DFA). Low to moderate functional dependence was observed in the study
on singlet-triplet gaps and fluorescence energies of DA-TADF emitters, but also in later studies for
ST gaps of MR-TADF emitters. The only systems deviating significantly from this behavior are
those with an inverted ST gap, INVEST emitters. Theoretical calculations on INVEST systems
have been done previously, but the certain existence of a gap inversion was proven until Aizawa and
coworkers showed the first experimental indications for an singlet-triplet inversion.187 Later, Loos
and coworkers confirmed the existence of inverted ST gaps from the side of theory via chemically
accurate state-of-the-art WFT calculations.190 In studying INVEST systems (and to a lesser degree in
MR-TADF systems), we saw significant differences for ΔUKS and ΔROKS in accurately describing
ST gaps. For ΔUKS, the amount of global and range-separated Fock exchange in the functional
strongly affected the resulting ST gaps and excitations energies. The best agreement with the high-level
references of Loos and coworkers, provided the PBE0 functional with 25% Fock exchange (HFX).
Especially surprising was also the very good performance of the r2SCAN functional,210 since no other
mGGA/GGA/LDA functional was close in accuracy for the modeling of inverted ST gap. In ΔUKS,
the spin contamination (deviation from ⟨𝑆2⟩ = 1.0) of the singlet wavefunction increased roughly
proportional to the amount of HFX in the functional, which indicates that HFX in state-specific DFT
can mimic dynamic spin-polarization by state-mixing, which has been identified to be the underlying
mechanism for the ST gap inversion.201

ΔROKS completely failed to reproduce inverted ST gaps with
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any of the tested functionals. We suspect the restricted nature of the two-determinant ROKS singlet
wavefunction to be the reason, since ROKS produces spin-pure singlets, effectively eliminating the
mechanism by which ΔUKS achieves inverted ST gaps. This failure showed the first indication that
ΔUKS may be the overall more accurate theory compared to ΔROKS. In the context of TD-DFT,
all functionals of rungs 1-4 of Jacob’s ladder fail to reproduce the ST gap inversion, and a study of
Derradji and coworkers203 on double-hybrid functionals specifically tuned for INVEST systems show
larger errors than ΔUKS/PBE0 at higher computational cost.

The character of the lowest singlet and triplet excited state of MR-TADF emitters displays similarities
to both INVEST and DA-TADF emitters. In our study of 35 MR-TADF emitters, we confirmed our
previously observed indications of shortcomings in the foundations of ROKS. ΔUKS provided very
accurate ST gaps for the whole test set for many different functionals. Similar to the INVEST systems,
ΔROKS performed worse thanΔUKS, especially in reproducing the relative trends in the ST gaps of the
benchmark molecules. For ΔUKS, the tuned FX175-𝜔PBE and untuned LRC-𝜔PBE range-separated
hybrids gave the best agreement with experimentally determined ST gaps. In contrast to DA-TADF
emitters, for MR-TADF emitters the environment treatment and also the necessity for excited-state
geometry optimization appeared to be negligible for obtaining accurate ST gaps. For ST gaps, ΔUKS
presents as clearly superior to ΔROKS and can reproduce experimental and high-level WFT references
of ST gaps for DA-TADF, MR-TADF and INVEST systems within chemical accuracy.

Although, the focus of most of our studies was the ST gap, we also examined the performance of
ΔDFT approaches for fluorescence energies for DA-TADF emitters and MR-TADF, as well as vertical
excitation energies for INVEST emitters. For the calculation of adiabatic ST gaps, an equilibrium
PCM solvation model is sufficient and reasonable for accurately capturing the dielectric stabilization
of CT states by the solvent environment. In contrast, for fluorescence energies a nonequilibrium PCM
(ptSS-PCM) solvation model is necessary since the ground and excited state solvation response happens
on different time scales. For the STGABS27 benchmark, the experimental fluorescence energies were
compiled into the STGABS27-EMS set, and multiple functional and solvation model combinations
tested with TD-DFT and ΔUKS/ΔROKS. Compared to TD-DFT, ΔUKS reduced the MAD of the
best-performing functional with the ptSS-PCM solvation model by roughly half (0.2 eV (TD-DFT) to
0.1 eV (ΔUKS)). Additionally, we demonstrated that the commonly applied combination LR-PCM and
TD-DFT displayed by far the largest errors (MAD: 0.37 eV), underlining the importance of appropriate
(state-specific) solvation models for CT excited states. In the case of MR-TADF emitters, we used
a triple-𝜁 basis set to optimize excited-state geometries and used the ptSS-PCM solvation model in
the calculation of fluorescence (emission) energies. Emission energies computed by ΔUKS were in
excellent agreement with experimental ones, with the best-performing functional being FX175-𝜔PBE.
No other theoretical method is able to give accurate estimates of this accuracy for MR-TADF emitters,
since TD-DFT is fundamentally wrong for reproducing MR-TADF emitters singlet excitation energies.
Furthermore, accurate WFT approaches (LR-CC2) are too costly to perform excited-state geometry
optimizations, while additionally a sufficient treatment of the solvation environment is difficult. For
INVEST emitters, calculated vertical excitation energies were close to LR-CC2 reference values for
PBE0 (best-performing functional), indicated by the MAD of roughly –0.2 eV to –0.15 eV for singlets
and triplets respectively. Over all benchmark studies, excitation energies and fluorescence energies are
reproduced by the ΔUKS approach with MADs of roughly 0.1-0.2 eV and confirms that the good
performance of ΔUKS extends beyond the calculation of ST gaps. ΔROKS performs in most parts
slightly worse or similar to ΔUKS (DA-TADF and MR-TADF) for excitation energies, but fails as
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previously shown for INVEST emitters.

At this point, we note that across all our studies we observed different best-performers among the
tested functionals for the particular properties of interest. However, functional differences were
relatively small (exception INVEST) and the LC𝜔PBE functional with an 𝜔 value of 0.175-0.200 a−1

0 ,
produced consistently accurate excited-state energies in all our studies, be it ST gaps or fluorescence
energies. Especially noteworthy is also the mostly non-empirical PBE0 functional, which we applied
in contrast to the tuned LC-𝜔PBE functionals unmodified in all studies. PBE0 produced reasonably
good results for the ST gaps of DA-TADF emitters (with ΔUKS), INVEST emitters (best performer
with ΔUKS) and MR-TADF emitters (lowest SD with ΔUKS of all functionals). This shows the
validity of the PBE0 model, in which the functional parameters were determined based on physical
reasoning alone, making it one of the few minimally empirical density functional approximation. One
significant drawback of ΔDFT approaches, ΔUKS in particular, is their non-black box nature. Electron
and hole orbitals have to be chosen beforehand, and when targeting, for example the lowest excited
state, a HOMO-LUMO guess does not necessarily provide the lowest excited-state of the system in
question. Finding the lowest excited state is practically a nonissue for triplet excited states, since the
spin multiplicity constrains the SCF, and convergence algorithms exist to find global minima for SCF
equations. ΔUKS singlet calculations are depend more on the quality and type of initial guess, from
which the trial excited-state is manually constructed. The initial guess partially determines the type
of final excited state and if the by MOM/IMOM-constrained SCF procedure reaches convergence.
This is clear to see in any type of symmetric molecule, where a simple ground-state initial guess of
course provides symmetric ground-state orbitals. The trial excited-state from such a guess is then
also symmetric, which is enforced in the SCF via MOM/IMOM, even though a symmetry-broken
SCF solution would provide a lower excited-state energy in such molecules. This issue is solved in a
majority of cases by starting from a converged singlet ΔROKS calculation, as the "ground-state" of
the two-determinant ROKS approach we used is an open-shell singlet. Another way to solve this, in
the absence of two-determinant ROKS capabilities, and if an implementation of a spin-flip algorithm
is accessible to use a converged triplet ΔUKS calculation as initial guess for the singlet calculations.
This of course, only solves the problems for finding the lowest singlet and triplet excited states of a
systems. Higher-lying excited singlet and also triplet states which display symmetry-breaking are still
problematic to access in any case.

The performance of presented approaches for the calculation of excitation energies, vertical and
adiabatic, and in particular for singlet-triplet energy gaps is remarkable. However, it is always
important to know the limitations of computational methods. Thus it is crucial to know for which
systems ΔDFT approaches struggle to give reasonably accurate excited-state energies, geometries
and properties. Since, ΔUKS and ΔROKS differ significantly in their construction of the underlying
wavefunction, single-determinant (ΔUKS) vs two-determinant (ΔROKS), large differences in their
description of excited-states with significant multi-reference character is expected. Presumably, ΔUKS,
due to its single-determinant nature, inherits the fundamental limitations of single-reference methods
for the description of multi-reference excited states. We observed the largest errors for the calculation
of ST gaps via ΔUKS/FX175-𝜔PBE in MR-TADF emitters with acene-like structures possibly due to
this fundamental limitations of UKS. This potentially becomes problematic if ΔUKS is applied to
TADF emitters with significant multi-reference character, e.g., emitters from a recent study based
on a tetracene as core structure.211 Therefore, it would be important to assess both approaches for
their accuracy with respect to multi-reference excited states, i.e., at which percent of multi-reference
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character ΔUKS/ΔROKS become unreliable.

Another venture for ΔDFT methods could be the extension to semi-empirical quantum mechanical
(SQM) methods. SQM methods are several magnitudes faster than DFT methods, which accelerates
the screening capabilities of simulations dramatically. Particularly, the extended tight-binding
method for geometries, frequencies and non-covalent interaction (GFN-xTB/GFN2-xTB)212,213 or
the general-purpose extended tight-binding method (g-xTB)214 are suitable for this endeavor, as the
former has recently received a spin-polarized version (spGFN-xTB),215 enabling the modeling of
different spin multiplicities, while the latter features remarkable DFT-like accuracy and capabilities of
range-separated hybrid functionals. Both spGFN-xTB and g-xTB offer huge speedups compared to
standard DFT, and may be especially useful in the early steps of multilevel screening workflows. The
extension of ΔDFT to semiempirical methods with a SCF procedure is simple as the maximum-overlap
methods (MOM/IMOM) can be applied irrespective of the underlying Hamiltonian. With the large
speedup that SQM methods offer, it would also become straightforward to study the electron dynamics
of excited states via the robust ΔUKS method.

Overall, I demonstrate that state-specific DFT approaches are robust, efficient and accurate and a
superior alternative compared to TD-DFT approaches in modeling the excited states of DA-TADF,
MR-TADF and INVEST emitters. I identified computational protocols for dealing with the state
targeting problem, to make ΔDFT approaches as black-box as possible, and determined density
functional combinations with continuum solvation models to accurate account for equilibrium and
nonequilibrium solvation effects for excited states. ΔDFT is a great addition in the toolbox of quantum
chemistry approaches, where TD-DFT gives a lacking description of the excited state landscape of a
system.
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Appendix A PCM-ROKS for the Description of Charge-Transfer States in Solution: Singlet-Triplet
Gaps with Chemical Accuracy from Open-Shell Kohn-Sham Reaction-Field Calculations

Figure A.1: Table of content graphic (ToC).

Abstract The adiabatic energy gap between the lowest singlet and triplet excited statesΔ𝐸ST is a central
property of thermally activated delayed fluorescence (TADF) emitters. Since these states are dominated
by a charge-transfer character, causing strong orbital-relaxation and environmental effects, an accurate
prediction of Δ𝐸ST is very challenging, even with modern quantum-chemical excited-state methods.
Addressing this major challenge, we present an approach that combines spin-unrestricted (UKS)
and restricted open-shell Kohn-Sham (ROKS) self-consistent field calculations with a polarizable-
continuum model and range-separated hybrid functionals. Tests on a new representative benchmark
set of 27 TADF emitters with accurately known Δ𝐸ST values termed STGABS27 reveal a robust and
unprecedented performance with a mean absolute deviation of only 0.025 eV (≈ 0.5 kcal/mol) and few
deviations greater than 0.05 eV (≈ 1 kcal/mol), even in electronically challenging cases. Requiring
only two geometry optimizations per molecule at the ROKS/UKS level in a compact double-𝜁 basis,
the approach is computationally efficient and can routinely be applied to molecules with more than
100 atoms.

A.1 Introduction

Materials for organic electronics and organic light-emitting diodes (OLEDs) have become very
prominent research topics in recent years.70,216,217 Central to the function of organic electronics is
a transfer of charge in the form of electrons and holes. Accordingly, the study and computational
modeling of charge-transfer (CT) excited states have attained great interest. In the mechanism of
thermally activated delayed fluorescence (TADF), CT states and the energy gap between the lowest
relaxed singlet and triplet states (Δ𝐸ST) are of particular relevance. Here, a recycling of excitons
between the singlet and triplet manifolds via an intersystem crossing (ISC) and a reverse ISC (rISC)
increases the maximum internal quantum yield fourfold – from 25% for fluorescent emitters to 100%
for TADF emitters. For this exciton recycling to be fast and efficient, the molecules require a small
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Δ𝐸ST, which exponentially governs the thermal upconversion rate

𝑘rISC ∝ exp
(
−
Δ𝐸ST
𝑘𝐵T

)
. (A.1)

Typically, for TADF emitters Δ𝐸ST is less than 0.2 eV, as this is necessary for rISC processes to
become efficient, while lower values are always beneficial.217,218 To predict the TADF rate with
reasonable accuracy, the error in Δ𝐸ST should ideally be smaller than 𝑘𝐵𝑇 at ambient conditions,
which is ≈0.025 eV or 0.5 kcal/mol. Although it has in the meantime been established that this
upconversion can be aided by spin-vibronic coupling mechanisms,219–223 and, moreover, that a small
gap alone is insufficient, the size of the Δ𝐸ST remains an important criterion. In addition to a small
Δ𝐸ST, good emitters need significant a spin-orbit coupling (SOC) between the corresponding states
and a large oscillator strength of the emitting singlet state, which are conflicting design goals.70,217,224

This is because the electron-hole orbitals directly enter the exchange integral that governs Δ𝐸ST but
also the integrals for oscillator strength and spin-orbit coupling.217 A detailed discussion of these
quantities and their connection in the framework of different electronic-structure approaches can be
found in ref [225]. A comprehensive calculation of TADF and rISC rates for three emitters using
a combination of self-consistent field (SCF)-based excited-state methods, time-dependent density
functional theory (TD-DFT), and the correlated ab initio method ADC(2) has been presented in
ref [169]. A recent study that explores the electronic structure of TADF emitters with state-of-the-art
methods can be found in ref [226]. Here we exclusively focus on the quantitative prediction of Δ𝐸ST
for a large set of emitters. We do this in part because of its direct relevance for TADF but also because
this experimentally well-studied property constitutes a rigorous test of the description of CT states in
dielectric environments.

The probably most popular method for studying TADF emitters and their respective singlet-triplet
energy gap and, perhaps, also in general CT and materials for organic electronics is TD-DFT, typically
in combination with the Tamm-Dancoff approximation (TDA-DFT).148 This is despite the well-known
CT failure of TD-DFT79 and because more robust wave function-based approaches, like coupled-cluster
(CC) or algebraic-diagrammatic construction (ADC), are computationally too demanding for all
but the smallest systems of relevance.79 As a result, they are employed mainly for small systems
and testing purposes.169,227,228 Besides the electronic structure method, also the description of the
dielectric environment is crucial for highly polar CT states.168,169 This is particularly important in
TADF emitters, since their lowest triplet state is typically a CT with some admixture from local
𝜋𝜋

∗ contributions,169 whose balance is very sensitive to the environment’s polarizability. Although
highly accurate wave function-based excited-state methods exist, they typically lack the ability to
be combined with equilibrium-solvation approaches. Moreover, although most quantum-chemistry
programs provide some kind of excited-state solvent method for TD-DFT, the by far most prominent
one is the linear-response polarizable continuum model (LR-PCM),170 which is known to fail in the
description of CT states.169,171,229,230 Only state-specific (also termed corrected LR, cLR)231 solvent
models recover the dielectric stabilization of CT states,183 but they are, to the best of our knowledge,
not available for excited-state optimizations due to a lack of gradients. A workaround for the LR-PCM
formalism is to conduct an environment-specific optimal tuning of range-separated functionals.168

Although this approach appears to mitigate some of the shortcomings of the LR-PCM method, it is
not a rigorous model and moreover requires a significant number of additional calculations to obtain
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Figure A.2: Difference densities (increase blue, decrease red) of the lowest locally excited triplet (left, 3LE) and
the lowest triplet CT state (right, 3CT) of the prototypical TADF emitter TMCz-BO in PPF thin film (𝜀 = 3.5),
calculated with (a) ROKS/PCM, (b) TDA-DFT/LR-PCM, and (c) TDA-DFT including orbital relaxation effects
via the z-vector equations. Note that ROKS and UKS densities are identical to the eye. Moreover, the difference
between the singlet CT (not shown) and triplet CT states is hardly noticable. Isodensity surfaces shown with
isovalue of 0.0035 au. Visualization was performed with VMD 1.9.3,233 difference-densities calculated with
Multiwfn 3.7.234 Calculations are conducted with the OT-LC-𝜔PBE-D3 functional and the def2-SVP basis set.

the range-separation parameter for each molecule/solvent pair. Furthermore, this approach has been
shown to be problematic for CT states.232

Nevertheless, the quantitative prediction of Δ𝐸ST for a representative set of emitters has previously
been attempted by several groups, for example, by Brédas and co-workers using TD(A)-DFT with
optimally tuned (OT)235 range-separated hybrid functionals (RSHs), the LR-PCM, and specific
workflows to circumvent some of the problems, involving, for example, unrestricted Kohn-Sham
(UKS)/CAM-B3LYP optimizations of triplet states with a PCM followed by single points with
TD(A)-DFT.167 The best-performing method in this study was the OT-LC-𝜔PBE functional, for which
they reported a mean absolute deviation (MAD) of 0.09 eV, which reduced to 0.07 eV when the gaps
were calculated in the vertical approximation, that is, at the ground-state geometry. Most notably, the
LC-𝜔PBE124,186 with the default range-separation parameter was among the worst performers in their
study. While this illustrates the capability of optimal tuning to mitigate the CT-failure of TD-DFT,
it at the same time reveals that the results are highly sensitive to those parameters, which must be
determined for each system.
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Also an SCF-based prediction of Δ𝐸𝑆𝑇 has already been attempted by Hait and Van-Voorhis, who
surveyed 27 compounds with four different functionals (PBE,108 PBE0,123 B3LYP,207 and LC-
𝜔PBE124,186) using spin-restricted open-shell Kohn-Sham (ROKS), yet without any solvent model.172

They found that the B3LYP functional performed best with a mean deviation and root-mean-square
deviation of 0.02 eV and 0.14 eV, respectively. Surprisingly, the RSH performed much worse with an
MD/RMSD of 0.66/0.70 eV, which is presumably due to the lack of any solvent model in the calculation
and optimal tuning (vide supra). Further recent attempts have been made with mixed success using
the particle-particle random-phase approximation (ppRPA),227 and second-order quasi-degenerate
perturbation theory.228

Shee and Head-Gordon studied the performance of RSH functionals in combination with TD-DFT
and solvent models for a set of 61 emitters, focusing on absorption and emission energies in the gas
phase and different solvents rather than singlet-triplet gaps.130 For the TADF emitter subset containing
21 compounds exhibiting CT character emission, they found that the optimally tuned LRC-𝜔PBE
functional performed best with an MD, MAD and absolute maximum deviation (AMAX) of 0.11 eV,
0.18 eV, and 0.34 eV respectively. For four cases in which TD-DFT clearly failed, they reported that
the ROKS approach leads to a much improved agreement.

In this work, we model the low-lying excited states of TADF emitters with ROKS87,88,172,173,236

and unrestricted Kohn-Sham (UKS) calculations (often termed the ΔSCF approach) in combination
with a polarizable-continuum model (PCM)174,175,237,238 and modern (tuned, range-separated) hybrid
functionals (RSHs)124,186 as implemented in the Q-Chem 5 program.239,240 As such, the approach
explicitly accounts for orbital-relaxation effects (see Fig. A.2) and rigorously includes the interaction
with a fully equilibrated dielectric environment (solvent) in a state-specific fashion via the ”ground
state” PCM.169 We moreover present a practical workflow that combines the strengths and eliminates
weaknesses of the ROKS and UKS approaches, building on the experience from an earlier study
that employed the UKS/PCM approach together with the maximum-overlap method (MOM).169

For the sake of comparability, we also report results obtained with the prominent but problematic
TDA-OT-LC-𝜔PBE/LR-PCM approach.

Finally, we point out that, despite the focuses on the prediction of Δ𝐸ST of TADF emitters, the
presented approaches are by no means limited to this application. Instead, Δ𝐸ST serves as a convenient,
because experimentally well-investigated property to benchmark the performance for the description
of CT states in dielectric environments. Moreover, ROKS/UKS/PCM is, to the best of our knowledge,
the only practical approach that allows an optimization of structures of CT excited states in solution
with a fully equilibrated solvent. The resulting structures are thus a valuable starting point for further
calculations of transition properties with other methods such as TD-DFT/SS-PCM. As demonstrated
in ref169, such a combined approach (in this case TD-DFT//UKS/PCM) can provide TADF and rISC
rates in good agreement with the experiment.

A.2 Benchmark Set

To thoroughly test the approach, we composed a representative set of structurally manifold TADF
emitters. Key data of the selected molecules are summarized in Table A.1, while their structures are
shown in Figure A.3.
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Figure A.3: Lewis structures, numbers, names, and experimentally determined singlet-triplet gaps of the TADF
emitters contained in the STGABS27 test sorted by the type of the emitter.

A crucial aspect when compiling such a benchmark of singlet-triplet gaps with small absolute values
(0.0-0.2 eV) is the accuracy and reliability of the experimental data. This can be illustrated using the
above-mentioned work of Brédas and co-workers.167 For the emitter ACRFLCN, their approaches
predicted vertical and adiabatic gaps of 0.07 eV and 0.02 eV, respectively. While this deviates
significantly from the experimental reference of 0.24 eV used in their study that is based on the peak of
the phosphorescence and fluorescence spectra, their prediction agrees well with a more recent and more
accurate reference for ACRFLCN of 0.03 eV obtained later via the Berberan-Santos method.176,256

In our experience, estimates for Δ𝐸ST based on emission spectra are inherently unreliable, and we
thus only consider emitters whose Δ𝐸ST values are determined with the Berberan-Santos or related
methods, i.e., from temperature-dependent measurements of the TADF or rISC rate.176 Related
methods refers to Adachi’s approach to obtain Δ𝐸ST from quantum yields and excited state lifetimes,
the experimental gaps ACRXTN and DABNA-1 were obtained this way.259 We term this set of 27
adiabatic singlet-triplet energy gaps from the Berberan-Santos method STGABS27.

The 27 molecules are split into two sets, namely, A and B. The first representative set A consists
of 15 emitters and was subjected to a large series of tests, whose results guided the development
of the protocol. The second set B consists of 12 further emitters, which were used to validate
the computational protocol. Moreover, the emitters in both sets are grouped into subsets based on
their molecular structures to check if there exists a connection with the accuracy of the method: (i)
linear-DA with one (sDA) or multiple (mDA, e.g., DACT-II) donor groups linearly connected to one
acceptor, (ii) branched-DA (BDA) with multiple donors connected to the same acceptor, (iii) donor
and acceptor connected through a spiro-center; (iv) multiresonance (MR) TADF emitters in which
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A.3 Workflow and Theory

Table A.1: Names, types (explanations are provided in the text), details of the experimental Δ𝐸ST measurement,
the experimental value (in eV), and literature references for all emitters of the STGABS27 set. Names were
adopted from the original publications except for TPA-Ph2CN, for which no name was provided in the original
work.

# Name Set, Type Exp. Setup Δ𝐸ST Lit.
1 MCz-XT B, sDA 5 wt%:PPF 0.011 [241]
2 TMCz-BO B, sDA 30 wt%:PPF 0.013 [242]
3 FAc-XT B, sDA 5 wt%:PPF 0.018 [241]
4 PTZ-DBTO2 A, sDA 5 wt%:Zeonex 0.018 [220]
5 ACRXTN A, sDA 5 mol%:mCP 0.033 [224]
6 Phox-Me

𝜋 B, sDA 10 𝜇mol, tol. 0.04 [243]
7 PXZ-Mes3B A, sDA 16 wt%:CBP 0.071 [244]
8 TPA-Ph2CN B, sDA 10 𝜇mol, tol. 0.12 [245]
9 oTE-DRZ A, sDA neat film 0.181 [246]
10 DACT-II A, mDA 6 wt%:CBP 0.009 [247]
11 XAc-XT B, mDA 5 wt%:PPF 0.025 [241]
12 5Cz-TRZ B, mDA 15 wt%:mCBP 0.03 [248]
13 2DAC-Mes3B B, mDA 16 wt%:DPEPO 0.058 [244]
14 MFAc-OPS A, mDA 20 wt%:PPF 0.07 [249]
15 MFAc-SPS A, mDA 20 wt%:PPF 0.08 [249]
16 p-AC-DBNA B, BDA 5 wt%:BCPO 0.009 [250]
17 3ACR-TRZ A, BDA 16 wt%:CBP 0.015 [251]
18 m’-AC-DBNA B, BDA 5 wt%:BCPO 0.031 [250]
19 TPA-cNDI*† B, BDA 1 wt%:Zeonex 0.082 [252]
20 4CzIPN A, BDA 10 𝜇mol, tol. 0.09 [253]
21 3DPA3CN A, BDA 6 wt%:DPEPO 0.103 [254]
22 5CzBN A, BDA 10 𝜇mol, tol. 0.13 [253]
23 p-2Cz2BMe B, BDA 10 𝜇mol, tol. 0.13 [255]
24 ACRFLCN A, Spiro 6 wt%:TPSi-F 0.028 [256]
25 Spiro-CN A, Spiro 6 wt%:mCP 0.057 [257]
26 DABNA-2 A, MR 6 wt%:mCBP 0.151 [258]
27 DABNA-1 A, MR 1 wt%:mCBP 0.20 [72]

donor and acceptor are in the same plane. While MR emitters are known to be particularly challenging
for electronic-structure theory and will thus provide a good account of the robustness of any tested
method,204,260 a comparison between sDA and mDA/BDA emitters may reveal possible issues with
electron/hole (de)localization.

A.3 Workflow and Theory

Initial ground-state geometries were obtained with the PBEh-3c134 composite method in the gas phase.
Comprehensive conformer searches for the ground state were omitted since the molecules are typically
not flexible and the most stable conformers are thus self-evident. This holds true even more for the CT
excited states, in which the delocalization of the excited-electron/electron-hole on the acceptor/donor
moieties strongly drives the respective 𝜋-systems to planarity.
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PBEh-3c geometries served as input structures for the optimal tuning (OT)235 procedure and as
starting point for all further calculations. The OT was conducted using the Golden-section search
method for the 𝜔-dependent target function 𝐽2(𝜔) (see the Supporting Information for details) for
fixed structures in the gas phase.130 Since the molecule-specific optimal 𝜔 values of each of the
functionals turned out quite similar for all emitters of set A (standard deviation about 10%), we also
consider the RSHs with fixed 𝜔s averaged over subset A (prefix FX, 0.134 a.u. for CAM-QTP(01),178

0.155 a.u. for 𝜔B97M-V,127 and 0.175 a.u. for LC-𝜔PBE-D3)124,186. This simplification eliminates
any molecule-specific parameters and the time-consuming OT step, which takes almost as long as one
excited-state optimization and is, thus, particularly helpful in screening workflows.

With UKS, singlet excited states are obtained with the help of the maximum overlap method (MOM) as
a single-reference solution,85 which is formally inconsistent for the multireference open-shell singlet
wave function (the resulting open-shell singlet is essentially a mixture of a triplet and a singlet wave
function; see ref [173] for a detailed discussion). This problem is mitigated by the ROKS approach,
which provides formally consistent wave functions at a slightly increased computational cost.172,261 In
a nutshell, ROKS is a two-determinant approach that achieves spin-pure singlet states by simultaneous
optimization of both a triplet and mixed (broken-symmetry singlet) determinant sharing a common
set of restricted open-shell orbitals {𝜙ROKS}.

88,173 A variational minimization of the energy of the
spin-adapted open shell singlet

𝐸
ROKS
𝑆 = 2𝐸𝑀 [{𝜙ROKS}] − 𝐸𝑇 [{𝜙ROKS}] , (A.2)

where 𝐸𝑀 is the energy of the mixed (UKS-like) determinant, and 𝐸𝑇 is the energy of the triplet,
allows a spin adaption at the level of KS orbital optimization. For a detailed description of the theory
and properties of ROKS the reader is referred to ref [173]. While previous studies report the resulting
differences between ROKS and UKS singlet to be negligible for CT states,86,169,172 we will demonstrate
that ROKS significantly improves on UKS since the energy differences considered here are very
small. In contrast, a simple post-SCF spin purification for UKS using Yamagushi’s formula,262 which
essentially doubles the UKS gaps, substantially worsens the agreement with experiment in most cases
(vide infra).

The adiabatic singlet-triplet gapsΔ𝐸ST are calculated consistently; that is, they correspond to the energy
difference between fully relaxed singlet and triplet excited states in a toluene solution. Accordingly,
all optimizations of the excited states are conducted with the integral equation formalism (IEF)-PCM
solvation model with parameters for toluene, corresponding to a full equilibration of the solvent degrees
of freedom. This is desirable to account for the microsecond time scale of the TADF process.169

Singlet states are optimized with ROKS and UKS, the latter in combination with the (initial)
maximum-overlap method (MOM/IMOM) to avoid a variational collapse to the ground state.85,86 In
the UKS/IMOM calculations (in the following just UKS), the excited state must be targeted explicitly.
This is realized through a manipulation of the initial guess orbitals in which one electron is moved
from the highest occupied molecular orbital (HOMO) to lowest unoccupied molecular orbital (LUMO).
ROKS optimizations do not need such a guess for the excitation vector. They reliably converge on the
lowest excited singlet state, whereas the UKS optimizations occasionally converge on higher-lying
solutions (ca. 30% of all cases). This issue arises when the localization of the HOMO-LUMO guess
vector differs from the lowest-energy CT state, since any change of the (de)localization is effectively
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prevented by IMOM (as it attempts to maximize the overlap with the first step/initial guess orbitals).
Accordingly, the issue can be solved by using a properly (de)localized ROKS guess for the UKS/IMOM
optimization.

Triplet states were optimized exclusively with the UKS approach, which converged onto the lowest
excited triplet state much more reliably than ROKS. Accordingly, ROKS triplets were obtained from
single point energy calculations on the UKS optimized structures, since the effect of re-optimizing
the structure with ROKS was negligible (Δ𝐸 <1 meV, see SI). In summary, by combining ROKS
optimizations of the singlet states with the ROKS//UKS approach for triplet states, no further user input
is required to obtain the lowest singlet and triplet excited states. Input files with the respective fine-tuned
SCF parameters that ensure a stable convergence are provided in the Supporting Information.

Excited-state characters (locally excited (LE) or CT) are derived from the SCF dipole moments
(see the Supporting Information for all values) or, in ambiguous cases, from an inspection of the
difference densities (see Figure A.2). This revealed that, already with parameters for toluene, the
lowest singlet and triplet states of all but one emitter (No. 2, TMCz-BO) are dominated by a CT
character (p-2Cz2BMe also has a near-zero dipole, but this is because the S1 and T1 are symmetric
CT states, not LE states). In TMCz-BO, the triplet CT state is just 0.03-0.08 eV above the triplet LE
state at the ROKS/PCM level (depending in the functional). However, already with PCM parameters
for the more polar 2,8-bis(diphenylphosphoryl)dibenzo[b,d]furan (PPF) thin film (𝜀 = 3.5), which
has been used in the experiments, the ordering is inverted, and the triplet CT states turns out as the
lowest state, approximately 0.04 eV below the LE state. Hence, our calculations confirm for a much
larger set of emitters what has previously been established for a smaller set of three emitters:169 The
lowest excited states of (non MR) TADF emitters are dominated by the CT character if the molecular
environment is properly included.

Note that we do not report any calculations in gas phase since this is not directly relevant for the
problem at hand. Moreover, characters of the lowest excited state there are different in gas phase, often
with multiple near-degeneracies, which makes it difficult to locate and converge the lowest states. For
a detailed comparison of the excited states in the gas-phase and in various solvent environments for
three emitters including PTZ-DBTO2 (No. 4) and ACRXTN (No. 5) from STAGBS27, we kindly
refer the reader to ref [169].

A.4 Results and Discussion

Let us begin with few a statistical evaluations of the comprehensive results for the molecule set A.
Figure A.4a displays mean deviations (MD) and mean absolute deviations (MAD) of the calculated
(adiabatic) Δ𝐸ST for the three tested functionals (different colors), each of which is considered with the
UKS and ROKS approaches (brighter and darker colors), and with molecule-specific optimally tuned
𝜔 values (prefix OT, left half) as well as fixed averaged 𝜔 values (averaged over set A, prefix FX, right
half). Most importantly, the results show that all combinations provide Δ𝐸ST in excellent agreement
with experimental values with MADs well below the chemical accuracy (0.05 eV or 1 kcal/mol). The
very similar performance of the different functionals and 𝜔 values shows that the performance is robust
with respect to the choice of the functional and the amount of exact exchange. To further explore this
aspect, we recalculated set A with the (unaltered) global hybrid functional PBE0-D4 (not shown, see
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Figure A.4: (a) MD and MAD of the calculated Δ𝐸ST for three tested functionals with OT and fixed-average
𝜔 values (FX, averaged over Set A), (b) correlation plot of calculated and experimental Δ𝐸ST computed with
OT/FX CAM-QTP(01), 𝜔B97M-V, and LC-𝜔PBE comparing UKS and ROKS, all values given in electronvolts.

Supporting Information).123,143,263 To our surprise, even this very general approach provides very
accurate gaps with an MD/MAD of 0.018/0.037 eV in combination with ROKS and −0.021/0.037 eV
in combination with UKS. This confirms that SCF-based methods like ROKS and UKS are much
more robust than a TD-DFT based approach when it comes to the description of CT states.

While the choice of the density functional and details of the range-separation parameter 𝜔 (OT vs FX)
exert only a minor influence, the difference between ROKS and UKS is substantial. From their direct
comparison, the spin-restricted ROKS approach emerges with a distinct advantage: It achieves a more
balanced MD and a lower MAD, while the UKS approach tends to a systematic underestimation of
the Δ𝐸ST resulting in a larger MAD and more negative MD. This falls into place nicely considering
the formal problems of the UKS approach. Since the single-reference treatment of the open-shell
singlet leads to a state that is a 50:50 mixture of a singlet and a triplet, differences between the singlet
and triplet states are systematically underestimated. However, in contrast to ROKS, Yamagushi’s
⟨𝑆2⟩-dependent post-SCF spin-purification does not improve the calculated gaps.262 An application of
this correction, which essentially doubles the gaps calculated with UKS, turns the slight systematic
underestimation of UKS/OT-LC-𝜔PBE-D3 (MD = −0.021 eV, MAD = 0.037 eV) into a severe
overestimation (MD = 0.042 eV, MAD = 0.058).

A further inspection of the results for set A in the form of a linear regression analysis is shown in
Figure A.4b. Most notably, this analysis reveals that the UKS approach also exhibits a larger statistical
error than that of ROKS: The Pearson coefficient is consistently larger by ≈0.1 for ROKS (0.88-0.89)
than for UKS (0.79-0.81). Inspection of the slopes for the ROKS approach shows values relatively
close to unity for CAM-QTP(01) (1.06), while LC-𝜔PBE-D3 and 𝜔B97M-V (both 0.90) are a little
worse, which is consistent with the MDs for the three functionals. Also the systematic underestimation
of the gaps with UKS is reflected in their slopes, which are well-below unity (0.74-0.84). Note that
all calculations presented here and in the following are conducted with Ahlrich’s compact def2-SVP
basis set.162 Tests with the larger def2-TZVP basis set162 were conducted, but no significant changes
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were observed (the MAD between gaps calculated with SVP and TZVP is less than 0.005 eV; see
the Supporting Information for details). This is consistent with previous studies and presumably the
result of stable error compensation (basis-set effects cancel out for structurally and electronically very
similar singlet and triplet CT states).167,169

Lastly, we discuss the influence of the parameters chosen for the dielectric environment. In a previous
work,169 some of us demonstrated that it is of utmost importance for the calculated gaps to include
at least the electronic polarizability of the dielectric environment (𝜀 ≈ 2) since differences to the
gas-phase are huge, whereas the differences between common non-polar and polar environments
(𝜀(zeonex) ≈ 2, 𝜀(mCP/PPF) ≈ 3.5)168,169 are much smaller. On the basis of this experience and
because we are designing an approach to predict gaps, we conducted all calculations with parameters
for toluene (𝜀 = 2.38), even if the experimental gaps were determined under different conditions
(typically more polar environments). Note that this is a typical simplification in the theoretical
modeling of Δ𝐸ST.167 To explore the impact of small changes in the dielectric constant, we repeated
the ROKS/OT-LC-𝜔PBE-D3 calculations for a subset (22 emitters) with the highest conceivable
polarity of common thin-film environments, that is, 𝜀 = 3.5. Although these calculations show a small
but systematic decrease of the calculated gaps (MD compared to toluene −0.016 eV), which moreover
restores the agreement for the three largest overestimated gaps (vide infra), the effect averages out
in the statistical evaluation (ΔMAD: 0.001 eV; see Figure S3 in the Supporting Information). This
confirms that the use of parameters for toluene in all calculations gives a reasonable approximation. In
future studies, a slightly higher dielectric of ≈ 3 could be better suited to account for the widespread
use of polar thin-film environments (see Table A.1).

Having concluded the detailed analysis of subset A, let us now consider the complete STGABS27 set,
that is, sets A and B, focusing on the performance for the different structural subsets and particularly
challenging cases. For this, we employ two of the best-performing methods for set A, namely,
𝜔B97M-V and LC-𝜔PBE-D3, both in combination with the ROKS approach. In addition, because of
its surprisingly good performance for set A, we employ PBE0-D4 with the ROKS and UKS approaches
to see if and how well its performance transfers to the larger set. Lastly, for the sake of comparison,
we calculated all gaps with the TDA-OT-LC-𝜔PBE-D3/LR-PCM by optimizing the lowest singlet and
triplet excites states. A visual comparison between absolute values of experimental gaps and results of
the calculations sorted by the type of the emitters and size of the gaps is shown in Figure A.5, while a
detailed statistical analysis is given in Table A.2.

Similar to set A, the results show that the performance of two OT RSHs 𝜔B97M-V and LC-𝜔PBE-D3
is statistically indistinguishable (green and blue lines). In comparison, PBE0-D4 in combination
with ROKS performs significantly worse as it tends to overestimate gaps (MD 0.026 eV, not shown).
However, in combination with the UKS approach (yellow line), a fortuitous error cancellation between
the systematic overestimation of PBE0-D4 and the systematic underestimation of the UKS approach
leads to a very similar performance compared to ROKS/RSH. In contrast, TDA-OT-𝜔PBE-D3/LR-PCM
systematically and substantially overestimates all gaps (MD ≈ MAD ≈ 0.20 eV). This can be traced
back to the previously discussed CT failure of the LR-PCM solvation model, which does not recover
the strong dielectric stabilization of CT states.169,171,229,230 It bears pointing out that ROKS/PCM
calculations are not only much more accurate but also 1.4-1.8 times faster than TDA-DFT/LR-PCM
(UKS/PCM even more so with a factor of 3.2-4.8), and exhibit a more favorable scaling with system
size (given are the timings per optimization step for the smallest and largest molecules of STGABS27;
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Figure A.5: Experimental (in black) Δ𝐸ST and calculated values for the whole STGABS27 set, categorized by
their structure sorted by increasing gap size. Calculated values are shown for the most accurate methods, that
is, ROKS/OT-𝜔B97M-V/PCM (green), ROKS/OT-LC-𝜔PBE-D3/PCM (blue), UKS/PBE0-D4/PCM (yellow,
solid and dashed), and, for reference (and to serve as a warning), also for TDA-OT-LC-𝜔PBE-D3/LR-PCM
(red, see the Supporting Information for further details). All calculations use the IEF-PCM with parameters for
toluene and the def2-SVP basis set. All values given in electronvolts. All numerical values are provided in the
Supporting Information.

see the Supporting Information for details).

An interesting observation is that all SCF-based methods, and, in particular, the ROKS/RSHs yield
very similar patterns of deviations. Some striking examples of this are shown in Figure A.5 (from left
to right), and they include the overestimation of the gaps of TMCz-BO, FAc-XT, and XAc-XT, as
well as the underestimation of the gaps of Phox-Me

𝜋, oTE-DRZ, 4-CzIPN, and spiro-CN. However,
even in these seven worst cases, the deviation of the ROKS/RSH approach from experiment hardly
ever surpasses the 0.05 eV defining ”chemical accuracy”. Because of the very similar pattern, we
speculate that, in most of these cases, the deviation is due to a specific effect that is not included in the
ROKS/RSH + PCM(toluene) approach. For example, an investigation of the influence of the polarity
of the environment (see Figure S2 in the Supporting Information) revealed that all overestimated gaps
mentioned above result from the larger polarity of the environment in the experiment (TMCz-BO,
FAc-XT, and XAc-XT were studied in a PPF thin film with 𝜀 ≈ 3.5) compared to the calculation using
toluene parameters (𝜀 ≈ 2.4). Something that could also contribute but is much more difficult to
assess are specific interactions (e.g., a structural confinement) within the thin-film environment that
are absent in free optimizations with a dielectric continuum model. Assuming such as confinement
constrains large-scale motions that reduce the Δ𝐸ST (but rotate freely in our optimizations), for
example, the torsion around the donor-acceptor bond, this could explain the underestimation of the
gaps particularly large bulky emitters (Phox-Me

𝜋, oTE-DRZ, and 4-CzIPN). For oTE-DRZ, also the
fact that experimental data was recorded in neat (pure) thin film could explain the observed deviation
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Table A.2: Detailed statistical analysis for the two best-performing functionals OT-LC-𝜔PBE-D3 and OT-
𝜔B97M-V in combination with the ROKS and PBE0-D4 in combination with ROKS and UKS for for all subsets
and the complete STGABS27 (Set A + Set B). All values are given in electronvolts.

MD MAD AMIN AMAX SD
Linear-DA (sDA and mDA)
𝜔B97M-V −0.001 0.020 0.000 0.056 0.027
LC-𝜔PBE-D3 −0.002 0.025 0.003 0.062 0.033
PBE0-D4 0.036 0.045 0.020 0.126 0.040
PBE0-D4(UKS) 0.008 0.023 0.002 0.051 0.028
Branched-DA (BDA)
𝜔B97M-V 0.004 0.023 0.000 0.057 0.031
LC-𝜔PBE-D3 0.000 0.024 0.005 0.044 0.030
PBE0-D4 0.016 0.040 0.003 0.074 0.045
PBE0-D4(UKS) −0.005 0.021 0.001 0.067 0.031
MR- & Spiro-DA
𝜔B97M-V −0.010 0.029 0.001 0.057 0.040
LC-𝜔PBE-D3 −0.009 0.033 0.008 0.064 0.044
PBE0-D4 0.008 0.032 0.002 0.052 0.043
PBE0-D4(UKS) −0.064 0.070 0.014 0.123 0.039
Full Set
𝜔B97M-V −0.001 0.022 0.000 0.057 0.029
LC-𝜔PBE-D3 −0.002 0.026 0.003 0.064 0.033
PBE0-D4 0.026 0.042 0.002 0.126 0.042
PBE0-D4(UKS) −0.007 0.029 0.001 0.123 0.041

as intermolecular interaction can play a role.

An orthogonal example with surprisingly good performance are the two MR-TADF emitters (DABNA-1
and DABNA-2), which are known to be particularly challenging for theoretical methods due to strong
electron-correlation effects in their singlet excited state.260 Here, all ROKS-based methods provide
good agreement with the experimental gaps, while the UKS-based PBE0-D4 (and TDA-DFT) shows a
large (huge) deviation. However, also the opposite can be observed, for example, for p-2Cz2BMe,
whose gap is significantly overestimated by the ROKS based approaches, whereas UKS/PBE0-D4 is
spot-on. However, this could as well be a coincidence due to the systematic underestimation of the
gaps with UKS-based approaches.

Altogether, the results for the complete set allow three important conclusions about the presented
ROKS/PCM and UKS/PCM approaches: (i) They are approximately an order of magnitude more
accurate than that of the prominent TDA-DFT/LR-PCM approach and at the same time computationally
more efficient and scale more favorably. (ii) The very similar performance of the three RSHs and the
global hybrid confirms that the SCF-based methods are more robust with respect to the admixture of
nonlocal Fock exchange than TD-DFT. As a result, ROKS can be used with fixed average 𝜔 values
or even UKS with global hybrid PBE0 without losing much accuracy. (iii) As evident from the
performance for DABNA-based multiresonant emitters, ROKS/PCM is also robust with respect to
electronically challenging situations in which TD-DFT breaks down.204,260 This is consistent with
previous reports on the performance of ROKS and MOM/UKS for electronically challenging excited
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states, for example, doubly excited states.86,172,173 Accordingly, it can be used to reliably estimate
Δ𝐸ST of all common types of TADF emitters with chemical accuracy.

A.5 Summary and Conclusions

We have presented an improved computational protocol for a rigorous and accurate description of
charge-transfer (CT) states in solution and specifically tested it for the prediction of the adiabatic
singlet-triplet gap Δ𝐸ST of TADF emitters. The method employs spin-unrestricted and restricted
open-shell Kohn-Sham self-consistent field calculations in combination with a polarizable-continuum
model. It was evaluated in conjunction with modern and well-established density functionals against a
new and comprehensive set of experimental Δ𝐸ST values of 27 TADF emitters. This set is termed
STGABS27 and includes only data from reliable temperature-dependent measurements. These tests
demonstrated an accurate prediction of the Δ𝐸ST with an unprecedented mean absolute deviation of
only 0.025 eV (0.5 kcal/mol) and few deviations greater than 0.05 eV (1 kcal/mol) for the ROKS/PCM
approach with optimally tuned range-separated functionals. Importantly, the performance is nearly
identical for electronically challenging cases like the multiresonant emitters DABNA-1 and DABNA-2,
for which TD-DFT-based approaches fail.204,260 Concerning the character of the lowest excited states
of the TADF emitters, our calculations clearly showed that S1 and T1 are dominated by CT character
if the environment is properly included, confirming a hypothesis from an earlier work that investigated
three emitters.169

Moreover, the accuracy of ROKS/UKS/PCM was found to be surprisingly robust with respect to
the choice of the density functional and details of the range-separation parameter. This allows a
speeding up of the calculations by skipping the time-consuming optimal tuning step and instead using
fixed 𝜔-values without losing much accuracy. Values of 0.134, 0.155, and 0.175 for CAM-QTP(01),
𝜔B97M-V, and 𝜔PBE-D3, were recommended. Further pursuing the path of reducing empiricism, it
was established that the (unaltered) global hybrid PBE0-D4 with ROKS/PCM shows only slightly
larger deviations, and — due to a fortuitous error compensation — PBE0-D4 with UKS/PCM is
almost as accurate as the best-performing schemes. This is particularly interesting, since UKS/PCM
is the fastest and perhaps also most widely available of the methods tested herein. However, it also
appears to be the least robust in electronically challenging situations.

Ultimately, we conclude that the robustness and accuracy of the ROKS/PCM approach results from
combining an SCRF-based description for excited states, which (i) does not suffer from the CT
failure of TD-DFT, which (ii) explicitly includes orbital relaxation effects and (iii) affords a rigorous
state-specific treatment of the dielectric environment through the IEF-PCM. To the best of our
knowledge, the presented approach and workflow constitute the most accurate practical computational
protocol for the prediction of singlet-triplet gaps of TADF emitters and is presumably also, in general,
very adept for the modeling of charge-transfer states of large molecules in dielectric environments.
Because of its favorable scaling and efficiency, ROKS/UKS/PCM can routinely be applied to large
systems with more than 100 atoms. An extension to compute transition properties is ongoing and will
be presented in the near future.
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TD-DFT for Emission Energies

Abstract Charge-transfer (CT) excited states are crucial to organic light-emitting diodes (OLEDs),
particularly to those based on thermally activated delayed fluorescence (TADF). However, accurately
modeling CT states remains challenging, even with modern implementations of (time-dependent)
density functional theory [(TD-)DFT], especially in a dielectric environment. To identify shortcomings
and improve the methodology, we previously established the STGABS27 benchmark set with highly
accurate experimental references for the adiabatic energy gap between the lowest singlet and triplet
excited states (Δ𝐸ST).1 Here, we diversify this set to the STGABS27-EMS benchmark by including
experimental emission energies (𝐸em) and use this new set to (re)-evaluate various DFT-based
approaches. Surprisingly, these tests demonstrate that a state-specific (un)restricted open-shell
Kohn-Sham (U/ROKS) DFT coupled with a polarizable continuum model for perturbative state-
specific nonequilibrium solvation (ptSS-PCM) provides exceptional accuracy for predicting 𝐸em over
a wide range of density functionals. In contrast, the main workhorse of the field, Tamm-Dancoff-
approximated TD-DFT (TDA-DFT) paired with the same ptSS-PCM, is distinctly less accurate and
strongly functional-dependent. More importantly, while TDA-DFT requires the choice of two very
different density functionals for good performance on either Δ𝐸ST or 𝐸em, the time-independent
U/ROKS/PCM approaches deliver excellent accuracy for both quantities with a wide variety of
functionals.

B.1 Introduction

The rise of computation-driven rational design in organic electronics and materials necessitates the
robust and accurate prediction of optoelectronic properties.70,169,216–218,264,265 Next-generation organic
light-emitting diodes (OLEDs) based on thermally activated delayed fluorescence (TADF) are a
prominent example. TADF emitters harvest both singlet and triplet excitons through the transfer of
excitons via (reverse) intersystem crossing [(r)ISC]. Since the rate of population transfer depends
exponentially on the adiabatic energy gap Δ𝐸ST between the lowest singlet (S1) and triplet (T1) excited
states, it imposes a tight constraint on TADF emitter design. One way to achieve small singlet-triplet
gaps on the order of the thermal energy (𝑘B𝑇 ≈0.025 eV) is by spatially separating electron and hole
in charge-transfer (CT) excited states. Accordingly, the computational study of CT states and the
accurate prediction of their relative energies have attracted great interest.

To assess the accuracy of commonly applied methods for the CT state of TADF emitters, some of us
previously introduced the STGABS27 benchmark set,1 consisting of 27 emitters with highly accurate
experimental Δ𝐸ST values obtained from temperature-dependent measurements of the TADF rate.176

Our work demonstrated that state-specific restricted or unrestricted open-shell Kohn-Sham density
functional theory (ROKS or UKS)85,86,88,236 combined with a polarizable continuum solvation model
(PCM)89,164 yields Δ𝐸ST with a remarkably small error of ≈0.5 kcal/mol, which we attributed to the
full inclusion of orbital relaxation and dielectric screening in the method. Note that by UKS, ROKS,
and generally ΔDFT, we refer to SCF-based non-aufbau methods applied to open-shell singlet excited
states and (as is more common) triplet states. In UKS for open-shell singlets, ground-state orbitals
are manually repopulated to form a non-aufbau determinant, and converged using the maximum
overlap method (MOM) to avoid variational collapse85. ROKS improves on UKS by correcting
the spin-state of the open-shell singlet determinant through the introduction of a second (triplet)
determinant in the same orbitals.173 The spin-adapted open-shell singlet state is then obtained as twice
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the open-shell singlet minus the triplet. These methods provide result within chemical accuracy and
remain remarkably stable across various density functionals from the classic PBE0-D4 (mean unsigned
error, MUE: 0.029 eV) to the state-of-the-art optimally tuned (OT) range-separated hybrid (RSH)
functional OT-𝜔B97M-V (MUE: 0.021 eV). In stark contrast, some of us showed in a recent paper208

that the accuracy of time-dependent density functional theory in the Tamm-Dancoff approximation
(TD(A)-DFT149,180,266) depends strongly on the chosen functional and solvation model. For most
method combinations, outliers dominate the results, leading to deviations frequently exceeding the
absolute Δ𝐸ST values. Only functionals with a small fraction of Fock exchange (≈10%), applied in
vertical approximation (i.e., using ground-state structures) and evaluated without a proper solvent
model, approach the accuracy of ΔDFT/PCM (MUE: 0.042 eV), which we attributed to strong
error-cancellation effects. Accordingly, the good performance of this approach comes at the expense of
overly stabilized CT states, sometimes by up to 1 eV, reminiscent of the CT failure of pure (meta-)GGA
functionals.79,158 To better identify such unreliable error-compensation-based methods and improve
the diversity of the STGABS27 benchmark, we decided to include experimental emission energies
𝐸em, which probe the energy difference between the polar excited CT (S1) and the nonpolar ground
state (GS). As such, emission energies offer a complementary challenge to the energy difference
between two similar CT states (S1 and T1) in the original set, in which error-cancellation effects are
much less helpful.

Countless previous studies have explored theoretical methods for calculating transition energies
from and to CT excited states. For the sake of conciseness, we limit the following discussion to
the most relevant ones. Shee and Head-Gordon recently investigated TD-DFT with a perturbative
(pt)SS-PCM solvation model for the absorption and emission energies of twisted intramolecular
(TI)CT excited states, including some TADF emitters.130 They found optimally tuned RSH functionals
such as OT-LC-𝜔PBE perform particularly well. Nonetheless, limitations of single-excitation-
based TD-DFT persist, especially for smaller systems, which they attribute to missing orbital
relaxation. Although they demonstrated that state-specific ΔROKS mitigates these errors, their
approach lacked a proper account for solvation (they were taken from the TD-DFT calculations).
A series of benchmarks by Jacquemin et al. on realistically sized organic emitters underscores the
advantages of (OT-)RSH functionals.151,152,157,159,267 Moreover, they emphasize the critical role of
a state-specific nonequilibrium solvation model for treating CT states accurately. In another work,
Jacquemin et al. explored the influence of correlation within a set of theoretical reference data for
30 intramolecular CT transitions.268 Unfortunately, the prohibitive computational cost of high-level
calculations limited the system size to only the smallest CT systems, in which orbital relaxation and
dielectric stabilization are less important. While an RSH functional (𝜔B97X-D269) is again the most
accurate with pure TD-DFT, more sophisticated wavefunction-based methods such as second-order
algebraic diagrammatic construction ADC(2)270,271 or second-order approximate coupled cluster
CC277 provide some improvements. These findings were recently corroborated by Mester and
Kállay,272 further suggesting a benefit from an accurate explicit description of orbital relaxation. In
this work, we want to systematically expand the benchmarking of CT emission energies in solution
to ΔDFT-based methods, including a complete nonequilibrium solvation model. To this end, we
implemented nonequilibrium state-specific solvation for ΔDFT in the Q-Chem program.184

This work adheres to the following structure: In section B.2, we present the reference values
for the expansion of the STGABS27 set. Sections B.3 and B.4 outline the theory and technical
details necessary for calculating vertical emission energies with TDA-DFT and ΔDFT. Lastly, in
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Table B.1: Names, measurement conditions, experimental 𝐸em value (in eV), and literature references for all
emitters of the STGABS27-EMS set.

No. name solvent𝑎 𝐸em
ℎ ref.

1 MCz-XT 5 wt %:PPF𝑏 2.59 [241]
2 TMCz-BO 10 𝜇mol, tol.𝑐 2.78 [242]
3 FAc-XT 5 wt %:PPF 2.54 [241]
4 PTZ-DBTO2 dilute tol. 2.12 [220]
5 ACRXTN 5 mol %:mCP𝑑 2.59 [224]
6 PHOX-Me

𝜋 20 𝜇mol, tol. 1.99 [243]
7 PXZ-Mes3B 10 𝜇mol, tol. 2.44 [244]
8 TPA-PH2CN 10 𝜇mol, tol. 2.52 [245]
9 oTE-DRZ 10 𝜇mol, tol. 2.35 [246]
10 DACT-II 6 wt %:CBP𝑒 2.40 [247]
11 XAc-XT 5 wt %:PPF 2.58 [241]
12 5Cz-TRZ dilute tol. 2.48 [248]
13 2DAC-MES3B 10 𝜇mol, tol. 2.51 [244]
14 MFAc-OPS 10 𝜇mol, tol. 2.80 [249]
15 MFAc-SPS 10 𝜇mol, tol. 2.73 [249]
16 p-AC-DBNA 10 𝜇mol, DCM 𝑓 2.23 [250]
17 3ACR-TRZ 10 𝜇mol, tol. 2.43 [251]
18 m’-AC-DBNA 10 𝜇mol, DCM 2.18 [250]
19 TPA-cNDI 10 𝜇mol, tol. 1.65 [252]
20 4CzIPN 10 𝜇mol, tol. 2.45 [253]
21 3DPA3CN tol. 2.45 [254]
22 5CzBN 10 𝜇mol, tol. 2.64 [253]
23 p-2Cz2BMe 10 𝜇mol, tol. 2.22 [255]
24 ACRFLCN 6 wt %:TPSi-F𝑔 2.56 [256]
25 Spiro-CN 6 wt %:mCP 2.30 [257]
26 DABNA-2 20 𝜇mol, DCM 2.64 [258]
27 DABNA-1 20 𝜇mol, DCM 2.68 [72]
a) If no value for 𝑛2 is known 2.25 (toluene)273 is used.
b) 2,8-bis(diphenylphosphoryl)dibenzo[b,d]furan: 𝜀 = 5.0274.
c) Toluene: 𝜀 = 2.37, 𝑛2

= 2.25.
d) N,N’-dicarbazolyl-3,5-benzene: 𝜀 = 2.84.275

e) 4,4’-bis(carbazol-9-yl)biphenyl: 𝜀 = 3.5 (see SI)
f) Dicholoromethane: 𝜀 = 8.93, 𝑛2

= 2.03.273

g) Triphenyl-(4-(9-phenyl-9H-fluoren-9-yl)phenyl)silane: 𝜀 = 2.5.276

h) Estimated accuracy ±0.02-0.06 eV in the given spectral region.

section B.5, we illustrate the specific emission energies and the statistical performance of various
density functionals on the expanded STGABS27 set to derive general recommendations for treating
solvated CT states.
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B.2 Benchmark Set

To thoroughly judge the applicability of an excited state method for the CT states of TADF emitters,
we extended the STGABS27 benchmark set with experimental emission energies 𝐸em for all included
systems. This new benchmark set shall be named STGABS27-EMS. Table B.1 summarizes the key
data, including reference emission energies, experimental measurement conditions, and corresponding
literature references.

In contrast to the singlet-triplet gaps in STGABS27 where careful consideration of the experimental
method was crucial to ensure reliable data for the mostly tiny energy differences < 0.1 eV, the
10-20 times larger emission energies can be taken from standard fluorescence spectra reported in the
original publications. We primarily rely on the peak maximum or photoluminescence wavelength 𝜆PL.
Where 𝜆PL was not explicitly stated (molecules 4, 12, 20, 22, and 25), we extracted the maximum
position from the reported fluorescence spectra. Since polar CT states present in all but the multiple
resonance (MR-)TADF emitters DABNA-1 (27) and DABNA-2 (26) exhibit a large bandwidth for
the fluorescence peaks, we assume a statistical uncertainty in the emission energy of up to 10 nm
(0.02 − 0.06 eV in the spectral region between 440 − 750 nm).

Further, we want to acknowledge that the fluorescence maximum typically does not directly correspond
to the vertical emission energy at the optimized excited state geometry. Discrepancies arise from
differences in zero-point vibrational energy (ZPVE) between ground and excited state or vibrational
effects leading to deviations from strictly vertical transitions.151,277 Unfortunately, the strong S1 CT
character prevents a more well-founded comparison to 0-0 transitions, as the required absorption peak
is typically weak and broad.278 Moreover, 0-0 transitions, i.e., equilibrium-to-equilibrium, are not
suitable for testing nonequilibrium solvation corrections for state-specific ΔDFT, which is a side goal
of this work. Thus, we will compare 𝐸em to the fluorescence maximum, arguing that this still provides
valuable insights since most donor-acceptor type TADF emitters are rather similar regarding their
electronic and chemical structure, which should lead to rather systematic deviations. Facing the same
issue, other authors assume an uncertainty of absolute vertical emission energies ranging between 0.1
and 0.2 eV, of which we chose the latter as a conservative estimate.130,151,153,277,279

B.3 Theory: Solvation for Vertical Transitions

In the following, we briefly introduce the theoretical background for calculating vertical transition
energies in the presence of a dielectric continuum. We omit a comprehensive review of the
underlying theory for polarizable continuum models (PCM) and instead refer the reader to relevant
literature.89,182,183,229,280–283 Throughout, we follow the notation established in ref [89], where a
reaction field operator 𝑅̂𝑖 of state |Ψ𝑖⟩ polarizes the continuum and leads to the following state-specific
Schrödinger equation

(
𝐻̂

vac + 𝑅̂𝑖
)
|Ψ𝑖⟩ = 𝐸𝑖 |Ψ𝑖⟩. (B.1)

Since electronic transitions occur on a much shorter timescale than the structural relaxation of the
solute, the polarization response to the transition can be split into two parts, which can be regarded as
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Figure B.1: Schematic overview for the calculation of emission energies with either TD-DFT (left) or ΔDFT
(right) in solution. White boxes indicate intermediates (the dashed 𝑅(𝜌𝑥) is replaced after the first iteration by
the frozen excited state reaction field of the excited state), while green boxes indicate final results. Letters A-E
in the TD-DFT and letters a-c in the ΔDFT procedure mark sections referenced in the text.

the application of the Frank-Condon principle to the solvent: On the one hand, there is a fast electronic
response from the solvent electronic degrees of freedom (DOF) that can follow the changing charge
distribution of the solute, and on the other a slow orientational and vibrational response of the solvent
nuclear DOFs, which remain unchanged. Therefore, we need to partition the total reaction field (∝ 𝜀)
into a fast part (∝ 𝜀∞ = 𝑛

2, with the refractive index 𝑛), and a remaining slow part284–288

𝑅̂ = 𝑅̂
𝑓 + 𝑅̂𝑠 . (B.2)

Accordingly, during a vertical transition from the equilibrium initial state fulfilling eq B.1 (e.g., some
excited state for emission) to the nonequilibrium final state, only the fast component 𝑅̂ 𝑓 relaxes.
Consequently, the Hamiltonian of the final state depends on both the fast component of its own and
the slow component of the initial reaction field

𝐻̂final = 𝐻̂
vac + 𝑅̂ 𝑓final + 𝑅̂

𝑠
initial. (B.3)

The energy difference between the initial and final states defines the vertical emission energy 𝐸em.
However, the strict application of this scheme results in a computationally demanding iterative approach
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and non-orthogonal states. To sidestep such complications, we avoid the interdependence between
the initial and final states in the Hamiltonian by approximating the relaxation of 𝑅̂ 𝑓 for the final
state by perturbation theory (denoted ptSS-PCM229, closely related to the corrected linear-response
(cLR)-PCM231), using the usual perturbation expression

𝑅̂
𝑓

final = 𝑅̂
𝑓

initial + 𝜆
(
𝑅̂
𝑓

final − 𝑅̂
𝑓

initial

)
. (B.4)

The clear advantage of the perturbative approach is that the 1st-order perturbative approximation of
the fast response of the final state (𝐸1st

em, compare Figure B.1), can be obtained in a single step once the
excited-state density is known.

B.3.1 Excitation- and 𝚫SCF-Based Procedures

Below, we detail the calculation of the initial excited and the final ground state with excitation- and
ΔSCF-based methods, now integrated into the latest version of the Q-Chem program.184

In the state-specific (SS-)PCM formalism for excitation-based methods182,183,231,281,289–295, such as
configuration interaction (CI73), algebraic diagrammatic construction (ADC(n)270,271), equation-of-
motion/linear-response coupled cluster (EOM/LR-CC296,297), or most relevant here TD(A)-DFT, the
reaction field enters the calculation through the ”solvated” ground state orbitals. Consequently, to
equilibrate the initial excited state, its reaction field has to be coupled back into the ground state
SCF. This is done in a procedure known as PerTurbation of Energy and Density (PTED) SS-PCM,
illustrated on the left of Figure B.1.183 It begins with a ground state SCF calculation, usually including
a PCM (A) to produce initial orbitals for the excited state TD-DFT calculation (B). From the TD-DFT
calculation, we obtain the excited state density used subsequently to polarize the continuum and yield
the excited state reaction field (C). This reaction field enters unchanged (frozen reaction field) into the
next ground state SCF (D), which produces an updated set of orbitals to return to step (B). Hence, at
the high computational cost of repeated (iterative) calculation of the excited states, the PTED approach
prepares both ground and excited states in the reaction field of the targeted excited state. Combined
with the perturbative nonequilibrium approach described above (E), this allows the direct calculation
of vertical emission energies.

For ΔSCF-based methods, the procedure depicted on the right of Figure B.1 is more straightforward
than for excitation-based methods, which originates in the state-specific nature of the ΔSCF approach:
The inherent separation of the ground and excited state calculations in two distinct SCFs enables the
concurrent optimization of the excited-state reaction field and the excited-state density (a), i.e., without
the need to repeat the entire ground- and excited-state computation until convergence. Since isolated
calculations yield each state under equilibrium conditions, the converged reaction field of the initial
excited state must enter the final ground state (b). Ultimately, only a single SCF in this frozen reaction
field is necessary (c) for the final ground state and the ptSS-PCM correction.

Let us finish with a few words about the nomenclature used in the following:

• ptSS-PCM always refers to the first-order corrected nonequilibrium transition energy. In the
case of absorption, this means the ground-state equilibrated PCM and a ptSS-PCM term for
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relaxation in the the excited state, and, in the case of emission, it means the excited-state
equilibrated PCM and a ptSS-PCM term for relaxation to the ground state (𝐸1st

em in Figure B.1).

• SS-PCM refers to fully equilibrated state energies, i.e., the lack of any ptSS nonequilibrium
corrections (𝐸eq

em). For this, excitation-based methods require an iterative solvent-field opti-
mization for each state (left of Figure B.1), whereas full equilibration is the ”natural” result in
state-specific ΔDFT approaches. This would be the physically correct model for 0-0 transitions.

• Just ”PCM” refers to calculations using the ground state reaction field, i.e., no excited states
are considered for solvation (correct for absorption at zeroth-order, 𝐸0th

abs). This is the ”natural”
result of excitation-based approaches (when using solvated orbitals), while it does not naturally
occur in ΔDFT approaches. Even though such ground-state solvation is incorrect for emission
calculations (TDA-DFT calculation for the excited state structure), it is the default solvation
procedure in some quantum chemistry programs.

• Finally, the linear-response (LR-)PCM170 is the default solvation model for TD-DFT in many
programs also for excited-state optimizations, since analytical gradients are available. As known
for a long time, however, LR-PCM fails to recover the strong polarization response of CT states
(see below).171,229,298,299

• Correct conditions for an emission calculation with the reaction field fixed to the excited state
(𝐸0th

em ) require an SS-PCM calculation only for the initial state, termed SSinitial-PCM. While
excitation-based methods with SS-PCM naturally yield the final ground state in the reaction
field of the initial excited state, ΔDFT requires a specific frozen reaction field SCF.

B.4 Computational Details

All calculations were performed with a development version of the Q-Chem 5.4.2 program, containing
the solvation model developments for TD(A)-DFT and ΔDFT described in section B.3. Emission
energies were generally calculated in the vertical approximation at the relaxed structure of the first
excited singlet state 𝑆1, optimized at the same level of the theory. Since the state-specific PCM
formalism for TDA-DFT lacks analytical nuclear gradients, geometry optimizations were carried out
with TDA-DFT in the gas phase. Aside from exploratory calculations, all emission energies were
calculated with state-specific PCM solvation with nonequilibrium effects added perturbatively via
the ptSS-PCM (vide supra). The reaction field was divided into fast and slow components according
to the Marcus partition,300,301 with the required parameters 𝜀 and 𝑛 for each solvent taken from the
Minnesota Solvent Descriptor Database.273

Our selection of density functional approximations (DFAs) covers a range of global and optimally
tuned128,235 range-separated hybrid functionals mostly based on PBE108. For the global hybrids, the
fraction 𝑎𝑥 of admixed exact exchange varies between 10% for PBE10, 25% for PBE0,123 and 37.5%
for PBE38.185 By interpreting 𝑎𝑥 as a screening of electron-hole attraction in TDA-DFT calculations
(𝑎𝑥 = 1

𝜀
),129,225,302 these admixtures equate to dielectric screening factors between 𝜀 = 10 (10%) and

2.6 (37.5%). For the range-separated hybrid functionals, we selected the optimally tuned LC-𝜔PBE
(OT-LC-𝜔PBE, with no short-range Fock exchange)124 and LRC-𝜔PBEh (OT-LRC-𝜔PBEh, 20%
short-range Fock exchange)186 as well as the best performer for singlet-triplet gaps on the STGABS27
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set, the optimally tuned 𝜔B97M-V (OT-𝜔B97M-V, 15% short-range Fock exchange)127 functional.
We omit untuned RSH functionals, as extensive prior studies found that the standard 𝜔 values, typically
optimized for ground state thermochemistry, are too large for excited state applications.1,130,159 The
optimally tuned range-separation parameters 𝜔 were taken from ref. [1]. All calculations employ
the DFT-D4 dispersion correction,142,143 using the same damping parameters for OT-RSHs as in the
untuned functional.303 Furthermore, all calculations employ the def2-SVP basis set162,304 (see the
Supporting Information for a detailed basis set study).

B.5 Results and Discussion
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Figure B.2: Energy level diagram for the TDA-DFT (left) and ΔUKS (right) calculation of absorption (dashed
arrows) and emission energies (solid arrows) for the lowest charge-transfer (CT, green) and locally excited (LE,
red) states of MCz-XT (molecule 1) solvated in a PPF matrix (𝜀 = 5.00, 𝑛2

= 2.25). All calculations employ
the OT-𝜔B97M-V functional. For each possible initial state [ground state (GS, blue), CT, and LE], geometries
indicated at the bottom are optimized (for TDA-DFT without solvation due to the lack of analytical nuclear
gradients for SS-PCM). At each geometry, all states are calculated under equilibrium solvation conditions
(SS-PCM, solid levels), in the reaction field of the initial state (SSinitial-PCM, dashed levels), and under first-order
nonequilibrium conditions (ptSS-PCM, dotted levels). For comparison, the experimental emission energies are
drawn in black.

B.5.1 The Example of MCz-XT

Let us begin with an in-depth comparison of solvation effects at either the TDA-DFT or ΔDFT level,
using 1,3,6,8-tetramethylcarbazole-xanthone (MCz-XT, molecule 1) as an example. Figure B.2 shows
the energy shifts caused by the dielectric environment for the ground (GS, blue), as well as the
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lowest CT (green) and LE (red) excited states of MCz-XT. Starting with MCz-XT in vacuum at the
ground-state geometry (middle), both TDA-DFT and ΔUKS predict the CT and LE at around 3.7 eV,
but with different ordering. TDA-DFT favors the CT state, while ΔUKS predicts a near degeneracy.
For D-A TADF emitters containing extended 𝜋-systems, such as MCz-XT, near degeneracies between
low-lying CT and LE states are common. Upon structural relaxation, either the CT or LE state can
become the lowest one.

If we now include the dielectric environment, three distinct scenarios have to be considered, depending
on the choice of the state for geometry optimization: (i) vertical absorption at the relaxed ground.state
structure, as well as vertical emission at either (ii) the CT or (iii) LE excited-state structure. Let
us begin with the optimized ground-state structure (i). Under equilibrium solvation conditions for
each state (SS-PCM, solid levels), we find a consistent stabilization for all states with respect to the
vacuum. The effect is more pronounced for the polar CT state (-0.69 or -0.86 eV) than in the less
polar GS and LE state (-0.26 to -0.35 eV). Consequently, the CT state is invariably the lowest excited
state. However, this is not as unambiguous under nonequilibrium conditions appropriate for modeling
vertical absorption. Without any relaxation of the final excited-state reaction field (zeroth-order neq.,
SSinitial, dashed levels), the relative excited-state levels remain almost unchanged compared to the
vacuum. In particular, the CT state experiences no special stabilization since the nonpolar GS only
weakly polarizes the dielectric environment. Only the relaxation of the fast solvent DOFs to the
specific excited state via the ptSS-PCM (first-order neq., dotted levels) drives the CT below the LE
states and yields lower CT absorption energies (𝐸1st,CT

abs < 𝐸
1st,LE
abs ). While the CT remains equal

for TDA-DFT and ΔDFT, the absorption energies to the LE still reflect the initial gas phase energy
discrepancy.

Moving on to the excited state structures of CT (ii) and LE (iii), we identify two main factors for the
vertical emission energies of either state at its optimal geometry, namely, (a) the overall stabilization
due to the dielectric environment, and (b) the nonequilibrium effect on the ground state. For factor (a),
we begin again with equilibrium solvation conditions. Compared to the ground-state structure, both
states experience an additional energy lowering after state-specific geometry optimization. This seems
to be dominated by the geometric relaxation of the solute as both CT and LE states respond similarly
(≈0.25-0.3 eV, with either TDA-DFT or ΔUKS).

As for vertical absorption, nonequilibrium solvation (b) plays a crucial role for 𝐸em. Whereas
nonequilibrium solvation effects increase vertical absorption energies, vertical emission energies are
consistently decreased compared to treating all states in their respective equilibrium conditions. The
polarized CT reaction field greatly destabilizes the nonpolar ground state (+0.4-0.6 eV for zeroth-order
and +0.2-0.3 eV first-order solvation) while nonequilibrium effects for emission from the LE state are
negligible (below 0.1 eV). This destabilization is mostly due to the polarization work, which amounts
to half of the interaction energy of the initial state (here CT) with its self-induced polarization. Because
the polar CT strongly polarizes the environment, the polarization work is large whereas the interaction
with the nonpolar ground state is small. Together, this results in a pronounced destabilization of the
GS.183

Combined, the CT emission energy 𝐸1st,CT
em is lower than 𝐸1st,LE

em by 0.62 and 0.79 eV for TDA-DFT
and ΔUKS, respectively, confirming the assignment of the experimental emission to the CT state.
Again, the nonequilibrium solvation effects for TDA-DFT and ΔUKS occur largely in parallel, yielding
very similar emission energies for the CT state (𝐸CT

em =2.51 vs 2.48 eV). Both values agree excellently
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with the experiment (2.59 eV), especially when compared with the calculation in vacuum or the
popular TDA-DFT/LR-PCM (3.19 eV). These findings confirm that state-specific solvation, including
appropriate nonequilibrium conditions for vertical transitions, cannot be neglected for either absorption
or emission energies of competing low-energy CT and LE states.

B.5.2 TDA-DFT

Figure B.3: Plots of the MUE (solid outer bar), MSE (hatched middle bar), and SD (dashed inner bar) for the
calculated 𝐸em, relative to the experimental reference. Values are shown for different functionals at the (a)
TDA-DFT/ptSS-PCM, (b) UKS/ptSS-PCM, and (c) ROKS/ptSS-PCM level of theory. All calculations employ
the S1 optimized structures at the same level of theory (for TDA-DFT without solvation due to the lack of
analytical nuclear gradients for SS-PCM).

Following our detailed analysis of MCz-XT, we continue with the statistical evaluation of the entire
STGABS27-EMS benchmark set, beginning with the results for TDA-DFT. Figure B.3a presents
the statistical measures for TDA-DFT/ptSS-PCM with various density functionals. These statistics
include the mean unsigned error (MUE), mean signed error (MSE), and standard deviation SD; see
the SI for definitions.

A striking initial observation is the strong functional dependence of 𝐸em, which ranges from the
promising accuracy of OT-LRC-𝜔PBEh-D4 (green) to a substantial underestimation with PBE0-D4
(purple, MSE ≈ −MUE = −0.73 eV). The crucial factor influencing performance is the fraction of
non-local Fock exchange within the functional incorporated either globally (global hybrids) or in a
distance-dependent way (range-separated hybrids). Increasing the global admixture, e.g., from 25% in
PBE0-D4 to 37.5% in PBE38-D4 (blue), reduces the MUE by more than a factor of two, primarily due
to a decrease in the negative MSE accompanied by a minor reduction in SD. Among the optimally tuned
RSHs, OT-LC-𝜔PBE-D4 (yellow, 0% short-range Fock exchange and 100% long-range Fock exchange)
exhibits a similar error to PBE38-D4, while OT-LRC-𝜔PBEh-D4 (20% short-range Fock exchange and
100% long-range Fock exchange) and OT-𝜔B97M-V (red, 15% short-range Fock exchange and 100%
long-range Fock exchange) are the most accurate. Interestingly, further analysis reveals a correlation
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between performance and Fock exchange fraction effective at the relevant electron-hole distance, as
we already reported in a previous work.208 For OT-LRC-𝜔PBEh, this fraction rises already around
0.7 Å above the 37.5% of PBE38-D4 compared to 1 Å for OT-LC-𝜔PBE (see Figure 2 in ref [208]).
To understand this curious trend of decreasing errors with increasing Fock exchange, we revisit our
previous interpretation of the Fock exchange fraction as an effective dielectric screening between
electron and hole (𝜀 ≈ 1

𝑎x
, see ref. [208] for details). Since the SS-PCM already accounts for screening

due to the dielectric continuum, we suspect that only a limited further screening (large 𝑎x) is required
to mimic the effect of orbital relaxation. Notably, the opposite is true for predicting singlet-triplet
gaps, where as little as 10% Fock exchange combined with an incomplete solvation model achieved
the best performance with the help of a surprisingly stable error-compensation.208 This highlights the
need for comprehensive testing across different properties to avoid methods that work primarily due to
fortuitous error cancellation. In general, the observed performance of TDA-DFT/ptSS-PCM is in line
with previous studies, which reported MUEs between 0.2 and 0.3 eV for the emission from CT states of
similar emitters.130,157,167 Notably, these studies also reported benefits from both system-specifically
optimally tuned RSHs and increased fractions of Fock exchange.

B.5.3 𝚫DFT

Figure B.4: Experimental (black) and calculated emission energies 𝐸em for the emitters of the STGABS27
benchmark set. The calculated values are given for the OT-𝜔B97M-V functionals with TDA-DFT (red,
dash-dotted), ΔUKS (green, solid), and ΔROKS (blue, dashed) at the consistently optimized 𝑆1 geometry. Aside
from 1st-order nonequilibrium state-specific solvation conditions (ptSS-PCM, full colors), TDA-DFT/LR-PCM
(shaded red) and ΔUKS/SS-PCM under equilibrium conditions (shaded green) are plotted. 𝜀 and 𝑛2 were
chosen for the measurement-specific solvent (see Table B.1). An estimated uncertainty of ±0.2 eV for the
experimental reference is marked by a gray band. MSE, MUE, and SD values for the set are tabulated.

After exploring the accuracy of TDA-DFT, we now turn to the ΔDFT-based methods. Figure B.3b and
c illustrate the statistical analysis of the performance of ΔUKS/ptSS-PCM and ΔROKS/ptSS-PCM,
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respectively. From the start, it is clear that both are more consistent and provide much-improved
emission energies as compared to TDA-DFT. Across all tested functionals, the MUE and the magnitude
of the MSE are consistently below 0.2 eV, with the best-performing ΔUKS/OT-𝜔B97M-V achieving
exceptional accuracy. Notably, this improved accuracy extends to the statistical error as measured
by the SD, which is nearly halved compared to even the best TDA-DFT/SS-PCM method. This
improvement of both systematic and statistical errors confirms thatΔDFT not only removes a systematic
bias between experimental and calculated 𝐸em values but leads to an overall more accurate description
of the vertical emission process.

This improvement is clearly evident from the plot of the absolute emission energies (𝐸em) against the
experimental references depicted in Figure B.4 (see Supporting information for plots including all
tested methods): For OT-𝜔B97M-V, inspection shows that ΔDFT/ptSS-PCM (UKS in solid green, and
ROKS in dashed blue lines) faithfully reproduces the relative trends in emission energies with only
a few cases beyond the error range of 0.2 eV, whereas TDA-DFT/ptSS-PCM (red, dash-dotted line)
exhibits much larger deviations and more than a third of the cases at or clearly outside the 0.2 eV range.
Selected examples include systems 14 and 15, where TDA-DFT underestimates the emission energies
by over 0.5 eV, or 20, 21, and 22, which reverse their relative order, and all of which are accurately
described by the ΔDFT-based methods. While seemingly acceptable in a benchmark considering
mostly statistical performance, it should be noted that such severe deviations for several of the studied
molecules can critically deteriorate the performance of screening and optimization tasks in material
design.305,306 In this respect, having no outliers > 0.3 eV is more important than eliminating small
statistical deviations of ≈ 0.1 eV

Furthermore, we want to emphasize the remarkable robustness of the ΔDFT approaches regarding
functional choice. In particular, the SD shows minimal variation across different functionals, regardless
of the amount of admixed Fock exchange. Apart from a rather systematic shift toward smaller emission
energies (negative MSE), most functionals provide almost identical, highly accurate values for 𝐸em.
A remarkable example is the simple PBE38-D4 functional with ΔUKS/ptSS-PCM, which shows
the lowest SD (0.13 eV) among all tested methods. This is particularly advantageous since it allows
screening workflows without a sophisticated RSH or the computationally demanding system-specific
optimal tuning procedure.

Having established the generally superior performance of time-independent ΔDFT/ptSS-PCM com-
pared to the more common TD-DFT approach, we now turn to the choice of reference wavefunction
for the open-shell singlet state. In other words, is the formally correct ROKS approach so much better
than UKS that the additional computational cost is justified? Comparing the emission energies for
UKS (green) and ROKS (blue) with OT-𝜔B97M-V in Figure B.4, both curves run largely parallel to
each other, with ROKS predicting slightly higher 𝐸em values (between 0.07 and 0.17 eV increase in
MSE). This systematic positive shift of ΔROKS (less negative MSE) holds for all tested functionals.
We note that the singlet-triplet gap Δ𝐸ST displays a similar trend, where ROKS yields generally larger
values than UKS due to a more destabilized singlet state.307,308 The explanation lies in the inherent
difference between UKS and ROKS wavefunctions. ROKS incorporates two determinants for proper
spin-adaptation, avoiding the unwanted admixture of the energetically close but lower triplet state
known as spin-contamination. Interestingly, the statistical measures suggest a slight benefit from the
spin-contamination in UKS. This even extends to the statistical error (SD) indicating that UKS is more
accurate despite its formally incorrect handling of open-shell singlets, at least for the CT states studied
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herein. Hence, since the additional effort for ROKS offers no improvement in accuracy, the more
widely available ΔUKS should be used for generally accurate emission energies of CT states.

Figure B.5: Plots of the MUE (solid outer bar), MSE (hatched middle bar), and SD (dashed inner bar) for the
calculated 𝐸em relative to the experimental reference. Values are shown for TDA-DFT and ΔUKS with different
solvation models. All calculations use the OT-LRC-𝜔PBEh-D4 functional and S1 optimized structures (for
TDA-DFT without solvation).

B.5.4 Solvation Models

After a detailed discussion of aspects of the electronic structure method applied to the solute, let
us now examine the influence of the solvent model for the dielectric environment. Figure B.5
shows the statistical measures for TDA-DFT and ΔUKS with the OT-LRC-𝜔PBEh-D4 functional and
different excited state solvation models. For TDA-DFT, there are several choices for the excited state
solvation model: In addition to the physically complete LR-PCM or (pt)SS-PCM models, one may
use the ground-state PCM or SS-PCM without first-order ptSS-corrections (SSinitial). Here, we begin
with TDA-DFT/SS-PCM under equilibrium conditions for ground and excited states (𝐸eq

em, yellow
bar), which marginally overestimates the emission energies. However, nonequilibrium effects must
be considered to account for the limited duration of the vertical emission process (see scheme in
Figure B.1). In the zeroth-order SSinitial approach (𝐸0th

em , orange bar), which neglects any solvent
relaxation upon emission, 𝐸em is systematically overestimated (negative MSE), as we already saw in the
exemplary case of MCz-XT (vide supra). Balanced emission energies require the relaxation of the fast
electronic solvent DOFs at first-order via the ptSS-PCM correction (𝐸1st

em, red bar). Notably, the ptSS-
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PCM treatment also yields the lowest SD, which confirms the advantage of nonequilibrium solvation
for vertical transitions. A similar trend emerges for the stepwise introduction of nonequilibrium
solvation in the ΔUKS calculations, albeit at a substantially lower overall error (especially the SD). We
can again compare the explicit emission energies predicted in the nonequilibrium (bright green) and
equilibrium (shaded green) regimes displayed in Figure B.4. Accounting for nonequilibrium solvation
generally reduces the emission energies, though not uniformly by the same amount. The differences
arise from the specific solvent used during measurement. Only polar solvents, where the total (𝜀) and
infinite-frequency (𝜀∞) dielectric constants deviate substantially, such as DCM or PPF (Sys.: 1, 3,
11, 16, 18, 26, and 27), exhibit a significant nonequilibrium effect. Meanwhile, for nonpolar solvents
dominated by fast polarization, such as toluene, equilibrium and nonequilibrium conditions deviate
only negligibly.

Knowing that sophisticated nonequilibrium solvation with the SS-PCM model for TDA-DFT works
well, we also investigated the more widely available and popular LR-PCM model. Benefits of
LR-PCM compared to state-specific approaches include that the solvent response is treated for all states
simultaneously, and analytical gradients are often available. However, a straightforward application of
LR-PCM (blue bar) yields large errors stemming from a combined increase in the statistical error
(larger SD) and a systematic overestimation of emission energies (positive MSE). This is also apparent
from the 𝐸em values plotted in Figure B.4 (dash-dotted shaded red line). The substantial error arises
from the near-zero contribution in the transition-density-based LR-PCM model, which is clearly a
result of the vanishing transition density of polar CT states. Consequently, the simultaneous use of
LR- and nonequilibrium SS-PCM, as suggested in ref [229], also changes the results only slightly.
Therefore, we conclude that any treatment of CT states with excitation-based models should include
SS-PCM solvation since LR-PCM fails to recover the large dielectric stabilization of such states.

B.6 Conclusions

We presented an extension of the STGABS27 benchmark set for singlet-triplet gaps to experimental
emission energies 𝐸em, termed STGABS27-EMS. This new data complements the existing singlet-
triplet gaps Δ𝐸ST for 27 TADF emitters, allowing a more robust test of excited-state methods. The
combined benchmark data probes polar CT states not only relative to each other1,208 but also relative to
the nonpolar ground state, which allowed us to refine our recommendations for treating charge transfer
states in solution. In particular, STGABS27-EMS enabled us to explore the nuances of functional
choice and excited-state solvation for vertical transitions based on TDA-DFT and ΔDFT.

The primary result of this work is that ΔDFT/PCM-based approaches can predict emission energies of
CT states of typical TADF emitters with higher accuracy and robustness than TDA-based approaches,
as evident from the excellent mean unsigned errors of 0.10 eV and standard deviation of 0.13 eV for
the best-performing OT-𝜔B97M-V with ΔUKS/ptSS-PCM. Such deviations fall within our assumed
maximum uncertainty for the reference 𝐸em values, suggesting our initial estimate of 0.2 eV might be
too conservative. Moreover, the ΔDFT accuracy shows at least a four times smaller sensitivity to the
functional choice than TDA-based approaches. Accordingly, the largest shift of the MSE between
the tested functionals is 0.67 eV for TDA-DFT, whereas the respective shift is just 0.17/0.16 eV for
UKS/ROKS. TDA-DFT introduces systematic shifts in the emission energies and the accuracy depends
more on the functional. This is evident from the SD, which varies between 0.23 and 0.32 eV for
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TDA, while it remains below 0.15/0.16 eV with UKS/ROKS. Hence, TDA-DFT calculations for CT
require state-of-art range-separated hybrids in combination with optimal tuning and the sophisticated
ptSS-PCM solvation model, whereas a ΔDFT calculation can employ any reasonable hybrid DFA, as
evident from the good performance UKS/PBE38-D4. Clearly, the newly implemented nonequilibrium
ptSS-PCM solvation for ΔDFT further improves the vertical emission energies, highlighting the
general need for proper state-specific solvation.

In stark contrast, the most widely used excited-state method, TD-DFT or TDA-DFT with SS-
PCM solvation, exhibits much larger deviations even with the best-performing OT-LRC-𝜔PBEh-D4
functional (MUE: 0.19 eV, SD: 0.23 eV). Unlike in our prior studies of singlet-triplet gaps, where
a minimal admixture of ≈ 10% yields optimal error cancelation, emission energies require a large
fraction (> 38%). Furthermore, we again confirmed the benefit of state-specific excited-state solvation,
as the commonly employed linear-response variant yields only a negligible stabilization over the
vacuum. Although the best TDA-DFT/ptSS-PCM approach provides reasonable errors below 0.2 eV,
it is not generally reliable for CT states in TADF emitters.

In conclusion, the combined benchmarking of Δ𝐸ST and 𝐸em strongly suggests that ΔDFT/PCM
methods provide a generally robust and accurate account of polar CT states in solution. This success
can be attributed to (i) the explicit account for orbital relaxation, (ii) an inherently state-specific
treatment of solvation, and (iii) the avoidance of the long-range CT failure of TD-DFT.
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Figure C.1: Table of content graphic (ToC).

Abstract Efficient OLEDs need to quickly convert singlet and triplet excitons into photons. Molecules
with an inverted singlet-triplet energy gap (INVEST) are promising candidates for this task. However,
typical INVEST molecules have drawbacks like too low oscillator strengths and excitation energies.
High-throughput screening could identify suitable INVEST molecules, but existing methods are
problematic: The workhorse method TD-DFT cannot reproduce gap inversion, while wave function-
based methods are too slow. This study proposes a state-specific method based on unrestricted
Kohn-Sham DFT with common hybrid functionals. Tuned on the new INVEST15 benchmark set, this
method achieves an error of less than 1 kcal/mol, which is traced back to error cancellation between
spin contamination and dynamic correlation. Applied to the larger and structurally diverse NAH159
set in a black-box fashion, the method maintains a small error (1.2 kcal/mol) and accurately predicts
gap signs in 83% of cases, confirming its robustness and suitability for screening workflows.

C.1 Introduction

Molecules with an inverted singlet-triplet energy gap (INVEST) have become a hot research topic as
they would enable highly efficient emitters for organic light-emitting diodes (OLEDs).187–189,309–317

In OLEDs, excited states (or excitons) are created by recombining electrons and holes.318 According
to Fermi-Dirac spin statistics, the ratio of singlet to triplet excited states generated via recombination
is 1:3. Hence, any purely fluorescent emitter’s internal quantum efficiency (IQE) is limited to 25%.
Overcoming this limitation, modern emitters can thus harvest singlet and triplet excited states, either
via phosphorescence in so-called PhOLEDs, or by upcycling triplets via reverse intersystem crossing
(rISC) into light-emitting singlet excited states. The latter phenomenon is termed thermally activated
delayed fluorescence (TADF) and has been intensively studied.52,70,187,216,217,319–321

A key property of TADF emitters is a small energy gap ΔEST between S1 and T1 states70,216

ΔEST = ES1
− ET1

, (C.1)

which is necessary to enable efficient triplet up-conversion. This is typically achieved by introducing
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Figure C.2: Hole and electron molecular orbitals (MO) from a ΔUKS calculation with the FX175-𝜔PBE
functional for a donor-acceptor type TADF emitter (DA-TADF), a multiresonance TADF emitter (MR-TADF)
and an inverted singlet-triplet gap molecule (INVEST), isovalues of 0.08 Bohr−3 and 0.04 Bohr−3 were used for
the inner (solid) and outer (transparent) isosurface, respectively.

a large spatial separation between the highest occupied molecular orbital (HOMO), located on a
donor, and the lowest unoccupied molecular orbital (LUMO), located on the acceptor. A problem of
this straightforward design is that small overlap also leads to vanishing spin-orbit coupling (SOC)
and oscillator strength ( 𝑓osc) between the states of interest,169 which negatively impacts (r)ISC and
radiative decay rates. Additionally, such classical D-A-type TADF emitters exhibit the broad emission
peaks characteristic of long-range charge-transfer (LRCT) states – the opposite of the desired sharp
(color-pure) emission.322

In these regards, the discovery of multi-resonance TADF (MR-TADF) emitters changed the picture.322

In contrast to the D-A architecture, MR emitters achieve a small electron-hole overlap by distributing
the HOMO and the LUMO on alternating positions of an aromatic 𝜋-system.204 Although this does
not reduce electron-hole overlap as much as in D-A emitters and, in turn, leads to larger singlet-triplet
gaps, other photophysical properties of MR-TADF emitter are more favorable: The emission spectrum
of MR emitters is sharp and thus color pure and the transitions exhibit high oscillator strength and thus
short lifetimes.322,323 Because of these and further desirable properties, DABNA and its derivatives
are used as fluorescent blue emitters in mass-produced OLED displays.60

Regarding their molecular and electronic structure, MR-type emitters can be regarded as a bridging
element between classical D-A-type TADF emitters and INVEST-type emitters (cf.C.2). Analogous
to MR-TADF emitters, INVEST emitters give up the spatial separation between donor and acceptor in
favor of a strategy with alternating orbital lobes. The perhaps most prototypical examples for INVEST
systems are cycl[3.3.3]azine and its derivatives, of which heptazine, a nitrogen-doped variant, has
been experimentally shown to have properties that confirm an inverted ΔEST.187 In a two-dimensional
polymeric variant of heptazine, amorphous carbon nitride, Actis et al. observed in steady-state
optical spectroscopy an inversion of singlet and triplet excitons by roughly 0.2 eV.324 During the final
stages of the preparation of this manuscript, another study reported the experimental determination
of INVEST for a pentaazaphenalene (molecule #4 in our INVEST15 benchmark introduced below)
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derivative.325

The special structure of these triangulene-like systems leads to an inversion of the singlet-triplet
gap, meaning that in violation of Hund’s rule, the S1 is energetically lower than T1. As a result,
rISC changes from an uphill conversion process of triplet to singlet excitons in DA- and MR-TADF
emitters to a downhill process in INVEST systems, which should translate into more efficient triplet
harvesting and lower efficiency roll-off at high brightness. However, the inverted gap comes at a cost:
the electronic structure that gives rise to an inverted gap causes poor photophysical properties, such as
low oscillator strengths. Therefore, it is an essential task to identify INVEST emitters that combine
an inverted gap with favorable emission properties.188 Unfortunately, systematic high-throughput
screenings are hindered by the reality that MR-TADF and INVEST emitters are only poorly described
by time-dependent density functional theory (TD-DFT149), which is by far the most prominent and
efficient workhorse in materials science. More specifically, it seems that the short-range charge-transfer
(SRCT) states that emerge from the MR-TADF and INVEST scaffolds are poorly described by TD-DFT
and its Tamm-Dancoff-approximated variant (TDA-DFT180), which predicts systematically too high
singlet excitation energies and qualitatively wrong ΔEST (vide infra). In contrast to the shortcomings
of TD-DFT with the description of the LRCT states and their dielectric embedding in classical
TADF emitters,2,208 the issues TD-DFT has with SRCT states can not be mitigated by using modern
functionals and more complete solvation models, but are inherent to the underlying theory.

Previously, Hall and co-workers tested a variety of hybrid and range-separated hybrid functionals with
different amounts of Fock exchange (FX) and range-separation parameters for MR-TADF emitters.205

They attributed the imbalanced description of S1 and T1 with errors in ΔEST of up to 1.0 eV to
the absence of doubly excited determinants in TD(A)-DFT, which affects the excited singlet states
much more than the triplets.225 In their recent study, which employed wave function-based correlated
methods in addition to TD-DFT, Drwal et al. pointed out an implicit connection between doubly
excited determinants and spin-polarization effects, which specifically stabilize the S1 state out of a pair
of singlet and triplet excited states involving the same molecular orbitals.201 The spin-polarization
balances the increasing electron-hole overlap and dynamical correlation, which together destabilize
the S1 relative to the T1 state. Further works confirm the hypothesis that doubly excited determinants
exert a large and selective influence on the energy of the singlet excited state.189,306,312,326,327 This
different impact of doubly excited configurations on singlet and triplet states explains why in wave
function theory, highly correlated methods including at least up to triple substitutions are required for
a balanced description of INVEST molecules (vide infra).

The conclusion derived by most authors is that computationally demanding correlated wave function-
based approaches are necessary to describe the inversion of S1 relative to T1. For example, linear-
response second-order approximate coupled cluster singles and doubles (LR-CC277), second-order
algebraic diagrammatic construction (ADC(2)270,271) and their spin-scaled variants99,206 (SCS-CC2,
SCS-ADC(2)), as well as state-averaged complete-active space self-consistent-field-based approaches
(SA-CASSCF,328 SC-NEVPT2,329 and CASPT2330,331) are often used to study INVEST emitters
because they include these effects at a manageable computational cost.188,190,306,313,327 However, in
face of the importance of doubly excited determinants, it is surprising that second-order methods like
LR-CC2 or ADC(2) perform quite well for INVEST cases.

Further studies seek a more complete description that includes even higher-order correlation effects
using state-specific coupled cluster with up to triple substitutions. Notably, Dreuw et al. reported a
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Figure C.3: INVEST15 benchmark set, a selection of 15 cyclazine derivates, differing in doping pattern and
doping atoms and NAH159, a selection of substituted cyclazine derivates and non-alternant hydrocarbons,
only an excerpt is shown with positions of electron-donating (EDG) and electron-withdrawing groups (EWG)
colored blue and red, respectively.

decrease of the inverted gaps or even positive ΔEST-values for prototypical INVEST emitters when
they systematically converged the level of theory by increasing basis set size and correlation treatment,
questioning the existence of inverted ST-gaps.196 Specifically, they used a state-specific coupled cluster
approach with unrestricted Hartree-Fock reference wave functions [termed ΔCCSD(T)@HF332], as
well as the ADC method of up to third order.201 Meanwhile, a minimal CASSCF(2,2) reference in
Mukherjee’s MR-CC-formalism [Mk-MR-CCSD(T)@CAS(2,2)193,194] used by Drwal et al. tends to
yield more negative gaps.201

Having established that various high-level single- and multireference methods agree with each other
and can thus be considered converged, Loos and co-workers recently demonstrated that also the
relatively efficient LR-CC2 and ADC(2) methods agree surprisingly well with EOM-CC3333 and
EOM-CCSDT334.190 Although this agreement has been traced back to error-cancellation effects, it
means that INVEST systems can be modeled with widely available and relatively efficient (compared
to MR-CC) ADC(2) or LR-CC2 methods. However, even these calculations take hours for typical
INVEST molecules with converged, i.e., augmented triple-𝜁 basis sets, rendering them too costly to
execute automatic screening workflows with thousands or even millions of molecules.

Addressing this major challenge, a recent work by Jorner and co-workers has presented a special-purpose
semi-empirical quantum-chemical method focusing on the 𝜋-electrons (PPP theory).305 Exploiting
dynamic spin-polarization to recover the gap inversion, their PPP method shows a promising correlation
with ADC(2) calculations after introducing several correction terms. While clear advantages of the
method are its speed (less than a second per molecule) and robustness against technical issues (> 99.9%
convergence in a test application), downsides are that it requires specialized software and, moreover, a
clear separation between 𝜎- and 𝜋-electrons, which excludes some functional groups.
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This study presents a less approximate and thus slightly more costly (a few minutes per molecule)
approach to predict ΔEST and absolute state energies accurately and reliably with standard quantum-
chemical software packages. To this end, we use state-specific unrestricted Kohn-Sham DFT (here
ΔUKS), targeting the respective singlet (and triplet) states directly, i.e., by converging a non-Aufbau
initial guess. For the lowest excited states relevant to INVEST, this is typically a singly excited
HOMO–LUMO determinant.

While targeting triplet excited states with ΔUKS is trivial via the multiplicity, converging open-shell
singlet states requires generally non-standard SCF solvers. Here, we employ the (initial) maximum
overlap method (IMOM/MOM), which avoids variational collapse to the ground-state via additional
constraints.85,86 A major advantage of such state-specific methods over excitation-based response
methods like LR-CC2, ADC(2), or TD-DFT is that each excited state is calculated in its own
optimal set of orbitals. As a result, orbital relaxation effects and higher (e.g., double) excitations are
implicitly included in the description at a much lower cost than in comparably accurate response
methods.86,261 In addition to ΔUKS, we test the closely related restricted open-shell Kohn-Sham (here
ΔROKS)87,88,236 method, which improves on ΔUKS by providing a formally correct open-shell singlet
with ⟨𝑆2⟩ = 0.173,261

For these state-specific ΔDFT methods, we explore the influence of the functional, focusing on the
type and amount of exact exchange mixing, which strongly affects the computed gaps. The methods
are evaluated in comparison to high-level reference values collected from the literature for a set of 15
INVEST molecules sharing the prominent cyclazine motif, as well as our own high-level calculations.
We then rationalize the reliability of the ΔUKS approach by comparing it to state-specific post-SCF
correlation methods. Finally, we apply the approach to a larger and structurally diverse validation set,
where we explore the effect of the initial guess (HOMO–LUMO vs all excitations between HOMO-1,
HOMO, LUMO, and LUMO+1). Eventually, we show that considering all these excitations by default
mitigates many of the issues resulting from the state-specific nature of the approach and increases the
method’s robustness, as is desirable for an application in high-throughput screenings.

C.2 Benchmark Set and Reference Values

Based on recently published high-level calculations, we compiled the benchmark set INVEST15,
which includes 15 INVEST emitters based on the cyclazine-scaffold, featuring various doping patterns
and heteroatoms. Ten of the 15 molecules were taken from a recent work of Loos et al.,190, in
which they provided theoretical best estimates (TBE) using the most accurate methods affordable for
those types of molecules, namely EOM-CC3 and EOM-CCSDT (with incremental corrections up to
augmented triple-𝜁 basis set level). Five additional literature-known INVEST emitters, namely 3306

and 10, 11, 14 and 15188 originating from two papers of Ricci et al. were picked to diversify the test
set and the doping patterns. System 15 was added as a sanity check to have at least one positive ΔEST.
B97-3c optimized ground-state geometries were used for all INVEST15 systems, which showed fairly
small root-mean-square deviations (RMSDs) compared to CCSD(T)/cc-pVTZ geometries (taken from
Loos’ benchmark set) typically around 0.005 Å.

The INVEST15 will serve as our test set for different functionals, basis sets, etc., while a second
benchmark set by Garner et al.191 will serve as our validation set (see Figure C.3). The second set
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consists of substituted variants derived from systems 1, 4, and 6 of our INVEST15 benchmark set,
as well as substituted variants of non-alternant hydrocarbons not part of INVEST15. In total, the
validation set comprises 159 distinct systems, which we will refer to as NAH159 for simplicity.

In light of the fragmented reference data, we perform extensive tests of both state-specific coupled
cluster approaches (namely ΔCCSD(T) and Mk-MR-CCSD(T)), as well as LR-CC2. We find that
Mk-MR-CCSD(T) based on a reference wave function with only the two singly excited determinants
(denoted ⟨↑↓| ± ⟨↓↑|)192,335 and LR-CC2 agree very closely with the TBE of Loos and co-workers (see
Supporting Information for details). Therefore, we choose LR-CC2/aug-cc-pVTZ as the secondary
reference method to provide consistent reference data for the larger NAH159 set.

To further investigate and rationalize the performance of the ΔUKS/PBE0 approach, we use the
unrestricted Kohn-Sham wave function as a basis for ΔCCSD and ΔCCSD(T) calculations with
Q-Chem,74,332 and compare the results to those obtained with a canonical UHF reference similar
to Dreuw and co-workers.196 Recognizing the importance of spin-contamination (which refers to
the deviation from the ⟨𝑆2⟩ expectation value of the wave function, e.g., 1.2 instead of 1.0) and
spin-adaptation (by which we refer to changing the formally wrong ⟨𝑆2⟩ of a single-reference open-shell
singlet of 1 to its correct value 0), we explored the impact of the Yamaguchi spin-correction based on
the ⟨𝑆2⟩ expectation value from CCSD.262 The underlying reason is that the singlet state obtained
with UKS is usually a 50:50 mixture of singlet and triplet state exhibiting an ideal ⟨𝑆2⟩ = 1.00. This
is a direct result of the UKS approach using only a single determinant.

Finally, to eliminate any spin-related issues in wave function-based Δ approaches, we also considered
a multireference level of theory with exactly two reference determinants. Namely, we calculated
state-specific Mukherjee multireference coupled cluster with perturbative triple excitations [Mk-MR-
CCSD(T)] on a reference wave function consisting of the required two singly excited determinants
for proper spin-adaptation.195 This level of theory is for a strict two-determinant state,192,197,335 at
least formally, the most highly correlated method used in this work, and presumably even superior to
EOM-CCSDT of Loos and co-workers since excited states are targeted directly and no substitutions
have to be spent to generate the excited states from the ground-state reference (see also SI).

C.3 Computational Details and Workflow

Several different programs were used throughout this study, including the Q-Chem program version
5.4.2184 (for all ΔUKS, ΔROKS, ΔCC, and TDA-DFT149,180 excited-state calculations), the ORCA
program version 5.0.4336 (for all DFT75,76 ground-state geometry optimizations), the MRCC program337

(for all single-reference correlated WFT calculations, mainly LR-CC277), the NWChem program
version 7.2.2338,339 with the Tensor Contraction Engine340 (for all multireference correlated WFT
calculations), and the DALTON program version 2020.1341,342 (for CC3333 calculations). The ground-
state geometry optimizations were carried out with the B97-3c135 composite method. Symmetry
constraints (C3h) were enforced only for system 15, to be consistent with existing literature references.
Comprehensive conformer searches for the ground-state geometries were omitted since the investigated
molecules are rigid and planar, having only one self-evident low-energy structure.

For all excited-state energy calculations for the INVEST15 (ΔUKS, ΔROKS, ΔCC, Mk-MR-CCSD(T),
LR-CC2, and LR-CC3), the B97-3c optimized ground-state geometries were used. In contrast to DA-

107



Appendix C ΔDFT Predicts Inverted Singlet-Triplet Gaps with Chemical Accuracy at a Fraction of
the Cost of Wave Function-Based Approaches

TADF emitters, the influence of the solvent is negligible (<0.02 eV for the best-performingΔUKS/PBE0
approach in toluene, see Figure S6). Therefore, only gas phase calculations were considered. ΔUKS
and ΔROKS methods were used in combination with the large Ahlrich’s def2-TZVPP162,304 basis set.
All post-SCF ΔWFT calculations are conducted using Dunning-type basis sets up to cc-pVTZ.198,199

The Mk-MR-CCSD(T) calculations adhere to a similar procedure as outlined by Drwal et al.201 with a
def2-TZVP basis set in the NWChem program (see SI for further details concerning basis-set and CC
convergence).338,339 LR-CC2 and LR-CC3 calculations employ the aug-cc-pVTZ343 and cc-pVDZ
basis sets, respectively.

The ΔUKS approach was used with the initial maximum-overlap method (IMOM)85,86 as implemented
in Q-Chem to prevent variational collapse to the ground-state. For the IMOM calculations, converged
ground-state orbitals are used to generate the non-Aufbau initial guess by manually repopulating the
orbitals (promoting an electron from an occupied to a virtual orbital for singlets, and for triplets also
changing the spin of the electron, see SI for sample input files). MOM adds a constraint to the SCF
solver, requiring the occupied orbitals to maximize overlap with those of the previous step (MOM) or
the initial guess (IMOM).85,86 Here, we exclusively use the more stable IMOM algorithm, which is
comparable in speed to standard SCF (DIIS) iterations, while its convergence is only slightly less robust.
For example, in the 1272 calculations of the structurally diverse NAH159 set at the PBE0/def2-SVP
level of theory (including all possible excitations between HOMO-1, HOMO, LUMO, and LUMO+1),
the ΔUKS/IMOM calculations achieved convergence after an average of just 22 cycles in 64 s. This
is just twice as many as for the ground states, which converged on average after 10 cycles in 29 s.
Moreover, only 1.8% of ΔUKS/IMOM calculations for this set failed to converge, which are mostly
calculations targeting higher-lying states (14 failures out of 954 calculations), whereas those starting
from a HOMO–LUMO guess converged even more robustly (only two failures out of 318 calculations
or 0.6%, both are singlets and in both cases, the gap-sign is correctly predicted from higher-lying
guesses). After convergence of the IMOM-SCF, excitation energies are calculated as the difference
between the ground-state SCF energy and that of the open-shell singlet/triplet states. Singlet-triplet
gaps correspond to the SCF energy differences between the energetically lowest open-shell singlet and
triplet states. For a detailed explanation and theoretical background on MOM/IMOM, please refer to
the provided references.85,86

For calculations on the validation set of 159 molecules, geometries optimized at the 𝜔B97X-D269/def2-
TZVP level were taken from a recent publication by Garner et al.191 As reference for the NAH159
benchmark set, vertical singlet-triplet energy gaps were calculated at the LR-CC277,344/aug-cc-pVTZ
level, to be consistent with the references for the INVEST15 set. ΔUKS calculations for vertical
singlet-triplet gaps of the validation set were carried out in the def2-SVP basis set with the PBE0
functional to simulate a screening application.

C.4 Results and Discussion

We begin our investigation by exploring the effect of the DFT functional on the ΔUKS approach,
including results obtained with TDA-DFT and ROKS to complete the picture. Since the most important
parameter in the DFT functional turned out to be the amount of Fock exchange (FX), we selected
a hierarchy of PBE-based density functional approximations (DFAs) with increasing admixture of
FX, namely PBE,108 PBE0,113,123 PBE38,140 PBE50,200 and LC-𝜔PBE,177 as well as the tuned RSH
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Figure C.4: Vertical singlet-triplet energy gap for investigated molecules calculated by a) TDA-DFT, ROKS/PBE0
and b) ΔUKS for various functionals of the PBE-family with different amounts of FX (increases from red to
blue), all values in eV. The TBE is obtained from CC3/aug-cc-pVTZ + [CCSDT/6-31+G(d) – CC3/6-31+G(d)]
for S1 and CC3/aug-cc-pVDZ + [CCSD/aug-cc-pVTZ – CCSD/aug-cc-pVDZ] for T1 as defined by Loos et
al.190 All TD-DFT and ΔDFT calculations use the def2-TZVPP basis set.

FX175-𝜔PBE with a 𝜔 value of 0.175 that was found to be most accurate for CT states of TADF and
MR-TADF emitters in previous work.1,208

First, let us discuss the TDA-DFT results for the vertical ΔEST gaps shown in Figure C.4a. As expected,
TDA-DFT yields positive ΔEST for all 15 molecules, irrespective of the amount and type of FX
admixture. This can be rationalized by the lack of doubly excited determinants in TDA-/TD-DFT,
which causes the respective S1 state to be too high in energy.161,345,346 Only for molecule 15, which
has a positive singlet-triplet gap, TDA-DFT with the PBE functional agrees reasonably well with the
reference. Generally, there is a clear systematic trend to larger gaps with an increasing amount of
FX, which is the same for DA-type TADF emitters.208 Moreover, despite this failure of TDA-DFT to
reproduce absolute gaps, the relative trends between the INVEST15 systems are recovered rather well.
These trends are also reflected in the Bessel-corrected standard deviation (SD) for TDA-PBE0 (see
C.1), which is just 0.075 eV, compared to 0.381 eV for the mean absolute deviation (MAD), pointing at
the systematic error of TDA. To illustrate this, we have added a dashed line with the TDA-PBE0 results
down-shifted by −0.4 eV (MD vs TBE) in Figure C.4a). Inspection shows a reasonable agreement
with the high-level references, indicating that the effect of double excitations on the singlet energy is
rather consistent. However, one should be clear that this is based on error cancellation effects that are
enabled by the structural similarity of the molecules in the INVEST15 set.

Therefore, let us move to the state-specific ΔDFT approaches, namely ΔUKS and ΔROKS, which
account for doubly excited determinants via orbital optimization.261 However, despite its state-specific
nature and its principle ability to deal with double excited states, ΔROKS (Figure C.4b) is not more
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accurate than TDA-DFT, which is in stark contrast to a recent benchmark for DA-type and MR-TADF
emitters.1 Similar to TDA-DFT, ΔROKS systematically overestimates gap sizes to an extent where it
only provides positive gaps, which is true for all functionals (see Fig. S4 the SI). Moreover, in contrast
to TDA-DFT, relative trends between the systems are worse, as shown by the SD of ΔROKS/PBE0 of
0.202 eV. The issue appears to be the missing doubly excited LUMO2 singlet configuration (D𝐶𝑆-type
double excitation in ref.347) in the ROKS approach, which is responsible for the spin-polarization (the
respective triplet-reference with two same-spin electrons in the LUMO which is required for ROKS
spin-purification can not exist). Hence, we conclude that ΔROKS is unsuitable for application to
INVEST systems, and presumably even more generally for D𝐶𝑆-type doubly excited states.

In contrast to ROKS, the ΔUKS results shown in Figure C.4b all exhibit a trend similar to the various
high-level reference methods, while the amount of FX appears to scale the gaps (the more FX, the
more negative the gaps). With the RSH LC-𝜔PBE with a range-separation parameter of 0.175 (termed
FX175-𝜔PBE, established to be optimal for TADF emitters in previous work)1, and even with the
common admixture of 25% of FX as in PBE0,348 UKS provides exceptional agreement and virtually
lies on top of the high-level references for all but two cases, namely system 3 (lacking uptick), and
system 15 (too small positive gap). With even more FX as in PBE38, PBE50, or LC-𝜔PBE with the
default range-separation parameter of 0.45, provides systematically too negative ST-gaps, while much
or no FX as in the pure PBE functional provides too positive gaps. Note that the optimal amount of
FX might vary with the functional.

Interestingly, modern pure functionals like the meta-generalized gradient approximation (meta-GGA)
density functional r2SCAN210 (and to some extent also B97M-V)179 remedy the shortcomings of PBE.
r2SCAN performs almost equal to UKS/PBE0 (MAD against LR-CC2 is 0.053 eV vs 0.046 eV for
PBE0, cf. Table C.1) and becomes better if the outlier (vide infra) is removed (MAD 0.037 eV vs
0.049 eV for PBE0, cf. Figure S3 in the SI) albeit these differences are only borderline significant.
However, there is also one issue, namely a systematic underestimation of nitrogen 𝑛𝜋∗ states, which
can artificially become 𝑆1 or 𝑇1, causing outliers, e.g., for molecule 13 (here the actual 𝜋𝜋∗ states
are 𝑆2 and 𝑇3, whose gap is spot-on (cf. Figure S3). Irrespective of those outliers, it appears that
the exchange-functional of r2SCAN mimics some properties of nonlocal FX, which has previously
been reported in the context of self-interaction error.348 Moreover, since pure functionals enable a
substantial speedup over hybrids due to full exploitation of density-fitting,348 they can offer an even
faster screening for INVEST if 𝑛𝜋∗ states could be automatically identified. We are currently exploring
this possibility.

Statistical metrics for ΔUKS, ΔROKS, and TDA-DFT for the best-performing functionals PBE0 and
FX175-𝜔PBE are given in Table C.1.

The best-performing method, ΔUKS/PBE0, shows a MAD of only 0.035 eV against the TBE, achieving
chemically accurate (better than 1 kcal/mol ≈ 0.043 eV) results against a high-level WFT method. The
nonzero MD of PBE0 provided in Table C.1 suggests that a slightly smaller fraction of FX of around
20% would render the MD closer to zero, further improving the MAD. However, it is questionable
if such small changes for a limited number of molecules transfer to the bigger picture. The more
modern tuned RSH FX175-𝜔PBE performs comparably well with an MAD and RMSD of 0.041 eV
and 0.053 eV. Finally, we want to point out that the accuracy of the approach is retained even with a
smaller basis set, as evident from the def2-SVP to def2-TZVPP RMSDs for PBE0 of only 0.016 eV
(see SI for details). This enables much more efficient calculations, as the walltime with def2-SVP is
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Table C.1: Statistical error metrics (formulas in the SI) for various tested methods against TBE and LR-CC2/aug-
cc-pVTZ reference data, DFT calculations use the def2-TZVPP basis set, Mk-MR-CCSD(T) calculations use
the def2-TZVP basis set. All values are given in eV.

Method MD MAD RMSD SD AMAX
against TBE
(excl. 3, 10, 11, 14, 15)
LR-CC2 –0.016 0.016 0.018 0.009 0.030
Mk-MR-CCSD(T) –0.017 0.031 0.034 0.031 0.056
ΔPBE0 –0.035 0.035 0.043 0.026 0.076
ΔFX175-𝜔PBE 0.023 0.041 0.053 0.051 0.114
Δr2SCAN 0.007 0.052 0.088 0.093 0.263
against LR-CC2
ΔPBE0 –0.041 0.046 0.079 0.070 0.266
ΔFX175-𝜔PBE 0.005 0.060 0.099 0.103 0.319
Δr2SCAN –0.007 0.053 0.100 0.103 0.276
ΔROKS/PBE0 0.284 0.315 0.344 0.202 0.655
TDA-PBE0 0.381 0.381 0.388 0.075 0.481
TDA-PBE0 (–0.4 eV) –0.019 0.055 0.075 0.075 0.216

about 15-18 times shorter than with def2-TZVPP.

Another interesting observation is that system 15, the only one with a positive gap, steps out of line.
Here the different functionals become much more similar, indicating that the strong dependence on
the amount of FX vanishes for molecules with positive gaps. This is in line with our earlier study on
the singlet-triplet gaps of TADF emitters, where ΔUKS and ΔROKS were much less sensitive to the
amount of FX in the DFA than TD-DFT.1 At the same time, this system shows the largest deviation
between the best-performing ΔUKS approaches and the high-level references of around 0.3 eV, almost
ten times the MAD.

After careful analysis of the gaps, let us now briefly consider the excitation energies of the S1 and T1,
which are collected for the high-level references and the PBE0-based DFT methods in Table C.2 (for
all methods, see Figure S1 and Figure S2 in the SI). Inspection shows highly systematic deviations
between S1 and T1 excitation energies of the LR-CC2 reference and ΔUKS/PBE0, which leads to the
previously established agreement for the gaps. For TDA-PBE0, the triplet energies are similar, whereas
the deviation for the singlets is larger (by 0.4 eV) and of opposing sign. This can be rationalized by
the aforementioned lack of doubly excited determinants (and spin-polarization). Further analysis
of UKS results shows that the deviations strongly depend on the amount of FX (see SI), where the
deviations for 𝑆1 and 𝑇1 cancel each other at around 25%. The relation between spin-contamination
and excitation energy is also evident from Figure C.5b, which displays the ⟨𝑆2⟩ expectation values
of the S1 excited states for the INVEST15 set (the respective data for the spin-adapted T1 can be
found in the SI): While intermediate amounts of FX found in FX175-𝜔PBE and PBE0 lead to some
spin-contamination of S1 with ⟨𝑆2⟩ = 1.15, going to pure HF leads to a highly contaminated state
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Table C.2: Singlet and triplet excitation energies (EEs) of the LR-CC2 reference and deviations for the PBE0
functional using ΔUKS and TDA-DFT for the INVEST15 benchmark set, all values in eV.

S1 Δ
S1
CC2 T1 Δ

T1
CC2

mol.# CC2 ΔUKS TDA CC2 ΔUKS TDA
1 1.05 –0.15 0.25 1.18 –0.11 –0.10
2 1.61 –0.17 0.26 1.71 –0.14 –0.13
3 2.12 –0.27 0.16 2.14 –0.16 –0.19
4 2.21 –0.20 0.25 2.35 –0.19 –0.20
5 2.16 –0.19 0.27 2.28 –0.17 –0.18
6 2.75 –0.17 0.28 2.98 –0.19 –0.20
7 0.90 –0.16 0.26 0.99 –0.13 –0.11
8 0.76 –0.18 0.26 0.83 –0.14 –0.11
9 0.62 –0.19 0.26 0.68 –0.14 –0.11
10 0.85 –0.17 0.23 1.04 –0.15 –0.16
11 1.08 –0.17 0.25 1.27 –0.16 –0.17
12 1.32 –0.16 0.26 1.53 –0.17 –0.18
13 1.57 –0.13 0.28 1.89 –0.14 –0.16
14 1.27 –0.13 0.21 1.36 –0.12 –0.06
15 1.56 –0.50 –0.08 1.18 –0.23 –0.27

with ⟨𝑆2⟩ > 2.

Considering that dynamic spin-polarization, which is associated with certain doubly excited deter-
minants, was previously identified as the driving mechanism for the singlet-triplet gap inversion,201

we argue that the FX-dependent spin-polarization in ΔUKS mimics this effect. In orbital-optimized
excited state methods like ΔUKS, double-excitation character manifests as mixing of HOMO and
LUMO in both the alpha and beta spins, which, in turn, leads to a deviation of the ⟨𝑆2⟩ from the ideal
value (that is not strictly spin-contamination). As evident from Figure C.5b, the amount of FX in
the functional governs this mixing, and the 25% of FX in PBE0 is ”just right” to balance this effect.
However, while this appears to be the working mechanism of hybrid functionals, it does not apply to
semilocal functionals. Here, although no FX is admixed in the well-performing r2SCAN functional,
the spin polarization of the open-shell singlet state is nearly identical to that of PBE0 (see Figure S5 in
SI), suggesting that a similar error-cancellation is possible with a semilocal exchange kernel.

Lastly, we want to point out that similar error-cancellation effects have been reported in a study on
doublet excited states in structurally similar triangular molecules.349 In their careful analysis of a
comparison between single-reference (UKS/UHF, ROHF) and multireference methods, the authors
demonstrated that spin-contamination in a UKS/UHF reference leads to negative contributions to
the spin density that have the same impact as electron correlation in the MR reference calculation.
In further analogy, the error cancellation worked best with small amounts of FX admixture for the
spin-unrestricted wave function, but not for the spin-restricted ROHF. Hence, we speculate that the
presence of this spin-polarization (vide infra) mechanism in the ΔUKS calculations explains the
robustness of the approach.

Having explored the effect of mixing DFT and FX in unrestricted Kohn-Sham calculations, we now
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Figure C.5: a) ΔWFT (CCSD and CCSD(T)) results in cc-pVTZ basis for investigated molecules compared to
ΔUKS/PBE0 and excitation-based WFT (LR-CC2, TBE*), all values in eV. Basis set effects are investigated in
the SI. b) ⟨𝑆2⟩ expectation values for different SCF and post-SCF methods. The respective plots for the triplet
can be found in the SI.

systematically investigate the treatment of dynamic correlation beyond the Kohn-Sham correlation
functional. For this purpose, we employ a set of increasingly sophisticated post-SCF correlation
methods – namely CCSD and CCSD(T) – based on the unrestricted open-shell singlet and triplet
reference wave functions from the ΔUKS/PBE0 calculations as well as on a (highly spin-contaminated)
canonical Hartree-Fock reference. Inspection of Figure C.5a shows that while CCSD generally
provides much too negative gaps (orange line), the ”gold standard” CCSD(T) (red and green lines)
provides too positive gaps. We argue that such a large effect of the (T) correction indicates that
dynamical correlation strongly differs between the singlet and triplet states, hinting at a lack of error
cancellation, and explaining why explicitly including triples is required for a balanced description
of INVEST. Moreover, the resulting gaps depend strongly (by up to 0.15 eV or ≈3 kcal/mol) on
the reference wave function (UHF vs PBE0). Analysis shows that this behavior is again related
to the ⟨𝑆2⟩ of the reference and CCSD wave functions depicted in Figure C.5b. With UHF (red
line) both the open-shell S1 and T1 states suffer from substantial artificial spin-symmetry breaking
(⟨𝑆2⟩S1

= 1.1− 2.2 and ⟨𝑆2⟩T1
= 2.4− 2.8), while for ΔUKS/PBE0 (orange line) only the S1 is weakly

spin-polarized (⟨𝑆2⟩S1
= 1.0 − 1.1 and ⟨𝑆2⟩T1

= 2.0). CCSD repairs this spin-contamination of both
HF and PBE0 orbitals, as evident from Figure C.5b (green and red lines). However, since UHF starts
much further away from the ideal value, the resulting ⟨𝑆2⟩ values are distinctly closer to the ideal of
1.0 for a spin-broken S1 with PBE0 orbitals than with HF orbitals (note that T1 is generally much
less contaminated and less interesting for this discussion). In line with our interpretation of the FX
admixture to DFT, the removal of spin-polarization leads to a reduction in the magnitude of the inverted
gaps compared to the reference wave function. Accordingly, the small remaining differences in ⟨𝑆2⟩
values for ΔCCSD(T)@HF (green line) and ΔCCSD(T)@PBE0 (red line) explain the remaining
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differences in ΔEST. We attribute this difference to the reduced flexibility in ΔCCSD(T)@HF to
recover dynamic correlation when dealing with spin-contaminated references, which has recently been
reported for in transition-metal complexes.350 Accordingly, and in line with Drwal and Dreuw,196,201

we observe that including more dynamic correlation in coupled-cluster calculations diminishes
the magnitude of inverted gaps, which becomes evident when comparing ΔCCSD (orange line in
Figure C.5a) to ΔCCSD(T).

Nevertheless, even the virtually spin-pure ΔCCSD(T)@PBE0 calculation still deviates significantly
from the high-level references and ΔUKS/PBE0, which is surprising in light of the great performance
of ΔUKS/PBE0 itself. To resolve this residual disagreement, it is necessary to adapt the formally
wrong ⟨𝑆2⟩ expectation value of the open-shell singlet (1 instead of 0) with the Yamaguchi correction.
This yields the pale dashed red line in Figure C.5a, which is finally in reasonable agreement with the
other highly correlated methods and ΔUKS/PBE0 for negative and positive ΔEST. It bears pointing
out that the usefulness of the Yamaguchi correction for these coupled-cluster calculations is in contrast
to its impact on ΔUKS/PBE0 itself (see SI), where it disrupts the previously discussed beneficial error
cancellation.

To ultimately eliminate any issues resulting from spin-contaminated references, let us consider the
ST gaps obtained with the properly spin-adapted two-determinant state-specific coupled cluster,
Mk-MR-CCSD(T)@ ⟨↑↓| ± ⟨↓↑|.Notably, this method predicts slightly more negative ST-gaps than the
TBE (MD -0.02 eV, cf. Table C.1 and Figure C.4b) and distinctly more negative ST-gaps than the
Yamagushi-corrected ΔCCSD(T)@PBE0. We attribute this disparity to the rudimentary nature of the
Yamaguchi spin-correction, lacking the necessary optimization and subsequent stabilization of the
spin-pure S1 state, and the previously discussed high sensitivity of the ST-gap to the description of
dynamical correlation (large impact of the (T) correction) when using spin-contaminated references.
Consequently, even though relative errors between the methods are comparably small (below 0.2 eV
between ΔCCSD(T)@PBE0, Mk-MR-CCSD(T), and the TBE), the lack of spin-adaptation precludes
the use of ΔCCSD(T)@PBE0 for generating benchmark-quality reference values for ΔEST. Instead,
spin-adapted Δ approaches like Mk-MR-CC or excitation-based methods like ADC or EOM-CC
should be preferred. In this context, one advantage of the Mk-MR-CC approach (and state-specific
methods in general) over excitation-based methods should be pointed out: Because no substitutions
are required to generate the excited state from the reference ground state, the state-specific Mk-MR-CC
approach includes more correlation for the singlet and triplet excites states than excitation-based CC
methods. This becomes evident from the impact of the (T) correction on the gaps, which is virtually
negligible in Mk-MR-CCSD(T) (see Figure S10 in the SI) compared to the substantial influence in
EOM-CCSDT.190 Also regarding the basis set, we find the Mk-MR-CC calculations to be essentially
converged at a def2-TZVP level, as evident from the negligible effects of using def2-TZVPP (1 meV)
or def2-TZVPD (3 meV) on the gap of heptazine (see Table S1 in the SI).

After extensive discussion of the INVEST15 set, we finally put the robustness of the ΔUKS/PBE0
approach to the test with the larger and structurally diverse NAH159 benchmark set. Further, simulating
the conditions of high-throughput screenings, we employ a smaller def2-SVP basis set, avoid any
molecule-specific parameters or manual guidance, and apply the approach in a black-box fashion. This
brings up one shortcoming of state-specific excited state methods like ΔDFT: It is not known which
occupied and virtual orbitals contribute to the lowest singlet and triplet excited states. While a large
majority are HOMO–LUMO transitions, just using this guess leads to wrong gaps (not between S1 and
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Figure C.6: Correlation plot for the vertical singlet-triplet energy gap calculated by ΔPBE0/def2-SVP and
LR-CC2/aug-cc-pVTZ for the 159 molecules of the NAH159 benchmark set, for the PBE0@HL only the
HOMO–LUMO excitation was modeled and for PBE0@2x2 all excitations between HOMO, HOMO-1, LUMO
and LUMO+1 were considered to find the lowest singlet and triplet, dashed lines indicate deviations from
reference of ±0.25 eV, all values in eV.

T1) in 10 of 159 molecules of this set. Leveraging the low computational cost of UKS calculations,
we mitigate the issue by considering all singlet and triplet states possible in a 2 × 2 orbital window,
that is, transitions from HOMO-1 or HOMO to LUMO or LUMO+1, which has been suggested in
the original MOM paper.85 These states are converged with default settings and the gap is calculated
between the lowest singlet and triplet excited states resulting from this protocol. Further increasing
the orbital window did not improve the results for NAH159, which may be different for other classes
of compounds.

The gaps obtained with this approach, termed PBE02× 2 as well as with the exclusive HOMO–LUMO
guess are plotted against the LR-CC2/aug-cc-pVTZ references in Figure C.6. Inspection shows a
good correlation with no significant outliers for the 2×2 protocol. Further evaluation of the data
confirms that in 83.0% of all cases (77.4% if only the HOMO–LUMO transition is considered), the
sign of the gap is correctly predicted. The percentage of molecules with a negative gap according to
LR-CC2 but a positive gap according to ΔUKS/PBE0 (false negatives) is only 7.5% (11.3% if only the
HOMO–LUMO transition is considered). The percentage of molecules with a positive gap according
to LR-CC2 but a negative gap according to ΔUKS/PBE0 (false positives) is only 9.4% (10.7% if only
the HOMO–LUMO transition is considered). The overall MAD is 0.053 eV (0.116 eV if only the
HOMO–LUMO transition is considered), and thus only slightly larger than for the much smaller and
structurally less diverse INVEST15 set. This illustrates the usefulness of the 2×2 approach, which is
further corroborated by the improvement in the Pearson correlation coefficient, which increases from
0.44 for the HOMO–LUMO approach to 0.87 for the 2×2 approach.
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For completeness, we also report the performance of other methods that performed well on the smaller
INVEST15 benchmark. Using the same 2×2 approach, the r2SCAN functional performs slightly
worse than PBE0, achieving an MAD of 0.063 eV, a Pearson coefficient of 0.7, and 80% correctly
predicted gap signs. To our surprise, even TDA-PBE0 with the gaps shifted by 0.4 eV (vide supra)
works surprisingly well, yielding an MAD of only 0.060 eV, with the same percentage of correctly
predicted gap signs, 83.0%, as for ΔUKS/PBE0@2×2, while the computational cost is comparable.
Plots and further statistical data for these approaches can be found in the SI.

During the final stages of the preparation of this manuscript, Kusakabe and co-workers reported
an experimental measurement of an ST-gap for a molecule derived from #4 (termed 5AP-N(C12)2)
from the INVEST15 set and closely related to the molecules of the NAH159 set.325 This second
experimental conformation of molecular INVEST provided an ST-gap of -0.032 eV to -0.043 eV,
which agrees reasonably well with the ΔUKS/PBE0/def2-SVP result of -0.02 eV (and furthermore
with the SCS-CC2 calculations reported in the original manuscript).

In summary, the results for NAH159 demonstrate that a similar accuracy as in the INVEST15
benchmark can be achieved without human intervention at a tiny fraction of the computation cost of
the LR-CC2 calculations. For example, the total walltime for all eight singlet and triplet states for the
biggest molecule tested (46 atoms, 428 basis functions with def2-SVP) takes roughly 20 min on a
quad-core Intel Xeon E3-1270 v5 @ 3.6 GHz compute node. The respective LR-CC2/aug-cc-pVTZ
calculation including 10 singlet and 10 triplets (required to find the lowest states reliably) runs over
83 h on the same machine, which is about 250 times slower than ΔUKS. It should be noted that
employing LR-CC2 with a smaller basis set reduces the advantage of ΔUKS to a factor of 80 and 5 for
cc-pVTZ and cc-pVDZ, respectively. However, the computational cost difference between LR-CC2
and ΔUKS will increase substantially for larger systems, since even our largest test system is still
relatively small (46 atoms, 24 non-hydrogen atoms). Moreover, similar performance optimizations can
be done for the ΔUKS calculations, e.g., by using density-fitting for Coulomb and exchange integrals
(particularly effective for semilocal functionals like r2SCAN, which would be beneficial in Q-Chem),
or by switching to the smaller 6-31G or 3-21G basis sets, which decrease the wall time by a factor of
5-7 compared to def2-SVP without affecting the accuracy too much (see Figure S11 in SI).

C.5 Summary and Conclusion

This study explored the accurate prediction of inverted singlet-triplet energy gaps (INVEST), focusing
on efficient yet robust alternatives to computationally demanding wave function-based approaches.
The main finding is that the intriguingly simple and computationally cheap ΔUKS/PBE0 approach
with small basis sets shows a surprisingly robust performance (MAD 0.046 eV for INVEST15, 0.053
eV for NAH159) comparable to much more demanding wave function-based methods. Combining
results from standard density functional theory (DFT) and sophisticated correlated (multireference)
calculations, the performance of ΔUKS/PBE0 was traced back to a robust spin-polarization-based
error-cancellation. Eventually, application of ΔUKS to the large and structurally diverse NAH159
benchmark set confirmed the robustness of the approach and suitability for screening workflows.

Further key findings from the study include:

• Role of Fock-Exchange: Including exact Fock exchange in ΔUKS calculations (i.e., using
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hybrid functionals) is critical. The study demonstrates that a moderate amount of FX, as in
PBE0 or tuned range-separated hybrids, provides the most reliable predictions. This is due to
the effective handling of dynamic spin-polarization, which depends on the balance between
spin contamination and dynamic correlation and is required for accurate gap predictions. An
exception appears to be the r2SCAN functional, which despite its meta-GGA nature predicts
gaps with the same accuracy as PBE0 (MAD 0.053 eV for INVEST15, 0.061 eV for NAH159)
except for a few outliers. meta-GGA functionals are interesting as they can fully exploit the
density-fitting approximation, allowing for even faster calculations.

• State-Specific Post-SCF Correlation Methods: Advanced correlation methods such as CCSD(T)
correct the spin contamination observed in simpler methods and improve the reliability of the
predictions, though they require careful consideration of the reference wave function and spin
state. An elegant solution is provided to use a spin-adapted two-determinant reference for
the singlet, as evident from the superior performance of state-specific Mk-MR-CC, which is
converged at the CCSD level in a triple-𝜁 basis set, where other excitation-based CC methods
required at least perturbative triples for the same accuracy.

• High-Throughput Applications: In a test application of ΔUKS/PBE0 to a large and structurally
diverse benchmark, the sign of the ST-gap was predicted in agreement with LR-CC2 in 83% of
all cases, with less than 10% false positive and less than 8% false negatives, and only slightly
worse error-statistics than for the smaller INVEST15 benchmark. For this, we considered
all excitation from HOMO and HOMO-1 to LUMO and LUMO+1 to avoid issues with the
state-specific method converging on higher-lying states. Since ΔUKS/PBE0 dramatically
reduces the computational cost by two orders of magnitude compared to the wave function-based
LR-CC2 reference (or the number of required LR-CC2 calculations if ΔUKS/PBE0 is used
in a pre-screening), the reported method is a promising candidate for the high-throughput
computational exploration of new INVEST materials.

Overall, this research sheds light on the effectiveness of hybrid density functionals and modern
meta-GGA functionals in capturing the essential physics of singlet-triplet gap inversion in INVEST
emitters. It also highlights the potential of ΔUKS in providing a computationally efficient alternative
to more demanding methods, thus paving the way for rapid and reliable materials discovery in the
field of organic electronics.
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Figure D.1: Table of content graphic (ToC).

Abstract With their narrow-band emission, high quantum yield, and good chemical stability, mul-
tiresonance thermally activated delayed fluorescence (MR-TADF) emitters are promising materials
for OLED technology. However, accurately modeling key properties, such as the singlet-triplet (ST)
energy gap and fluorescence energy, remains challenging. While time-dependent density functional
theory (TD-DFT), the workhorse of computational materials science, suffers from fundamental issues,
wave-function-based coupled-cluster (CC) approaches, like approximate CC of second-order (CC2),
are accurate but suffer from high computational cost and unfavorable scaling with system size. This
work demonstrates that a state-specific ΔDFT approach based on unrestricted Kohn-Sham (ΔUKS)
combines the best of both worlds: on a diverse benchmark set of 35 MR-TADF emitters, ΔUKS
performs as good as or better than CC2, recovering experimental ST gaps with a mean absolute
deviation (MAD) of 0.03 eV at a small fraction of the computational cost of CC2. When combined
with a tuned range-separated LC-𝜔PBE functional, the excellent performance extends to fluorescence
energies and ST gaps of MR- and donor-acceptor TADF emitters and even molecules with an inverted
ST gap (INVEST), rendering this approach a jack of all trades for organic electronics.

D.1 Introduction

In the past decade, thermally activated delayed fluorescence (TADF) has established itself as an efficient
mechanism to generate light in organic light-emitting devices (OLEDs).320 In an electroluminescent
device, excitons are generated by a recombination of electrons and holes, creating singlet and triplet
excitons in a 1:3 ratio according to Fermi-Dirac spin statistics. This fundamentally limits the percentage
of generated excitons converted into light, also called the internal quantum efficiency (IQE), to 25%
in fluorescent emitters. Phosphorescent (PhOLED) and TADF emitters have overcome this limit by
down-conversion of singlet into triplet excitons (PhOLED emitters) via intersystem crossing (ISC)
or up-conversion of triplet into singlet excitons (TADF emitters) via reverse intersystem crossing
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(rISC), respectively. The rISC process in TADF emitters requires a small energy gap between the
lowest singlet (S1) and lowest triplet (T1) excited state, known as the singlet-triplet energy gap (ST
gap).

ΔEST = ES1
− ET1

(D.1)

In donor-acceptor (DA-)TADF emitters, the small ST gap is achieved by structural means, i.e., by
separating electron-donating and electron-accepting aromatic 𝜋-systems in space. This results in
energetically low-lying singlet and triplet charge-transfer (CT) states that become close in energy due
to the small electron-hole overlap.320,351 However, DA-TADF emitters suffer from conflicting design
goals: while a vanishing electron-hole overlap is beneficial for minimizing the ST gap, some electron-
hole overlap is required for efficient rISC and fluorescence (via the S1-T1 spin-orbit coupling and
S1-S0 oscillator strength).169 Additionally, the emission spectra of DA-TADF are usually very broad,
with poor color purity of the emitted light. In response to these issues, a new type of TADF emitter
was introduced in 2015 by Hatakeyama and co-workers, later dubbed multiresonant or multiresonance
TADF (MR-TADF) emitters.72,352 In MR-TADF, systematic doping of electron-withdrawing and
electron-donating elements in a conjugated 𝜋-system leads to a localization of the highest occupied
molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO) on alternating atoms
(e.g., DOBNA molecule, see Figure D.2). This resonance-driven separation between HOMO and
LUMO gives rise to short-range charge-transfer (SRCT) states. These maintain a higher degree of
electron-hole overlap than found in DA-TADF systems, which results in higher oscillator strengths
but also larger ST gaps.204 Due to the SRCT nature, the electron and hole are closer together than in
DA-TADF emitters, leading to less polar excited states with hardly any solvatochromism and much
more favorable, narrow emission bands.72,204 Thus, MR-TADF emitters hold multiple advantages
over DA-TADF emitters and are already being adopted for applications in the display industry.60 It is
therefore of great importance to have theoretical methods capable of efficiently predicting the ST gap
and emission wavelength of a given sample molecule to accelerate the discovery of new and improved
MR-TADF emitters.

The computational modeling of TADF emitters is challenging in almost every aspect. The workhorses
of materials research, time-dependent density functional theory (TD-DFT) and its Tamm-Dancoff-
approximated variant (TDA-DFT) struggle to accurately describe fundamental properties of MR-
and DA-TADF emitters, albeit for different reasons.1,148,180,205,208 Specifically for DA-TADF, the
well-known failure of TD-DFT for CT states complicates the modeling.79,208 While range-separated
hybrid (RSH) functionals alleviate some problems of TD-DFT with CT states,353 further issues result
from the requirement to include the solvent environment in the excited-state description: for accurate
state energies and character (CT vs locally excited), it is imperative to account for the substantial
dielectric stabilization these highly polar CT states exhibit even in weakly polar environments.1,169,208

However, the linear-response polarizable continuum model (LR-PCM), the default in many programs
and thus perhaps the most prominent excited-state solvation model,170 completely fails to recover the
dielectric stabilization of CT states.171,229,230 The state-specific (SS)-PCM can recover the dielectric
stabilization for CT states but cannot provide gradients for excited-state optimizations.1,169,183,208

While these issues of solvation and the CT failure are central for the polar states of DA-TADF emitters,
where some progress has recently been made with dielectrically screened RSHs,209 the less polar
SRCT states of MR-TADF (and INVEST) emitters suffer from a lack of doubly excited determinants
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in TD(A)-DFT.3,201,205 Without these doubly excited determinants, the S1 is systematically too high in
energy compared to T1, resulting in a large (yet very systematic)3 overestimation of the ST gap.

Addressing these major challenges, we have been developing and testing an alternative state-specific
excited-state method based on Kohn-Sham self-consistent field calculations (known as ΔSCF, orbital-
optimized OO-DFT, or ΔDFT). To this end, we employ unrestricted Kohn-Sham (UKS) and a special
two-determinant variant of restricted open-shell Kohn-Sham (ROKS) for open-shell singlet (OSS)
states pioneered by Van Voorhis (also OSS-ROKS, herein termed ROKS).88,173 While targeting the
lowest triplet excited state is trivial with UKS via the multiplicity, the open-shell singlet and higher
triplets require some technical help.1,85,86,173 This help comes in the form of the maximum-overlap
method of Gilbert and co-workers, which allows us to reliably converge a non-Aufbau configuration
generated by repopulating converged ground state orbitals to resemble the desired excited state.85

ΔUKS provides spin-pure triplets, while the resulting singlets are broken-symmetry solutions, i.e., a
50:50 mixture of a singlet and a triplet with ⟨𝑆2⟩ = 1. Spin-pure singlets (⟨𝑆2⟩ = 0) can be obtained
with the aforementioned two-determinant ROKS, which computes them as the difference between a
broken-symmetry singlet and a triplet in the same set of orbitals.88,173 Because of this construction,
ROKS naturally converges to the lowest excited singlet state. However, similar to ΔUKS, higher lying
roots can be targeted by manipulating the guess and converging with the help of the square-gradient
minimization technique (SGM).173 In this case, the ROKS approach can also be described as ΔROKS,
where Δ generally indicates convergence on excited state and saddle points rather than the ground state
and global minimum of the SCF equations. Since we also target higher-lying singlet and triplet states
with both approaches (vide infra), we will consistently use the Δ. Finally, another advantage is that
because both ΔUKS and ΔROKS are SCF-based, an inclusion of the dielectric environment (solvent)
via the PCM is straightforward, as is the calculation of gradients and frequencies in the presence of a
PCM.1

In our prior study of the 27 mostly DA-TADF (2 MR-TADF) emitters in the STGABS27 benchmark
set, ΔUKS/PCM with PBE0 and in particular ΔROKS/PCM with optimally tuned 𝜔B97X-V provided
exceedingly accurate ST gaps with mean-absolute deviations (MADs) of 0.026 and 0.022 eV.
Accordingly, while ΔROKS has a little edge over ΔUKS, both approaches are well within chemical
accuracy (1 kcal/mol or 0.044 eV) and clearly superior to TD(A)-DFT.1,208 In a recent follow-up, we
extended the STGABS27 benchmark to include experimental emission energies, which we compared
against TDA-DFT and ΔUKS/ΔROKS, all of which combined with a perturbative state-specific
PCM (ptSS-PCM) to account for nonequilibrium solvation effects.2 Again, ΔUKS and ΔROKS
outperformed TDA-DFT, and, more importantly, the results with ΔUKS and in particular ΔROKS
showed remarkably consistent performance with different density functionals. While this indicates that
state-specific ΔDFT clearly outperforms any TDA-DFT approach in terms of accuracy and robustness
for (DA-)TADF emitters, it is questionable how well the performance of ΔDFT translates to that of
MR-TADF emitters.

Interestingly, for INVEST emitters, which share the SRCT excited-state character with MR-TADF,
a different picture emerged: here, only ΔUKS is accurate in combination with certain functionals
(depending on the amount of EXX), whereas ΔROKS cannot at all reproduce the gap inversion.3

Specifically, ΔUKS with plain PBE0 and FX175-𝜔PBE (an RSH with the range-separation parameter
tuned on the STGABS27 set) provides accurate inverted ST gaps with close to chemical accuracy for
two diverse sets of 15 and 159 INVEST candidates (MAD 0.050 eV against coupled-cluster references).
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Figure D.2: Example illustration of the MR-TADF emitter, DOBNA, showcasing the alternating atomic site
characteristic of the HOMO and LUMO as well as Lewis structure excerpts from the Hall benchmark set. Two
example molecules are chosen for each subgroup (BN(O), N(O)B, N-C=O) of the benchmark. (A full overview
is given in the Supporting Information).

The good performance of UKS was traced back to an implicit inclusion of doubly excited determinants
via spin-polarization, which is missing at the spin-restricted ROKS level.3 This large difference in the
performance of ΔUKS, ΔROKS for DA-TADF, and INVEST motivated us to further explore their
performance for a representative set of the important class of MR-TADF emitters, particularly because
it has been speculated that double excitations contribute here as well (vide infra).205

To this end, we build on a previous study by Hall et al., who compiled a set of 35 literature-known
MR-TADF emitters comprising experimental fluorescence and phosphorescence energies as well as
ST gaps.205 Their results confirm that TDA-DFT is systematically off, while correlated wave function
theory (WFT), namely, spin-component scaled second-order coupled cluster (SCS-CC2/cc-pVDZ),
performs well with an MAD of only 0.04 eV against experiment. While this rather small basis set
for CC calculation is required to limit the computational effort, the authors demonstrated reasonable
convergence of the ST gap for DOBNA, DABNA-1, and DiKTa by comparing to the larger cc-pVTZ
basis (the largest change was from 0.27 eV to 0.24 eV for DiKTa). From the good agreement of
SCS-CC2, the authors concluded that the inclusion of doubly excited determinants in the wave
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function is crucial for the correct prediction of the ST gap in MR-TADF emitters. Further studies
using double hybrids in TDA-DFT support this conclusion, since double hybrids significantly improve
results (over standard hybrids) and give only slightly worse errors (MAD: 0.056 eV) compared to
SCS-CC2.202,354

To the best of our knowledge, the only study exploring state-specific ΔDFT for MR-TADF emitters is
by Sotoyama, who explored ΔUKS’s performance for ST gaps of 13 different MR-TADF emitters,
finding a performance of ΔUKS/B3LYP with an MAD of 0.041 eV similar to that of SCS-CC2 (yet
for a different and smaller test set than in Hall et al.).355 The present study aims to complete the
picture by surveying the larger benchmark set of Hall and co-workers with several methods, namely
ΔUKS, ΔROKS, and, for reference, also TDA-DFT and SCS-CC2 (using the results of Hall et al.).
For the ΔDFT methods, we test several functionals (global hybrids, various flavors of RSHs with
and without optimal tuning, and popular choices), and explore the impact of geometric relaxation,
solvent models, and the basis set. Finally, we discuss the results for MR-TADF in the context of
our previous works1–3,208 and to conclude which flavor of ΔDFT is most accurate over all classes of
organic electronic materials.

D.1.1 Benchmark Set

The structurally diverse benchmark set of 35 MR-TADF emitters is taken from Hall et al.,205 including
their grouping into BN(O), N(O)B, and N-C=O classes and their SCS-CC2/cc-pVDZ ST gaps
and excitation energies. A representative excerpt of Lewis structures showing all motifs used for
classification is given in Figure D.2 (all structures can be found in the Supporting Information).
Since the work of Hall provides no geometry data, we conducted systematic conformer searches and
optimizations for all 35 MR-TADF structures with the CREST/CENSO workflow,356–358 which uses
the r2SCAN-3c composite method for final conformational energies.136 All geometries used in this
work are provided in the Supporting Information.

Regarding the experimental values for ST gaps, we found inconsistencies between the values provided
by Hall and co-workers (ST gaps in their Table S1) and the ST gaps and emission energies provided in
further tables (their Tables S2-S36). Thus, to ensure the consistency of the values used in this work,
we revisited the original literature to re-extract and re-compile the emission energies and calculate
the ST gap from these. Several of these articles provide experimental emission energies for several
different solvents (or thin films) and temperatures. To compile consistent reference data, we prioritized
using fluorescence and phosphorescence spectra obtained at a similar temperature, irrespective of
the environment (solvent effects are small for MR-TADF, vide infra), with a second priority of using
nonpolar solvents over polar solvents and finally solvent over thin-film environments. Further details
are provided in the SI. The resulting ST gaps and S1 emission energies we used in this work are
provided in Table D.1, while a comparison to the ST gap provided by Hall and workers in Table
S1 is given in the Supporting Information. Although most values agree with ours, there are minor
differences (< 0.03 eV) for several molecules, and two molecules (30 and 34) show a deviation of
about 0.05 eV.
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Table D.1: Benchmark molecule names, their experimental singlet-triplet energy gap (ST gap), their experimental
fluorescence energy (Sem

1 ), and the respective reference for the publications.

No. Name ST Gap Sem
1 Ref.

1 DOBNA 0.18 3.08 [359]
2 DABNA-1 0.15 2.74 [72]
3 DABNA-2 0.15 2.71 [72]
4 t-DABNA 0.16 2.71 [360]
5 BN-DMAC 0.14 2.56 [361]
6 TABNA 0.21 3.11 [362]
7 B2 0.18 2.72 [363]
8 v-DABNA 0.02 2.64 [364]
9 𝛼-3BNOH 0.31 3.12 [365]
10 DtBuCzB 0.13 2.52 [366]
11 DtBuPhCzB 0.10 2.44 [366]
12 2F-BN 0.16 2.51 [367]
13 3F-BN 0.08 2.48 [367]
14 4F-BN 0.11 2.50 [367]
15 m-Cz-BNCz 0.10 2.38 [368]
16 AZA-BN 0.19 2.38 [369]
17 BBCz-DB 0.13 2.66 [370]
18 R-BN 0.18 1.87 [371]
19 ADBNA-Me-Mes 0.19 2.58 [372]
20 ADBNA-Me-Tip 0.18 2.59 [372]
21 ADBNA-Me-Mes,MesF 0.19 2.55 [373]
22 ADBNA-Me-MesF 0.21 2.60 [373]
23 ADBNA-Me-Mes,MesCz 0.18 2.56 [373]
24 ADBNA-Me-MesCz 0.17 2.54 [373]
25 OAB-ABP-1 0.12 2.44 [359]
26 DiKTa 0.19 2.69 [374]
27 3-PhQAD 0.17 2.50 [375]
28 7-PhQAD 0.20 2.54 [375]
29 Mes3DiKTa 0.20 2.62 [376]
30 DDiKTa 0.22 2.62 [377]
31 DQAO 0.19 2.66 [378]
32 OQAO 0.16 2.34 [378]
33 SQAO 0.16 2.23 [378]
34 QA-1 0.35 2.86 [379]
35 QA-2 0.22 2.79 [379]

D.2 Methods

Throughout this study, we used a development version of Q-Chem184 5.4.2 (all features for ΔUKS
and ΔROKS calculations are available in the recent versions of Q-Chem 6), the ORCA336 program
package version 6.0.0 (for ground-state DFT geometry optimization and TDA-DFT calculations), and
the CREST356–358 program version 2.12 (for conformer sampling).

In the majority of cases, the geometry of the molecules is rigid such that the energetically lowest
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conformer is self-evident (e.g., DOBNA, DiKTa, DABNA-1, see Figure D.2). For systems 5, 8, 16, 18,
and 25, we applied the CREST conformer search algorithm using the GFN-FF for the metadynamics
part and the GFN2-xTB method for the subsequent optimizations and set the energy window to
6 kcal/mol.213,380 The generated conformers were energetically reranked and optimized at the r2SCAN-
3c136 level of theory with CENSO,357 which provides excellent conformational energies.348 The final
ground-state geometries were verified to be true minima via frequency calculation (geometries are
provided in the Supporting Information).

For the ΔUKS calculations, the initial maximum overlap method (IMOM)85,86 was applied to prevent
variational collapse to the ground-state. A converged ground-state calculation serves as an input
guess, from which a non-Aufbau electron configuration is generated by promoting an electron from an
occupied orbital to a virtual orbital (for triplets, the spin of the electron is changed). During the SCF,
the IMOM algorithm constrains the occupied orbitals for the next SCF step to have the maximum
overlap to the initial guess orbitals (the original MOM maximizes overlap with the previous SCF
step). We exclusively used the IMOM algorithm, which, in our experience, is more stable than the
MOM.

To find the lowest singlet and triplet excited states for all benchmark molecules with the least manual
intervention, we calculated all single electron transitions in a 4 × 4 orbital window, including the
HOMO, HOMO-1, HOMO-2, HOMO-3, LUMO, LUMO+1, LUMO+2 and LUMO+3 at the ΔUKS
and ΔROKS with the PBE0108,113,123 level, and used the lowest singlet and triplet states as starting
points for the other tested functionals. In any case, we used the lowest S1 and T1 energies we could
find (through orbitals windows, different initial guesses, etc.) to calculate the ST gap.

We explored a range of density functional approximations (DFAs) including PBE0,108,113,123 PBE38,140

PBE50,200 LRC-𝜔PBEh,186 LC-𝜔PBE,177
𝜔B97M-V,127 and fixed range-separation parameter variants

of the RSH functionals. Molecule-specific optimal tuning of the range-separation parameter was
carried out for the LC-𝜔PBE functional in vacuo130,235 for r2SCAN-3c-optimized ground-state
structures. (For details, see the Supporting Information). We also tested the M06-2X381, B3LYP,382

and the CAM-B3LYP118 functional as they are popular choices in the material science community
and included B97M-V179 as representative for a semilocal functional due to its good performance on
the GMTKN55 benchmark set.114,383

In the excited-state calculations, we consider dispersion corrections only for 𝜔B97M-V and B97M-V
since they are included by design and take into account the electronic structure. For all other functionals,
we omitted the (exclusively geometry-dependent) DFT-D4142,143,263 dispersion correction, since it has
no effect on the ST gap in the vertical approximation (same geometry for S1 and T1). Even for the
adiabatic gaps discussed in the SI, including the D4 correction makes virtually no difference.

The basis set dependence was explored with the def2-SVP, def2-TZVP(-f) and def2-QZVP162,304 basis
sets. For this purpose, we calculated vertical ST gaps with ΔUKS on a small subset of 8 MR-TADF
emitters (systems 1, 2, 26, 27, 28, 31, 32, 33) using the PBE0 functional. Against a PBE0/def2-QZVP
reference, the basis sets def2-SVP and def2-TZVP(-f) show negligible MADs of 0.006 eV and 0.001
eV for ST gaps, while there is a slightly larger impact on emission energies (vide infra).
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Figure D.3: Correlation plots between experimental references and vertical ST gaps calculated with ΔUKS/def2-
SVP in the gas phase using the ground-state geometries . Tested functionals are grouped into a) global hybrids,
b) range-separated hybrids, and c) tuned range-separated hybrids. Dashed black lines mark the range of ±0.05 eV
around the references. Colored dotted lines are linear regressions including all points; colored dashed lines
(only panel c) are fitted excluding the large-gap systems 9 and 34 (see discussion). All values given in eV.

D.3 Results and Discussion

D.3.1 Vertical Singlet-Triplet Gaps with 𝚫UKS

Let us begin the discussion with the ST gaps, focusing on state-specific ΔUKS and how the choice of
the underlying functional affects the accuracy of calculated ST gaps in the vertical approximation;
i.e., calculated as the energy difference between S1 and T1 at the ground-state equilibrium geometry.
We tested three different classes of functionals with varying amount of exact exchange (EXX) and
different range-separation parameters 𝜔: a) global hybrids, b) (untuned) range-separated hybrids, and
c) tuned range-separated hybrid functionals starting with ΔUKS; see Figure D.3. We have drawn
linear regression lines for each functional to better visualize trends (for the parameters and details, see
the Supporting Information).

An inspection of Figure D.3a shows that all global hybrid functionals systematically underestimate
the ST gap, as evident from the negative mean deviation (MD) equal to the MAD. In the progression
of PBE0 (25% EXX) to PBE38 (37.5% EXX) to PBE50 (50% EXX), the increase in EXX has little
influence on the relative shift of the ST gaps, but it appears that in global hybrids a large amount of
EXX is required to obtain the correct slope/trend. However, in conflict with the experiment, the large
amount of EXX also causes some ST gaps to be inverted.

Moving to RSHs in panel b shows that the inclusion of range-separated EXX resolves the underesti-
mation issue of the global hybrids. Here, the slope and size of the gaps agree much better with the
experimental data, showing that an asymptotically correct treatment of EXX is helpful. The untuned
RSH 𝜔B97M-V (15-100% EXX, 𝜔 = 0.3 𝑎−1

0 with 𝑎0 being the Bohr radius) overestimates the ST
gap (positive MD) but reproduces the slope correctly, while LC-𝜔PBE (0-100% EXX, 𝜔 = 0.45 𝑎−1

0 )
gives balances gaps (MD ≈ 0) but yields a wrong slope. LRC-𝜔PBEh (20-100% EXX, 𝜔 = 0.2 𝑎−1

0 )
finds a good middle ground with the correct slope, a small systematic error (MD = 0.004 eV), and the
lowest MAD so far (0.026 eV). It bears pointing out that this level of accuracy is almost twice better
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than chemical accuracy (1 cal/mol, 0.045 eV), which becomes even more impressive considering that
there is only one large error > 0.1 eV. We argue that the good performance of LRC-𝜔PBEh is due to
its rather small range-separation parameter compared to 𝜔B97M-V and LC-𝜔PBE. This difference,
results from the fact that LRC-𝜔PBEh was designed by Rohrdanz and co-workers with a focus on
excited states rather than performance for thermochemistry and kinetics.186

To further explore the influence of the range-separation parameter, let us move to the optimally tuned
functionals and those with smaller non-default 𝜔 values (0.175 𝑎−1

0 for LC-𝜔PBE and 0.155 𝑎−1
0 for

𝜔B97M-V) determined to be optimal for the mostly DA-TADF emitters of the STGABS27 benchmark
in a previous work.1 The results displayed in panel c are interesting: while MAD and RMSD of the
tuned RSHs are almost halved with compared to the default functionals, the slope is worse. Apparently,
correctly reproducing such large gaps required large amounts of fixed EXX (PBE50), a large 𝜔 value
(untuned LC-𝜔PBE), or a compromise between both (LRC-𝜔PBEh with 𝜔 = 0.2 𝑎−1

0 and 20% fixed
EXX). However, as will become evident later, this comes at the cost of significantly worse performance
for emission energies. In any case, there are only two molecules with ST gaps well above 0.2 eV
(molecules 9/QA-1 and 34/𝛼-3BNOH, see also Figure D.5), presumably because such large gaps are
adversarial for good OLED performance (poor triplet harvesting). Eliminating those two molecules
from the fit yields dashed lines whose slope shows a better correlation with the experiment. To
illustrate the effect of varying 𝜔, we added Figure S7 in the SI showing LC-𝜔PBE with values of
0.125 𝑎−1

0 , 0.150 𝑎−1
0 , 0.175 𝑎−1

0 , 0.200 𝑎−1
0 , 0.250 𝑎−1

0 , and 0.300 𝑎−1
0 . Depending on the class of the

MR-TADF emitter, the best agreement is found for 𝜔 values between 0.175 𝑎−1
0 and 0.250 𝑎−1

0 , with a
global optimum closer to 0.200 𝑎−1

0 than to 0.175 𝑎−1
0 . (All statistical measures and in particular the

slope are better with 𝜔 = 0.2 𝑎−1
0 because it strongly improves the large gap systems, in particular

when considering solvation effects.) However, since the difference between 0.175 𝑎−1
0 , for which

we have data across all benchmark sets, and 0.200 𝑎−1
0 , for which we lack data for DA-TADF and

INVEST sets, is rather small, we decided to select FX175-𝜔PBE for further tests. Nevertheless, we
want to mention that preliminary calculations on the other sets indicate that a value of 0.200 𝑎−1

0
(FX200-𝜔PBE) performs at least as well as FX175 and will presumably be used as the new default in
future studies.

In addition to the systematic variations of mostly PBE-based functionals, we also tested some popular
functionals and one without EXX, namely, B97M-V (pure meta-GGA), B3LYP (20% EXX), M06-2X
(54% EXX), and CAM-B3LYP (19-65% EXX) in combination with UKS. An analysis of the results
depicted in Figure D.4 reveals that M06-2X and CAM-B3LYP achieve an accuracy comparable to
that of tuned RSHs with an identical MAD of 0.033 eV (LRC-𝜔PBEh: 0.026 eV) and only a few
deviations > 0.05 eV (LRC-𝜔PBEh: 1). The correlation with experiment as measured by their SD
(M06-2X: 0.035 eV and CAM-B3LYP: 0.034 eV) is comparable to that of LRC-𝜔PBEh (0.035 eV).
B97M-V as the only pure meta-GGA functional, performs worst with the largest MAD of all tested
functionals, underlining the significance of EXX in the ΔUKS approach. The global hybrid B3LYP
performs very similar to PBE0, which also has a similar EXX admixture (20% vs. 25%), emphasizing
that the underlying GGA is less relevant than the amount of EXX. Interestingly, this is not the case for
M06-2X, which despite a similar amount of EXX of 54% performs much better than PBE50. The
explanation for this presumably lies in the 36 parameters of this empirical global meta-hybrid, which
apparently compensate for the systematic downshift resulting from large amounts of fixed EXX (there
is not a single negative ST gap with M06-2X), thus improving the description of ST gaps. As a result,
M06-2X is the best global hybrid considered in this study. Surprisingly, its close relative M06 (not
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Figure D.4: Correlation plot between experimental references and vertical ST gaps calculated with ΔUKS in the
gas phase using ground-state geometries. Colored dotted lines are linear regressions for the corresponding
method. All values are provided in eV.

shown) with 27% EXX is not performing as well but is virtually identical to PBE0.

Overall, vertical ST gaps calculated byΔUKS are remarkably accurate with various common functionals
such as LRC-𝜔PBEh and M06-2X despite using the small def2-SVP basis set without any account of
solvation or structural relaxation. In the PBE-based RSH functionals, a range-separation parameter
of 0.200 appears to provide the best performance, surpassing even molecule-specific optimal tuning.
Because of its simplicity (no excited-state optimizations required) and low computational cost (small
basis set), this approach is particularly well suited for screening applications. However, it should be
noted that the performance certainly profits from fortuitous error cancellation between the S1 and T1
excitation energies, which will become evident from the calculated emission energies (vide infra).
Further, geometric relaxation and solvation effects are also presumably absorbed into the functional
choice (amount of EXX). Nevertheless, from the good agreement over the whole structurally diverse
benchmark, we may conclude that the aforementioned error cancellation is quite robust.

Finally, we want to point out that, as shown in the Supporting Information, explicitly accounting for
geometric relaxation does not improve the calculated gaps but significantly worsens the agreement.
This unexpected behavior is in stark contrast with the STGABS27 result, where ΔUKS/ΔROKS
optimizations clearly improved the predicted gaps of (mostly) DA-TADF emitters.1 However, it should
be noted that in contrast to STGABS27, whose gaps are derived from the temperature dependence of
the TADF rate, the gaps here are derived from vertical emission energies and thus not really adiabatic
gaps.
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Figure D.5: Comparison of experimental (black) and SCS-CC2 (green) references against ST gaps from various
ΔUKS methods. Vertical ST gaps were calculated with the LRC-𝜔PBEh (red) and the FX175-𝜔PBE (blue)
functionals in the gas phase (vac., lighter color) and in solution (eq-PCM, darker color). SCS-CC2/cc-pVDZ
results (gas phase) are taken from the study of Hall et al.205 All values given in eV.

D.3.2 Influence of Solvent

Since SRCT excitations of MR-TADF are much less polar than the classical CT states of DA-TADF
emitters, the impact of solvation is expected to be much smaller such that even gas-phase calculations
can provide accurate ST gaps (vide supra). Nevertheless, we explore the influence of solvation on
the ST gaps for the best-performing methods. To this end, we recalculate vertical ST gaps with full
state-specific equilibrium solvation using the polarizable continuum model (PCM),175,237,238 which can
simply be combined with the ΔUKS approach. Specifically, we use the integral-equation formalism
PCM (IEFPCM)174 for modeling equilibrium solvation effects and a perturbative state-specific
PCM variant (ptSS-PCM)2 to model nonequilibrium solvation effects. The respective experimental
conditions and associated solvent parameters, i.e., the dielectric constant and refractive index, used for
the PCM can be found in Table S2 in the Supporting Information. For a detailed discussion of the
theoretical background and practical limitations of the PCM, the reader is referred to refs [1] and [183].
For the analysis, we compare the MADs of the best-performing LRC-𝜔PBEh and FX175-𝜔PBE
functionals, which are shown in Figure D.5 (see legend), while the absolute sizes of the ST gaps with
and without solvation are plotted.

An inspection shows that for the complete set, statistical differences in the performance seem
insignificant for both tested functionals (<0.005 eV). The absolute size of the ST gaps is slightly
decreased in solution compared to in the gas phase, on average by –0.01 eV. However, a class-by-class
analysis reveals that the impact differs depending on the type of molecule: while there are small
effects for the majority of molecules, N-C=O-type MR-TADF emitters experience a notable shift of
roughly −0.02 eV. For both functionals displayed in Figure D.5, accounting for solvation leads to
a clear improvement for the N-C=O-type emitters. We speculate that this is due to the presence of

130



D.3 Results and Discussion

exposed carbonyl groups in these MR-TADF emitters, whose nonbonding orbitals are more strongly
affected by the environment than the 𝜋-system of the other molecules. Despite the relatively small
improvement here, we argue that including equilibrium solvation is advisable to increase the model’s
robustness at very little additional cost. For example, the discussed ΔUKS/FX175-𝜔PBE approach
achieves sub 1 kcal/mol accuracy for ST gaps of DA-TADF, MR-TADF, and INVEST emitters only
when combined with a PCM.1,3 For ΔROKS and TDA-DFT discussed in the next section, solvation
effects are similar and we therefore omit an explicit discussion.

D.3.3 𝚫ROKS and TDA-DFT

Results obtained with ΔROKS, TDA-DFT, and, for reference, SCS-CC2 are visualized in Figure D.6.
While we tested the same functionals for ΔROKS as for ΔUKS, we show only the best-performing
method FX155-𝜔B97M-V as all methods show the same basic deficiency (the other functionals
can be found in the Supporting Information): Although ΔROKS yields ST gaps of approximately
the right size, there is little correlation with the experimental values. Accordingly, the MAD of
0.046 eV ΔROKS/FX155-𝜔B97M-V is comparable to that of ΔUKS, whereas the SD of 0.064 eV
is almost twice the ΔUKS value and the linear regression slope is close to zero (−0.02). We argue
that this hints toward a fundamental issue with ΔROKS, namely, the lack of a description of double
excitations. Although ΔUKS and ΔROKS can in principle describe doubly excited states,173 previous
work on INVEST molecules has shown that for the specific case of SRCT states, where doubly excited
determinants (like HOMO2 to LUMO2) contribute to singly HOMO to LUMO excited S1 and T1
states, ΔUKS is superior.3 For INVEST, the surprising performance of ΔUKS has been speculated
to involve a mechanism by which dynamical spin polarization is mimicked by spin contamination
of the UKS reference.3 Since the spin-restricted ROKS method does not allow spin contamination,
ROKS cannot describe the ST gap inversion in INVEST molecules and provides a poor correlation
with experiment for MR-TADF.

The ST gaps obtained with TDA-DFT are, as expected, systematically too large, which is in line
with previous studies.205 Nevertheless, we note that TDA-DFT, specifically with FX155-𝜔B97M-V,
reproduces some relative trends better than ΔROKS, resulting in a good slope and SD of 0.071 eV.
(Other functionals like TDA-DFT/B3LYP, TDA-DFT/PBE0 and TDA-DFT/CAM-B3LYP have been
tested and are all worse with SDs of 0.094 eV, 0.085 eV, and 0.080 eV; see the Supporting Information.)
Again, this performance of TDA-DFT for MR-TADF is similar to that observed for INVEST systems,
where the trend predicted by TDA-DFT agreed quite well with the high-level references apart from a
constant shift of about 0.4 eV.3 Albeit very systematic, the errors in TDA-DFT are still much larger
than those obtained with ΔUKS or ΔROKS when using the same functional, as shown in Figure S8 in
the Supporting Information displaying all methods in combination with PBE0.

Finally, out of all methods shown in Figure D.6 the SCS-CC2 results of Hall and co-workers exhibit
a high correlation with the experiment, an MD close to zero, and MAD almost as low as for the
best-performing ΔUKS methods. As pointed out by Hall, this is because SCS-CC2 explicitly includes
doubly excited determinants (at zeroth order, i.e., only diagonal elements), which comes at the price
of a much increased computational cost. However, although SCS-CC2 shows a robust performance
for experimental ST gaps of MR-TADF emitters with excellent correlation, the statistical measures,
in particular MAD, are not significantly better than for the much faster ΔUKS method with the
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best-performing functionals.

D.3.4 Comparing SCS-CC2 and 𝚫UKS

To get a closer look at the two best-performing methods, namely ΔUKS and SCS-CC2, we plotted
absolute values of ST gaps for the best-performing functional for MR-TADF (LRC-𝜔PBEh) as well
as the most robust functional (FX175-𝜔PBE, also very accurate for DA-TADF and INVEST) next
to SCS-CC2 in Figure D.5. For ΔUKS, we include results with SS-PCM equilibrium solvation
(eq-PCM), as this physically more complete model improves the agreement for the N-C=O subset here
and thus gives the overall best results (and is indispensable for DA-TADF). Inspection reveals that
ΔUKS/LRC-𝜔PBEh stays consistently in the desired ±0.05 eV accuracy for all but one larger outlier
for system 18 (error: +0.106 eV). With FX175-𝜔PBE, there are two more (previously mentioned)
outliers > 0.1 eV for systems 9 and 34, both of which have distinctly larger gaps and are the only
MR-TADF emitters in the set that have a linear acene-like structure. The reduced EXX admixture (no
fixed EXX and a smaller 𝜔 value) in FX175-𝜔PBE (compared to LRC-𝜔PBEh) decreases the ST gap
of system 18, giving a much better agreement with experiment. ST gaps calculated by LRC-𝜔PBEh
and FX175-𝜔PBE are in most cases very similar, except for systems 26-35, where the involvement of
the carbonyl function in the aromatic system modulated the impact of the EXX admixture. Specifically
for these systems, the inclusion of a solvent model in the ΔUKS approach improves the agreement
substantially. Accordingly, the reason for the worse performance of SCS-CC2 for these molecules
could be the lack of solvation effects.

Interestingly, in some cases, ΔUKS and SCS-CC2 are more consistent with each other than with the

Figure D.6: Correlation plot between experimental references and vertical ST gaps calculated in the gas phase
using the def2-SVP basis set (DFT), and SCS-CC2/cc-pVDZ. Colored dotted lines are linear regressions for the
corresponding method. SCS-CC2 values are taken from the study from Hall et al.205 All values are given in eV.
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Figure D.7: Comparison of experimental fluorescence energies and ΔUKS/ΔROKS calculations with LRC-
𝜔PBEh, FX155-𝜔B97M-V, FX175-𝜔PBE, and PBE0 using the def2-TZVP(-f) basis set, the ptSS-PCM for
nonequilibrium solvation effects, and relaxed excited-state geometries. SCS-CC2 values (not shown in the
graph) are vertical excitation energies (using ground-state geometries) taken from a study by Hall et al.205 All
values in eV.

experiment, agreeing within a few meV. Both methods agree very well on systems 12, 13, and 22,
where the experimental value deviates from all calculations by up to 0.05 eV. Accordingly, the MAD
between SCS-CC2 and ΔUKS/LRC-𝜔PBEh is 0.029 eV and thus smaller than the respective MADs
vs experiment. We speculate that this could hint toward problems with some experimental values,
which are, in contrast to the STGABS27, not derived from more reliable temperature-dependent
measurements but extracted from the spectra.1 The issue with deriving gaps from fluorescence
and phosphorescence spectra is caused by the presence of vibrational fine structure and different
measurement temperatures, which can lead to ambiguities. Another hint in this direction is provided
by the fact that the adiabatic ST gap compares worse to experiment than ST gaps calculated in the
vertical approximation, as is shown in the Supporting Information.

In summary, the direct comparison of ST gaps of the best-performing methods showed that despite its
much lower computational cost, ΔUKS is as accurate as or slightly more accurate than SCS-CC2 for
the vertical gaps in the gas phase. When the environment is included via the PCM, ΔUKS becomes
superior to SCS-CC2, in particular, for the class of N-C=O emitters. Regarding the computational cost,
the explicit inclusion of doubly excited determinants causes SCS-CC2 to scale with 𝑁5, where 𝑁 is
the system size, which is much less favorable than the effectively cubic 𝑁3 scaling of ΔDFT (generally
SCF) calculations in modern programs like ORCA336 that include semi-numerical approximations for
exchange.384,385 In practice, i.e., for a typical MR-TADF emitter (system 29) with roughly 90 atoms,
the SCS-CC2/cc-pVDZ calculation takes roughly 40 h for eight singlet and triplet states (mrcc337

(release August 2023) with a reduced-cost algorithm344), whereas the respective ΔUKS/def2-SVP
calculation (3 × 3 orbital window or 9 states of each spin to be consistent with the 8 roots in the
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SCS-CC2 calculation) takes only 2 h on the same hardware (Intel(R) Xeon(R) CPU E5-2660 v4 @
2.00 GHz running in parallel on 28 cores/threads).

D.3.5 Fluorescence Energies

Having established the performance for ST gaps, we move on to the fluorescence energies. Here,
geometric relaxation is much more important than for ST gaps; and therefore, we optimized the
structure of each emitter for the energetically lowest singlet state using equilibrium solvation (PCM).
In addition to the geometric relaxation, the basis set incompleteness error (BSIE) and (nonequilibrium)
solvation effects also become important for fluorescence energies mostly because there is less error
cancellation between S1 and S0 compared to S1 and T1. To reduce the significant BSIE (MAD
def2-SVP vs def2-QZVP 0.100 eV), we employ the larger def2-TZVP(-f) basis set in the excited-state
optimizations and emission energy calculations (MAD def2-TZVP(-f) vs def2-QZVP 0.003 eV). To
account for nonequilibrium solvation effects, we fully equilibrate the S1 excited state (fast and slow
solvent response) with the environment and use the nonequilibrium limit (only the fast polarization
component is relaxed) for the ground state using the ptSS-PCM scheme for emission with ΔDFT
methods, as has recently been implemented and demonstrated for DA-TADF emitters.2

The emission energies calculated with this approach and the functionals PBE0, LRC-𝜔PBEh, FX155-
𝜔B97M-V, and FX175-𝜔PBE (see the Supporting Information for the motivation of this choice) are
visualized in Figure D.7. For reference, we added a statistical evaluation of the SCS-CC2 results
which Hall and co-workers reported. (Note that the SCS-CC2 energies are systematically blue-shifted
since the high cost of the approach forces them to use ground-state structures and the small cc-pVDZ
basis set.)205 Inspection shows that all four tested functionals can reproduce the relative trends in
fluorescence energy reasonably well. PBE0 stands out with the smallest SD, but it systematically
underestimates the fluorescence energy by roughly 0.15 eV, which is presumably a result of an EXX
admixture that is too low (and fixed). Surprisingly, LRC-𝜔PBEh, the best-performing functional
for ST gaps, shows the largest deviations for fluorescence energies: MD, MAD, and SD show that
trends and absolute values are poorly reproduced. At least in part, this appears to be a result of an
EXX admixture that is too high. Moreover, it means that the good performance of LRC-𝜔PBEh
for the ST gaps results from a cancellation of errors between singlet and triplet excitation energies.
Accordingly, FX175-𝜔PBE, with an EXX admixture in between PBE0 and LRC-𝜔PBEh, attains
the lowest systematic (MD) and statistical (MAD) error, and the second best SD after PBE0. As
evident from these results, the amount and type of EXX admixture are central parameters controlling
the accuracy of the ΔUKS approach for MR-TADF emitters. This is a notable difference from
DA-TADF, where the results for emission energies and ST gaps exhibit a small dependence on the
EXX admixture.2 We speculate that this is a result of the more prominent role of double excitations in
MR-TADF (and INVEST). Nevertheless, despite these differences, the range-separation parameter of
FX175-𝜔PBE, which was optimized for the STGABS27 set of DA-TADF emitters,1 also shows the
best overall performance for ST gaps and fluorescence energies of this set of MR-TADF emitters and
was previously identified as one of the best methods for INVEST molecules (on par with PBE0).

ΔROKS performs similarly to ΔUKS with fluorescence energies being shifted to higher values by
about 0.05 eV in comparison to those for ΔUKS (same functional). Hence, FX175-𝜔PBE retains the
best performance for ΔROKS with an MAD of 0.105 eV. For a more detailed discussion on ΔROKS
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for fluorescence energies, see the Supporting Information.

D.4 Summary and Conclusions

We have examined the performance of UKS- and ROKS-based ΔDFT approaches for the computation
of singlet-triplet energy gaps (ST gaps) and fluorescence energies for a structurally diverse set of 35
MR-TADF emitters with known experimental reference values.205 The results show that with a MAD
below 0.03 eV, ΔUKS can be well within chemical accuracy (<1 kcal/mol or 0.044 eV) and is an order
of magnitude faster than the similarly accurate spin-component-scaled second-order coupled-cluster
calculations (SCS-CC2 with an MAD of 0.04 eV). While ΔUKS with the FX175-𝜔PBE functional
is the most accurate and robust combination, the performance of ΔUKS for ST gaps is similar to
that of any range-separated hybrid functional with 0-20% of the fixed exact exchange (EXX) and a
range-separation parameter of 0.150−0.200 𝑎−1

0 , like LRC-𝜔PBEh or CAM-B3LYP, and even with
some global hybrids like M06-2X. In contrast, although ΔROKS also provides reasonably accurate
estimates of the ST gaps, it predicts nearly uniform ST gaps (≈0.2 eV) across all systems, missing
subtle differences that are captured by ΔUKS and SCS-CC2. We attributed this failure to a lack of a
specific error compensation in the ROKS singlet wave function, which aligns well with a recently
reported issue of ROKS with INVEST molecules.3 In general, because of an apparently stable error
cancellation between S1 and T1 energies covering nuclear relaxation and basis set effects, ST gaps can
be efficiently predicted with a small (here def2-SVP) basis set in the vertical approximation (using
ground-state geometries).

Regarding the influence of solvent, we found a much smaller influence than that for donor-acceptor
(DA)-TADF emitters, which is in line with the much less polar nature of the excited states. Nevertheless,
significant effects show up in the subset of polar N-C=O containing MR-TADF molecules (systems
26-35) and some further cases, where including the solvent causes a systematic downshift of about
−0.02 eV which systematically improves the agreement. We concluded that an application of solvation
models is generally advisable to improve the robustness of the modeling (also, MR-TADF molecules
can have donor and acceptor motifs giving rise to polar CT). Moreover, due to the state-specific nature
of the ΔUKS approach, the inclusion of solvent is straightforward and computationally cheap, which
is in stark contrast to excitation-based models like TD-DFT and CC2, where state-specific solvation
results in a double-iterative procedure.183

Moving on to fluorescence energies, excited-state optimizations become paramount with an average
shift of the excitation energy of ≈ 0.3 eV between the S1 and S0 optimized structures, and also the size
of the basis set becomes important: while for the ST gaps def2-SVP agrees with def2-QZVP within
< 0.01 eV, emission energies require the larger def2-TZVP(-f) basis set for similar convergence. In
contrast to the ST gaps, ΔUKS andΔROKS perform nearly on par with each other for emission energies.
Another difference is that while several functionals provide accurate ST gaps with ΔUKS, only one of
them, namely, FX175-𝜔PBE, also provides similarly accurate emission energies. Interestingly, the
robustness of this specific combination appears to be more general: over all the different types of
TADF emitters studied by us up to this point, i.e., ST gaps1 and emission2 of DA-TADF, gap inversion
in INVEST molecules,3 and MR-TADF (here), FX175-𝜔PBE exhibits a very consistent performance,
making it the jack-of-all-trades functional for ΔUKS in organic electronics.
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A remaining challenge for ΔUKS is the state-targeting problem, i.e., how to find the lowest singlet and
triplet excited states reliably. Addressing this challenge, we have introduced a 4 × 4 approach, i.e.,
screening transitions between all orbitals between HOMO-3 and LUMO+3 and using the lowest energy
states. However, while this mitigates the issue, it does not eliminate it. A particular problem withΔUKS
is the apparent inability of IMOM to reliably converge to symmetry-broken lower-energy solutions
in symmetric oligomers (i.e., system 30), which often requires manual intervention, preventing a
black-box application of the method. Perhaps the best approach to automating this is to start the UKS
calculations (for singlets) from the converged ROKS orbitals. This helps because ROKS readily finds
symmetry-broken solutions if they are lower in energy. However, the trade-off for increased robustness
of this mixed UKS//ROKS strategy is an about 3-fold increased cost (which is still well below that of
CC2).

All in all, this study of a diverse set of MR-TADF emitters demonstrates the capabilities of ΔDFT
methods, specifically ΔUKS, to predict the photophysical properties of MR-TADF emitters. When
combined with the FX175-𝜔PBE functional and a PCM solvation model, the approach is as accurate
for the highly polar CT states of DA-TADF emitter1,2 and recovers the correlation-driven gap inversion
in INVEST molecules with chemical accuracy.3 Compared to similarly accurate and versatile wave
function-based approaches like (SCS-)CC2 and ADC(2), ΔUKS holds the clear advantage of having a
much lower computational cost and better scaling with molecular size, making it a valuable tool for
the rational design design and discovery of new materials.
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