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Summary

This thesis has as overall aim the development of a comprehensive mathematical theory for the
radiative transfer equation. This is the kinetic equation describing the interaction of matter
with electromagnetic waves. In particular, this thesis collects several results about different
problems which study the behavior of the temperature distribution in a body where the heat
is transferred by radiation and sometimes also by conduction. This work is a cumulative thesis
which collects five articles produced by the author together with other collaborators and it is
structured as follows.

Chapter [I] gives a detailed introduction of the radiative transfer equation. In particular, in
the first part of this chapter the phenomenological derivation of this kinetic equation as well as
the radiative heat transfer model are presented. Moreover, important features of the radiative
transfer equation and the main mathematical strategies used in this thesis are introduced.
Furthermore, an exhaustive summary of the studied problems and of the obtained results
can be found here. Finally, the available mathematical literature concerning the problems
considered in this thesis is summarized at the end of Chapter

Chapter[2]is a summary of the article “Compactness and existence theory for a general class
of stationary radiative transfer equations” [35], which can be found in Appendix [A] It deals
with the existence theory of the stationary radiative transfer equation when the absorption
and the scattering coefficients depend non-trivially on the temperature. Furthermore, a new
compactness result for operators containing exponentials of integrals along straight lines is
developed.

In Chapter [3| the results of the article “Equilibrium and Non-Equilibrium diffusion ap-
proximation for the radiative transfer equation” [36], which can be found in Appendix [B} are
summarized. In this article the diffusion approximation of the radiative transfer equation is
studied via matched asymptotic expansion. This problem arises when the mean free path of
the photon is very small compared to the characteristic size of the domain. In particular,
several reciprocal scalings between the absorption mean free path and the scattering mean
free path are considered. Moreover, the concepts of equilibrium and non-equilibrium diffu-
sion approximations are introduced and the condition of validity of these approximations are
derived.

Chapter [ studies rigorously the diffusion approximation of the stationary radiative trans-
fer equation in the absence of scattering. This chapter summarizes the results of the published
article “On the diffusion approximation of the stationary radiative transfer equation with ab-
sorption and emission” [37], which can be read in Appendix Specifically, using mainly
maximum principle tools it is proved that, as the mean free path of the photons tends to zero,
the radiation intensity converges to the Planck distribution of the temperature, which solves
an elliptic Dirichlet problem.

In Chapter 5| a free boundary problem for the melting of ice is considered. Specifically,
the well-posedness theory of a one-dimensional two-phases Stefan problem is developed. This
problem models the phase transition between liquid and solid in the case in which the heat
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is transferred by conduction in both phases and also by radiation in the solid phase of the
material. This chapter is a summary of the article “Well-posedness for a two-phase Stefan
problem with radiation” [39], whose latest version is in Appendix D

Chapter [6] continues the study of the free boundary problem introduced in Chapter [5] and
it summarizes the results achieved in the article “Traveling waves for a Stefan problem with
radiation”, which can be found in Appendix [E] Specifically, the existence of traveling wave
solutions for this problem is obtained and the expected long-time asymptotic is derived.

Finally, Chapter [7] summarizes the main achievements obtained in this thesis and presents
various open problems which give a possible future research direction in the study of the
radiative transfer equation.

Appendices [A] to [E] include the articles upon which this thesis is based.
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Chapter 1

Introduction

The interaction of electromagnetic waves, i.e. radiation, with matter is a fascinating problem
which has been considered for long time both in mathematical and physical applications. It
is indeed a phenomenon with vital consequences for everyday life. It is thanks to the in-
teraction of sunlight with the atmosphere, for example, that the sky is blue and that the
terrestrial temperature allows life on the planet. Also plant photosynthesis is made possible
by the incoming radiation from the Sun. These are just few important examples of how elec-
tromagnetic radiation surrounds our world. Over the years many technological applications
based on the radiative theory have been developed. For instance the results on the study of
matter-photons interaction are used for the investigation of the ocean surfaces composition
through remote sensing applied to oceanography, for non-invasive imaging in biomedical tech-
niques, for the study of planets and galaxies in astrophysics, and for the correct design of steel
furnaces in industrial and engineering applications. Mathematically, the interaction of matter
with radiation can be described by a kinetic equation called radiative transfer equation.

This thesis studies several mathematical problems involving the radiative transfer equa-
tion and it provides solutions to those issues. In particular, in this work we present new
results concerning the well-posedness theory for the stationary radiative transfer equation, its
diffusion approximation, as well as a free boundary problem modeling the melting of ice in
a situation where heat is transported also by radiation. Before describing with more details
the problems under consideration, we give an introduction to the model, the derivation of the
radiative transfer equation and its physical justification.

1.1 The radiative transfer equation

The radiative transfer equation is the kinetic equation which describes the behavior of photons
interacting with matter. An extensive explanation of its derivation and of its form can be
found in Chapter 6 of |[108|, Chapter 3 of [114] and Chapter 2 of [152], upon which this section
is based. According to quantum mechanics, radiation is composed by photons. These have
energy hv, where v > 0 is the frequency of the electromagnetic wave and h = 6.62607015 x
10734 J - 5 is the Planck constant. It is well-known that photons have a double nature. They
can behave as (electromagnetic) waves or as (massless) particles. In this work we will always
consider photons to be like particles. In particular, effects like diffraction and interference are
ignored. Despite being massless, photons moving with speed of light ¢ = 2.997 x 108 m - s~}
in direction n € S? have a momentum %"n We will assume throughout this thesis that the
photons have constant speed c. From a kinetic point of view one can describe the radiation
by the distribution function f(v,t,x,n) of photons with frequency v > 0 at position = € R3
traveling at time ¢ > 0 in direction n € S?. Since photons move with speed ¢ and have



2 CHAPTER 1. INTRODUCTION

energy hv, the spectral radiation intensity, also known as specific radiation intensity, i.e. the
radiative energy passing per unit of time through a unit surface perpendicular to the direction
of motion n of photons with frequency v > 0, is given by

I,(t,xz,n) = hvef(v,t,z,n).

Hence, both f and I, can be used in order to express the radiation field, which is determined
by the radiative energy transported by photons as a function of time, frequency, position
and direction. However, it is common in the mathematical literature to study the behavior
of radiation through its spectral radiation intensity I,,, which will be simply called radiation
intensity throughout this thesis.

When radiation passes through matter, it interacts with it and it changes. Using the
terminology of kinetic theory, photons colliding with matter can be lost due to their absorption
or scattering by atoms, molecules or electrons. On the the other hand, there can be a gain of
photons as a consequence of emission of radiation due to de-excitation of electrons as well as
of scattering. The radiative transfer equation takes hence the form of the following transport
equation

Lo, m) + 1V, (tom) = (5L,), — (61,)_, (1.1)
C

where (01,), and (01,)_ are denoted as the gain and the loss terms, respectively. The struc-
ture of is very common for kinetic equations. The gain term describes the increase of
radiative energy resulting by emission and scattering of photons, the loss term expresses its
reduction caused by absorption and scattering. As in [108(114,152] we assume that the atten-
uation of radiation is proportional to the radiation intensity with proportionality coefficient
Ky. Thus, equation can be written as

1
E(%L,(t,:v,n) +n- -Vl (t,x,n) =6, — kL, (t,x,n), (1.2)

where K, = k% + k;, is the sum of the absorption and scattering coeflicients and 5, = e, + s,
is the total emission parameter. The so-called emission parameter e, describes the creation
of photons by de-excitation of electrons, while s, gives the amount of radiation of a given
frequency v and direction n € S? gained through scattering. In the following section we will
give the physical justification for the form that the emission parameter takes as well as for
the absorption and scattering coefficients.

Under the assumption of local thermal equilibrium, i.e. assuming that on every point of the
material there is a well-defined temperature, or specifically, assuming that the fluid interacting
with radiation is described by the Boltzmann, Maxwell or Saha distribution (cf. [114]), the
radiative transfer equation takes the form

Lot 2,m) + 1 Vol (t 2,m) = 08 (B(T(t 2)) — It 2, 1))
C

+ a, ( K, (n,n")IL,(t,z,n )dn' — I,,(t,x,n)) . (1.3)
S2

The function B,(T) = 2’;” : —L_ is the Planck distribution which satisfies the well-known
ekT —1

~

Stefan-Boltzmann law ~
/ B,(2)dv = o2* (1.4)
0

for o =: 12;:3]“; , cf. [133]. Equation (|1.3)) is the radiative transfer equation that we will consider

in this thesis.
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1.2 Derivation of the gain and loss terms

In this section we give the physical intuition behind the form of the gain and loss terms
appearing in . In particular, we are interested in the derivation of the emission term
o B, (T) and of the scattering operator o}, [o» K, (n,n')I,(t,z,n")dn'. As we explained in the
Section [L.I], radiation interacts with matter by emission-absorption processes and scattering
processes. These two mechanisms have very different nature and they lead to distinct behav-
iors of the radiation-matter system. The following subsections contain the phenomenological
derivation of the radiative transfer equation which is achieved by explaining these processes
and they are based on Chapter 1 and 3 of [114], Section 6.3 of [108] and Chapter 2 of |152].

1.2.1 Emission and absorption

The emission-absorption process takes place whenever a photon is absorbed or emitted by
an electron changing its quantum state. When a photon interacts with matter, it can indeed
be absorbed by an electron, which is excited and passes to a higher energy level. Photons
are consequently emitted whenever an electron de-excites. There are three kinds of electronic
transitions that we have to take account of, which are known in the physical literature as
bound-bound, bound-free and free-free transitions.

The bound-bound transition takes place in atoms, molecules or ions when an electron
excites as a consequence of the absorption of a photon and jumps to a higher energy state.
In this case the emission is a consequence of the de-excitation of the electron to its original
energy state. The spectrum of transition energies for bound-bound transitions is discrete.

The bound-free transition arises when the energy of the photon absorbed by the electron
is much higher than its binding energy. This results in the liberation of the electron, which
corresponds to the well-known photoelectric effect (cf. [44]). In the bound-free transitions
photons are emitted when the free electrons are caught by positive ions and are consequently
bound to them. Unlike the case of bound-bound transitions, the spectrum of transition
energies for the bound-free transitions is continuous.

Finally, free-free transitions occur mostly in plasma, i.e. the state of matter composed
by ions and free electrons. In this case, when traveling near a positive ion, an electron can
decelerate emitting a photon and reducing its kinetic energy (the so-called Bremsstrahlung).
A free electron can also absorb radiation increasing its kinetic energy. Like in the case of
bound-free transitions, the spectrum of transition energy is continuous.

Figure 1.1: Schematic illustrations of the electronic transitions: (a) bound-bound transition,
(b) bound-free transition, (¢) Bremsstrahlung and (d) absorption in case of free-free transition.

The amount of absorbed radiation is proportional to the radiation intensity I,,. Therefore,
the loss term due to absorption takes the form

—KOT,, (1.5)
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where k{ is the absorption coefficient.

The derivation of the emission term is more involved. First of all, the emission depends
on the amount of electrons in the excited state. More precisely, the emission parameter
is proportional to the number of such electrons. Moreover, the number of excited states
increases with the temperature, cf. Section 7.10 in [152]. Hence, the emission parameter
grows with the temperature. In order to derive carefully the emission parameter, besides the
spontaneous emission process we have to examine the stimulated emission, whose theory is
based on quantum field theory.

Specifically, the emission parameter e, has to take into account both the spontaneous and
the stimulated emissions. The spontaneous emission of radiation depends uniquely on the
physical and chemical properties of the irradiated material, such as its temperature and its
atomic composition. In particular it is independent of the radiation present in the system.

The presence of a stimulated emission is due to quantum statistics, which combined with
the well-known principle of detailed balance yields the exact form of the emission parameter.
According to the principle of detailed balance, which is satisfied by the radiation processes,
in a system at equilibrium each transition ¢ — f from an initial state ¢ to a final state
f is compensated by its inverse transition, cf. Chapter 1 in [114]. It turns out however
that the spontaneous emission is not strong enough to balance the absorption. The balance
has to be understood in terms of equality of reaction rates, ie. [i — f] = [f — i]. In
particular, the reaction rate [i — f], which is proportional to the probability of transition
p(i — f) = p(f — i), depends strongly on the type of particles involved in the reaction.
Specifically, [i — f] is proportional to the number of particles undertaking the transition and
to the number of quantum states of the particles obtained after the reaction. However, when in
the final state of the reaction photons are produced, which are bosons following Bose-Einstein
statistics, the transition rate is proportional also to (1+ N), where N is the number of bosons
present in the same quantum state of the considered gained photon. The quantum state of a
photon is characterized by its momentum p and its polarization. Since p = h—c”n, the number
of photons with a particular quantum state is

C2

N=—]
2h3" "
where the factor 2 is a consequence of the two possible linearly independent polarization states
of a photon.

Thus, quantum statistic implies that the emission parameter is given by

02
€y = Ey <1 + WII}) N (16)

where ¢, is the spontaneous emission parameter, and el,%],, is the induced (or stimulated)
emission term. The idea behind the stimulated emission is that the presence of radiation
favors the emission of photons in the same quantum state.

A consequence of the principle of detailed balance is that in thermodynamic equilibrium,
where I, = B,(T), the emission ¢, and the absorption x%1, need to be equal. Thus,

3
& B 2 . (1.7)
Ky 1+ 555 Bu(T) c

This is also known as Kirchhoff’s Law, cf. [87]. In particular, in the case of local thermal
equilibrium, which is the only case considered in this thesis, a further application of detailed
balance shows that ((1.7)) holds also in this situation.
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Finally, the spontaneous emission parameter can be written as

e, = alB,(T), (1.8)
where
2
O[l(i = K/z - W&y (19)

is the “phenomenological” absorption coefficient. The emission-absorption process is thus
described by the following gain and loss terms

e, —kpl, =a(B,(T)—-1,).

We remark once more that we collected together the terms describing absorption and induced
emission since they are proportional to the radiation intensity. This is the reason why o is
known in the literature also as phenomenological or effective absorption coefficient. A possible
interpretation is to consider stimulated emission as negative absorption which attenuates the
actual absorption of radiation.

1.2.2 Scattering

We now derive the scattering term in . In this thesis we consider only the most elementary
model of scattering in which photons are scattered by particles at rest. We hence neglect any
recoil of particles as well as any Doppler shift of the photons after the scattering. This is
clearly the case when the velocity of the matter particles is much slower than the speed of
light. This scattering model describes in a satisfactory way Rayleigh and Thomson scattering
of radiation, in the cases in which I, is a slow varying function with respect to v, as well as
Rayleigh scattering for low enough temperatures, cf. |114]. Specifically, Rayleigh scattering
describes the scattering of a photon by an atom or a molecule, while Thomson scattering is
due to the collision of a photon with a free electron, cf. |108].

Under these assumptions the scattering process can be considered as the collision of a
photon with an atom, a molecule, an ion or an electron which results in a pure deflection
of the photon without changing its energy and hence its frequency v > 0. A central feature
of the scattering process is that no change of energy of the photons is involved. We will see
in the next section that this fact has a very important consequence in the heat transfer by
radiation.

@

Figure 1.2: Schematic illustration of the scattering process.

Also for the scattering process we have to include both the spontaneous and the stimulated
scattering. Nevertheless, the resulting gain of photons by the induced scattering is counter-
balanced by the loss of radiation due to stimulated scattering, cf. Section 3.3.1 in [114]. This
can be explained as follows.

We define by K,(n,n’) the scattering kernel, i.e. the scattering rate of photons with
frequency v and initial direction of motion n’ € S? and outgoing direction n € S?. It is a
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non-negative symmetric function with total integral 1 with respect to the outgoing directions,

K,(n,n') = K,(n',n) >0 Vv >0, nn €S?and K,(n,nYdn=1 Yv >0, n' €S

S2
(1.10)
Throughout this thesis we will assume the scattering kernel to be independent of the frequency.
Moreover, we study only the situation in which the irradiated medium is isotropic, i.e. there
is no preferred direction of scattering. Mathematically, we impose the scattering kernel to be
invariant under rotations

K(n,n') = K(Rn,Rn') VR € SO(3), n,n’ € S (1.11)

As it is shown later in Chapter [2] and in ([35], Appendix [A]), assumption (L.11)) implies that
the scattering kernel is symmetric with

K(n,n') = K(n',n) Vn,n' €§?

as required in (1.10]), since we consider radiation-matter systems occupying a portion of R3.
Turning back to the derivation of the scattering term in (|1.3]), we observe that using
Bose-Einstein statistic the gain term due to scattering is

2
ay, . K,(n,n")I,(t,z,n")dn’ (1 + QZV:%IV(t,x,n)> , (1.12)

where o depends on the density of scattering particles and on the total scattering cross-
section, but it is independent of the direction n € S2.
Moreover, the loss term due to scattering is given by

C2
Oéi[y(t,-f,n) o Ky(’n/’n) (1 + ij(t,Z"n/)) dn/
2

=a,I,(t,x,n)+ L(t,z,n) [ K,(n,n)L,(t,z,n )dn’. (1.13)
S2

s C
) org
2hv

The formulations of the gain and loss terms ((1.12)) and ([1.13]) due to scattering are justified by

the use of quantum statistic. As explained in Section the reaction rate of a transition of
2

photons is proportional to (1+ N), where N = 575 1,,(t, z,n) is the number of photons before

the reaction in the same quantum state of the considered final photon, i.e produced by the
2

transition. Therefore, in the gain scattering term ((1.12)) we multiplied by (1 + 5751, (t, , n)),

2hv3
where I,,(t,z,n) is the radiation intensity after the scattering. In the loss term ((1.13]) we

multiplied by [, K, (n',n) (1 + %L,(t, x,n )) dn/, which represents the radiation intensity

produced by the scattering of photons moving in direction n € S?. Hence, the scattering term
in ([1.3)) is given by the combination of (1.12)) and (|1.13)) as

o, < K,(n,n)I,(t,z,n")dn’ — I, (t,x, n)> , (1.14)
S2

Thus, in this model, induced scattering can be mathematically neglected. It is important
to notice that this is not the case in the emission-absorption process. This is due to Bose-
Einstein statistic. Indeed, in the absorption process no photons (and hence bosons) are
produced. Therefore, there is no stimulated absorption and the loss term due to absorption

is given by ([1.5)).
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We remark that the properties are natural since K is the rate of scattering. In
particular, the probability of a photon moving in a given direction n’ € S? to be scattered
with any outgoing direction n € S? has to be 1. This implies in particular that the total
integral on the sphere of directions S? of the scattering terms is zero. Indeed, changing
the order of integration and using we obtain easily that

oz;j/ ( K, (n,n')I,(t,z,n")dn" — I,,(t,:v,n))dn
S2 S2

:Oélsl </ Iy(t7 ﬂ?)nl)dn/ — / Iy(t7x’ n)dn) = 0
S2 S2

Moreover, the assumption of a non-isotropic material would lead to a different radiative trans-
fer equation, where possibly also stimulated scattering appears. Indeed, if K, (n,n’) is not
symmetric, the combination of and does not have to imply anymore.

As a matter of fact, scattering is mostly due to the interaction of photons with free
electrons, cf. Section 2.3 in [152]. Moreover, in many applications dealing with the interaction
of radiation with atmosphere under terrestrial conditions, the contribution of scattering is
negligible compared to the emission absorption processes and thus it can be considered o =
However, this is not the case in astrophysics, where scattering can become more important
than the emission and absorption processes. See [152] for more details.

This concludes the derivation of the radiative transfer equation as stated in (1.3). We
remark at this point that even if the derivation of is purely phenomenological, it describes
in a precise way the interaction of matter with radiation. To the author’s knowledge there have
been some attempts in the derivation of the radiative transfer equation from the Maxwell’s
equation. While many of them remained on a formal level describing carefully only the
scattering processes, as for example [110], a rigorous result starting from the wave equation
satisfied by a body with very separated scatterers and for a radiation with wavelength much
shorter than the scatterers’ distances can be found in |10].

(1.15)

1.3 Radiative heat transfer

The problems analyzed in this thesis have as overall aim the description of the distribution of
the temperature in a body where the heat, and hence the energy, is transferred among others
by radiation. In this case the temperature of the underlying medium becomes a further
unknown of the problem and it evolves according to the laws of thermodynamics, since the
body is assumed to be in local thermodynamic equilibrium. Furthermore, we remark that all
the studied systems are closed thermodynamic systems, i.e. they exchange energy (through
radiation) but not matter with the surrounding, cf. [153]. In particular, according to the first
law of thermodynamics the change of internal energy is due to the heat production.
On the one hand, the variation of energy is linked to the change of temperature by

&E = C,0,T, (1.16)

where C,, = % is the volumetric heat capacity, also known as specific heat, which is defined as
the amount of energy per unit of time and of volume required in order to raise the temperature
by 0T, cf. Chapter 1 in [108§].

On the other hand, the total production energy rate due to radiation per unit of volume
is

/OOO /S 08 (I (L, n) — By(T(t, 2))) dn dv, (1.17)
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cf. Section 2.9 in [152]. Notice that the body increases its energy absorbing radiation while it
decreases its energy re-emitting photons. Moreover, we used also that during the process of
scattering no exchange of energy between photons and scatterers takes place. Thus, equations

(1.3), (1.15)) and (|1.17]) yield that the production energy rate due to radiation can be written

/ooo /S af (L, (t,x,n) = B,(T(t,z))) dn dv

1 o0 o

= —/ Ol (t,z,n)dn dv — div/ / n I,(t,z,n)dn dv. (1.18)
CJo Js2 0 Js2

Hence, the first law of thermodynamics implies that the temperature of a body where heat is
transferred only by radiation evolves according to the following energy balance equation

oo [e.@]

CyoeT'(t, z) + ! / oI, (t,x,n)dn dv + div/ / n I,(t,z,n)dn dv =0, (1.19)
cJo Js2 0 Js?

where the radiation intensity I, solves the radiative transfer equation .

In most of the physical and engineering applications, the characteristic time needed by
photons for traveling a length of the same order of the radiation mean free path is much shorter
than the characteristic time necessary for temperature changes of order 1, cf. [108,/152]. Thus,
very often the radiation intensity can be considered quasi-static and the radiative transfer
equation and the energy balance equation can be simplified to

n-Vol,(t,z,n) =af (B, (T(t,x)) — I,(t,x,n))

+a) < K, (n,n")I,(t,z,n)dn’ — I,,(t,a:,n)) , (1.20)
S2

and -
CooiT(t,x) + div/ / n I,(t,x,n)dn dv = 0. (1.21)
0 S2

Notice that in this case the problem concerning the radiative heat transfer, i.e. the coupled
equations and , is not stationary. The radiation intensity depends on time through
the temperature 71", which evolves as time flows.

In some of the problems studied in this thesis we will consider the stationary problem of
radiative heat transfer, i.e. we will assume that the radiation intensity and the temperature are
time-independent. In this case the energy balance equation reduces to the divergence-
free condition for the flux of radiative energy as

div/ / n I,(x,n)dn dv = 0. (1.22)
0 S2

In the thermodynamical context, this condition corresponds to the assumption of pointwise
radiative equilibrium, according to which at every point of the body the incoming and the
outgoing energy flux is balanced. See Section 6.4 in [108].

Very interesting problems arise from the study of the evolution of the temperature in
bodies where the heat is transferred by both conduction and radiation. The free boundary
problem examined in Chapter [5| (resp. Appendix @ and in Chapter |§| (resp. Appendix
is one of such examples. In this case, the total heat production rate takes into account both
processes and it is given by

K div(V,T(t,z)) + /OOO /S2 al (I,(t,x,n) — B,(T(t,z))) dn dv,
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where we used the well-known Fourier law describing heat conduction and we denoted by
denoting by K the volumetric conductivity of the material. Thus, under the quasi-static
reduction for the radiation intensity, the temperature of the body evolves according to

CyoT(t,x) — KA,T(z,t) + div/ / n I,(t,x,n)dn dv = 0. (1.23)
0 S2

Observe that the assumption of quasi-staticity of the radiation is a good approximation in
the case of conductive and radiative heat transfer, as we explained above.

At the beginning of this Section [[.3]we remarked that a body where the heat is transported
by radiation is an example of a so-called closed thermodynamical system, that is, a system
which exchanges energy but not matter with its external environment. At this point we specify
the mathematical assumptions on the body and its boundary conditions.

In the problems examined in chapters [2], 3] and [4] we consider an open bounded convex
domain Q C R? with sufficiently smooth boundary and strictly positive curvature.

In chapters [f] and [6] we study a free boundary problem for melting of ice. In that case
we assume that the heat is transported by radiation and by conduction in the solid phase of
the material which is the unbounded half-space ©; = (s(t), 00) x R%. The moving interface is
parameterized by {s(¢)} x R? and it represents also the boundary of the domain ;. Moreover,
in the liquid part of the material R? — €); the heat is transported by conduction only. For
more details on the free boundary problem we refer to Section [1.6.3

In all the problems considered in this thesis, the boundary conditions imposed to the
radiation intensity are the so-called incoming boundary conditions. These constraints are
defined as follows

I,(t,z,n) = g,(t,n) forz € I and n-n, <0, (1.24)

where n, € S? is the outer normal at z € 9§2. In all the problems analyzed in this work the
source of radiation is independent of x € 9.

For the free boundary problem considered in chapters [f] and [6] the boundary conditions
for the radiation intensity reduce to

L(t,z,n) = g,(t,n) for x € {s(t)} x R* and e; - n, > 0,

where e; = (1,0,0).

1.4 The neutron transport equation

We now introduce some properties of the neutron transport equation, which in some cases has
some analogies with the radiative transfer equation. This is the kinetic equation describing
the interaction of neutron and matter which is usually composed by massive atoms. This
equation is largely used in engineering and physical applications concerning nuclear reactions
and the design of nuclear reactors. For an extensive derivation and explanation of the neutron
transport theory we refer to [33,88,|118], upon which this brief introduction is based.

The two main processes through which neutrons interact with heavy atoms are scattering
and fission. Similarly as for the radiative transfer equation, scattering is described as the
elastic collisions of neutrons with much heavier particles at rest. On the other hand, fission is
a different mechanism than the one considered for the radiation. This nuclear reaction consists
in the scission of a nucleus into two or more nuclei. It can be spontaneous or stimulated. For
example, in a neutron-induced fission, as a result of the collision with a neutron, the massive
atom splits into atoms producing in addition free neutrons, cf. [151]. The kinetic equation
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describing these processes is a transport equation for the neutron flux density and its velocity
formulation has the form
1

ﬂﬁttp(m,t,v) —-—n- V:E(p($7tav) = S(.’L’,t,?)) - Et(a:,’u)go(x,t, U)
v

—i—ES(m’,v)( K(w,v,v’)gp(m,t,v’)dv’), (1.25)

R3
where ¢ is the neutron flux density, i.e. the density of neutrons with velocity v € R? passing
through a unit surface at the point # € R normal to the direction of motion n = ﬁ at time
t > 0. As for the scattering of photons, the scattering kernel satisfies

K(z,v,0)dv=1 VzeR3 v eR3.
R3
Moreover, ¥ is the scattering coefficient and 3, is the collision coefficient which represents
the rate in which neutrons are lost because of collisions with nuclei resulting in either fission
or scattering. Finally, S(x,t,v) is the source term which describes for instance the production
of neutrons due to fission. Note that the gain term due to scattering in is very similar
to the one of the radiative transfer equation .

A largely studied approximation, which simplifies the transport equation and it is
used in technological applications, is the so-called one-speed approximation. This problem has
been also extensively considered in the mathematical literature (cf. for instance [19,147]). In
this model it is assumed that all neutrons travel with the same speed |v|. Thus, in the absence
of fission and of any other neutron sources, and assuming that the scattering coefficient does
not depend on the direction of motion of the neutrons, the one-speed approximation of the
neutron transport equation takes the form

1

—Otp(x,t,v) —n-Vyp(x, t,v) = Lg(x) (

”U‘ K(ﬂ:,n,n')gp(x,t,n/)dn' - QO(LL',t,TL)) ) (126)

SQ
where now ¥; = X since the only collision process occurring is the scattering. This equation
is reminiscent to the radiative transfer equation. First of all, in the absence of the emission-
absorption term, the one-speed neutron transport equation and the radiative transfer equation
are equivalent pointwise for every frequency v > 0.

Furthermore, the stationary one-speed neutron transport equation is equivalent to the
stationary radiative transfer equation coupled with the divergence-free condition of the
radiation flux in some approximation regimes, like the so called Grey approximation,
i.e. assuming that the absorption and scattering coefficients are independent of the frequency.

Let indeed a? = o and o, = a® be independent of v > 0 satisfying o®(x) + o®(x) > 0 for
all z € Q C R?, and let (I,,, T) solve equations and . Defining the total radiation

intensity
o0
u(z,n) = / I,(z,n)dv
0
and integrating ((1.20]) with respect to v, we obtain the following system

{ n-Veu(z,n) = a® ([;° B,(T(x))dv — u(z,n)) + o (fg K(n,n")u(z,n)dn' — u(z,n)),
div [ nu(z,n) dn = 0.

The isotropy of B,(T") and the properties of the scattering kernel imply as for (|1.15)

/Ooo By (T(2))dv = 7@ u(z,n).
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Finally, defining

a=a"+a® and K(z,n,n')= 46;;(2;)) + O;S((;))K(n,n’),

we conclude that the total radiation intensity u solves

n - Vau(z,n) = o(z) < K(z,n,n'Yu(z,n') dn’ — u(z, n)> ,

S2
which has the form of a stationary one-speed neutron transport equation .

Since they are equivalent in some regimes, several of the results obtained for the one-speed
neutron transport equation apply also to the radiative transfer equation in the Grey approx-
imation. This is the case for the diffusion approximation of the one-speed neutron transport
equation in [19,76,(146149]. Nevertheless, it is important to notice that the radiative transfer
equation and the one-speed neutron transport equation are in general very different. There-
fore, the development of an independent mathematical theory for the transfer of radiation
itself would be relevant.

To start with, we observe that when the absorption or the scattering coefficient depends
explicitly on v the one-speed neutron transfer and the radiative transfer equations are no
longer equivalent.

Since the neutron transport equation and the radiative transfer equation describe physical
phenomena that are fundamentally different, the problems involving these two equations are
also mathematically distinct. Consider for instance the problem of radiative heat transfer, the
main topic of this thesis. When emission-absorption processes take place, the temperature
of the system changes. Thus, the temperature is a further unknown of the radiative transfer
equation, which has to be coupled to the energy balance equation in order to describe
the evolution of the temperature due to the interaction with radiation. On the contrary, the
neutron transport equation has as unique unknown the density flux of the neutrons. Therefore,
any study concerning the radiative transfer is inevitably different. Besides, even in the cases
where mathematically the one-speed neutron transport and the radiative transfer equation
are equivalent, the radiation problem can be studied with different approaches in which the
temperature and the coupling of the radiative transfer equation with the energy balance
equation play a fundamental role. In other words, these different perspectives make the
investigation’s methods for the radiative transfer equation richer. An example is the study of
the diffusion approximation as in Chapter [4]

1.5 Reduction to a non-local integral equation

Before introducing the main results of this thesis, we give an example of an approach for
the radiative transfer equation which cannot be used in the study of neutron transport. The
method that we are going to present is largely used in chapters [2] [4] [f] and [6] and it consists in
the reduction of the radiative heat transfer system to a non-local equation for the temperature.
We consider the problem given by the stationary radiative transfer equation in the
absence of scattering coupled with the energy balance equation or with the divergence-
free condition for the radiation flux (1.22]). For simplicity we consider in this subsection the
fully stationary case, hence the system

n-Vyl,(z,n) =a, (B,(T(x)) — I,(x,n)) x€Q,
div ([5° f2 n L(@,n)dn dv) =0 x €9, (1.27)
I,(t,z,n) = g,(n) x €I n-n, <0,
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where Q C R? is open, bounded and convex. It is important to observe that this problem
depends non-trivially on the frequency v > 0. Indeed, even though the radiative transfer
equation can be solved knowing the temperature for any v > 0, the divergence-free condition
for the radiation flux makes the dependence of the temperature, and consequently of the
radiation intensity, on the frequency more involved.

We show now that problem ([1.27) can be reduced to a non-local integral equation for
a function which depends only on the temperature. The main idea is to solve the radiative
transfer equation by characteristics and in a second step to apply the divergence-free condition
to the characteristic formulation of the radiation intensity in order to obtain an equation for
T. To this end we define for any € Q and n € S? the boundary point y(x,n) = z — s(z,n)n,
where s(z,n) = |x — y(z,n)| is the distance of = to the boundary moving in direction —n, i.e.
y(x,n) ={x —tn:t>0}NQ.

Figure 1.3: Representation of the backwards characteristics.

Solving ([1.20]) by characteristic we obtain

IZ,(LL’,TL) = gu(n) exXp (/[ o) O‘V(S)d§>
z,y(z,n

(z,n)
+/0 ay(z —tn)B,(T(x — tn)) exp (— /[gw—m] a,,(f)df) dt, (1.28)

where we used the notation f[a i f(&)de = fo‘a_b‘ f (a - tﬁ:&) dt. Equation ((1.22) implies

now

/OO/ ay(z) (B,(T(x)) — I(z,n))dn dv =0
0 S2

and thus

- /0 " () BT () d — /0 (@) /S o) exp (— /MW a,,@ds) dn dv

9] s(z,n)
_/0 ay, () /S2 /0 ay(z —tn)B,(T(x — tn)) exp (— /[%x_m] a,,({)df) dt dn dv = 0.
(1.29)
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This non-local integral equation can be further simplified. In particular, in the Grey approx-
imation, i.e. assuming o, (x) = a(x), we obtain after a change of coordinates

a(n)exp (= fi,., @ (©)d¢)
Ta) — | LT ) = G, (1.30

where we used the Stefan-Boltzmann law for the Planck distribution (1.4]) and we defined

G(z) = i/o ]é2 gv(n)exp (—/[ - al,(f)d§> dn dv.
z,y(z,n

Observe that considering (1.30)) is enough in order to study ([1.27)). This procedure is the key
strategy for several of the problems presented in this thesis, for instance for the results of

chapters and @ In the system reduces to

(07 ex — oy d
Cyo,/T(x,t) + dmoa(x) T4(937t)_/ (n) p( f[w,n] €3] 5)

T*(n,t)dn — G(z,t)| = 0.
; pEp—— (n,t)dn — G(x,1)

(1.31)
In a similar way, it is possible to obtain a non-local integral equation also if scattering is
present. We refer to Chapter [4] for more details.
Finally, we remark that the left hand side of is a non-local integral operator acting
on T4 As we will see, it behaves like a non-local elliptic operator and it has a (global)
maximum principle. The latter property is due to the following estimate

/Q a(n) ei’(jf";;@dg) b ]éz /OS(M) 8, exp (_ /[Iyx_m] a(f)dﬁ) dt dn

(1.32)
= 1—exp|— a(€)d dn
é( p< /[x’y(m)] © s))

<1 —exp (—diam(Q)HOéHoo) <1,

where we assumed Q C R? bounded and « € L™ (R3).

It is not difficult to see that equation implies the global maximum principle of the
non-local integral operator in (1.30). Let u € C°(2) and U C Q. Assume also that « < 0 on
ONUU C Q and that

u(x) — /Q ne <_ f[mﬂ au(g)dg) u(n)dn <0 in Q\U.

Arlz — n|?
It can be shown that uv < 0 in €. Indeed, let us assume that maxu > 0. We argue by
Q

contradiction. Then, there exists g € 2\ U such that maxu = u(zg) > 0. Estimate (1.32])
Q

implies the desired contradiction since

a(n)exp (= [y (€)dE
0 > u(ao) — /Q 4;%0 - 7;7;2 )u(n)dn

. /Q an)exp (= [, (€)dc)

4m|xg — n|?

(u(x0) — u(n)) dy > 0.
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We remark that a maximum principle exists also in the half-space Q = (0, 00) x R2.

The reduction of the radiative transfer equation coupled with the energy balance equation
to a non-local integral equation for the temperature and the subsequent use of the maximum
principle is a powerful tool and it is the main method used for the problems in chapters [2] [

Bl and [6

1.6 Description of the problems: main results of the thesis

In this section we give a description of the mathematical questions considered in this thesis,
the main results and the principal strategy for their proofs. The problems presented in this
work include the following. In Chapter 2] we summarize the article in Appendix [A] about the
existence theory and a compactness result for the stationary radiative heat transfer problem
for a large class of absorption and scattering coefficients. Chapters |3 and |4| deal with
the diffusion approximation for the radiative transfer equation and present the articles in
Appendix [Bland Appendix [C] The main results for a one-dimensional free boundary problem
for melting of ice, where in the solid the heat is transferred also by radiation, are summarized
in chapters[pland[6] The original articles about this Stefan problem can be found in Appendix
[D] and Appendix [E] Finally, Chapter [7] concludes this thesis illustrating the main problems
left open in the current work.

1.6.1 Existence theory for the stationary radiative transfer equation

In Chapter [2[ and in the article [35], which can be found in Appendix we will study
the existence theory for the stationary radiative transfer equation when the absorption and
scattering coefficients depend on the temperature of the body. Specifically, we consider the
stationary problem given by equation ([1.20)), (1.22]) and (1.24)), which can be formulated as

n-Vyl,(t,x,n) = al (B,(T(t,z)) — I,(t,z,n))
+ab (fso Ko (n,n) I (¢, x,n')dn' — I,(t,z,n)) =€,

div [° [e2 n I (x,n)dn dv =0 x € Q,
I,(x,n) = g,(n) x €0, n-ng <O,
(1.33)
where the absorption and scattering coefficients have the form
a*(T(2)) = Qa,s(v)a™*(T(x)). (1.34)

Specifically, we consider two types of absorption coefficients and scattering coefficients: the
so-called Grey approximation where Q) s(v) = 1 is constant and the “pseudo Grey” approxi-
mation where @, s(v) does not need to be constant, cf. [68]. Under the assumption of Q C R?
being bounded, convex with C?-boundary and with strictly positive curvature, and under
suitable assumptions on the incoming profile g, and on the coefficients ay’®, we prove the ex-
istence of a solution (T, 1,) € L*>(Q) x L™ (Q, L>® (S?, L'(R4))). In contrast with the case in
which o = 0 and o = « is constant, where the application of the Banach fixed-point theorem
implies the existence of a unique solution, when the coefficients depend on the temperature
the Banach fixed-point theorem can no longer be applied.

In the cases where o = 0 our strategy is to reduce (1.33) to the fixed-point equation for
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the temperature obtained by means of a change of variables from (1.29)

/0 QU () B(T(x))dv

“ 0t (T(n)) exp (~Q°(v) [, a®(T(€))de
- [T@wr [ e o >BV<T<n>>dndu

Q Ar|x — n|?
+ [T @w [ ames (—Q“(V) Lo a<T<5>>d§> dn dv. (1)

In this case, the right hand side of is a self-map mapping L>°(Q2) to L>°(2). However,
it is not compact, so that Schauder fixed-point theorem cannot be applied. This is due to the
properties of the non-local operators containing exponentials of integrals along lines appearing
in . Therefore, we will careful consider operators of the form

ur [ exp <—/ ﬁ(u)(f)dﬁ) dn for A > 0 and x € Q.
S2 [z,x—An|

Hence, we will first obtain a sequence of regularized solutions whose existence is implied by
an application of Schauder fixed-point theorem to a regularized version of . Afterwards,
using a new L2-compactness result for operators involving integrals along lines, we will show
convergence to the solution of . This key result can be understood as some kind of
“averaging lemma” which is different from the ones already available and largely used in
kinetic theory, as for instance [40,|41}70,80L|144]. A compactness result for some similar
operators arising in the study of the Boltzmann equation has been developed in [7]. However,
the method used in this article cannot be used for our problem.

Finally, in the case of the full equation with both scattering and emission-absorption we
adapt the previous result as follows. We first find an equivalent formulation as a fixed-
point equation for the temperature similar to constructing suitable Green’s functions for
two different versions of the radiative transfer equation. Then, we use the recursive equations
satisfied by the Green’s functions in order to define a non-linear, non-local, integral equation
which contains two Duhamel series, whose terms include exponentials of integrals along lines
as in ([1.35). We proceed then as we did in the absence of scattering as it is summarized in

Chapter

1.6.2 Diffusion approximation

In Chapter [3| and in Chapter [4] we will study in detail the problem of the diffusion approx-
imation for the system obtained coupling with the energy balance equation on
a convex bounded domain ©Q C R3 under the assumption that the mean free path of the
photons tends to zero. This is the so-called diffusion approximation regime. In materials
where the mean free path of the photons is very small compared to the characteristic length
of the domain, the radiation processes become almost local. Indeed, in this case photons can
move only very small distances, which by definition are of the order of the mean free path,
before being absorbed or scattered. See [152]. Moreover, also the radiation reaching a point
x € () is emitted few mean free paths away. This yields that the radiation intensity can be
approximated by a density function solving a (local) diffusion problem.

In Chapter 3| which deals with the results of the article [36] in Appendix using matched
asymptotic expansions methods we derive several possible limit problems (depending on the
assumptions) for both the stationary and the time-dependent cases. In Chapter |4] based on
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the work [37] presented in Appendix we prove that in the stationary case without scattering,
the radiative energy density, which is proportional to T* (cf. Stefan-Boltzmann law), solves
in the limit, as the mean free path of the photons tends to zero, an elliptic equation where
the boundary value can be determined uniquely in terms of the outer source of radiation.

Specifically, we study the system given by ((1.3)), (1.19)) and (1.24)) in the framework of the
diffusion approximation assuming that the mean free path of the photons is very small. To

this end we define /4 and £g to be the mean free paths of the emission-absorption process
and of the scattering process, respectively. We study the limit of the following problem

/

a

%@L,(t,x,n) +7hn - Valy(t,z,n) = a”gm (Bu(T(t,x)) — L(t,z,n))
+ O‘V%E)Th (fSQ K(n’ n')I,,(t,a:,n’) dn’ — Il/(ta 1"7”)) T € Q;t > 0;
0T + 30 (fy~ dv [go dn I(t,n, @) + 7y div ([5° dv [go dnndy(t,n,2)) =0 2 € Q,t >0,

I,(0,2,n) = Iy(z,n,v) x € Q,
T(0,z) = To(x) x €,
L,(t,n,x) = g,(t,n) xr€e€IM,n -ny, <0,t>0,

(1.36)
as the total mean free path of the photons goes to zero, i.e. £y = min{l4,¢s} = — 0. More-
over, 7, is the heat parameter, which represents the order of magnitude of times in which the
change of the temperature takes place.

In Chapter We examine both the time-dependent and the stationary version of . We
consider all different possible relative scalings between £4, ¢g and diam(Q2) ~ 1 constructing
via matched asymptotic expansions the limit problems for the leading order of the radiation
intensity I,. Furthermore, the equations describing different boundary layers that yield the
form of the solution in that regions are derived. Indeed, since the incoming radiation g,
is in general not isotropic, and thus also not equal to B,(T'), two nested boundary layers
can appear. In these regions situated near the boundary the radiation intensity modifies its
behavior, becoming for example isotropic or even approaching the Planck distribution of the
temperature.

Although as 3y = € — 0 the radiation intensity is isotropic at the leading order, it is not
always the Planck distribution. This is due to the fact that £;; — 0 is caused by either £4 — 0
or {g — 0. The different ratio between absorption and scattering mean free paths determines
wether I, approaches the Planck distribution B, (7T") or not. The case where the leading or-
der of I, converges in the limit to the Planck equilibrium distribution of the temperature is
denoted in the literature as equilibrium diffusion approximation, while the case in which the
radiation intensity differs from the equilibrium distribution is called non-equilibrium diffusion
approximation (see [108[152]). In Chapter [3|and in ([36], Appendix[B]) we give a careful math-
ematical classification of these notions. In particular we derive the conditions under which the
equilibrium diffusion approximation holds and we find the regions which each one of these dif-
fusion approximations is valid in the time-dependent and stationary problems given by .

While the derivation of the limit problems in Chapter [3] is formal, in Chapter 4| and in
(|37], Appendix we prove rigorously that in absence of scattering the radiation intensity
I¢ solving the stationary version of the problem converges as £4 = fyy =& — 0 to the
Planck distribution (i.e. IS — B,(T)) of a suitable temperature T'(z), solution of an elliptic
problem. Specifically, we consider /4 = ¢, a® = 0 as well as a%(x) = «a(z) independent of
the frequency, i.e. the Grey approximation. Under these assumptions the stationary problem
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(1.36) takes the form

n- Vol (z,n) = 9 (B,(T(z)) - L(z,n)) =€,

div ([;° dv [so dn nl,(n,z)) =0 e, (1.37)
IL,(n,z) = g,(n) x € 00n- n; <O0.

We prove that under suitable hypotheses on 2, on g, and on «a(x), the solutions to ((1.37))
satisfy

(I5,T°) — (B,(T),T) as € — 0

uniformly in every compact set, where 1" solves the Dirichlet problem

{ —div (%VT(;C)) =0 zeQ,
T(p) = Talg.(p) p € 09,

for To : L™ (S?,L* (Ry)) — C(09) a functional which maps g, to a continuous function
Talgv](p) on the boundary p € 0.

As noticed in Section the specific problem examined in Chapter [4 is equivalent to a
one-speed neutron transport equation. Therefore, the existing results about the diffusion ap-
proximation of the one-speed neutron transport equation apply also to the considered problem
1.37)). Nevertheless, in order to prove the (equilibrium) diffusion approximation of problem
1.37) we use a different strategy than the ones that have been used for the neutron trans-
port equation. We refer for instance to the stochastic approach in [19] and to the functional
analytical techniques in [147]. Our method consists in the reduction of the problem (1.37) to
a non-local elliptic integral equation for 7% similar to and to the analysis of the new
equivalent problem via maximum principles tools. More precisely, our proof is based on ap-
plying the maximum principle to suitable supersolutions, which will be constructed adapting
particular solutions of the Laplace equation. With this method we proved the diffusion ap-
proximation of the problem also for absorption coefficients which depend non-trivially
on the spatial coordinate. This is a new result which is not covered in |76,{146-149].

1.6.3 Free boundary problem with radiation

In chapters |5| and |§| and in their associated articles [39,/134] in the appendices @ and |E| we
consider a free boundary problem describing the melting of ice in a situation in which heat
is transferred by conduction in the whole liquid-solid system and additionally by radiation in
the solid. Specifically, we study the case in which R3 is filled by the liquid and solid phase of a
material. The temperature 1" at the contact surface between these two phases is the melting
temperature Ths. This interface moves according to the specific phase change which is taking
place. The temperature of the liquid is larger than Ty, while T" < T in the solid.

The assumption that radiative heat transfer occurs only in the solid can be interpreted
from a physical point of view assuming that the liquid is transparent, i.e. it does not interact
with radiation, while the solid is more opaque letting absorption and emission take place. In
this time-dependent model we consider at the initial time ¢ = 0 the situation in which the
liquid fills R? := {x eR3:x < 0} and the solid fills Ri = {x eR3: x> 0}. Moreover,
the temperature is supposed to depend spatially only on the variable 1. To some extents this
means that T" depends on the distance to the interface. We examine the two-phase Stefan-
like problem under the further assumption of constant Grey approximation in the absence of
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scattering. It reads

CLOT(t,z1) = K02 T(t,x1) x1 < s(t),
CsOyT(t,x1) = Ks2 T(t, 1) — div ([;° dv [ dnnl,(t,z,n)) x1 > s(t),
n-Vyl,(t,x n) =a(B,(T(t,z1)) — L,(t,x,n)) x1 > s(t),
L(t,x,n) = z1 = s(t), ng >0, (1.38)
T(t,s(t)) = TM z1 = s(t),
T(0,z) = To(x) r1 € R,
8(t) = £ (Ks0z, T(t,s(t)) — K102, T(t, 5(t)7)) t>0,

where Cp,Cg are the volumetric heat capacities of the liquid and solid, respectively, Kg, Kp,
are the conduction coefficients, L is the latent heat and s(¢) € R is the interface. Notice that
we consider only the situation in which no extra source of radiation is present. We remark also
that the radiation I,, can be considered quasi-static since the characteristic time in which the
radiation intensity stabilizes is much shorter than the characteristic time needed for changes
of the temperature of order 1. This is due to the fact that photons travel at the speed of light.
It is important to observe in addition that the Stefan condition for the velocity of the moving
interface is the same as the one for the classical Stefan problem. This is due to fact that the
heat flux is given in both phases by

—K;0,,T(t, 1) +/ / I,(t,z,n)n dn dv for i € {L,S}.
0 S2?

We recall that we assume the liquid to be transparent. Hence, radiation is present also in the
liquid without interacting with it. This implies that the radiation intensity is constant in the

liquid yielding
o0
div </ dy/ dnnL,(t,x,n)) =0 for z1 < s(t).
0 S?

In particular, in the liquid I, is the constant continuation of the radiation intensity at the
free boundary, i.e.

I,(t,x,n) =1, (t, (s(t), ze, z3) ,n) for 1 < s(t).

Finally, the Stefan condition is due to the balance of the heat absorbed or released during
solidification or melting, respectively, and the jump of the heat flux at the interface. We refer
to Chapter [5| for more details about the Stefan condition.

We can reduce the equation describing the solid phase to a non-local integral equation for
the temperature in the same spirit as in Section This yields, together with some
rescaling, the following equivalent free boundary problem

CoT(t,x) = KO*T(t,x) x < s(t),

OT(t,x) = O2T(t, ) — TU(t,z) + [ “E =0Tt )dy x> s(t),

T(t,s(t)) =Ty x = s(t), (1.39)
T(0,z) = To(x) z € R,

$(t) = 1 (8, T(t,s(t)") — KO, T(t,s(t)7)) t >0,

where Fy(z) := f‘ZT e dt is the normalized exponential integral.
Specifically, in Chapter 5| and in ([39], Appendix D)) we will prove the local well-posedness
of (1.39)) applying the Banach fixed-point theorem together with classical parabolic theory.
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Moreover, with the help of suitable subsolutions and supersolutions, an application of the
maximum principle will imply the global in time well-posedness for a large class of initial
temperatures. In particular, the solution is a classical solution of and the temperature
satisfies T'(t,z) > Ty for x < s(t) and 0 < T'(t,z) < Tps for x > s(t) as long as it exists.

In Chapter@ and in (|38, Appendix@ we continue the study of the free boundary problem
(1.39) considering the existence of traveling wave solutions and studying their properties.
Specifically, we will prove that such traveling waves exist only in the case $(t) < 0, i.e. when
the ice is expanding. Notice that this is in contrast with the classical Stefan problem, where
self-similar profiles exist but not traveling wave solutions. The existence of traveling waves
solving for s(t) = —ct and ¢ > 0

cdyT1(y) = kO;T1(y ) y <0,
cd,Ta(y) = 92Tu(y) )+ [ oBlelymlrd(yan oy > 0,
TQ(O) = T1(O) = TM7

= L(K9,T1(07) — 9,T»(0%)).

(1.40)

is based on a variational argument. We will also prove that the solutions to (|1.40) satisfies
Ti(y)>Tyon R and 0<A<Ty(y) <Tp on Ry
for some A\ < 0, as well as that the limits

lim Ti(y) > Ty and  lim Th(y) >0
Yy—+—00 Yy—00
exist. These properties will be proved using again maximum principle tools as well as argu-
ments involving blowup limits. Finally, we will also present the expected long-time asymp-

totics for ([1.39).

1.7 Overview of the mathematical literature

The study of the interaction of radiation with matter has been considered in mathematics,
physics and engineering for a long time. Models of matter interacting with electromagnetic
waves have been deeply studied starting from the early works of Compton 31|, which considers
the interaction of trapped resonance radiation and gas, and of Milne [109], which studies
a one-dimensional model for the behavior of a confined gas hit by radiation. Both these
early works model the interaction of radiation with a diffusion equation. Some years later
Kenty [85] and Holstein [78] studied the same problem. In particular, the first work took into
consideration also the change of frequency between absorption and emission of photons, while
in the latter article the radiation problem is studied for the first time through a non-local
equation. The radiative heat transfer was considered in those years by Spiegel [131], who
derived the evolution equation for the temperature .

A detailed derivation of the radiative transfer equation, a review of its properties and of its
physical and engineering applications as well as of the mathematical problems can be found
in [29,/108}|114,/125,|152]. Specifically, in [108,/152] the difference between equilibrium and
non-equilibrium diffusion approximation is explained. Moreover, in [114] a careful derivation
of the radiative transfer equation is performed starting from the principle of detailed balance,
and the entropy formula for radiation is presented.

The well-posedness problem for the radiative transfer equation without scattering
term coupled with the energy balance equation has been studied in the time-dependent
case in [13H15] under the assumption of non-increasing temperature-dependent absorption
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coefficient using the resulting m-accretiveness of the radiation operator as well as semigroup
theory. Likewise, article [107] deals with the well-posedness of the time-dependent radiative
transfer equation under accretiveness assumptions. In |16] the existence result for both the
time-dependent and stationary radiative transfer equation without scattering has been studied
for the Grey approximation in its equivalent formulation as a one-speed neutron transport
equation with constant scattering kernel, cf. . Specifically, the considered stationary
problem has the from

MA+n-Vyu=a(a)(a—u), Whereﬂ:][udn.
S2

For very general coefficients o and for A > 0 the existence of a bounded solution is obtained
using Schauder fixed-point theorem, while for A = 0 the existence is achieved by a limiting
argument, under the further assumption that @ — a(u) is non-increasing.

Recent developments on the well-posedness of the problem have been achieved
in [83]. Specifically, existence and uniqueness of solutions to in suitable LP-spaces have
been proved using the following strategy.

e Combining integration along characteristics and Banach fixed-point theorem, when of =
0.

e Reducing (1.33) to an integral equation for 7% (cf. (1.30)) and using Banach fixed-point
theorem, when o = 0 and a%(7T) = « is constant.

e Applying Scahuder fixed-point theorem to the integral equation equivalent to ([1.33)) and

proving uniqueness in a second step, when o, = 0 and o%(7T) = a2 is independent of T'.

In the case, where both of and o) are non-trivial and independent of the temperature, the
existence of a solution is shown applying Schauder fixed-point theorem to the integral equation
for the temperature, which is obtained defining suitable Green’s functions. This method is
similar to the one we use in Chapter |2/ and ([35], Appendix [A).

It is important to remark at this point that the existence theory presented in [83] and
consequently in this thesis in Chapter [2] does not assume any monotonicity constraints on
the absorption coefficient. In the stationary problem there is no extra term A, and
AT for A > 0, which is crucial in the proof of the well-posedness for stationary problems
including these terms as it is the case in [13H16,[107]. This is used also in order to show
the existence of solutions to the time-dependent problem using semigroups. Nevertheless, as
pointed out in [3583], the existence theory for the the time-dependent problem does not
imply the existence of a stationary solution. Indeed, the problem describes a closed but
not isolated system which, in other words, allows exchange of energy but not of mass. Thus,
there is no entropy dissipation, while the appearance of an entropy flux is possible. Moreover,
the temperature could grow in time. Finally, even if the time-dependent solution is globally
bounded, it could present an oscillatory behavior and hence it could not converge to a steady
state.

Since in many physical applications the mean free path of the photons is very small
and the radiative transfer equation has a strong non-local behavior, which makes its study
more complex, its diffusion approximation has been largely used in Physics. Using matched
asymptotic expansions it is indeed formally possible to show that when the mean free paths
of the photons tends to zero the leading order of the radiation intensity (and sometimes
of the temperature) solves an elliptic (or parabolic in the time-dependent case) equation,
whose properties, such as existence, regularity and asymptotic behavior, are well studied. In
the study of the diffusion approximation problem of the radiative transfer equation, as well
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as of other kinetic equations such as the neutron transport equation, also problems for the
boundary layers need to be considered. These are the regions close to the boundary where
the diffusion approximation fails. In the case of radiation the boundary layer is described by
a stationary radiative transfer equation, which depends only on the distance to the boundary
(i.e. it is one-dimensional) and on the properties of the original problem. In analogy to the
one-dimensional problem studied by Milne (see [109]), the class of boundary layer equations
are often referred to as Milne problems in the mathematical literature.

Many results available for the diffusion approximations are related to the study of the neu-
tron transport equation , in particular for the one-speed approximation. An extensive
overview of the neutron transport theory can be found in [33|, where the equivalence between
the one-speed approximation and the radiative transfer equation in the Grey approximation
is analyzed. From the second half of the 70’s the diffusion approximation of the one-speed
neutron transport equation has been exhaustively studied (at least at a formal level) espe-
cially in the framework of the scattering eigenvalue problem. Indeed, the smallest size of
the system for which there is an eigenfunction with eigenvalue 1 is denoted in the physical
literature as critical size and it has an important application in the design of nuclear reactors.
See [33]. The neutron transport equation has been considered by Larsen and coauthors in nu-
merous works. Specifically, [99,100L103] deal with the diffusion approximation of the neutron
transport equation both in its general form and in its steady one-speed approximation
(1.26). In all these works the presence of a source of neutron (e.g. due to a fission process) is
considered and the asymptotic behavior of the solutions for small mean free paths is studied.
In [66,98/101,|102},104] Milne problems, i.e. one-dimensional versions of the steady neutron
transport equation, are examined under several assumptions. Furthermore, in [97] the dif-
fusion approximation for the radiative transfer equation is studied via matched asymptotic
expansions considering both emission-absorption and scattering processes and avoiding the
formation of boundary layers by setting I, = B, (T') as initial and boundary condition.

As far as we know, [19] is the first mathematical work dealing rigorously with the diffusion
approximation for the neutron transport equation. Specifically, the one-speed approximation
for a strict positive, bounded and rotationally symmetric scattering kernel is considered
under different boundary conditions, like for instance the incoming boundary condition similar
to for the radiative transfer equation. This article uses stochastic methods in order to
study the boundary layers and to prove the convergence of the solutions to a diffusion equation
as the mean free path tends to zero.

In recent times the one-speed neutron transport equation for constant scattering kernel
and constant scattering coefficient has been considered for several domains in the framework
of the diffusion approximation by Guo and Wu in numerous works [76}/146149]. Via suitable
L?— LP — L™ estimates they proved rigorously, for both the stationary and the time-dependent
equations, the diffusion approximation obtaining a geometric correction for the boundary
layer. This method has been used also in kinetic theory for other equations, such as the
Boltzmann equation and the Landau equation (cf. [75]86]).

Moving back to the diffusion approximation for the radiative transfer equation, this the-
ory has been studied in [13-15] for the time-dependent equation without scattering term
under some monotonicity assumptions for the absorption coefficient using the resulting m-
accretiveness of the operator. In [16] a similar result is shown for the radiative transfer
equation in the case in which it is equivalent to a one-speed neutron transport equation
with constant scattering kernel. Another proof of the time-dependent diffusion approximation
in the absence of scattering can be found in [72], where a more general equation for the internal
energy is considered. In |73|/74] the authors study another class of diffusion approximations
for the radiative transfer equation in a one-dimensional setting and in R? when the scattering
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length tends to zero and the emission-absorption process is bounded. We remark also that
in the study of the diffusion approximation the time-dependent and the stationary problem
have to be analyzed separately, since they are fundamentally different.

Regarding the Milne problems, which describe the boundary layers in the diffusion ap-
proximation, [68] shows the well-posedness for this problem in the absence of scattering (i.e.
ad = 0) and for a large class of %, namely for absorption coefficients which have the form
a,(T) = Q(v)a(T). This proof relies on an iterative scheme combined with the accretiveness
of the radiative operator. Moreover, the asymptotic behavior as * — oo is considered and it
is proved that the solution converges exponentially to a constant. Besides the already men-
tioned articles about the neutron transport equation (cf. [19,76}/146-149]), also |17] studies
the Milne problem for the one-speed approximation. The Milne problem for the radiative
transfer equation including both scattering and emission-absorption terms has been exam-
ined only by Sentis [127]. While the considered absorption coefficient depends on frequency
and temperature and it is not necessarily increasing with respect to the latter variable, the
scattering coefficient and the scattering kernel are constant. The well-posedness result and
the asymptotic behavior of the solution are treated in a similar way as in [68] using the ac-
cretiveness of the operators. Finally, the well-posedness theory for Milne problems arising
from various transport equations has been studied in [12], while in |30] the one-dimensional
problem for non-Grey radiative transfer is considered also numerically.

In chapters 5] and [6] we study a free boundary problem for the melting of ice assuming that
the heat is transferred also by radiation in the solid. This problem can be considered as a
modification of the well-known two-phase Stefan problem, which takes its name from J. Stefan,
the person who first formulated such melting problems (cf. [134-137]). In the following we
give a summary of the results available for the Stefan problem, focusing on the well-posedness
theory for the one-dimensional case, which is the same situation we consider in chapters
and [6

One version of the two-phase one-dimensional classical Stefan problem on a slab can be
formulated as the following free boundary problem (cf. [123])

s —

CLo/T(t,r) = KLO?T(t, 1) t>0,a<z<s(t),

Cs0,T(t,x) = Kg0*T(t, ) t>0, s(t) <z <b,

T(t,s(t)) =Tnm x = s(t), (1.41)
T(0,z) = To(x) z € R,

T(t,a) = ga(t), T(t,b) = go(t) t>0,

§(t) = 1 (Ks0,T(t,s(t)") — Ko, T(t,s(t)7)) t>0.

As we have introduced in Section Cp and Cg are the volumetric heat capacities, K
and Kg are the conduction coefficients and L is the latent heat. The case in which the
temperature in one of the two-phases is kept constant to the melting temperature is denoted
in the mathematical literature as one-phase Stefan problem.

Since the early results of J. Stefan, this free boundary problem has been exhaustively
analyzed. First of all, different definitions of solutions has been introduced. Some of them are
the so-called classical solutions and the weak enthalpy solutions, which are defined below.

Classical solutions of the Stefan problem are strong solutions of , where no further
assumptions on the temperature of the liquid and of the solid are made. In other words, it is
assumed that the change of phase takes place in a specific surface (i.e. the interface) where
the heat is absorbed or released. This surface divides the domain in two regions, namely the
liquid and the solid. Specifically, even if at initial time the temperature T is assumed to be
T > Ty in the liquid and T' < Ty in the solid, as time flows the temperature does not have
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to satisfy such inequalities in the liquid and in the solid regions. This allows the emergence
of supercooled regions in the liquid, where T' < Ty, or of superheated regions in the solid,
where T' > Tyy. See [89,123,(143] for further details.
Weak enthalpy solutions are defined as the weak solutions of the following equation (cf.
7))
O H (t,z) — O*B(T(t,x)) =0, (1.42)

where the enthalpy H and the function 8 are defined for the problem (1.41)) by

KT T > Ty,

Ht, ) Co(T=Ty)+L T>Ty,
y L) =
KsT T < Ty,

and B(T) =
OS(T—TM) T<TM7
where L is the volumetric latent heat, cf. [141]. The temperature can be also written as the
inverted enthalpy by

BLiTy H>L,
T(t,z) =< T 0<HCIL, (1.43)
E+Ty  H<O.

In the weak formulation of the Stefan problem, the Stefan condition does not appear as
an extra condition for the interface, which at time ¢ > 0 is determined by d{z € (a,b) :
T(t,x) = Tar}. It is not difficult to see that in the absence of superheated or supercooled
regions, the classical solutions are also weak enthalpy solutions. Indeed, the Stefan condition
at the interface is equivalent to the Rankine-Hugoniot condition for the weak formulation
of . On the other hand, the weak enthalpy solutions do not allow for superheated or
supercooled regions. The liquid and the solid regions are indeed defined by their temperature
being larger or smaller than Ty, respectively. If one considers it is easy to see that
the set {(¢,z) € (a,b) : T(t,x) = Tasr} could have positive measure. In that case the region
{(t,z) € (a,b) : T(t,x) = Tar} is called mushy region. See [89,/117}/143].

Moving to the well-posedness theory for classical solutions to the free boundary problem
(L.41), this can be found for instance in [123]. There, the existence of local solutions to
the one and two-phase one-dimensional problem is proved via Picard approximations solving
a fixed-point equation with Volterra-type integral terms. An application of the maximum
principle implies the global in time well-posedness. A similar approach is used also in [55L56],
where the author solves the fixed-point integral equation using Banach fixed-point theorem.
Moreover, in [56] well-posedness is proved using also the so-called Baiocchi transform (cf. [§]).
A variational inequality is used in [59]. The same approach is considered for the one-phase
problem in [60]. In [56,/106] the authors study the asymptotic behavior of solutions to the
one-dimensional one-phase problem (and in [56] also to the two-phase one). It is proved that
the temperature approaches a self-similar profile as ¢ — oo, which depends on the prescribed
behavior of the temperature at the fixed boundary and to the limits of the temperature as
|| — oo in the two-phase problem for an unbounded domain. The well-posedness theory
for classical solutions of the two-phase one-dimensional Stefan problem was also considered
in [26,27]. While in the second work the authors impose a smallness assumption on the initial
data, in the first article well-posedness and regularity are proved combining the properties
of the Green’s function of the heat equation and Schauder fixed-point theorem. Concerning
the classical solutions to higher dimensional problems, in [106] the well-posedness theory is
proved. In addition to that, a notion of generalized solutions, the weak enthalpy solutions
of , is introduced and the formation of mushy regions is studied. The theory of weak
(enthalpy) solutions has been considered for the two-phase one-dimensional problem in [57],
and for the higher dimensional problem in [58].
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The problem of the formation of mushy regions, of superheated liquid or of supercooled
solid is also of high interest and it has been extensively studied assuming the presence of
volumetric heat sources. A precise characterization of classical and enthalpy solutions is
considered in [50,51]. In these articles the so-called classical enthalpy solutions are introduced.
These solutions are defined such that the temperature solves the heat equation with volumetric
source in the liquid (7" > T)s) and in the solid (7" < Ts), in the mushy regions the enthalpy
satisfies a time-dependent first order PDE and at the free boundaries the Stefan condition
holds strongly. Moreover, for these solutions mushy regions may appear. The emergence
of supercooled liquid or superheated solid for classical solutions to a one-dimensional two-
phases Stefan problem is shown in [89] assuming an external volumetric heat source. This
is an interesting result which indicates why we can expect superheated regions to appear, if
we consider a positive external source of radiation heating the solid in problem , ie.
considering as boundary conditions

I, (t,(s(t), z2,23),n) = gu(n) > 0 if ny > 0.

A detailed review of strong and weak solutions as well as of models for supercooling, su-
perheating and mushy regions can be found in [143]. Mushy regions are also consider in
[20,90,117,{141], while models for superheated and supercooled material are provided in [142].

Another problem concerning the Stefan problem, which has been extensively studied,
is the regularity of the free boundary. In this thesis we consider only a one-dimensional free
boundary problem, where the moving interface is a point. However, for the higher dimensional
Stefan problems, the regularity of the moving interface has been studied in terms of parabolic
obstacle problems for instance in [9}24,25//43,/53].

The study of melting processes finds a straight application for example in engineering.
Free boundary problems modeling the phase transition due to transport of heat by conduction
and radiation are studied numerically in particular in [28}124}129,/130}/140], where different
one-dimensional models describing one, two and three-phase free boundary problems are ex-
amined. The vaporization of dew can be also modeled as a free boundary problem, where
both conduction and radiation are considered. In recent years several numerical articles have
shown that in the phase transition of droplets the heat transfer by radiation plays a crucial
role, cf. [2,[84192]93,/126,|128|145[/150].

We conclude the summary of the available literature giving a rough overview about other
results concerning more involved interaction between radiation and matter. The interplay of
electromagnetic waves in a moving fluid has been considered for instance in [69}71,|108,152].
We refer to [34,81}(112-114[[122] for the study of the behavior of systems composed by photons
and a Boltzmann gas, whose colliding particles have two ore more energy levels and can
absorb or emit photons. The analysis of heat transport by conduction and radiation has been
considered also independently from the free boundary problems. Results in this direction can
be found in [32}42}62-65,95}96,/115,(116,/138,|139]. Furthermore, homogenization in porous
and perforated domains has been considered in the case where the heat is transported by
conduction, radiation and even by convection. See [3-5,[22,[121] for further details. Finally,
we refer to [110] for a formal derivation of a radiative transfer equation starting from the
Maxwell equations and to |10] for a rigorous derivation of the radiative transfer equation
involving only scattering processes obtained from Schrédinger’s wave equation in a body with
very separated scatterers.
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1.8 Articles details

This work is a cumulative thesis containing five articles written during my PhD studies. The
full papers can be found in the appendices in their most recent pre-print versions or in their
accepted version if published in a peer-reviewed journal. These are the following:

1. “Compactness and existence theory for a general class of stationary radiative
transfer equations”, joint work with J. W. Jang and J. J. L. Velazquez, submitted.
ArXiv version https://doi.org/10.48550/arXiv.2401.12828, Chapter [2| and Ap-

pendix [A}

2. “Equilibrium and Non-Equilibrium diffusion approximation for the radiative
transfer equation”, joint work with J. J. L. Veldzquez, submitted. ArXiv version
https://doi.org/10.48550/arXiv.2407.11797, Chapter [3| and Appendix

3. “On the Diffusion Approximation of the Stationary Radiative Transfer Equa-
tion with Absorption and Emission”, joint work with J. J. L. Veldzquez. Published
in Annales Henri Poincaré and available in
https://doi.org/10.1007/s00023-025-01556-0, Chapter [l and Appendix [C}

4. “Well-posedness for a two-phase Stefan problem with radiation”, joint work
with J. J. L. Velazquez, submitted. ArXiv version
https://doi.org/10.48550/arXiv.2505.24602, Chapter [5| and Appendix [D]

5. “Traveling waves for a two-phase Stefan problem with radiation”, joint work
with J. J. L. Veldzquez, submitted. ArXiv version
https://doi.org/10.48550/arXiv.2506.01821, Chapter [6] and Appendix

For the sake of readability and consistency, Chapters 2-6 summarize the main results and
the proof’s techniques of these articles, which can be found all in the appendices, both the
accepted ones and the ones still in the review process.
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Chapter 2

Existence theory

This chapter is based on the article “Compactness and existence theory for a general class
of stationary radiative transfer equations” [35], which is joint work with J.W. Jang and J. J.
L. Veldzquez and whose most recent version can be found in Appendix [A] All the authors
contributed equally in this work.

As explained in the Introduction, in this chapter we develop an existence theory for the sta-
tionary system obtained by coupling the radiative transfer equation with the divergence-
free condition for the radiation energy flux ([1.22)) and imposing incoming boundary condition
. The problem that we want to study is the following

n- Vil (z,n) = a%(T(x)) (B,(T(x) — I,(z,n))
+ aj(T(2)) (fgz K(n,n) I (x,n') dn’ — I, (z,n)), z€Q, neS?
V- fooo Jeo I (z,n) dn dv =0, x € Q,
I,(z,n) =g,(n) >0, x €0, n-n, <0,
(2.1)
where Q C R? is an open convex bounded domain with C?-boundary. We assume also that 92
has strictly positive curvature and that K satisfies and it is invariant under rotations,
ie.
K(Rn,Rn') = K(n,n') for alln,n’ € S*, R e SO(3).
This last property of the scattering kernel implies also that K is symmetric, i.e.
K(n,n') = K(n',n) foralln,n €S?

as required in ([1.10)). See Lemma for the proof.
The novelty and at the same time the complexity of the problem (2.1]) lies in the gen-

eral form of the considered absorption and scattering coefficients, which may depend on
the temperature and on the frequency. Specifically, we show the existence of a solution
(T, 1,) € L>®(Q)x L> (€, L> (S?, L'(R4))) in the pure emission-absorption case (i.e. o = 0)
as well as in the presence of scattering (i.e. o} # 0). Moreover, this existence theory has been
developed for the Grey approximation (i.e. «ap*(T) = a®*(T)) as well as for the “pseudo-
Grey” approximation (i.e. ap’(T) = Qqus(v)a®*(T)). In all these situations the non-linear
case is considered, namely the case where the coefficients depend non-trivially on the temper-
ature.

We prove the following result, which summarizes the main theorems in (|35], Appendix

A).
Theorem 2.1 (cf. [35], Theorem [A.3] Theorem [A.1] Theorem and Theorem [A.2). Let

Q C R? be bounded and open with C?-boundary and strictly positive curvature. Assume that
one of the following conditions holds:

27
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a) a3 =0 and a%(T) = a®(T) bounded and strictly positive;

b) o =0 and o(T) = Qqa(v)a*(T) bounded and strictly positive;

c) a3 (T) =a*(T) and a%(T) = a®(T) bounded and strictly positive;

d) a5(T) = Qs(v)a*(T) and o2(T) = a®(T) bounded and strictly positive;

Assume also that Q, € C*' (Ry) and of € O (Ry) for £ = a,s (if applicable). Assume K €
ct (82 X SQ) to be non-negative, rotationally symmetric, and independent of the frequency with
the property (L.10). Then there exists a solution (T, 1,) € L*>(2) x L™ (Q,LOO (SQ, Ll(R+)))
to the problem , where the I, solves the radiative transfer equation in in the sense

of distribution.

Notice that, under the assumptions a), b), ¢) and d), Theorem [2.1| corresponds to Theorem
Theorem Theorem [A.4] and Theorem respectively.

Before going into the details of the strategy of the proof, we study the easier case in which
a? = 0and af = o = const. This case is considered also in [83], where the existence of a unique
solution (T, I,) € L4() x L} (2 xS? xR ) is shown. In the following we prove that there exists
a unique solution (7T, 1,) € L*>(Q) x L™ (€, L™ (S?, L*(R4))) to for the pure emission-
absorption case with constant absorption coefficient. To this end, we reformulate problem
as a fixed-point integral equation for the temperature, following the approach described
in Section Hence, solving the radiative transfer equation in by characteristics, using
the divergence free-condition of the radiation energy flux and simplifying the resulting terms
by means of the Stefan-Boltzmann law , for this choice of coefficients we obtain

q 4mlz — 77|2
where u = 4noT*. Moreover, s(z,n) is the distance of x € Q to the boundary 9Q along
direction —n € S?, cf. Equation (1.30)) and Figure Let M > 47r||g,,||Loo(Ssz1(R+))eadiam(Q).
We now claim that there exists a unique solution u to (2.2)) in the complete metric space

A={uecL>*(Q): uv>0 and |u|pe~ < M}. (2.3)

This can be proved applying the Banach fixed-point theorem. To prove that B is a self-map
on A we first notice that both integral terms of B in (2.2)) preserve the sign. Thus, if u € A
then B(u) > 0. For the boundedness of the norm we compute changing to polar coordinates

ajz—n| s(q:n
ae —Qar _
/47r]x— B lu(n)| dn = ][/ |u(z — rn)|dr dn
§||u|yLw][/ "o, (Cem ) dr dn (2.4)
S2Jo
= S _ p—as(zn) < o _ —adiam(Q)
fulle= £, (1= i < fuf (1 e o)

where we used also  sup s(x,n) = diam(2). On the other hand, we estimate
z,n€NxS2

/ / gu(n)e™ ™M dy dn < 47 sup ( / gu(n)eos@m) dV) = 47l gl Loe (52,11 (R4
sz Jo 0

nes?
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Therefore, ||B(u)| e < M (1 — e‘“diam(m) + 47| gu || oo (s2, 1 (r,)) < M for all u € A, which
implies that B is a self-map in A. Finally, B is a contraction, since for uy, us € A we estimate

I1B(u1) — B(uz2)||pe <||ui — uz||Le sup / Mdn < Jur — ug||gee (1 — e_adiam(m>
a ze0 \ Jq 4m|z —n? B ’

~~

<1

where we changed to polar coordinates similarly as we did in .

It is important to observe that the independence of the absorption coefficient a on the
temperature makes the integral operator B linear. This is crucial when proving contractivity.
We will see in the non-linear case that, if a depends on 7', the resulting non-linear version
of B is still a self-map on A, but in general it is not a contraction anymore. Finally, notice
that the existence of a unique solution 7" € L*°(2) implies the existence of a unique solution
(T, 1,) € L*®(Q) x L™ (Q, L> (S*, L' (R;))), where u = 4moT* solves and the radiation
intensity is given by

s(z,n)

I(z,n) = g,(n)e @ +/ ae” B, (T(z — tn)) dt.
0

Remark. In the very same way we can show that there exists a unique solution (7,1,) €
CO(Q) x L> (Q,L> (S?,L*(R4))). Indeed, B is a contraction also in {u € A :u € C°(Q)}.
Only the continuity of B(u) has to be proved. On the one hand, the regularity assumptions
on JN imply the continuity of z — s(z,n), cf. equation . On the other hand, the
convolution of the integral function %;M with a bounded continuous function is a continuous
function. This result will be used again in Chapter

We now move to the main results presented in (|35], Appendix and the strategy of
their proof. We start with the scattering-free case in Section [2.I] and we conclude with the
full equation including both emission-absorption and scattering processes in Section

2.1 Pure emission-absorption case

Let af = 0. As we have seen in Section in this case the radiation intensity is given by

I,(x,n) = gy(n) exp (/[ - aﬁ(T(é))d€>

s(xz,n)
+ /0 08 (z — tn) By (T(z — tn)) exp (- /[x’x_m] a,,(T(g))dg> dt, (2.5)

where T solves

ir [ at@BT@) v = [ ati@) [ o (-l BTN BL(T(n))dy dv

v . =12
@ [ ames (— /[x,y@,n)] aV<T<s>>ds> dn dv,

where f[z,w] f(&)d¢ is the integral along the line segment with endpoints z € Q and w € Q. As
for the Grey approximation with constant absorption coefficient considered at the beginning
of this chapter, it is enough to show the existence of T  solving , since equation
gives us the radiation intensity. In the following the strategy of the proof of Theorem is
presented first under the assumption a) and later under b).

(2.6)
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2.1.1 Grey approximation

Besides o = 0, let us assume o%(7T) = a*(T) together with all the hypotheses of Theorem
We consider this case first because the computations are simpler, while the main strategy
and the main steps for the proof of Theorem are (up to adaptations) the same as for all
other cases.

We aim to prove the existence of a fixed-point in L>°(€2) to (2.6)), which in this case reads

~(u(n) wp<(@n @

Al —nf?

i /S 2 /0 " gu(n)exp (— /[x,y(x,n)]’Y(““))d’f) dv dn, (2.7)

where u = 4woT?, y(x,n) = {z —tn : t > 0} NOQ and v(z) = o ({/4Z) for z > 0, cf.

As for the case where a® = «, the operator B is a self-map on the same complete closed
metric space A, cf. (2.3). Nevertheless, B does not need to be a contraction. Also, B does
not need to be compact in either L>(2) nor C°(Q). These observations are due to the non-

u(n)dn

ula) = Blu)(@) = |

linear expressions exp (— f[x . y(u(§ ))df) appearing in both integral terms of B, which have
the same regularity as u. Thus, neither Banach fixed-point theorem nor Schauder fixed-point
theorem can be directly used.

In order to overcome this problem we first regularize the operator B defining the following
new operator

p (_ fRS ’)/(’LL (5))5[x,77] * ¢€(£)d£) d
Ar|z —nf?

# o (= [ AU agtamy < 0:0006) [~ gty av i (25)

B (u)() = /Q (y(u) * be) (mu(m) =

as in equation (A.25]), where ¢. € C°(R3) is a sequence of standard positive and radially
symmetric mollifier and where we defined dj, ;) * o€ f[m . — z)dz so that

[ A <0 = [ w60 (2) d:

[z.n]

In Section we prove that B¢ is a compact continuous self-map on A, which implies,
applying Schauder fixed-point theorem, the existence of a fixed-point u. = Bf(u.) for all
¢ > 0. This is due to the fact that vy(u.) * ¢. has a higher regularity than u.. Moreover, the
smoothness of the domain and the assumption on the curvature imply the Holder continuity
of B%(u.) and thus the compactness of the operator B°. The existence of a fixed-point to
the original equation is given by the L?(Q)-compactness of the sequence of regularized
solutions u.. This yields the existence of a subsequence u; converging to a function u both in
L?(2) and pointwise almost everywhere. By the boundedness of the sequence u. we obtain
u € L*®(Q) and using Lebesgue dominated convergence theorem we conclude Theorem

The compactness of the sequence u. € L%(Q) is, besides the existence results, one of the
most important contributions in [35].
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2.1.2 Compactness result

Exponentials can be written as power series whose tails converge to zero. Moreover, u, satisfies
using polar coordinates

_ ]é in /0 "l » 62) ] (& — ) exp (— /[x’x_m]'y(us) . @(é)dé)
i /8 dn ( /0 s gy<n>> exp (_ /M(mﬂ A(ue) * @(g)dﬁ) .

Then, the L?-compactness of the sequence u. is implied by the L?-compactness of operators

of the form )
/Szdn</0 de(l’—Tn)).

The main result is stated in Proposition whose summarized version is the following.

Proposition 2.1 (cf. [35], summary of Proposition [A.1). Let L > 0 and II® = [—L, L]3.
Consider a sequence of periodic functions (¢;)jen € L™ (II¥)with ||¢;j]lc < M. Let us define
for n € S? and m € N the operators L,, and T, by

L
Lalg(z) = / Cix (o= dn) and Tfil(a) = / dn (Llg)(@))™

SQ

Then, the sequence (Tm[gpj])j is compact in L? (H3) for every m € N and it satisfies a suitable
equi-integrability condition.

This proposition will play an essential role in the proof of Theorem Its proof is
based on elementary measure theory. It relies on the properties of the two auxiliary measures
,uj vkt ;€ M4 (S?) associated to ¢; and to Ly [¢;], which are defined for R > 0 in the following
way

2 |sin(L(k - n)) |?

2 A
R R
pj(w) = Z ’afc‘ (5%((4)) and v, ;(w) = Z 4 ‘ai‘ o (5ﬁ(w),
ke X3 keTZ3
|k|>R |k|>R

where we used the Fourier expansions

Z a] R | Ln[@]](ﬂf) _ Z 2a;€ Sln(k(il‘ n)) eik-x

ke T 73 ke T73

Thus, by definition l/ﬁj < 4LQ,u§-DL for all n € S? and Mf(Sz) < 8L3M?. Moreover,

C(M, L)
/SQ dn /S Wil onizn) S g 70

as well as

d dvl w)l < d d 1
/52 néz Uy, {0<|wn|<r} / n/SZ MJ ) {0<|w-n|<k}

(2.9)
/ () / A0l o< pomieny < C(M, L) — 0
S2 S2 k—0
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Therefore, for any § > 0, choosing R large enough and x small enough, we conclude

1 Tonlios] = Tonligs) -+ Bllzamsy < COL Lom) | S Jad 2l hf2 + / dn / Wk (w) | <6
ke%Z3 s 5
k|<R

for |h| small enough. An active role in the proof of Proposition is played by the integral
of (Ln[p;])™ on the sphere S?, specifically by the estimate (2.9). Indeed, while the term
(Ln[p;])™ is not compact for every n € S, the integral [s, (Ln[p;])™ dn is compact in L?(€2).
This is the reason why the compactness result of Proposition [2.1] can be considered as a new
averaging lemma. Moreover, Proposition [2.I] can be extended for operators of the form

Lna-olfl(@) = [ A (o= )

forany 0 <s<t< %, cf. Lemma

This result is used in order to prove the compactness of the sequence u. = B¢(u)
in L2(Q) in the following way. By the boundedness of the domain we can define Q C
[—2diam(Q) — 2, 2diam(Q) + 2]* = II>. We then extend in a suitable way both u. and ~(u.)
in I1* and periodically in R3. We expand the exponentials of integrals along lines and we use
the generalized compactness result of Lemma Since the tails of the series converge, we
need to apply this result only finitely many times in order to conclude the L?-compactness of
the sequence wu..

2.1.3 Pseudo-Grey approximation

Let assume of = 0, a%(T) = Qq(v)a*(T) bounded and strictly positive, and all other hy-
potheses of Theorem Using the monotonicity of 0 < z — B, (z), we define the bounded
functions u and F' by

u(z) = 4 /0 " 0u(v) BT () dv = F(T(2), (2.10)

which can be related by T' = F~!(u) since F' is monotone and invertible. In order to simplify
the notation we denote also v = a®o F~! and f, = B, o F~!. Equation (2.6) can be re-written
to the following fixed-point equation

u(x) — B(u)(x) _/oo dl// d77 Qa(V)2’Y(U(77))fu(U(77)) exp | — Qa(V)’y(U(é))dé
0 Q | [z.m]

x —n?

_ /0 Y /S dn Qu(v)gu(n) exp <_ /MW Qa(V)W(U(é))dﬁ) ,

cf. @ In order to show the existence of a fixed-point we proceed as we did in Subsection
2.1.1, We regularize the operator B replacing y(u) by ~v(u) * ¢, where ¢, is a sequence of
standard mollifiers. Using that Q is bounded and that [;~ Q(v)fy(u(n))dn < [Ju/|os, We con-
clude by applying finitely many times the compactness result of Lemma[A.1]to the sequence of
regularized solutions u., whose existence is guaranteed again by Schauder fixed-point theorem.




2.2. FULL EQUATION 33

2.2 Full equation

We consider now the case in which o%(7") and o3 (T") are both positive. The steps for the proof
of Theoremunder the assumptions c¢) and d) are the same as the ones considered in Section
We construct a fixed-point integral equation for the temperature and we regularize the
integral operators obtaining a sequence of regularized fixed-point solutions. Finally, applying
the compactness result in Proposition [2.1] we show the existence of a fixed-point of the original
equation, which determines the temperature and hence the radiation intensity solving .
The most significant difference with the proof of the pure emission-absorption case (where
as = 0) is in the derivation of the fixed-point equation for the temperature. This is achieved
through the definition of suitable Green’s functions. We consider again first the case in which
the coefficients are independent of the frequency, i.e. the Grey approximation.

2.2.1 Grey approximation

Under the assumption ¢) of Theorem we construct the Green’s functions I(z,n;xg) for
z,20 € Q and n € S? and (z,n; 9, ng) for € Q, 9 € IQ and n,ng € S?. These solve

n-Vel(z,n;x0) = (T(x)) | , K(n,n)I(x,n;x0) dn’
S2

— (0 (T(x)) + o (T(x))) I(z,n;20) + (2 — 0), z,20 €, n €S,
f(x,n; T0)X{n-ny<0} =0, T € 09, 19 €L, n € S?,

n - Va(x,n; xo,n0) = o*(T(x)) [ K(n,n' )z, n';20,n0) dn
S2

— (@ (T(2)) + a® (T(x))) Y(x,n;x0,n0), = € Q, xog € 0N, n,ng € S2,

52 (n,np)

Y(, 1520, 10) X {n-n, <0} = do0(T — o) , ¢ €Q, xp€ N, ng- Ny, <0,

in the sense of distribution, cf. equations [A.58 and (A.59). We refer to Sections and
[A.4.2] for more details of the definition and construction of such Green’s functions. With the
help of these auxiliary functions, the radiation intensity solving ({2.1]) is given by

I,(x,n) = /Qd:co (T (x0)) B, (T(20)) (z,n; x0) + /S2 dng /69 dxo gv(no)Y(x,n;xo,no),

cf. (A.60). Using the divergence-free condition of the energy flux we obtain also in this case
a fixed-point equation for u = 4woT? of the following form

u(z) = B(u)(z) + C(u)(z) = Z Vi(u)(z) + Zbli(u)(x),

where B and C can be expanded in their Duhamel series similar to the ones in and
, respectively. The interpretation of such series is the following. Each term V;(u) of
B(u) (or U;(u) of C(u)) describes the interaction of photons emitted at the point n € Q (or
xg € 00) scattered (i — 1)-times before being absorbed at the point x € ). Therefore, each
term V;(u) and U;(u) contains i exponentials of integrals along lines and (i — 1) scattering
integrals. We refer to the equations (A.86) and (A.82)) for the exact form of these integral
terms.
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Figure 2.1: Interpretation of the terms in the Duhamel series: (a) represents the terms of the
operator B, (b) illustrates the terms of the operator C.

We then proceed as follows. Replacing the non-linear coefficients «(7") by their convolution
with the standard mollifiers ¢., we obtain a sequence of regularized solution u. via Schauder
fixed-point theorem. While the compactness of the regularized operators are due to the
convolution with the mollifiers, the self-map property is a consequence of

Bw)@)] <l [ doo [ an A2(@0) 1 (o e 20) < Ol
[¢) S2 47T

where I is the Green’s function for the regularized problem. In order to prove this inequality
we show that H.(z,n) = [ dzoal(u(zg))le(x,n;xg) solves a differential equation with a
maximum principle. See Section [A.4.4] and Lemma [A.3] for more details.

The L?-compactness of the sequence u. is implied by an extension of the Proposition
to functions ¢ € C (S?, L>°(I1*)) that are uniformly continuous with respect to n € S? (see
Corollary for more details). This argument is used only a finite number of times since
the series expansions of B(u) and of C(u) are absolutely convergent.

2.2.2 Pseudo-Grey approximation

The structure of the proof of Theorem under the most general assumption d) is similar as
the one in Section 2.2.11 We construct suitable Green’s functions similar to the one for the
Grey approximation, i.e. Q4 s(v) = 1. For u and F defined as in (2.10)) we obtain a fixed-point
equation which is then regularized via the convolution with mollifiers. Finally, we apply the
appropriate version of the L?-compactness result in Proposition



Chapter 3

Equilibrium and non-equilibrium
diffusion approximation

This chapter summarizes the results in the article “Equilibrium and Non-Equilibrium diffusion
approximation for the radiative transfer equation” [36], which is joint work with J. J. L.
Velazquez. In Appendix [B| the latest version of this paper can be found, to which both
authors contributed equally.

This article studies using matched asymptotic expansions the diffusion approximation of
the radiative heat transfer problem. Specifically, both the time-dependent and the stationary
problems are considered. The first one is obtained coupling the radiative transfer equation
with the energy balance equation . The second one is constituted by the time-
independent equation (1.3) and the divergence-free condition for the radiation energy flux
(1.22)). These problems are studied under the assumption that the total mean free paths of
the photons is very small compared to the characteristic size of the domain. Using matched
asymptotic expansions we formally derive, on the one hand, the limit problems that the radia-
tion intensity I, and the temperature 7" should satisfy in the bulk. On the other hand, we also
obtain the boundary and initial layer equations describing the behavior of the radiation close
to the boundary and for small times. These are the regions where the diffusion approximation
fails.

The main aim of this work is to give an accurate mathematical description of the so-called
equilibrium and non-equilibrium diffusion approximation (cf. [108}|152]).

In the following sections we define the exact form of the problem we are considering and we
introduce the concept of equilibrium and non-equilibrium diffusion diffusion approximation
(Section. We also illustrate the method of matched asymptotic expansions largely used in
the article [36] and we apply it to a particular example (Section [3.2). Finally, we summarize
and discuss the limit problems obtained in the article.

3.1 Main results

Before writing the precise formulation of the equations studied in ([36], Appendix , we need
to define some particular length scales.
First of all, we consider a convex domain £ C R?, whose size is comparable in all space

directions and such that diam(2) = sup |xr —y| =: L is of order 1. We assume without loss
z,y€N
of generality L = 1.
The mean free path of the photons is defined as the characteristic length that the photons
can travel before being absorbed or scattered. The absorption mean free path (i.e. the mean
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free path associated to the emission-absorption process), which will be denoted by ¢4, and

the scattering mean free path, denoted by fg, are mathematically defined by the order of

magnitude of the reciprocal of the absorption and of the scattering coefficient, respectively.
The mean free path of the photons is defined by the Milne length

Cyr = min{ly, ls},

which in the diffusion approximation regime is considered to be very small compared to L,
ie. by < L=1.

In order to fully describe the problem, another characteristic length is required, which is
the so-called thermalization length, and it is defined by

Or = \/Calys > Cor.

Finally, it turns out that in the time-dependent case significant changes of the temperature
occur at times of the same order of magnitude as the heat parameter, which is defined as

la
= —F> 1.
Th min{/2, 1}
It is important to notice that ¢4, fg, fp;, ¢r are all non-dimensional. This is due to the
choice of L =1 and to the fact that all parameters are actually defined by %. Therefore, also
Tp, 18 non-dimensional.

3.1.1 Formulation of the problem
We now replace in equations (1.3)), (1.19), (1.21) and (1.22) the absorption and the scattering

coefficient by %: and by ?—;’, respectively, and we rescale the time as t — 7,t. We recall that

throughout this thesis the scattering kernel K is invariant under rotation and normalized.
The stationary problem that we want to study is

n-Vyl,(x,n) = af(m) B,(T(z)) — I,(z,n))

A 174
+ a%éx) (fs2 K(n,n)I,(z,n") dn' — I,(z n)) z e neSs? (3.1)
div (fooo dv fSQ dn nI,,(n,x)) =0 reQ,neS?, '

I,(n,z) = g,(n) x € dd,n -ng <O,
cf. (B.12]). We also examine the time-dependent problem, which is given by

%@I,,(t,x,n) + TN vxlu(tu z, n) = %ﬁ)m (BV(T(ta x)) - II/(tv‘T’n))
+ 2@ (Joz K(n,n) I, (¢, x,n') dn' — 1, (t,z,n)) reQneS?t>0,

v
o,T + %@ (fooo dv sz Zln L,(t,n, x))
+ 713, div (fooo dv fSQ dn nl,(t,n, :U)) =0 reQneSt>0,
L,(0,z,n) = Iy(x,n,v) reQneS?
T(0,2) = To(x) x € Q,
( L(t,n,x) = gu(t,n) r€In-n, <0,t>0,

(3.2)
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where the speed of light ¢ will be consider to be of different orders of magnitude, cf. (B.10].
In the case where we assume ¢ — oo, (3.2]) takes the following form

n- Vol (tz,n) = %5 (B (T(t,2)) — L,(t,z,n))
+ 0[’27:) (fS2 K(n,n)IL,(t,z,n") dn’ — Iy(t,x,n)) reNneS?t>0,

T + 13, div (fooo dv [ dn nL,(t,n,:r)) =0 reQnesit>o0,

T(0,z) = To(x) x €,

L,(t,n,x) = g,(t,n) x€IM,n-n, <0,t>0,
(3.3)

cf. (B.11)). Problems (3.1)), (3.2]) and (3.3)) are studied considering all possible relative scalings

between £4, g and L under the assumption £p; — 0.

3.1.2 Equilibrium and non-equilibrium diffusion approximation

Via matched asymptotic expansions we show that, as £3; — 0, the radiation intensity solves
a diffusion equation in the bulk. However, the exact form of this equation, and thus the
behavior of I,,, depends very much on the value of £4 and £g. Indeed, £3; — 0 either because
£4 — 0 or because /g — 0. The distinct nature of the emission-absorption process and of the
scattering process is the reason of the different diffusion approximations that we obtain after
considering all possible relative scalings between the characteristic lengths. Indeed, while the
first process relates I, to B, (T') driving the radiation intensity towards the Planck equilibrium
distribution, the latter one modifies I, making it isotropic but does not affect T'.

These different features of the radiative processes are reflected in the fact that, according
to the ratio between ¢4 and fg, the radiation intensity approximates the Planck distribution
B, (T) or not. The first case is defined in the literature as equilibrium diffusion approximation,
and the second one as non-equilibrium diffusion approximation (cf. [108}/152]).

Instead of considering the lengths £4, £5 and L, it is more convenient to examine the
relative scalings between £, 7 and L. These lengths also describe the thickness of the two
nested boundary layers emerging since I, does not need to be isotropic (nor B,(T")) at the
boundary 9 or at time ¢t = 0. These are the regions where the diffusion approximation is not
satisfied and where I, modifies its behavior turning into an isotropic function when moving
away form the boundary and in some cases even approaching B, (T).

The first boundary layer appearing is denoted as Milne layer and it is located in a region
of thickness £j; near 02. In this layer I, becomes isotropic.

In the case of the equilibrium diffusion approximation another boundary layer emerges.
This is the so-called thermalization layer of thickness ¢7. In this region the leading order of
I,,, which became isotropic in the Milne layer, changes until it approximates B, (T'), where T
is a further unknown of the problem. If /;; ~ ¢ this boundary layer coincides with the Milne
layer.

by =4r < L by < by < L by < by =1L by < L <ty

Milne layer ~_ Milne= Yes Yes Yes
Thermalization Thermalization Yes ~ Bulk No
layer

e - T ition f Non-
Equilibrium Equilibrium ransttion ot o
e o equilibrium to equilibrium
Bulk diffusion diffusion e e
. . . . non-equilibrium | diffusion
approximation approximation

approximation approximation

Table 3.1: Main results of ([36], Appendix B) (cf. Table [B.1)).
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We presented Table of Appendix [B] (cf. also [36]), which summarizes the results obtained
for the different relative scaling between the characteristic lengths. This table shows in which
cases I, approaches B,(T) and when it does not happen. Moreover, it summarizes which
boundary layer appears. Finally, we remark that in the time-dependent case two nested
initial layers may also emerge.

3.2 Matched asymptotic expansions

We study equations , and via matched asymptotic expansions replacing £, =
e < 1,0y =cPand g = 7 for min{~, 3} = —1. By definition we see that if f7 = e’ <1
then the heat parameter satisfies 7, = ¢!, otherwise 7, = £4. In the following section we
explain how the method of matched asymptotic expansions has been used.

3.2.1 The description of the method of matched asymptotic expansions

The method of matched asymptotic expansions consists of the following steps. Using suit-
able asymptotic expansions and variables’ rescalings, several approximations to the original
problem are construted. The domain of validity of each of such approximate solutions is a
subdomain of the original domain. Together, these solutions yield a final approximation valid
in the original domain (cf. [94]). In this case, the subdomains that we shall consider are the
bulk of Q, where dist(9Q,x) ~ 1 and ¢ ~ 1, the boundary layers, where dist(99,z) < 1 and
t ~ 1, the initial layers, where dist(0Q,x) ~ 1 and t < 1 and the initial-boundary layers,
where dist(0Q,z) < 1 and t < 1.

In order to derive the so-called outer problem, i.e. the approximate problem valid in the
bulk of the domain, we use an expansion series. In our specific problem the radiation intensity
is expanded as

L(t,x,n) = ¢o(t,x,n,v) + Z€5+lwk+1(t, x,n,v) + Zé‘lgbl(t, xT,n,v) (3.4)

k>0 >0

where § > is chosen in a suitable way according to the values of £4 and fg. Specifically,
§=1+y>0if f=—1land § =B — |B] > 0if y = —1, cf. (B.20) and (B.21)). We then plug
(3.4)) into the considered (initial-)boundary value problem and we compare the terms that are
of the same order of magnitude. Finally, we derive a closed equation for the leading order of
the radiation intensity I, and for the temperature T

The boundary layer equations, i.e. the problems describing the boundary layers, are
obtained in a similar way also using an expansion series. In this case, we also need first to
rescale the spatial variable according to

T —p
y=——7 M

where z €  is in a neighborhood of p € 98, n,, € S? is the outer normal at p and £ € {{y, {7}
Under the further assumption that in regions very close to the boundary I, and T depend only
on the distance to the boundary, the resulting boundary layer equations are one-dimensional
stationary problems describing the behavior of I, and T in a neighborhood of every point
p € 01.

For every p € 92, the asymptotic ylLr{:o I, gives the boundary condition that is valid for

the next nested subdomain. This is the so-called matching.
The initial layers appearing in the time-dependent problem (3.2)) are obtained similarly

as we did for the boundary layers. In this case we rescale the time by t = % for the initial
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2
Milne layer, and by t = %T for the initial thermalization layer if £3; < ¢r < 1. First order

ODEs are obtained expanding I, via asymptotic series. Once again, the limit lim I, gives
T—00

the initial condition for the outer problem (or for the initial thermalization layer).

The equations describing the approximate solutions in the initial-boundary layers are
obtained rescaling in a proper way both the space and the time variables and expanding the
radiation intensity via expansion series. For more details we refer to the Sections

and in Appendix

3.2.2 An application’s example of matched asymptotic expansions

In this section we show an example of how the method of matched asymptotic expansions has
been used in ([36], Appendix. Let us consider the stationary problem (3.1)) with £3; = f4 = ¢
and /g = 1. Then the system can be rewritten as

n -Vl (z,n) = 2 (B, (T(x)) - I (z,n))
+ af(2) (Jeo K(n,n) L (x,n') dn’ — I, (x,n)) x€QneS?
div ([y° dv e dnnl,(n,2)) =0 r€NneS?
I,(n,z) = g,(n) x € 00,n-ng <O0.
(3.5)

First of all, we expand I, as the following series
L,(l‘, n) = ¢0($7 7’L) + 5¢1($a ’I’L) + €2¢2($7 n) + ..

and we plug it into the radiative transfer equation in (3.5). The comparison of the terms of
order ¢! gives

BI/(T(x)) = ¢0($,n).
Thus, I, approaches the Planck distribution in the Bulk and it is also isotropic. Moreover,
the terms of order 1 imply, using that K is symmetric,

n-VyB,(T(z)) = —ag(x)¢1(x,n)),

so that
€

I,(x,n) = B,(T(z)) — n-VeB,(T(z)) + O(£?).

ag(z)
Plugging this expression into the divergence-free condition in (3.5, we conclude that in the
bulk I, approximate B, (T'), where T solves

div < OOO W@) ~0. (3.6)

Since £y = lp, there is only the Milne layer appearing. According to the rescaling y =
—*L .y, we obtain, as € — 0, the following boundary layer equation for p € 9Q (cf. (B.26)))

—(n - np)dy L (y. n5p) = o (p)(Bu(T(y. ) — L(y,m:p)) y>0,n€S?
div ([~ dv [so dn (n-np) 1, (y,n;p)) =0 y>0,nes? (3.7)
1,(0,n;p) = gu(n) n-ny < 0.

3.3 Summary of the results

We conclude this chapter with a summary and a discussion of the results obtained in ([37],

Appendix .
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3.3.1 Stationary problem

We start collecting the outer problems obtained in the bulk for the stationary diffusion ap-
proximation of the problem . We refer to Section

As we have seen, in the case ‘6 mM=fr<<land ly <l ‘ the radiation intensity is at the
leading order the Planck distribution B, (T") solving equation ({3.6]).

The outer problem for ‘E mM=tlr=0y=lsg k1 ‘ is a different one. In this case the equi-
librium diffusion approximation still holds, but 7" solves in the bulk

div (/OOO vt ( [ anno(a—a.)" (n)> sz,,(T(m))> ~0

ag(z) +aj(x)
for a suitable invertible operator (Id — A, ) related to the scattering operator, cf. (B.29).

The outer problem for | £); < ¢7 < 1|is very similar. It is given by

div </O°o d;/a;(x) </S dnn @ (Id— H)™" (n)> vaV(T(z))) -0,

where H[p| = [ K (n')dn'.

The case is the critical case in which the thermalization layer corresponds
to the bulk and we obtain a non-equilibrium diffusion approximation. In this case the outer
problem describes the isotropic leading order ¢ of I, and the temperature T through the
following screening equation

{ bo(z,v) — ook o div ( f,l(ar) (fs2 n® (Id—H)™ " (n) dn) Vado(z, V)) =B, (T(x)) =€,

IS dv al(z) (B, (T(x)) — do(x,v)) =0 x €.
(3.8)
The first equation is called screening equation because it describes the transition from the
equilibrium to the non-equilibrium approximation. Indeed, if af(z) was much larger than 1,
then ¢g(z,v) = B,(T(x)) leading to the equilibrium diffusion approximation. On the other
hand, if a%(z) ~ 0, then the first equation of reduces to the divergence term being equal
to zero and thus ¢q is independent of the temperature T'.

Finally, when we obtain a non-equilibrium diffusion approximation where

I, — ¢g. Moreover, the leading order becomes isotropic and solves

div <ayl(a;) (/S n®@ (Id—H)™* (n) dn> Vo(z, y)> =0,

while the temperature is recovered by the divergence-free condition as

/Ooo dv aﬁ(m) (BZ,(T(J:)) _ ¢0($, l/)) —0.

We remark that in all the cases where £); = {5 the properties of the scattering operator have
been used, which are studied in Proposition and in Proposition

3.3.2 Time-dependent problem

In (|36, Appendix [B)) we consider three different time-dependent problems according to the
different relative values of the speed of light with respect to the characteristic quantities.

In Section the limit problem are constructed for the time-dependent problem
when ¢ — oo. It is interesting to notice that in this case no initial layer appears, while
initial-boundary layers emerge.



3.3. SUMMARY OF THE RESULTS 41

In Section we consider the diffusion approximation for the problem where ¢ = 1.
We obtain a complete picture analyzing also the initial layers. As expected, in the case where
ly <y < 1 also an initial thermalization layer of thickness E%F appears in which I, from
being isotropic becomes B, (7). Initial Milne layers with thickness e7,~ 1 also emerge. Here I,
becomes isotropic.

A similar result is obtained in Sectionfor and ¢ = e " and k > 0. It is interesting
to notice that while in this case the outer problems correspond to the ones obtained in Section
B4 for ¢ = oo, initial layers also appear.
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Chapter 4

Stationary diffusion approximation
for absorption-emission process

This chapter is based on the article “On the diffusion approximation of the stationary radia-
tive transfer equation with absorption and emission” |37|, which is joint work with J. J. L.
Veldzquez. In Appendix [C] can be found the peer reviewed and published paper, in which
both authors collaborated equally.

This work studies the diffusion approximation of the stationary radiative transfer equation
coupled to the divergence-free condition of the radiation energy flux. In particular,
radiation takes place only through emission-absorption, i.e. in the absence of scattering
processes. Furthermore, the particular case of the Grey approximation is considered, in which
the absorption coefficient «, () = a(x) does not depend on the frequency v > 0. Moreover,
the situations in which a(z) is independent of the temperature 7" and it is either constant or
it depends on the spatial coordinate are taken into account. Assuming that the mean free
path of the photons is much smaller than the characteristic size of the domain, we study the
problem as ¢ — 0

n-Vl, (z,n) = @D (B, (T (2)) - I, (x,n)) =z,
Vo F(z) :=divy (f;° Jee ndu(z,n) dndv) =0 z €, (4.1)
I, (z,n) =g, (n) x € 0dQand n- N, <0.

We remark that, as done in Chapter |3] we rescaled the original absorption coefficient so that
a~1in . Unlike in the rest of the thesis, in order to be consistent with the notation
in [37], in this chapter we denote by N, the outer normal on = € 99, instead of n,.

Even though the scattering term is absent, i.e. o) =0, is reminiscent to the station-
ary problem considered formally in Chapter [3| where the absorption length /4 = {y; = e < 1
represents also the total mean free path of the photons while the scattering length satisfies
s > l4. According to the theory in Chapter 3| problem is an example of equilibrium
diffusion approximation. Indeed, the problem solved by (I,,T) as £4 = ¢ — 0 is the same as
the one derived in Section In (|37], Appendix we prove rigorously the convergence
to the limit problem obtained by matched asymptotic expansions as explained in Chapter
In particular the Milne problem of the previous chapter is carefully studied.

As we observed in Section the stationary radiative heat transfer in the Grey approxi-
mation, for instance problem , is equivalent to the one-speed neutron transport equation
, which in this specific case has constant scattering kernel K(n,n’) = ﬁ. The rigorous
study of the diffusion approximation for this form of neutron transport equation has been
considered by Bensoussan, Lions and Papanicolaou [19] with stochastic methods as well as by
Guo and Wu [148] for constant coefficients a = 1 via L? — LP — L™ estimates.

43
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The proof in ([37], Appendix is a new approach, which uses strongly the structure of
the radiative transfer equation, for instance the fact that in there are two unknowns,
namely I, and T. Following the method explained in Section [1.5] we study the equivalent
problem obtained reducing (4.1) to a non-local integral equation for the temperature using
maximum-principle methods as main tool.

The main result that we prove is Theorem and it can be summarized as follows.

Theorem 4.1 (cf. [37], Summary of Theorem . Let a € C3(Q) with 0 < cp < a < ¢y,
gy > 0 and g, € L®(S?, LY (Ry)), Q C R? bounded convex with C3-boundary and strictly
positive curvature. Let (IS, T.) be the solution to problem . Then there exists a functional
Ta : L™ (S%, LY (Ry)) — C(99Q) which maps g, to a continuous function Tolg,)(p) on the
boundary p € ) such that

(L7 (x,n), Te(x)) = (B, (T(2)) , T(x))

uniformly in every compact subset of  as functions with values in L (S2,L1(]R+)) x Ry,
where T is the solution to the Dirichlet problem

{ —div (422VT) =0 zeQ,
T(p) = Talgu](p) p € 00.

In the following sections we outline the steps that we performed in order to prove Theorem
First of all, in Section [4.1] we derive using matched asymptotic expansions the outer
problem and the boundary layer equation describing the approximate solution to (4.1]). This
is actually very similar to what we explained in Section[3.2.2] We will then study the boundary
layer equation, also known as Milne problem, and we prove its well-posedness via the reduction
to a non-local equation for the temperature. We also study the asymptotic behavior of the
solutions to the Milne problem, cf. Section [£.2] Section [£.3] deals with the rigorous proof of
the convergence to the diffusion approximation problem in the case of constant absorption
coefficient. Finally, we summarize in Section the main differences for the situation in
which a(x) depends on = € Q.

4.1 Derivation of the limit problem

Using matched asymptotic expansions as we did in Section [3.2.2], we observe that the leading
order I¢ solving (4.1]) approaches the Planck distribution B, (T") of the temperature T, which
is a further unknown of the problem and it solves the outer problem

_ div <1Vu> 0, (4.2)
a(z)

where u = 4mwoT?. In the case o = 1 the problem reduces to the Poisson equation —Au =
0. According to the definition given in Chapter [3| this is a case of equilibrium diffusion
approximation.

The boundary layer equation describing the Milne layer, in which the radiation intensity
becomes at the same time isotropic and equal to the Planck distribution B, (7T), is described
by the following Milne problem obtained rescaling y = =2, for p € 0Q and x € Q.

n-Vyl, (y,n) = o (p) (By (T (y)) — L (y,n)) y €1l
divy (5 [s2 ndy(y,n) dn dv) =0 y € 11, (4.3)
I, (y,n) = g, (n) y € 0lI, and n - N, <0,
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where I, = R, (Ry x R?) and R, = Rot,(- — p) is the rigid motion defined by Rot,(N,) =
—e1. Notice that after a suitable change of coordinates, (4.3]) is equivalent to

0Vl (y.n) = a,(0) (B, (T (y) = I (y,m)) y € Ra x RZ,

divy ([5° Jse ndy(y,n) dn dv) =0 y € Ry x R?, (4.4)
I, (y,n) =3, (n) =g, (Rot;l(n)) y € {0} xR? and n-N <0,
where N = —e; and with some abuse of notation we denote I, (”R;l(y), Rot;l(n)) as I, (y,mn).

Moreover, we remark that, assuming that I, and T depend only on the distance to the
boundary in direction NNy, the boundary layer equation (4.3) reduces to the Milne problem
given in .

In the next section we will see that for the solution (7,,7) of there exists a limit
yli_)rglo T(y;p) = Talg](p), where p € 0Q. The matching with the outer problem implies that

Talg](+) is the boundary value for the outer problem (4.2)).

4.2 Boundary layer equation

Without loss of generality we can assume «(p) = 1. This can be obtained by the rescaling
y = “La(p). Moreover, solving by characteristics the first equation in (4.4), we get similarly
to (1. 28

s(y:n)

L(y,mp) = 7,(n)e* ™ 1, v + / e 'B,(T(y — tn;p)) dt,
0

where s(y,n) = |y — Y(y,n)| for Y(y,n) = {y—tn:t>0} N {0} x R? if n- N < 0 and
s(y,m) = oo otherwise. We put the variable p in order to emphasize the dependence of the

boundary layer solutions to the point p € 9. Notice that if n- N < 0, then s(y,n) = ‘n?{;w

Thus, using the divergence free condition of the radiation flux, defining @(y, p) = 4raT*(y, p)
and assuming that (I,,T") depends only on y;, we obtain

~ e—ly—nl v
u(y1,p) - / EINT ] ?71, d77 = / dl// dna gl/ \n~N‘,
Ry xR2 47y — 1] n-N<0

where we also changed from spherical to Cartesian coordinates according to

s(z,n) e*|y*77|
/ dn/ dtf(y —tn) :/ T dy.
S? 0 Ry xR2 ly —nl

An application of Fubini theorem and another change of coordinates give for y € R

u(y,p) /Ky n)u npdn—/ dV/ dn g,(n)e ‘”NP‘—G() (4.5)
n-Np<0

where K(z) = 3 f ¢ dt is the normalized exponential mtegral whose properties are col-
lected in Prop081tlon 1] and Proposition [C.2] In Section we study the well-posedness of
(4.5) and the asymptotic behavior of the solution as y — oo.

4.2.1 Well-posedness theory

First of all we notice that the operator

Clal(y) = aly) - /0 " Ky — myaty) dy
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satisfies a maximum principle. This is shown in Lemma and it implies the non-negativity
and the uniqueness of the solution to (4.5)), since any bounded solution to L[u] = 0 is trivial.
This is shown in Theorem using the supersolution (1 + x)1,~0. In Theorem the

following is shown.

Theorem 4.2 (cf. [37], summary of Theorem |C.3). Let H € C(R4) with 0 < H(x) <
Ce_A””X{w>0} for C, A > 0. Then there exists a unique bounded solution to

u(w) — J7dy K (2~ y)uly) = H(z) >0 o
u(z) =0 x < 0. '
Moreover, u is continuous on (0, 00).

This theorem implies the well-posedness of (4.5)), since 0 < Gp(y) < [|g]|Loo(s2, 1 (R, )€ Y-
The result of Theorem is shown using Fourier methods obtaining two suitable functions
u = U + v. Indeed, the Fourier transform of the kernel K is explicit

~ 1 arctan(§)

M=

This yields the construction of a function u, solution to
i(x) — K+xu(zr) = H(z)lyso — H(—2)1,<0.
Finally, a function v solving
v(ir) = K*xv(x)=0 ifx>0 and wv(x)=0 ifzxz<0

is determined via a method of sub- and supersolutions reminiscent to the Perron method for
the Laplace equation.

4.2.2 Asymptotic behavior of the solution

Since the matching between the outer problem (4.2]) and the boundary layer equation (4.5) is

given by lim u(y,p), which is the boundary value for the limit problem, one needs to study
Y—00

the asymptotic behavior of 4. In Section we prove the following proposition.

Proposition 4.1 (cf. [37], Summary of Proposition C.3). Let u(y,p) be the unique non-
negative solution to (4.5)). Then

(i) u is bounded and it is uniformly continuous with respect to y € Ry and Lipschitz con-
tinuous with respect to p € 0§2;

(ii) The limit li_>m u(y,p) = Uso(p) exists, it is Lipschitz continuous and it is uniquely de-
y—00
termined by g, and u;
(111) Uoo(p) > 0 unless ‘{n €S?:n-N, <0 and [;°dvg,(n) # O}| =0;
(iv) There exists C > 0 such that sup |u(y,p) — T (p)| < Ce™¥/2.

peEIN

The most involved step in (i) is the proof of the Lipschitz continuity of @(y,p) in the
second variable. The result is based on the estimate

|Gp(y) — Gq(y)| < C(09Q,g,)|p—¢q| for p,q € 09,

where the smoothness of 92 and the property of the curvature, which is bounded from below,
has been used. The existence of a limit s, > 0 (cf. (i7) and (¢i7)) can be proved via Fourier
methods in the space of distributions using the Riemann-Lebesgue theorem. Finally, also the
exponential decay, i.e. (iv), is obtained analyzing the behavior of the Fourier transform of u
computing suitable contour integrals.
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4.3 Diffusion approximation for a =1

In order to prove Theorem [4.1] we first assume o = 1. Reformulating the problem (4.1]) as
indicated in Section [1.5] as a non-local integral equation for the temperature, we see that the
solution (I, T:) solving (4.1)) is the solution to the equivalent problem

sz 1 [slzn)
LE(z,n) = go(n)e "= + 6/ e EB, (T (x — tn)) dt, (4.7)
0

where u® = 4roT? solves

_s(=n)

wo) = [ Kely=muctn)dn= [ v [ angu(mpe (18)
0
_L
with K, = =5, cf. (C.60]). As proved in Chapter [2| equation (4.8]) has a unique bounded
4mel-|

non-negative solution u¢ € C(Q).
In order to prove Theorem [4:1]it is enough to show that u® — v uniformly in every compact
set, where v solves the limit problem

{—Av:O in Q,

4.9
V= TUeo on 0, (4.9)

which is obtained by matching the outer problem with the boundary layer solution.

The proof of Theorem [£.I] requires many steps and it is based only on maximum principle
arguments. As shown in Section the non-local operator L¢, defined by the left-hand side
of satisfies a (global) maximum principle in the following sense, cf. Theorem |C.5

Theorem 4.3 (cf. [37], summary of Theorem |C.5). Let v € C(Q) and O C Q open. If
L£5(w) >0 forallz € Q orifv>0 on Q\ O and L5(v) >0 for all x € O, then v > 0.

4.3.1 Uniformly boundedness

Constructing a suitable uniformly bounded family of supersolutions ®., we prove in Section
that ||u®]|ec < C(g,2). As given in Theorem such supersolutions are for instance

@E(a})203<01—|3;|2>—|—02 1_1+(7d(§))2 A 1—1+<1€R)2 . (4.10)

where R is the minimal radius of curvature and d(x) = dist(z, 92). Moreover, C;, Co, C3, u €
(0,1), v(u) € (0,1/3) are suitable constants. Subdividing Q and estimating carefully many
integral terms it turns out that

_ o0 _ s(z,n)
L5(®)@) = gl > [T av [ dn g e
0
for € small enough. The idea behind the construction of ®¢ relies on the properties of L§,,
for instance the approximation of —%A by the operator Lg. Indeed, |z|? and ﬁ are
supersolutions for the Laplace operator (at least for small |z| > 0) with

1 C 1
~Alz?P=6 VzeR?> and -—A > > Ce 1l for |z] < ——.
1= g " T~ ey~ k=g

On the other hand, another useful property is that

—d(x)/e
Ly[1)(z) = K. (x —n)dn= / K(z)dz > 0.

Qe —00
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4.3.2 Estimates near the boundary

In order to prove that u® converges to the solution of the boundary value problem we
need to show that u® — @ is small in regions near the boundary 0€2. It is important to recall
that the Milne layer has a thickness €. Therefore, we cannot expect to be able to approximate
u® by v in regions of distance of order € to the boundary. In particular, we show that u® — @
is small in regions of size close to €!/2 to the boundary. These regions are much greater than
the Milne layer.

In Lemma we first estimate for 0 < § < %

e iflz—p| < g3t

411
1 if |z —p| > 2t (411)

1£5 (Tep) — o) ()] < Cem 5 {

where U.(-,p) = u <M,p> and R, is the rigid motion defined before equation SO

15
that I, = R, 1 (R+ X R2). This estimate has been achieved splitting the resulting integral
terms in several integrals over appropriate regions and making large use of the boundary’s
approximations by suitable paraboloids. Indeed, using that @ satisfies equation we see
that we have to estimate

1£5 (Ue(-,p) — ) (2)] S/H . dnK.(n—z)Uc(n,p)

—i—/ dl// dn g,(n)
0 S?

where 211, (z,n) € Ol, and zpa(x,n) € O connect z in direction n. Moreover, |z —
o, (z,n)| = o0 if z- Np > 0.

With the help of the key estimate , we apply the maximum principle in order to
show that |@ — u.| is very small in regions adjacent to the boundary of thickness gl/2+48,

To this end, we construct in Proposition @the family of supersolutions defined in
for [u—wu®|. Once more, the functions in (C.115]) are obtained considering suitable combination

’I*an(z,n)‘ |zfz9(z,n)|
e E —e E

)

of supersolutions for —%A on the half space R, x R?. Indeed, in a small neighborhood of
p € 02 the boundary can be approximated by the plane orthogonal to N, at the point p.

g

- and the superharmonic functions

Specifically, we consider the harmonic function arctan

2 1

2 . . . .

— (i—%) and (%) , where p? = x{ 22 for i = 2,3. These functions are then combined in
T 7

a proper way together with the supersolution defined in (4.10)) in order to construct a new
supersolution for (4.11)), which is very small in a neighborhood of p € 99 of size e2T45 We
refer to Corollary

4.3.3 Uniform convergence

We conclude the proof of Theorem for a = 1 showing via maximum principle that
|lu®*—v| -0 ase—0 in compact sets.

This result has been proved decomposing €1 in several subdomains, as the following Figure

[4.1] shows.
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o092

\'

e

Figure 4.1: Decomposition of €2 in subdomains for the last step of the proof of the convergence
of u® to v.

In the reglon Y., i.e at distances to the boundary of order '/2+% < dist(, 00) < gl/2+43
for 0 < 6 < 16, the difference |u® — | is very small. Moreover, in the region QE, i.e. for
distances to the boundary of greater order, the maximum principle is applied to the function
|ve — uf|, where v, solves the Poisson equation on the bigger domain Q, = QU {z €
Q° : dist(z, 002) < o} for 0 < 1 independent of €.

Thus, letting first ¢ — 0 and then 0 — 0 we conclude in Theorem [C.7] the uniform
convergence of u® to the unique solution of in compact sets.

Finally, the convergence of IS — B,(T), where 4roT* solves the limit problem (4.9)), is
proved applying Lebesgue dominated convergence theorem to the equation . See Corol-

lary

4.4 Diffusion approximation for spatially dependent absorp-
tion coefficient

In the case in which the absorption coefficient a(z) depends on x € €2, we prove Theorem
under the assumption that it is bounded from above and from below, i.e. 0 < ¢y < a(z) <
la]|cs = 1 < oo for cg,e1 > 0.

While in this situation the outer problem in the bulk is given for v = 47oT* by

—div <a(1$)vxu> =0

and IS — B,(T), the boundary layer equation is the same as the one obtained for constant
coefficients in . Thus, only the proof of the convergence has to be adjusted.

In Section[C.5| we proceed refining the proof for constant coefficients for the case of spatially
dependent absorption coefficient. It turns out that the supersolutions and the estimates that
we obtained for @ = 1 can be easily adapted and used in this situation. The most important
change is in the definition of the supersolution for u?, i.e. ®¢ of Theorem [C.8] which are given
by

°(z) = Cs (ew+cl—em)+02 [ Y e — :

1+ (Cod(‘”’) 14 (%R)Q

where D = diam(Q2). Notice that we replace the term (1 — |z|?) of the supersolution in ([4.10)
by the term (1 — e~*1) for some A > 0.
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Since the remaining steps are very similar to what we did for & = 1 and only the estimates
used for the numerous applications of the maximum principle need to be determined also for
the spatially dependent coefficient, we refer to (|37], Appendix |C|) for the rest of the proof.



Chapter 5

Well-posedness theory for a Stefan
problem with radiation

This chapter is based on the article “Well-posedness for a two-phase Stefan problem with
radiation” [39], which is joint work with J. J. L. Veldzquez. The most recent version of
this work can be found in Appendix D] The results in [39] have been obtained by an equal
collaboration between the two authors.

The paper [39] studies the well-posedness theory for a two-phase free boundary problem
modeling the melting of ice assuming that the heat is transferred by conduction in both phases
of the material and also by radiation in the solid phase. As we introduced in Section [1.6.3
it is assumed at initial time ¢+ = 0 that the liquid occupies R? := {z € R3 : x; < 0} with
a temperature T larger than the melting temperature Th; and that the solid fills the region
R3 :={z € R® : 2y > 0} with T < T. Initially the interface I'(t), i.e. the surface separating
the two phases, is I'(0) = {0} x R? and its temperature satisfies T = Tyy.

The assumption of no radiative heat transfer in the liquid is equivalent to the assumption
that the liquid phase is completely transparent. Thus, the radiation escaping from the solid (or
going towards the solid if an external source of radiation is present) simply travels through the
liquid without interacting with it. Under these hypotheses, the evolution of the temperature
in the liquid is described by the heat equation

CroT = K AT,

where C, is the volumetric heat capacity of the liquid and K7, is the conductivity of the liquid.
On the other hand, according to the heat transfer theory presented in Section the
temperature’s evolution of the solid is given by the following coupled equations

CsOT(t,x) = KgAT(t,x) — div ([, dv [eo dn nl,(t,x,n)),
n-Vil,(t,z,n) =a(B,(T(t,x)) — L,(t,z,n)),
Lt z,n)|perg = 9v(n) n-ng <0,

where n, is the outer normal at x € I'(t), Cs and Kg are the volumetric heat capacity and
the conductivity of the solid and the absorption coefficient o = const > 0 is assumed to be
constant.

We remark that we are considering the quasi-static radiative transfer equation since the
characteristic time in which the temperature has significant changes is much shorter than the
characteristic time in which I, stabilizes. This is due to the fact that the photons travel at
the speed of light. Moreover, in [39] and in the following article [38] we consider the situation

o1
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in which scattering is negligible (o, = 0) and in which there is no external source of radiation.
We assume therefore from now on that

gv(n) = 0.

The evolution of the interface I'(¢) is given by the so-called Stefan condition which we now
introduce according to [6},106,|123]. In general the Stefan condition can be written as

1
V-n= Z [‘FL’F(t) — ‘FS|F(t)j| -n, (51)

where Fr, is the energy flux inside the liquid and Fg is the one inside the solid, V is the
velocity of the moving interface, L is the latent heat and n € S? is the unit normal, which
points from the liquid to the solid phase. The latent heat is defined as the amount of energy
absorbed by the solid per unit of volume in order to melt at constant melting temperature,
cf. [153]. During solidification, i.e. when the liquid becomes solid, the amount of energy
released per unit of volume of during the phase transition equals to L. We remark that in this
model any change of volume between the two phases during the phase transition is neglected.

Before giving the Stefan condition for the free boundary problem with radiation considered
in [39], let us briefly explain the physical intuition behind (5.1]).

Let us assume without loss of generality that in a short time interval (¢,¢ + dt) in a
neighborhood of a point z¢p € I'(¢) the solid melts. If this is the case the interface moves
towards the solid and thus V - n > 0. During the process of melting (or of solidification)
energy is absorbed (or released). The energy absorbed during the melting process equals the
latent heat of an infinitesimal volume around the segment z¢ + (V - n)dtn, i.e.

L(V - n)dAdt,

where dA is the infinitesimal interface area perpendicular to n containing xy. On the other
hand, the absorbed energy is given by the difference between the energy flux entering in
direction n this infinitesimal volume and the energy flux going out from it in the same time
interval. This leads to the Stefan condition

L(V -n)= []:L\r(t) - ‘FS|F(t)} "1

wa =

Figure 5.1: Interpretation of the Stefan condition.

According to the Fourier law, the heat flux due to conduction is

fconduction(tyx) = _KvxT(tvx)a
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where K is once more the conductivity of the material. On the other hand, the energy flux
due to radiation is

Fradiation (t, T) :/ dl// dn nl,(t,z,n).
0 s2

It is important to notice that under the assumptions that we have made so far, the radiation
energy flux is continuous at the interface. Indeed, even though the photons do not interact
with the liquid, the radiation intensity I, is not zero in this phase. Precisely, it is given by the
radiation intensity of the photons escaping from the solid, since there is no external source of
radiation.

Therefore, the Stefan condition for the problem under consideration is the same as the
Stefan condition for the classical Stefan problem, namely

1
(Vo) =+ (KS VaTlr — K1 vmm)) ‘n
Under the final assumption that the temperature depends only on x1, which can be interpreted

as the assumption that T" depends only on the distance to the interface, the moving interface
is the plane I'(t) = {s(t)} x R?. Hence, the Stefan condition can be rewritten for n = e; as

5(t) = % (K50, T(t, s(t)*) — K10, T(t, (t))).

Finally, the problem that we will study is

( CroT(t,zq) = KLang(t,xl) 1 < s(t),
CsOT(t,x1) = Kg02 T(t,x1) — div ([, dv [ dnnl,(t,z,n)) x1 > s(t),
n-Vyl,(t,x n) =a(B,(T(t,x1)) — L,(t,z,n)) x1 > s(t),
L(t,x,n) = x1 =s(t), na >0, (5.2)
T(t,s(t)) = TM x1 = s(t),
T(0,z) = To(x) r; € R,

(1) = L (K0, T(t, s(t)7) — K10a, T, 5(6)7)).

We study the well-posedness theory for showing first the existence of a unique solution
for small times, cf. Theorem Moreover, for a large class of initial values, defined by an
upper bound on the temperature in the liquid, we prove also that there exists a unique global
in time solution, cf. Theorem

In the following we will summarize the main results and proof’s ideas developed in ([39],
Appendix @[) First of all we will briefly derive an equivalent form for , which we will
study in the rest of this chapter, (cf. Section . In Section We outline the main strategy
for the local well-posedness theory, which is obtained using fixed-point arguments and classical
parabolic theory. We conclude with Section giving the key steps for the proof of the global
well-posedness result, which is due to an application of the maximum principle.

5.1 Reduction to an equivalent problem for the temperature

Similarly as we did in Section we reduce problem to a one-dimensional free-boundary
problem where the only unknowns are the temperature and the position of the interface
s(t). This can be done solving the stationary radiative transfer equation by characteristics.
To this end, for 1 > s(t) and n € S? with n; > 0 we denote as usual by y(t,z,n) =
{s(t)} x R2N{z — 7n : 7 > 0} the point at the interface connecting = with the interface in
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direction —n. Then we define d(¢,z,n) = |z —y(t,z,n)| = “%m if ny > 0 and d(t,z,n) = 0o
if n; < 0. Solving the radiative transfer equation by characteristic we obtain for 27 > 0

d(t,x,n)
I,(t,z,n) = / draexp (—at) B,(T(t,x1 — m™n1)).
0

Thus, using the Stefan-Boltzmann law ([1.4]) and changing from spherical to Cartesian coor-
dinates we have

div </0°o dz//sz dnnly(t,x,n)) —a UOOO v /S dn (By(T(t, 1)) — Iy(t,x,n))]

d(t,x,n)
=dnoa |TH(t, 1) —][ dn/ drocexp (—at) TH(t, xp — Tnl)]
S2 0

aexp (—alz —n)) 4
=dnoa |TH(t, 1) —/ dn T°(t,m)
(s(t),00) x B2 |z —n?

9

o0 E i
—droa |TA(t, 21) — / K a 1(04(9;1 M) g )

where Ej(x) = f‘;T ET_t is the exponential integral. Notice that this operator is similar to the
one obtained in Chapter
After a suitable time and space rescaling and changing to the non-moving coordinate

system, the problem ([5.2)) is equivalent to

0T (t,y) — 5(t)0,Ti(t,y) = ZO2T(t,y) y <0,

OTa(t,y) — $(1)0,Tu(t.y) = 2Ta(t,y) — Th(t.y) + fy~ de TNt ¢) 4 >0,

Ty (t,0) = To(t,0) = Ty y =0,

T(0,y) = To(y) y €R,
L 5(t) = 1 (0,Ta(t,0) — K9, Ti(t,0)),

(5.3)
where K, C, «, L are new constants obtained from the original ones by the rescaling.

5.2 Local well-posedness theory

We outline here the local well-posedness result obtained in Theorem [D.4] and in Proposition
which can be summarized as follows

Theorem 5.1 (Local well-posedness, cf. [39], Theorem and Proposition D.3). Let T €
COL(R) with To(0) = Ty, Tolg > Tar and 0 < Tolg, <Twm. Assume also To|g, € C*9(Ry)
for some 6 € (0,1/2). Then there exists t* > 0 such that there exists a unique solution

(Th, T, s) to (5.3) with
(i) (T1, To.$) € LM ((0,87) x R1) x €022 ((0,7) x Ry) x C2([0,7]);

(ii) (T1,Tz,s) € Cpyp ((0,¢%) x R_) x €2 ((0,) x Ry) x C1([0,t*]);

(iii) as long as (Th,Ts,s) exists, the temperature satisfies Ty > Tar and 0 < Ty < Ty, In
addition, the strict inequalities hold in open subsets of Ry.

The Holder spaces Ci 22’1+5 ((0,t) x U) are defined in Section |D.1.4| and are those spaces
whose functions f are §/2-Hélder in time with d, f §-Holder in space.
For the proof of the Theorem we actually consider u; = T; — Ty solving ([5.3)) for

Tar =0 and u(0,y) = uo(y) = To(y) — Tm.
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5.2.1 Existence and uniqueness of solutions

In order to prove claims (i) and (i) of Theorem [5.1] we first prove the existence of functions
(u1,up, 5) € Cpyy ((0,¢%) x R_)x Cpyy ((0,¢%) x Ry ) x C1((0,¢%)) solving in distributional
sense. Later we prove the higher regularity stated in Theorem [5.1
We consider the first two equations in as heat equations on the half-spaces with
external sources given by
Fi(t,y) = 5(t)0yui(t,y) on R_

and

Fa(t.9) = 500, ualts) — (ualto) + Ton)* + [ e “PUOI =D ua0,) 4 7o) on .

0 2
Using the Green’s function for the heat equation in the half space we obtain integral rep-
resentation formulas for ui, us, dyu1, Jyue and $, which are implicit since they depend on
these functions. These equations define an operator on the space X = Cg yl ((0,t") x R_) x

C’g’yl ((0,*) x Ry) x C9((0,t*)), which for times ¢* > 0 small enough can be shown to be a

01 < Cr, lug

contractive self-map on A = {(u1,u2,$) € X : |Jus 0,1 < Co, ||$llco < Csp,

where the constant Cy, Cy, C3 depend only on the norm of uy and of its piecewise defined
derivative. For the exact definition of the norms considered for A we refer to the proof of
Theorem [D.3]

Thus, there exists a unique solution solving in distributional sense. The strategy
of using a fixed-point approach is similar to the idea used also by Rubenstein [123] and by
Friedman [55] for the classical Stefan problem.

We remark that s € C1((0,t*)) satisfies the Stefan condition for ui, us in the classical
sense. Hence, fixing s € C*((0,t*)) as the position of the interface obtained for the given
initial temperature ug, we study the regularity of the parabolic problems

Opuq (t,y = %agul(t,y) + Fi(t,y) y<O0, Opus(t,y) = ﬁgug(t,y) + Fy(t,y) y >0,

ui(t,0) =0, and { ug(t,0) =0,

u1(0,y) = uo(y) y <0, u2(0,y) = uo(y) y > 0.
(5.4)

Classical parabolic regularity (cf. [91]) implies that u;, ug have a Hélder regularity of the

form u; € Cgf’Hﬁ

The properties of the Holder space imply also that ¢ € Cf 2, Moreover, the convolution
of an Holder function with the exponential integral is also Holder continuous, so that we
conclude F; € Ci 22’6. A further application of classical parbolic regularity implies the desired
regularity in claim (i7) of Theorem Thus, (u1,use,s) is the unique classical solution to

(1.39). We refer to Theorem for more details.

for any «, 8 € (0,1). Thus, claim (i) of Theoremﬂ is proved.

5.2.2 Properties of the solutions

In order to prove the property (iii) of Theorem [5.1, we apply the maximum principle. Since
the parabolic equations satisfied by u; and us are defined on an unbounded domain, we
need to consider a sequence of approximate solutions solving suitable parabolic equations on
bounded domains and converging to the solutions of the original problem . Applying
the maximum principle to these approximate solutions and using the convergence result we
conclude the proof of claim (ii7) of Theorem We refer also to Lemma which shows
that there are sequences uZR" whose maximal interval of existence approximates the one of the
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solution to the Stefan problem (/5.3), and to Proposition which is about the application
of the maximum principle.

5.3 Global well-posedness theory

In the classical Stefan problem, where there is no non-linear non-local integral operator as
source of the heat equation, the existence of a unique classical solution for arbitrary times can
be shown using the maximum principle. In this way, one obtains that the temperature and its
derivative are bounded uniformly in time by constants, which only depend on the initial data.
The method used by Rubenstein [123] for the two-phase one-dimensional Stefan problem on
a finite segment consists for instance in the application of the maximum principle to 9,7; in
every interval of time (%;,¢;+1) in which $(¢) has a constant sign.

However, when we consider problem this approach does not apply anymore. Indeed,
even though the parabolic equation describing the temperature in the solid has a global
maximum principle, its sub- and supersolution do not allow time-independent bounds on
0yT». Therefore, we use another strategy which also makes use of the maximum principle.

We assume that the maximal interval of existence of the unique solution (71, T5, s) is finite,
i.e. there exists t* < oo such that the solution cannot be extended for ¢ > ¢*. In Theorem
we prove that for a large class of initial data the norms of 71, Tb, 9,11, 0,13 and s are
bounded uniformly in [0,¢*]. Hence, according to Theorem the solution can be extended
for times ¢t > t*, so that t* = cc.

This can be done with the help of a time-independent function w, which is a supersolution
for y < 0 and a subsolution for y > 0 of the problem . Moreover, dyw(0~) > —%C’g
and 9,w(0") > —LC} for suitable constants C1,Cy > 0. Finally, the auxiliary function w is
constructed in a way, so that w(y) > Tp(y) on R_ and w(y) < Tp(y) on Ry.

TN

—_— w’ (y) + Cow'(y) > (w(y))*

0 y
Figure 5.2: Representation of w.

Such a function w has been constructed in Lemma [D.5 under the further assumption that
the initial temperature satisfies in addition to the condition of Theorem also the property

kL2

KTy

supTp < T + and inf Ty > 0. (5.5)
R_ Ry

Finally, in Theorem we prove with the help of the maximum principle that

1Tl oo < max{{|wlloo, Thr},
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since T1(t,y) < w(y) for all y < 0 and ¢ € [0,t*] and w(y) < Ta(t,y) < Ty for all y > 0 and
t € [0,¢*]. Since 0 > 9,T;(0%) > w'(0%) a straight consequence is

[$]loc < max{Cy,Cs}.

Finally, in order to prove that also the norms ||0,T; ||~ are bounded we apply the maximum
principle to the parabolic equations satisfied by 0,7T;, which are obtained differentiating the
original equations in (j5.3|) for 7;. Constructing suitable new sub- and supersolutions it turns
out that

10,1 loo < [0/ (07)|(1 +£7) < 00 and (|9, Th oo < € (Ju(07), Tas, C1 ) 40" < o0,

This concludes the proof of the global in time well-posedness of the Stefan problem (/5.3)) for
the class of regular initial data satisfying the assumptions of Theorem [5.1] and the condition

(6-3).
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Chapter 6

Theory of traveling waves for a
Stefan problem with radiation

This chapter summarizes the main results obtained in “Traveling waves for a Stefan problem
with radiation” [38], which is joint work with J. J. L. Veldzquez and in which both authors
contributed equally. The most recent version of this article can be read in Appendix [E]

In [38] the study of the one-dimensional two-phase free boundary problem introduced
in [39] is extended. This problem models the phase transition of a material composed by
a liquid and a solid phase at contact in the situation in which the heat is transported by
conduction in both phases and it is transferred also by radiation only in the solid part. As
we summarized in Chapter [5 in ([39], Appendix [D]) we developed a well-posedness theory for

O (t,x) = kO2Ty(t, x) x < s(t),
OTo(t, ) = O2To(t, ) — T (t,x) + [ de B Th(1.¢) >0,

T1(t, (s(t))) = Ta(t, s(t)) = Tar > 0 y =0, (6.1)
T(0,z) = To(x) xz € R,
8(t) = 1 (0aTa(t, s(t)) — KO, Tu(t, 5(1)))

where k, K, L, a > 0 are given constants. For more details about the derivation of the model
we refer to Chapter Notice that, by a change of coordinate y = x — s(t), becomes
, which is equivalent under suitable rescaling to the free boundary problem introduced
in .

In ([38], Appendix [E) the existence of traveling wave solutions to (6.1]) is proved. This is a
novelty and a difference with the classical Stefan problem, where traveling waves do not exist
while self-similar solutions solving the free boundary problem can be constructed (cf. [56}/106]).

Before giving more details about the results in ([38], Appendix , let us consider the
classical Stefan problem in the whole space, cf. [123].

o1 (t,z) = ad*T1(t, ) x < s(t),
0Ty (t, ) = 0T (t, x) x> s(t),
Ty (s(t),t) = Ta(s(t),t) = T

§(t) = 1 (8:Ta(t, s(t)) — bOT1(t,5(1))) .

First of all we notice that there cannot exist bounded traveling wave solutions for which the
interface moves linearly in time. Indeed, let ¢ € R, then defining $(t) = —c and T;(¢,z) =

99



60 CHAPTER 6. STEFAN PROBLEM: TRAVELING WAVES

filx 4+ ct) = fi(y) we see that we need to solve

Thus, solving these simple ODEs we obtain

fl(y):TM—l—%(l—e%y) fory <0 and fg(y):TM—é(ecy—l) for y > 0,

where «, # > 0 in order to avoid superheated or supercooled solutions. By construction we
observe that f2 is unbounded if ¢ > 0 and f; is unbounded if ¢ < 0.
Nevertheless, self-similar solutions exist. Let indeed s(t) = 2A4+v/t and let Ti(t,z) =

fi (%) = fi(z). We look for solutions to
(6.2)

Such ODEs have an explicit solution given by fi(z) = Ty + oFrf <%> aBrf ( f) for

y < 2A and by fa2(2) = Ty + BErf (A) — SErf (%) for y > 2A, where Erf is the error function.
Moreover, a, 8 > 0 since the error function is odd and strictly increasing.

Thus, for any f_o, > Thr and 0 < foo < Ty there exists a unique A such that the functions
fi*, fs' as given above solve with lim fi(2) = foo and lim fo(z) = fs. It has been

Z—>—00 Z—r00

shown also rigorously that the long-time asymptotic of the classical Stefan problem is exactly
given by error functions (cf. [564/106]).

Let us consider now the Stefan problem with radiation as given in . By the structure
of the equation we see that there are no self-similar profiles which can solve . However,

the radiation operator behaves well under translations. Thus, we consider the traveling waves
T;(t,x) = T;(x 4 ct) = T;(y) for s(t) = —ct and i € {1,2} which solve

cOyT1(y) = H82T1( ) y <0,
cd,Ta(y) = 82Tu(y) ) + [ @B rd(yan y >0,
TQ(O) = T1(O) =Ty

¢=1(K8,Ti(07) — 9,T>(0")).

(6.3)

As we have seen in the case of the classical Stefan problem, if ¢ < 0 there are no bounded
traveling waves, since the solution in the liquid becomes unbounded. This means that the
ice has to expand. Notice that this is coherent with the physical model. Since the liquid is
transparent and there is no incoming radiation into the solid, the escaping radiation helps the
ice to cool faster.

The existence of traveling wave solutions for the problem solving is shown in
(138], Appendix [E). The result can be summarized as follows.

Theorem 6.1 (cf. [38], Theroem [E.1, Theorem [E.2] Theorem [E.3| Theorem [E.4and Theorem

E.7). It holds:
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(i) If ¢ < 0 problem (6.3) does not admit any bounded solution.

(ii) There exists cmax > 0 such that for any ¢ € (0, cmax) there exist Ty € C*Y/2(R_) and
Ty € C*1/2(RY) solving (6.3).

(i1i) The solutions satisfy T1(y) > Ty on R_, 0 < A < Ta(y) < Tar on Ry for some A > 0
and both limits lim Ti(y) > Ty and lim Th(y) > 0 ewist.
y——00 Yy—oo

(iv) If Thy = € > 0 small enough, then the solution is unique.

Remark. f € C*Y2(U) for U C R has bounded norms max{||f|lso, |/ llscs If"loc} < o0.

Notice that claim (i) has been already justified. Therefore, we will explain the strategy
followed in ([38], Appendix [E) in order to prove (ii)-(iv). First of all, we prove the existence
of the traveling wave solutions, which for y > 0 are monotone increasing with respect to
the melting temperature, cf. Section In Section we prove claim (7v), which is a
consequence of Banach fixed-point theorem. Moreover, we will see that for small melting
temperatures there exists a limit as y — oo and that the solution is strictly positive. This
last result is used in Section in order to prove the first part of (ii7). In order to prove the
existence of a limit as y — oo for arbitrary melting temperatures we use maximum principle
methods and blowup arguments. Finally, in Section [6.4] we summarize using formal arguments
the expected long-time asymptotic of which combines the traveling wave solutions with
self-similar profiles.

6.1 Existence of the traveling waves

As we have seen for the classical Stefan problem, 77 = Ty — w (1 — e%y> on R_ for

0,T1(07) = %ﬁ(oﬂ < 0. Therefore, it is enough to consider only the well-posedness of

9y f(y) — cOyf(y) — =— [ E(W—n)f4n)dn y>0,
f(0) =T, (6.4)
f=>0,

where FE(z) = ElT(x) It is also enough to prove (ii)-(iv) in Theoremonly for (6.4). Equation
is obtained rescaling T5 of by Ta(y) = /3 f(ay) = a??f(£) and denoting with an
abuse of notation £ by ¢ and Ty~ 2/3 by Ty in .

We actually prove that for all ¢ > 0 the problem has a solution. The condition
¢ € (0, ¢max] in (i) of Theorem |6.1{is due to the fact that if ¢ > ¢max then 9,T5(0%) > —Le.
This implies 0,771(07) > 0 and thus the formation of supercooled liquid with 77 (y) < Ths.

In order to prove the existence of a solution to we prove the existence of a sequence
fn € C*Y2(R,) defined by means of the recursive problem

D2 frr1(y) — Oy frni1(y) — frp1 () = — [T E(y —n) fa(m)dn =: gn—1(y) y >0, n>1,
fO =0 n = 07
fn+1(0) = TM7
fn+1 2 07
(6.5)

and with 0 < f1 < fo < ... < f, < foy1 < Ty, cf. Theorem
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The existence of a function f solving the first equation in (6.5)) for any g € C1/2(R,.) with
g < 0 has been proved in Proposition [E.I|with a variational argument since the Euler-Lagrange
equation of the functional

(0,12 5
i = [ e (PR Y05 rgpay )

is given by —0, (e~ 0, f(y)) + e~ (f(y)4 + g(y)) = 0. Using the weak maximum principle
we show that the unique non-negative minimizer of I, is actually positive for every y > 0 and
it solves the Euler-Lagrange equation.

Turning back to , elliptic regularity and basic integral estimates imply together with
another application of the maximum principle that

4
fu€ CH12(R,) with [[fulloo < Tar, [ filoe < 72 and || < T,
A key step is that, if f,_; € C>Y/2(Ry), then g,_1 € CY2(R,) as a consequence of the
convolution with the exponential integral.

Furthermore, a new application of the maximum principle shows 0 < f,, < fo4r1 < Ty
Thus, a solution f to exists. We refer to Proposition and to Theorem for more
details.

Finally, as shown in Lemma the maximum principle implies also that the functions
f solving and constructed with the recursive scheme of are monotone with respect
to the melting temperature, i.e. if f1(0) = 61 < 0 = f2(0) then f; < fy on Ry.

6.2 Traveling waves for small melting temperatures

In this section we summarize the strategy followed in order to show claim (iv) of Theorem
First of all, we use that if f solves (6.4) for Ty = ¢, then f = g solves

0 f(y) = oy f(y) =2 F(y) = = [ Bly =) f*(n)dn y >0,
f(0)=1,
f>o.

Moreover, notice that any solution f € C*'/2(R,) of (6.4) (or equivalently f), which has
by the definition of the Holder space all derivatives bounded, is a solution of the following
fixed-point equation

F) =1 [ /E e ( | B - 27 e - f4<n>) dnde. (6.6)

Thus, it is enough to prove the uniqueness and the properties of f solving . 3
First of all, Lemma shows that for € > 0 small enough there exists a limit fo € [0, €]
and a constant A > 0 such that the solution f to (6.4]) for Ths = ¢ has an exponential decay
as
‘f(y) - ]Zoo‘ < Agtev/?,

This can be shown studying the oscillations osc(g r1] f for R > 0. Using the fixed-point
equation and the properties of the exponential integral we prove by induction that for
€ > 0 small enough

AMM) := sup osc f< Bele=M/2,
R>M [R,R+1]



6.3. EXISTENCE OF A LIMIT 63

where B depends only on c¢. This implies both the existence of a limit and the exponential
decay.

Furthermore, a simple estimate shows in Lemma that for € > 0 small enough, the
solution f to for Ty = e satisfies f > cpe and foo > cge, where ¢y > 0.

Finally, an application of the Banach fixed-point theorem in the closed complete metric
space

¥4 = {f € Cp(Ry) : [f(y)] < B, Ifoo st |f(y) = fool < Ae‘y/Q}

equipped with the metric induced by the norm ||f|lx = |foo| + sup €¥/2|f(y) — foo| shows that
yeR 4
f solving is unique. Hence, claim (iv) of Theorem [6.1|is true. We refer to Theorem [E.4

for more details.

6.3 Existence of a limit

The theory of traveling wave solutions for small melting temperatures Ty = € > 0 together
with the monotonicity result (cf. Lemma implies that the solutions f of constructed
with the recursive method in Theorem are larger than a positive constant A(Ths) > 0
in Ry. Moreover, f < Ty in the interior of Ry. This is due to a simple application of the
maximum principle, since f < T by construction, cf. Lemma

In order to prove the existence of a limit as y — oo of a solution to we first prove
that for any increasing sequence {zy}n,eny C Ry with z, — oo as n — oo the sequence of
functions f,,(y) := f(y + x,) converges to a constant as n — oo uniformly in every compact
set. This outcome together with a stability result implies that yli_)rgo f(y) exists.

By the regularity of f € C%1/2(R, ), every increasing sequence {z, }nen With 2, — co as
n — 0o has a subsequence such that

for = f(-+xp,) = f as k — oo uniformly in compact sets.

Moreover, f € C*1/2(R) solves
0y f(y) — 0y f(y) — F1(y) = = 2o E(y =) [ (n)dn y €R, 6.7)
0< A< f<Ty, '

cf. (E.46). Notice that the equation solved by f is invariant under translations.

6.3.1 f is constant
We aim to show that any f solving (6.7) satisfies sup f = i%f f, which implies that f is
R

constant.
An application of the maximum principle shows that f does not attain is supremum and
infimum at the interior of R, unless f is constant, cf. Lemma (E.5)).

Moreover, if f is not constant, the assumption that sup f = limsup f = A or that i%f f=
R Y—00

lirg inf f = B leads to a contradiction due to another application of the maximum principle.
Y—00

In particular, Lemma and Lemma [E.7] show that f does not attain either supremum nor
infinimum at 400, unless f is already constant.

Indeed, we can construct suitable subsolutions for wg =A— f >0 and wy = f — B >0,
for which by definition hyH_l) ioréf W =0 and hyH_l) g‘}f Ws = 0. For the right choice of 3(c) > 0,
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0 >0,¢e(8,0) >0, R(e,3,0) >0 and of dyg(e, 0, 3) > 0 we can prove that

0 y < —R,

e — e y € [-R,0),
e — 6Py y € [0, Rs],
0 y > Ry,

Ys(y) =

is a subsolution on [0, Rs|, it satisfies ws 1 > s on R\ (0, Rs) for all § < dp and ws, > s,
for all y € R. The first property can be seen analyzing the linearized operators solved by wg
and wy. In the case of wg we see that

—uff+ ey = (A= ws)!+ [ B =)A= us(n))'dn = 0.
Thus, we consider the linearized operator £(v) = —" + ¢y +4A3¢) — 4A3 Jz E(- —n)b(n)dn.

A similar operator has to be studied in the case of w;. Using that for ¢ < 1 the exponential
integral satisfies [ E(n — y)e™dn = eaym%h(a), one can prove for ¥(y) = ¥ that

B

is a convex function with two zeros, one for § = 0 and one for 8 = By(c, A) > 0. Thus, for
B € (0, Bp) the function 1) = —ePY is a subsolution to the linearized operator with £(z)) < 0.

e BILW)(y) = B2 — cf + 443 <artzmhﬁ _ 1) <0

S (o
\5 -9
e — 9
—-R 0 R Yy

Figure 6.1: Sketch of the subsolution 5.

Finally, an application of the maximum principle implies that Wg > 15 for all 6 < do.
Therefore, since Rs — 0o as 6 — 0 we conclude that wg; > €6 > 0 for all y > 0. This is a

contradiction to the assumption of A = limsup f(y) or B = liminf f(y).
y—+00 Yy—oo

A direct consequence of Lemma [E.6] and of Lemma is that

sup f =limsup f and inf f = liminf f.
R y——00 R y——0o0

We need now to show that limsup f = liminf f. This has been done developing a key stability
Yy——00 Yy——00

result for the solution to (6.7), which can be understood as a Harnack-type inequality as
follows.

Theorem 6.2 (cf. [38], summary of Theorem [E.5)). If f is a solution to (6.7) and it satisfies
osc_rr) f < € fore <eg small enough and L > Lo(¢) large enough, then oscy o) f < 3e.
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This key result has been proved applying once more the maximum principle to a suitable
family of subsolutions %L and to a suitable family of supersolutions zbﬁ , which have been
constructed in a similar way as the one considered above.

—L L Rs Y

Figure 6.2: Sketch of the subsolutions ¢<]5: and of the supersolutions 1/1,%. See (E.75) and (E.97)).

For € > 0 small enough and L > 0 large enough, these functions satisfy that 1/)5L < f< @Zﬁ
for y < L and y > Rs (respectively y > R,). Moreover, ¥} is a subsolution on [L, Rs] and @ZJ?
is a supersolution on [L, R,]. Since for some dg,v9 > 0 also 1/)5L0 < f< 1#50 in R, the maximum
principle yields @Z)(% < f< @ZJVL for all y € R. Thus, as §,7 — 0 and Rs, Ry — oo we conclude
min f —e < f < ma + ¢ for all y > 0 so that osc f < 3e.

Finally, as we prove in Lemma the monotone sequences x,, - —o0 and &, — —o0

converging to limsup f and to liminf f, respectively, have the property that, up to subse-
y——00 Yy——00

quences, f(zn, +-) = g=supfand f(&, +-) =g = i%ff as n — oo uniformly in compact
sets. .

This is a consequence of the regularity of f, of the translation invariance of and of
Lemma since in y = 0 the function g takes its supremum and g its infimum.

The stability result of Theorem [6.2] and the uniform convergence in compact sets, imply
together s%p f= iﬁf f. Thus, any solution f to is constant.

6.3.2 75 has a limit as y — oo

In Section [6.3.1] we summarized the strategy that we have used in order to prove that for
any monotone sequence I, — 00 as n — oo the function f solving (6.4]) satisfies, up to
subsequences,

f(zn, +-) — constant  as n — oo uniformly in compact sets.
This holds especially for the sequences {z,}, {{,} € Ry with lim f(x,) = limsup f and
n—r00 y—00

lim f(&,) = liminf f. Since the Harnack-type inequality of Theorem holds also for the
n—00 Y—00

function f = f (a + -) solution to the equation

ey e / T B - ) A nydn = 0,
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where a > Lg(e) large enough (cf. Corollary [E.3|), one can prove that limsup f = liminf f.
Yy—00 Y—00

Hence, claim (4i7) of Theorem holds. See Theorem for more details.

6.4 Expected long time asymptotic

We finish this summary of (|38], Appendix [E|) giving the expected behavior of the solution of
the Stefan problem with radiation . As we have pointed out in Section the possible
longtime asymptotic is given by the traveling wave constructed in Theorem [6.1] and by a self-
similar solution describing the temperature of the solid in an additional layer far away form
the interface. This is due to the fact that it is not possible to connect arbitrary values of the
temperature as £ — 0o and x — —oo by means of solely traveling wave solutions. Indeed, we
have proved in Theorem that any traveling wave solution converges to a strictly positive
temperature as y — oco. Moreover, the traveling wave T defined for y < 0 is uniquely
determined by T5.

To be more precise, we expect that for any T, € [T, 0] and To, € [0, Ths] there exists
¢ € [0, ¢max| such that as t — oo the solution (77,7, s) of is given by

(a) s(t) = —ct, hence ice is expanding;

(b) for y < 0 the solution satisfies T7(t,x) = T{(x + ct), which solves the traveling wave
equation (6.3) with lim 7T7(y) = T ;
y——00

>0

int

(c) for y > 0 the function T (¢, x) is given by T (z+ct) solving (6.3]) with yli_)rgO TS(y) = T¢

and for large distances the interface by the self-similar profile F’ (%) = F'(z) solving

—2F'(z) - F"(z) — 25 (F4(z))// =0
F(—00)=T¢ and F(00)=Tx.

int
The fact that in the self-similar equation the integral operator describing the radiation
simplifies into a porous-medium equation as t — oo, i.e.

*© aFE(alx —n)) n 1 T
_F4<x>+/ ———— P L) dyp~ —=0*(F(2))* for t = 0o and z = —,
vt s 2 Vi) et EE) Vit

is due to the diffusion approximation of the radiative transfer equation in regions very far
from the interface.

Figure[E.2] which is reported here, illustrates the expected form of the solution describing the
asymptotic behavior for long times

Figure 6.3: Illustration of the expected profile as t — co. See Figure



Chapter 7

Concluding remarks and open
problems

In this chapter we conclude summarizing the results obtained in this thesis and giving an
outlook to open problems arising from the work that has been presented.

7.1 Well-posedness theory for the stationary radiative transfer
equation

In Chapter 2| we presented the existence theory obtained in [35] for a large class of absorp-
tion and scattering coefficients. As we summarized in Theorem we proved the existence
of solutions to the stationary radiative transfer equation coupled to divergence-free
condition for the radiative energy and satisfying the incoming boundary condition
in the cases in which the absorption and the scattering coefficients have the form
ay*(T) = Qus(v)a®*(T). A key step in the proof of the existence theory was the develop-
ment of a new compactness result for operators including exponential terms of integrals along
straight lines (cf. Proposition [A.1]).

7.1.1 Uniqueness of solutions

The way in which the existence of solutions to the problem was proven in ([35], Appendix
does not imply the uniqueness of solutions, since it is based on a convergence result for
a compact sequence of regularized solutions. Therefore, uniqueness is still an open problem.
Another difficulty for the proof of the uniqueness of solutions is given by the non-linearity
of the coefficients with respect to the temperature, due to which contractive estimates are
difficult and perhaps even not possible to obtain.

Let us for example consider the pure emission-absorption case (i.e. o
a(T). Then, the fixed-point equation defining the temperature is given by

= 0) with o2(T) =

n)dn

u(x):/v( eXP( feo §> u(

Arle — 77|2

+ L), et eXp( /[x’y(m)]vw(o)dg) v dn,

where u = 470T*(z) and v(z) = o ({/4%). Let us consider uy, up € L®(Q) two different
solutions to the fixed-point equation for the same source of radiation g,. Only for particular

67
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choices of v (and hence «) and of g, we can prove that
lur — u2|loo < 0|lur — uzl|oo for 6 < 1.

This would imply the uniqueness of solutions.
e—2Dllloo

Ao Dllgvll L1 (52 xr )

For example, if v is differentiable with ||7/[|c < 35 , then one can

prove that
1
for = el < (1= 2 s — e,

where D = diam(2). This estimate is similar to the one we obtained in (2.4). Indeed, on the
one hand we have

7 (u1(n)) exp ( Jwm d&) 7 (u1(n)) exp (— iy W(U1(£))d£)

u1(n) —

uy(n)dn

47r\a:—n12 Ar|z —n?

]éz dn/ (@.n) dry(u (z —rn))exp< /0 7(u1(£))d£> luy — us|(z — rn)

+ ]é2 dn/o o dr|ug(x — rn)| exp <—/0 ’Y(Ul(f))d§> |v(u1) — y(u2)|(z —rn)

i ]é n /0 " (e — )y () — ) /0 o (€) - v(m(ﬁ))ds'

<(1 = e PI) [luy — oo + €171l gy || 1 52 ) D(L + Dylloo) 17 lloollur — 2|,

where we used also |[ug|ee < ePl7lles lgvll1(s2xR.) as it is proved in (2.4). On the other hand,
we can estimate

/s2 /000 gv(n) exp <— /[x,y(x,n)} ’Y(U1(§))d€> — exp (— /[x’y(x’n)} ’)/(UQ(f))df> dv dn

<llgvll L1 s2xry ) DI loollur — uzl|oo-

However, for general coefficients uniqueness remains an open problem.

In [83] the entropy dissipation formula has been used in order to prove uniqueness of the
solutions in the pure emission-absorption case when o, is independent of the temperature and
the incoming radiation is at equilibrium with

gv(n) = B, (Tp)

for Ty = constant. This result could be adapted also in the case in which a%(T") depends on
T. The arguments in [83] seem indeed to work also in this situation. However, for general
boundary conditions and in the presence of scattering, to prove uniqueness is more involved.

Since the maximum principle is a useful tool when the coefficients are independent of the
temperature, one could also try, under suitable additional assumptions on the coefficients, to
prove uniqueness of solutions via maximum principle.

7.1.2 Fully non-Grey coefficients

Another problem which is not covered in the results obtained in [35] is the existence of solutions
in the more general case of fully non-Grey coefficients, i.e. when a;°(T') depends arbitrarily
on v and T.
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In order to see where the arguments used in ([35|, Appendix break down, we consider
once again the case in which a;, = 0. As we have seen in (2.10]), defining

uw) = an [ " 68(T(2)) B, (T(2)) dv = F(T(x))

and assuming that F is invertible, which is the case for instance if z — af(z)B,(z) is strictly
monotone, we obtain that u satisfies the following fixed-point equation

)= [t [ ag DD ( /

/ dl//S2 dn dv 7y, (u(z))gy(n) exp (— /[m,y(m,n)} %(U(f))d€>,

where 7, (z) = ag(F~1(2)) and f,(z) = B, (F~(2)).

Hence, even if we could modify the L?-compactness result for integrals along lines as given
in Proposition for functions depending on the frequency, the term «o%(u(x)) cannot be
written as an integral along some straight line. Therefore, the compactness result obtained in
(]135], Appendix [A)) cannot be used. We emphasize that the compactness has been shown for

operators of the form
/ dn(/ de(l‘—Tn)),
S2 0

for which the integral over all directions is a key feature. Without this kind of averaging the
sequence fooo Y (ug) * ¢=(x) dv is in general not equi-integrable in L?(2) unless the sequence
ue is already equicontinuous. We recall that ¢. is a sequence of standard non-negative radially
symmetric mollifiers.

A possible approach in order to prove the existence of some kind of generalized solutions
for general coefficients a;*(T') is to consider Young measure solutions. This would have the
advantage that the compactness condition required in order to converge to such solutions
is much weaker. Indeed, for any bounded sequence {fx}ren € L°°(U,R™) there exist a
subsequence { fx; }; and a Young measure {v; }ycy on R™ such that for all F' € C°°(R™)

F(fy,) =* F in L®(U),

where F(z) := [gm F(y)dvg(y) for almost every z € U, cf. [48].
One pOSSlble strategy is to divide ©Q C UoglgL(k) Qf(ajl) in dyadic cubes of the form

Q¥ (1) = [0,27%]% + 2; and to define

Z ]le (z1) )ug(z1)-

0<I<L(k

Then, ug(z;) solves for any x; € Q

ummz/m%wummgédVWM)M“Mm%m<iLm%wﬂm%>

|z —n[?

[T [ ansuuntaantn >exp< | )]Muk@))df).
T,y(xr,n
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If z; ¢ Q we set ug(z;) = 0. One can prove that the L>°-estimate obtained for the coeffcient
a% = Qqu(v)a®(T) holds also in this case. Indeed, we can estimate

e < (1= e @01) [T [ o, o) Blr )

+ 1w lloollgll o (s2xry)

I

which implies taking the maximum over all {z;};<rx)

luklloo = [{ur(@)lloo < I lloollgllor g2 xm, e @M= for all & € N.

Therefore, Brouwer fixed-point theorem (cf. [49]) implies the existence of {uy(z;)}; and thus
of the function ug(x) which solves

_ R N k() fotur®m) "
w@ = 3 tory(e) [ wtule)i [ an p< /Mm k@))ds)

— 2
0<I<L(k) =]

+ Y lgien(@) /OOO dv /Sz dn dv 7, (uk(x)) gy (n) exp ( /[why(%nﬂ %(Uk(ﬁ))d5> :

0<I<L(k)
(7.2)

By the uniform boundedness of {uy}r € L>°(£2) we obtain easily that up to subsequences wuy,
converges in the sense of Young measures to {1, },cq. However, this is not enough in order
to conclude the existence of a Young measure solution to and a careful analysis of the
convergence and of the properties of the Young measure {v, },cq has to be considered.

For instance, the line integrals appearing in depends on x; and not on z. Therefore,
even if it would be possible to show

ex — AR d ex - v(y)dv. d )
p( /[m]v (uk(€)) §> — p( /M/Rv (y)dve(y) 5)

we would need some uniform estimate for the integral terms

;e fan fo (‘ /. %Wk(f))df) ~exp (— /. muk(&))dg) ‘

A possibility could be to adapt the compactness result of Proposition to this situation.

7.2 Diffusion approximation

In chapter [3| we summarized the results obtained in [36], where using matched asymptotic
expansions we studied the diffusion approximation of the radiative transfer equation. In
particular, we derive formally the approximate problems in the case in which the mean free
path of the photons tends to zero. Also the different boundary and initial layer equations have
been derived for all possible relative scalings between absorption length, scattering length and
the characteristic size of the domain. Furthermore, a clear mathematical characterization of
the equilibrium and non-equilibrium diffusion approximation has been presented. Many of
the problems obtained formally in [36] were not considered before and they may therefore
rigorously studied in the future.

In chapter [ we considered the rigorous proof of the diffusion approximation for the sta-
tionary radiative transfer equation in the case where only emission-absorption processes take
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place. This theory has been developed in [37]. In particular, the absorption coefficient is inde-
pendent of the frequency. The method presented in this article, which is based mainly in the
application of the maximum principle, is different from the techniques used so far. Moreover,
it represents an important step towards the proof of the stationary diffusion approximation
for more general absorption coefficients.

7.2.1 Boundary and initial layer equations

The boundary layer equations describing the Milne and the thermalization layer as well as
the initial layers and the initial-boundary layers derived in (|36], Appendix have been only
partially studied so far.

While the Milne problem for the emission-absorption case and the Milne problem for
the scattering case have been both extensively studied, for instance in [17,{19,68,76,127],
there are boundary layer equations that have not been considered. The Milne problem ,
which contains both emission-absorption and scattering terms, has been studied only for
constant scattering coefficient and constant scattering kernel in [127]. Therefore, it would
be interesting to consider more general scattering terms. Moreover, the thermalization layer
equation (B.48)) is a new problem developed in ([36], Appendix, which has not been studied
so far.

Also the well-posedness and the asymptotic behavior of the solutions of the initial layer
equations given in Section[B.5 are open problems. When the emission-absorption term occurs,
a possible strategy could be to reduce the problems to an integro-differential equation for the
temperature. For example, problem is equivalent to the study of

O.T(1,x) —I—/ dl// dn ol(x)B,(T(7,x))
0 S2
- / dv / dn / ds (a(z))2e” @3B (T(s, x)) (7.3)
0 s2 0
:/ dl// dn o%(z)Io(x,n, v)e @7
0 s?

where we used

©o(T,z,n,v) = Ipe @7 +/ al(z)e”@T=9)B (T(s,x)) ds.
0

In the simpler case where af = « = constant, equation ([7.3|) takes the form

0-T(1,x) + dnow (T4(T,:r) - / oae_a(T_S)T4(s,x)>
0

:ae_w/ dl// dn Iy(z,n,v).
0 S2

For (B.74) a similar equation to ([7.3)) can be obtained, which contains series of the form
oo
0.-T(r,x) +/ dl// dn o, (z)B, (T (T, x))
0 S2
- / dv / dn / ds (a%(z))%e” @3B (T (s, x))
0 2 0

00 o0 s k
_ / v / dn o8 ()¢~ (@@ AT 3 QDD k101 (),
0 S2? Pt k!
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Also the initial thermalization layer equation (B.77) reduces to
©o(T,z,n,v) = p(x,v)e @7 —I—/ al(z)e @B (T(s,z)) ds
0
and using the isotropy of B,(T') and of ¢ to
o
0.1 (r,x) + 471'/ dv o(z)B,(T(1,x))
0
— 4r / dv / ds (a%(x))%2e” @) B (T (s, x))
0 0
:47r/ a®(z)p(x, v)e @,
0

Notice that all these equations are non-Markovian problems analogous to the one-dimensional
problems describing the boundary layers. For this reason and since these equations are nec-
essary in order to study some of the time-dependent diffusion approximations, it would be
interesting to examine them.

It should be also possible to study problem using standard spectral theory for the
compact self-adjoint operator H[p|(n) = [o K(n,n")p(n’) dn'.

The initial layer equation obtained in Section seems easier to study since the tem-
perature is a constant and only the radiation intensity is an unknown.

Finally, also the initial-boundary layer equations of Section Section and Section
need a careful study.

7.2.2 Rigorous proof of the diffusion approximation

The results obtained in [36] for the diffusion approximation of the radiative transfer equation
are only formal. While the diffusion approximation has been rigorously studied in the pure
emission-absorption case (cf. [131|16,37]) and in the pure stationary case in the framework of
the one-speed neutron transport equation (cf. [191/76,146-148]), the problems containing both
scattering and emission-absorption terms have not been rigorously studied so far.

Therefore, it would be interesting to prove rigorously the diffusion approximation results
obtained in [36]. The various available results for the cases in which only emission-absorption
or only scattering take place represent a promising starting point in order to tackle these new
problems.

Particularly interesting is the non-equilibrium diffusion approximation, which is a novelty
obtained in [36]. For example, the stationary screening equation is a fascinating problem
whose well-posedness should be studied.

7.2.3 Diffusion approximation for emission-absorption only

A problem which is not considered in [37] and which is currently still open is the rigorous
proof of the diffusion approximation when scattering processes are neglected (i.e. o = 0) and
the absorption coefficient depends on the frequency. Since the existence of a unique solution
of the stationary radiative transfer equation coupled with the divergence-free condition of the
radiative energy is proved only for coefficients independent on the temperature (cf. [83]), this
is the first case that we should consider in order to extend the theory developed in [37] to the
non-Grey case in which the absorption coefficient is af(z).

Since the maximum principle holds also in this case, the attempt to adapt the proof’s ideas
and the methods used in (|37], Appendix [C)) is worth it. Let us consider for instance the case
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in which o?(x) = a,, is independent of x € Q. As we have pointed out in both articles [36,37],
the diffusion approximation of the problem

n-Vel,(v,n) =% (B,(T(x)) — I,(z,n)) x €,
div (f* dv [q» dn nl,(n,z)) =0 x € (),
I,(n,z) = g,(n) x € d,n-ng <O,

is equivalent to the study of the convergence of the temperature T, — T', where 7T solves the
integral equation

o s o @’ay‘i_nl
L(T:)(x) ::477/0 dvay, B, (T:(x)) —/ dv au/ﬂdn ?VWBV(TS(U)) (7.4)

0
o0 ays(z,n)
:/ dl// dn g,(n)aye” " =
0 S2

and T solves A ( fooo wm& = 0 for the boundary conditions obtained from the corre-

sponding Milne problem as the one in . We remark that the equation has been
derived solving the radiative transfer equation by characteristics in the same way as we did
in Section in order to obtain (|1.29)).

The non-local integral operator L. satisfies a maximum principle. Indeed, changing to
spherical coordinates we compute

oo o0 _O‘VI‘T*U‘
oy e <
47T/ dv o, B, (T (x :/ dv o, B, (T (x dn 2 -—— .
0 @)= | T@) [ i

Thus, the monotonicity of the Planck distribution implies the following maximum principle
for L.:
If L.(v) >0 and ”‘aa >0, thenv >0 in Q for any v € C(Q) .

This can be proved by contradiction assuming that there exists some zg € (), which is by
assumption open, such that minv = v(xg) < 0, then by the monotonicity of B,(:) also
Q

B, (v(z)) > By (v(xp)) for all x € Q and for all v > 0 and B, (v(zg)) < 0. Thus, we obtain the

following contradiction

00 _avlz=n|

0<r (v)(:v):/ dv o By (v(x ))/ iy Ore
= € 0 0 v=~v 0 . € ’x _ 77‘2

_aylz—mn|

n / S, /Q dp 22" (B,(v(z0)) — Bu(v(n))) < 0.

e |z —mnf?

We finally remark that it seems to be possible to show under suitable condition on €) that the
L*>-solution to (7.4)) obtained in [83] is a continuous function.

7.2.4 More general domains

In [37] we considered the diffusion approximation for a convex domain. A natural question
that arises concerns what would happen for a non-convex domain, where for instance cavities
occur. This can be modeled assuming that the absorption coefficient is equal to 0 outside of
the domain, i.e. also in the cavities.
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Let us consider for example Q C R3 convex and let us define Q, = Q\ B,.(x) for B,(z¢) C
Q. We can study the diffusion approximation of the problem

n-Vely,(z,n) = ¢ (B,(T(z)) — L,(x,n)) x€Qy,
div ([° dv [ dn nl,(n,x)) =0 z € Qy, (7.5)
I,(n,x) = g,(n) x € 0,n-n, <O0.

As it is remrked in [83], we expect that in this case interesting non-local interactions take
place, which also determine the boundary condition at the boundary of the cavity 9B, (x¢).
Indeed, as we have proved in [37] the boundary condition for the diffusion problem at the
interior of the domain €2 is determined by the incoming boundary profile g, (n) satisfied by
I, at the “external” boundary 0f2. In there is no extra assumption on the boundary
value of the radiation intensity at 0B, (zg), since I, is determined by the radiation crossing
the cavity.

Figure 7.1: Representation of the interaction of radiation in a non-convex domain with a
cavity.

7.3 Stefan problem with radiation

In Chapter [f] and in Chapter [6] we presented the results obtained for a one-dimensional two-
phase Stefan problem modeling the phase transition in a body where the heat is transported
by conduction in both phases of the material and also by radiation only in the solid phase,
cf. equations ((1.38) and ((1.39).

In [39] we have developed a well-posedness theory for classical solutions in the case in which
there is no external source of radiation. In [38] we have proved the existence of traveling wave
solutions to the problem , for which the interface has to move towards the liquid yielding
the expansion of ice.

The free boundary problem studied in the articles 38,39 is a new problem which has not
been considered before. The results that we have obtained are the first of many more that
should be established in order to have a complete mathematical theory for this problem.

7.3.1 General global well-posedness result

In ([39], Appendix @ a global well-posedness result has been proved for a large class of
initial temperatures satisfying precise bounds in the liquid phase, cf. . One problem
that could be considered is the extension of the global well-posedness theory to all bounded
initial temperatures, or the construction of a counterexample, i.e. of an initial temperature
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for which there is no bounded solution to for all times ¢ > 0 or for which the speed of
the free boundary $(¢) blows up in finite time.

As we have shown in the remark at the end of Section the class of initial temperatures
constructed in Theorem applying the maximum principle to sub- and supersolutions is
optimal for the equations satisfied by those auxiliary functions (cf. Figure . Thus, in
order to obtain a more general global well-posedness theory we should argue differently than
as is has been done in ([39], Appendix DJ).

7.3.2 Non-trivial external source of radiation

In ([39], Appendix @ and in ([38], Appendix [E)) the well-posedness theory and the traveling
wave solutions have been studied only for the case in which there is no radiation entering the
solid phase from the liquid one, i.e.

I,(t,z,n) = g,(n) =0 for x; = s(t), n1 > 0.

Hence, a natural question arises concerning the case in which g, (n) is not trivial for ny > 0.
In this situation the Stefan problem is described by

CLOT(t,z1) = K02 T(t,x1) x1 < s(t),
Cs0yT(t,x1) = Ks92 T(t, 1) — div (J;° dv [go dnnl,(t,z,n)) @1 > s(t),
n-Vyl,(t,z,n) = a (B, (T(t,z1)) — I,(t,x,n)) x1 > s(t),
I,(t,z,n) = gy(n) x1 = s(t), n1 >0,
T(t,s(t) =Tu z) = s(t),
T(O,:U) To(x) 1 €R,

8(t) = £ (Ks0x, T(t,s(t)") — K195, T(t, s(1)7)).

which reduces, similarly as we did for g, = 0 in (5.3)) and in (6.1]), to the following equation

CoT(t,x) = KO?Ty(t, ) x < s(t),
OTo(t,x) = 2T (t,w) — To(t,w) + [, dg “PEE=ENTH (1 &) + Galt,m) y >0,

Ty (t, (s(t))) = Ta(t, s(t)) = Tas > 0 y=0, (7.6)
T(0,2) = To(x) xz € R,

§(t) = 1 (0 Ta(t, (1)) — KO Tu(t,s(1))) ,

where Ey(z) = f|§;T ¢~ and where

1 Ood / J (n) _aE=s®)
— v n g,(n)e 2!
4o n1>0 Y

is obtained solving the radiative transfer equation by characteristics.

Go(t,x) =

Using the same strategy as in Section namely combining Banach fixed-point theorem
for suitable integral equations obtained using the Green’s functions for the half-plane for the
Laplacian and classical parabolic regularity, it should be possible to show well-posedness for
for small times under suitable assumptions on the source g, .

The addition of a positive source in the evolution equation for the temperature in the solid
makes the problem extremely intriguing. For instance, we expect the formation of superheated
regions in the interior of the solid phase. Indeed, according to the result in [89], if positive
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volumetric heat sources are present, superheated regions appear. In order to prove a similar
result for the problem ([7.6]), one could start considering a simpler source function of the form

H(t,z) = Ae~Ble=s(0l,

In a similar way one could proceed in order to obtain (if possible) a global well-posedness
result for this equation.
We remark that for an external source of radiation which satisfies

T d ot ~alz—s(t)
0< v n gu(n)e s \|9u\|L1(S2xR+)€ )
0 n1>0

different sub- and supersolutions have to be considered in order to show via maximum principle
the bounds satisfied by the temperature, the formation of superheated regions, as well as a
(possible) global well-posedness result.

If we obtain a global well-posedness result for solutions which may have superheated
regions, we can proceed studying the long-time asymptotic of those functions. For instance,
also in this case one could try to construct traveling wave solutions. Notice that the form of
the source indicates that traveling waves are possible solutions. Indeed, G(t,z) ~ Ae™? |lz=s(t)]
which for s(t) = —ct and  + ct = y > 0 reduces to G(y) ~ Ae BY.

7.3.3 Long-time behavior

Turning back to the situation in which there is no external source of radiation, i.e. g,(n) =0
in , the long-time behavior of the solutions remains an open problem. In ([38], Appendix
we proved the existence of traveling wave solutions and we presented the expected behavior
of the solutions to the considered Stefan problem as t — co. However, the rigorous proof of
the long-time asymptotics has still to be developed. Regarding this issue, there are many
problems that have to be considered.

First of all, we should study the well-posedness of the self-similar equation (cf. equation
(E.111))
1
)

—%F/(z) —F'(2) — — (FY2))" =0 (7.7)
for any F(+o00) € [0, Ths].

Also the Problems [E.4.1] [E.4.2] and [E.4.3] in Section should be considered. Indeed,
they imply for any T, > Ty and To € [0, Ths] the existence of a unique ¢ > 0, 77, T and
F such that

cd,T{(y) = KO2T5(y) y <0,
cd,Ts(y) = 2T5(y) — (T5(y)* + [y 28D (T5(m)) dn 3y >0,
T5(0) = T{(0) = Tar

c =1 (K9,T¢(07) — 0,T5(0))

7 > Ty, 0 <T5 <Tyy,

Tf(y) — T o,

y——00

and F' satisfies for F(—oo0) = lim T5(y) as well as F'(00) = Two.
Yy—00
Finally, we should prove rigorously that as ¢ — oo the solution (7,75, s) of the problem
behaves as follows. The moving interface s(¢) becomes —ct and the temperature in
the liquid 77 approaches T}. Finally, the temperature in the solid 7% is close to T5 near the
interface and to the self-similar solution F' far away from the free boundary.
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Furthermore, also the global and local stability of the traveling waves should be studied.
We could first try to use maximum principle methods in order to study the long-time behavior
of the solutions. This is also the strategy used for the classical one-dimensional one-phase
Stefan problem, cf. [106].

7.3.4 More general assumptions

We remark that there are plenty of more open problems concerning this type of Stefan problem.
First of all, we could consider the case in which the heat is transferred by radiation and
conduction in both phases of the material. Another possibility is to consider the case in
which radiation interacts only with the liquid and not with the solid part of the body.

Under the assumptions that at time ¢ = 0 the material fills the whole space R?, where
the liquid region is R3 and the solid one is Ri, and that the temperature depends only on
the variable x1, the free boundary problem under consideration reduces to a one-dimensional
problem. We could also consider a more general case, where T' depends on all variables and
where the interface is not a plane. This would open to new problems regarding also the
regularity of the free boundary as well as the stability of the planar interface.
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Appendix A

Compactness result and existence
theory for a general class of
stationary radiative transfer
equations

Abstract: In this paper, we study the steady-states of a large class of stationary radiative
transfer equations in a C? convex bounded domain. Namely, we consider the case in which
both absorption-emission and scattering coefficients depend on the local temperature 7" and
the radiation frequency v. The radiative transfer equation determines the temperature of the
material at each point. The main difficulty in proving existence of solutions is to obtain
compactness of the sequence of integrals along lines that appear in several exponential terms.
We prove a new compactness result suitable to deal with such a non-local operator containing
integrals on a line segment. On the other hand, to obtain the existence theory of the full
equation with both absorption and scattering terms we combine the compactness result with
the construction of suitable Green functions for a class of non-local equations.

A.1 Introduction

In this paper, we study the stationary radiative transfer equation for a radiation intensity
function I, : Q x R® — [0,00) on a C? convex and bounded domain 2 C R3, which takes the
form

n-Vil, =a,(T)(B,(T) - I1,) + a,,(T) [ K(n',n)I,(z,n")dn' — 1, , (A.1)

S2

where it factors in both the excitation and de-excitation processes of gas molecules alongside
photon scattering. This formulation is underpinned by the presumption of local thermody-
namic equilibrium (LTE) of gas molecules. Specifically, the components all,, a3 l,, alB,,
o [s2 K(n/,n)I,(x,n')dn represent absorption, scattering loss, emission from gas deexcita-
tion, and scattering gain, respectively. Herein,

2m 1
e e%—l

(A.2)

symbolizes the Planck emission from a black body, while I, = I,,(x,n) signifies the radiation
intensity at frequency v, located at position z €  C R? and oriented in direction n € S2.

81
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Note that B, (7T) is monotonically increasing in T for each v and B, (1) = 0 is equivalent

to T'= 0. By making a change of variables v — ( =: %, we obtain that

o0 *2h3 1 ©2RK3T3 (3 KT

/0 (T)dv /0 2 /0 B =1 %
4 373

7t 2hE3T k1’2:0747 (A.3)

T 15 K32 h
omt k4

15h3c2 "
The radiation energy flux at frequency v can be articulated as:

where we define o =:

Fu=Fy(x) = / nl,(x,n)dn € R3.
SZ
The scattering kernel of the “non-local” gain term of scattering has the property

K(n',n)dn = 1. (A4)
S2
If the scattering is isotropic then it becomes simply «?(7")[, in . The class of models is
for the LTE situation. The temperature T is well-defined at each point, and each coefficient
a, = a,(T) depends on the frequency of radiation v and the local temperature T. The
coefficient o, can be considered as the spectral lines for each v or, more generally, the averages
of these processes.

Throughout the paper, we will study the existence theory of the general model with
(A.4)). The assumption implies that the scattering does not modify the frequency. We
will consider the general case where the absorption-emission and the scattering coefficients
can depend not just on the radiation frequency v > 0 but also on the local temperature T'(z).
Another main assumption in this model above is that the non-elastic mechanisms yielding
LTE in the gas molecules’ distributions are extremely fast, and therefore the scattering cannot
modify much the Boltzmann ratio between the different energy levels at each point. For more
details, see [34,[81]. We write the total flux of radiation energy with frequency v at z as

F = Fla) = /OOO du/SZ nl, (z, n)dn.

At the Planck equilibrium, we have

2h? 1

2 A :
C" erxT —1

I(z,n) = B,(T) = (A.5)

Then, the stationarity of the temperature at each point requires that the divergence of the
total flux of radiation energy vanishes (cf. [108}/114]); i.e.,

Ve F(x) =0, at any z € Q. (A.6)

Hence, we will examine throughout this paper whether the temperature 1" at each point can
be determined uniquely by and a suitable boundary condition for the radiation at 02,
if we impose the divergence-free total-flux condition (A.G); see also [81] for the conservation
law. The simplest boundary condition that one can impose is

I,(x,n) = g,(n) >0 for x € 92 and n - n, <0, (A.7)
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where n; is the outward normal vector at the boundary point x € 92 and 2 is with smooth
boundary 0f2.

Throughout the paper, we assume €2 to be a convex domain with C?-boundary and strictly
positive curvature.

The problem (A.1)), (A.6), and (A.7) is considered in [83] in the case where af and o

are independent of the temperature. The main novelty of this paper is that we were able to
extend the proof of the existence of solutions to , , and for a general class of
coefficients af and «, which also depend on the temperature 7'. To obtain this result we will
derive a compactness result for a large class of non-local operators including terms with the
form

[z,n]

T() — exp <_ B(T(f))d‘g(f))’ T,mn € Q, (A8)

where the integral is along the segment connecting = to . The compactness result that we

obtain in this paper to prove the existence has some analogies with the classical averaging

lemmas that have been extensively used in kinetic theory [40,41}[70,,80,144]. Nevertheless, the

currently available averaging lemmas including the treatment of line integrals in |7] do not

seem to provide the compactness that we require. For this reason, we prove a new compactness

result more suitable to deal with the non-local operator on a line segment with the form .
We now introduce some related works in the literature.

A.1.1 Summary of literature

The study of the distribution of the temperature within a body where the transfer of heat by
means of radiation plays an important role has been extensively studied. Seminal works by
Compton and Milne [31}/109] laid the foundation for understanding the interaction between
radiation and gases. Subsequent papers by Holstein and Kenty provided further insights
[78[85]. Specifically, Holstein highlighted the necessity to approach heat transfer by radiation
as a non-local issue. The study of the evolution of temperature over time in a bar where the
heat transfer is strictly due to radiation was considered by Spiegel [131]. Detailed reviews
on the physics of radiative transfer can be found in works by Mihalas, Oxenius and Rutten
[108}/114.|125].

In recent times the mathematical properties of the radiative transfer equation have been
examined in [12H14,/16,107]. In several of these papers the authors studied the well-posedness
of the time-dependent problem, usually using semi-group theory or the theory of m-accretive
operators.

Another question that has been considered by several authors is the so-called Milne prob-
lem (cf. [30,68//127]). The Milne problem consists of describing the distribution of temperature
in half space, a question which is motivated by the study of the distribution of the temper-
ature near the boundary in the diffusion approximation limit. In this setting, the equation
reduces to a one-dimensional problem.

Problems related to the diffusion approximation and to homogenization have been exten-
sively studied as well as equations describing the distribution of temperature for bodies where
the heat is transmitted by means of radiation and conduction have been considered by numer-
ous authors with different boundary conditions, see for instance [22}32,/42,/62-65,72.(95,,961/ 116,
139]. We refer to [83] for more details. Moreover, other papers such as [34,|81}/112,|113}/122]
consider the radiative transfer equation coupled to the Boltzmann equation.

Equations similar to with the absorption-emission coefficient a? = 0, focusing solely
on scattering, are widely examined in mathematical studies, especially about neutron diffusion
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as seen in references [19,76,148]. Similar equations appear also in the theory of Lorentz gases,
cf. [18,211[61L[105,[111}[132].

A recent paper by Arkeryd and Nouri [7] that considers the existence of mild solutions
to normal discrete velocity Boltzmann equations with given incoming boundary values also
requires a compactness theorem for line integrals having some analogies with the one derived
in this paper.

We want to emphasize that although the time-dependent problem has been considered in
various papers, the existence of a time-dependent solution, even a globally bounded one, does
not imply the existence of a solution of the stationary problem.

A.1.2 Main theorems

In this paper, we consider the boundary value problem given by the system of equations
, and . We will consider two types of absorption coefficients and scattering
coefficients. In the first case, the coefficients satisfy the so-called Grey approximation where
al(T) = a*(T) and of(T) = o®(T) are independent of the frequency v. We will also consider
a particular choice of a’s in the non-Grey case, namely where o and o;, can be written as
the product of functions in v and T', separately. We denote this case from now on as “pseudo
Grey”. A similar choice can be found in [68]. First, we study the case of pure emission and
absorption where o) = 0 and we will show the existence of a solution to this problem as stated
in the following theorem. In the following theorem and throughout the rest of the paper, we

denote I, € L>=(2, L=(S?, L*(R,))) when

oo
sup sup / I,(xz,n)dv < oo.
€2 nesS? J0o

Theorem A.l. Let Q C R3 be bounded and open with C*-boundary and strictly positive
curvature. Suppose that the incoming boundary profile g, satisfies the bound

o0
sup/ dv g,(n) < oo,
0

nes?
and that o2(T(x)) = Q(v)a(T(x)) is bounded, strictly positive and C* in T, where Q : Ry —
Ry and a: Ry — R,
Then there exists a solution (T,1,) € L>=(Q) x L> (€, L> (S*, L'(R4.))), which solves the
boundary value problem given by (A.1), (A.6) and (A.7) for a; =0, namely

BV, (2,n) = Q)(T(2)) (BT(x) — L(z,n)), forz € Q, neS,
Va-F(x) =0, at any x € Q, (A.9)
I,(x,n) =g,(n) >0, forzed andn-ny <O0.

Here, I, is a solution to (A.1l)) in the sense of distribution.

We will prove Theorem using a fixed-point argument. As we will see, the main difficulty
that arises in our proof is to show the compactness of the terms involving the exponential
function of a line integral. As first step we will regularize the line integral in order to obtain
a problem where it is possible to prove existence using the Schauder fixed-point theorem. We
will then show the compactness of the solutions of such regularized problems uniformly in the
regularizing parameter. To this end, we provide the following type of general L? compactness
result for sequences of non-linear operators of line integrals based on the study of auxiliary
measures on S2.
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Proposition A.1 (Compactness result for line integrals). Let II1® = [~ L, L]® and (¢;)jen €
L (I1¥) be a sequence of periodic functions with |¢;llec < M. Forn € S* and m € N we
define the operators L, and T,, by

L
Loldl(z) =: / Cix (o= dn) and Tfil(a) = /S dn (Lafil(@))"

Then for every m € N the sequence (Tm[npj])j is compact in L* (H3). More precisely, the
sequence Tr,[@;] satisfies the following equi-integrability condition: For any e > 0 there exists
some hg > 0 such that

1_['3 SQ J/

for all j € N and all |h| < hg. The constant Cy, > 0 depends only on m € N, M and L.

The proposition above will provide the compactness theory required to conclude the proof
of the existence of solutions to the original problem . Finally, we study the existence
of solutions for the full equation with both scattering and absorption-emission. In this case,
we obtain the following existence theorem via the construction of suitable Green functions
associated with the system.

Theorem A.2 (Full equations in the pseudo Grey case). Let Q C R3 be bounded and
open with C?-boundary and strictly positive curvature. Let o%(T(x)) = Qu(v)a®(T(x)) and
as(T(x)) = Qs(v)a®(T(z)) be bounded and strictly positive. Assume that Q € C* (Ry) and
of € CY(Ry) for £ = a,s. Assume K € C! (S? x S?) be non-negative, rotationally symmet-
ric, and independent of the frequency with the property (A.4]). Then there exists a solution
(T,1,) € L*>®°(Q)x L™ (Q, L™ (SQ, Ll(R+))) to the equation coupled with satisfying
the boundary condition , where the I, is a solution to in the sense of distribution.

A.1.3 Strategy of the proof and main estimates

In the case of pure absorption and emission, our main strategy for the proof of the exis-
tence to the boundary-value problem is to reduce the stationary radiation equation and the
“divergence-free-radiation-flow” equation to a non-local non-linear elliptic equation for an ex-
plicit function u of the temperature in the presence of an external source. This will allow to

reformulate the problem (A.1l) (with o® = 0), (A.6) and as

* [ F(v,u(n) o _
u(x) — /0 /Q — 2~ exp <— /[mﬂ aV(T(E))ds(£)> dndv = S(x), (A.11)

x —n?

where [z, 7] indicates the segment from = € Q to n € Q and the exact form of u, F' and
S are given in Section To prove the existence of a solution to the system given by
equations , and is equivalent to showing the existence of a solution to the
non-local integral equation . When the emission-absorption coefficient o depends on
the local temperature and has the form «, (z) = Q(v)a(T'(z)), where Q(v) is a function of the
frequency which can be also constant, the strategy we use to prove the existence of a solution
is the following. We consider first a regularized version of , for which the existence of
a solution is guaranteed by the Schauder fixed-point theorem. With the compactness result
of Proposition which is based on the study of some auxiliary measures defined on the
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sphere S?, it turns out that the sequence of regularized solutions is compact in L? and hence
a subsequence converges pointwise almost everywhere to the solution of the original problem.
We remark that obtaining L*°-estimates for the function u solving (or a regularized
version of it) is not difficult using the structure of the integral operator. However, the main
difficulty remains getting compactness. In the case of the problem including the scattering
term, we use a similar strategy that however becomes more involved. To find a reformulation
of (A.1)), (A.6) and (A.7) analogous to we construct suitable fundamental solutions
for a problem that includes absorption and scattering. These fundamental solutions satisfy
recursive equations that allow us to obtain information about their properties using Duhamel
series which contain terms involving exponentials of some integrals along straight lines as in
(A.11)). Due to this we will regularize again the problem for which then solutions exist applying
the Schauder fixed-point theorem. With the previous compactness result in Proposition
applied to finitely many terms of the Duhamel expansion we will obtain the compactness
of the sequence of regularized solution in L?(Q2) and thus the convergence pointwise almost
everywhere to the solution of the full problem.

A.1.4 Outline of the paper

The rest of the paper is organized as follows. In Section we provide the derivation of the
non-local integral equation and the regularization of the equation which will be crucially used
in the proof of the existence of solutions (Theorem . Section is devoted to the study
of the existence of a solution to (A.l)) in the absence of scattering. In Subsection we
prove the existence of solutions to the regularized problem. In Subsection [A:3.2] we provide
a L? compactness theory of non-linear operators of line integrals based on the study of some
auxiliary measures defined on the sphere S?. This compactness theory will be used to obtain
the compactness of the solution sequences of the regularized problem and this allows us to
show the existence of the original problem stated in Theorem in Subsection In
Section we show the existence of solutions to the full equation taking into account
also the scattering term, in particular we will prove Theorem This will be made in
several steps starting from the study of the Grey case deriving a non-local equation for the
temperature (Subsection and constructing suitable Green functions which encode the
effect of the scattering (Subsection. Subsections to are devoted to the proof
of existence of solutions to the equation in the Grey case. There, a regularized problem
is solved by means of Schauder’s fixed-point theorem and a weak maximum principle, while
the compactness result of Subsection is used to conclude the existence of a solution for
the Grey approximation. Finally, in Subsection [A:4.7] we provide the proof of Theorem [A.2]

A.2 Derivation of a non-local integral equation for the tem-
perature and the regularization of the equation
A.2.1 Derivation of a non-local integral equation

In this section, we will first derive a non-local integral equation that is satisfied by the tem-
perature. This equation is associated to the stationary equation

n-Vul, = a(T)(B,(T) - L. (A.12)

Without loss of generality, we can assume o = 1 by rescaling variables. We define for every
(z,n) € Q x S? a new coordinate system with variables (y, s) = (y(z,n), s(x,n)) € 92 x Rx.
These variables are defined in the following way. We consider for every z €  and n € S?
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the backward trajectory starting from z in direction —n. Then y(z,n) € 02 is the boundary
point that intersects with this straight line and s(z,n) is its length, i.e. s(z,n) = |z —y(z,n)]
and x = y + sn. Therefore, using this notation, solving by characteristics I,, and integrating
(A.12), we obtain that the flow F = [ [c. nl, (2, n)dndv satisfies

F = /000 dv /S2 dn ng,(n) exp (- /OS(IW) oy (T(y(x,n) + Cn))dC>
/0 Sy /S dn /0 " e exp (— /g O (T () + Cn))dg)) n

X oy (T(y(x,n) +£&n)) By (T'(y(z,n) + §n))] = F1+ F2. (A.13)

Now we recall the conservation of energy ( that yields V, - F = 0. In order to use this
condition, we take the divergence of (| m

We first compute V, - Fo. We define new variables § =:s— ¢ and { =: s — ( and make a
change of variables £ +— fln the integral, then

Fo /0 " v [ in /0 " e exp (— /§ " Tyl m) + <n>>d<>> na (T)B,(T)
- /0 Y /S dn /0 o d€ exp (- /O ‘ ay(T(z — én))d§> naw (T(z — €n))B, (T(x — én))
B =

since the Jacobian gives 8%7’7") _ 1

Wheren::x—énandé:(:c—n)‘n:|:c—77|. Also

[z —n]?
note that n = | | Therefore, we have
Vo Fa= [ [ dn o) BTV, (o), (A14)

where we define

|z—nl . —
o(z,n) =: exp (—/0 oy <T <£L’ — C|x — 77|> )dg) and v =: |;_ 7;7’3.

We now use that

Va - (pv) =Vp v+ oV -0,
where div(v) = 4wd(z — 1), and

Ve = —pan, (T(n)) !

|z — 7]
B |x—77|d041/ _A;L‘—n _Ax—ﬁ . < AZE—7]> X
of (=) (v (=) o (- )
Note that
3
Y= TS
<‘$_"7’ |z — 1] ;m-m lz — 7| ‘m_ms(% un)

_@=mh 1 =l —m)
|z —n| |z —mn| |z —nf?

=0. (A.15)
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Using ¢(n,n) = 1, we have

1
[z —n?

lz=nl g L — — Lz — .
2 Qy r—n r—n r—n

— — (T (x— VT [ x— d
!fﬂnlz/o a7 | ( C\»”677|>)fc77| < CI$77|> ¢

— 43— ) — g (T()

© Ix—nldﬁ AN L fETm .
ey dT(T@ Clx—n\>>d§(T< C\m—nr>)d<
— 4mb(z — ) — pory (T(1)) — P (o (T() — an(T(@))

+
|z —n> |z —n)?

=A4né(x —n) — z f77|2 o (T ().

Vi - (pv) = 4mé(z — 1) — pa,(T(n))

Therefore, by (A.14]) we have

Ve Fo=4n /000 o, (T(2))B, (T (z))dv

exp (= 57" T (v = {= ) A16
o= - (A0

— /OO dua,,(T(a:))/ dn a(T(n))Bu(T'(n))
0 Q

We will see that the integral operator in (A.16)) is a contractive operator.
Now we compute V, - F;. Using (A.13]), we have

00 s(z,n)
Ve F1= /0 /S2 dn exp (—/0 a, (T(y(z,n) + Cn))d{)
s(z,n)
| = a0 Vs0T@) () [ Tullawo T ot + Coac].

Here we observe that

n-Va((ow o T)(y(x,n) +(n)) = %((au o T)(y(x + tn,n) + (n))li=o

= %((au oT)(y(z,n) +¢n))|i=o0 =0,

since y(z + tn,n) = y(z,n). Also note that that n - Vs = 1. This holds by the following
observation. For any zg € (), we have

y(zo + ¢n,n) + s(xo + (n,n)n = xg + (n,

and hence
y(zo,n) + s(xo + ¢n,n)n = xo + (n.

We can differentiate it with respect to ¢ and we obtain

jc(s(a:o +¢n,n)n) = (Vzs(xo + (n,n) - n)n = n.
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Thus we have

00 s(z,n)
Ve Fi= —/0 dv /82 dn exp (—/0 a, (T(y(x,n) + Cn))d() a,(T(x))gy(n), (A.17)

and note that V, - F; <0 and |V, - F1| is bounded from above in L*°, since a,,(-) is bounded
and G = [;°dv g,(n) € L=(S?).
Combining (A.16) and (A.17)) we finally obtain

V, F = dn /0 " (1)) Bo(T () dv

o8] exp
—/ dvay(T(ﬂf))/ dn oo, (T(7)) By (T (n)) (
0 Q
0 s(z,n)
_/0 dv /S2 dn exp (—/0 a, (T (y(z,n) + Cn))dC) a,(T(x))gy(n) =0. (A.18)

In the pseudo Grey case as in Theorem [A. 1] the absorption coefficient has the form a, (T (z)) =
Q(v)a(T(x)) and it is strictly positive and bounded. Hence dividing by «(T'(z)) equation

(A-18) reads

47 /0 Q(w)B,(T(x))dv

exp (—QW) fi " a(T (2 (= ))dC)

|z —n?

= [T v @) [ an atronBare)
s(z,n)
/ dl//S2 dn exp< Qv )/ (T (y(z,n) —|—Cn))d(> Q()gy(n). (A.19)

Assuming now the Grey approximation, i.e. assuming that the absorption coefficient is strictly
positive and independent of v (i.e. a,(T(x)) = a(T(ac))) and using the Stefan Law (A.3]) we
obtain dividing (A.18) by a(T'(x)) and defining G(n) = [, gv(n

:/Qd" a(Tm)(T ()" R G Gl = m))dC)

Iw —n?

s(z,n)
+ /82 dn exp <_/0 a(T(y(z,n) + Cn))d() G(n) > 0. (A.20)

A.2.2 Non-local integral equation in the Grey case

We will focus next on the Grey approximation and we will prove the following theorem.

Theorem A.3. Let Q C R3? be bounded and open with C?-boundary and strictly positive
curvature Suppose that the incoming boundary profile satisfies HGHLOO(SQ) < o0, where

fo gu(n)dv. In addition, suppose that the absorption coefficient a(-) is bounded
and stmctly posztwe and assume s = 0. Then there exists a solution (T,1,) € L>®() x
L (Q,L°° (SQ,Ll (R+))) which solves the boundary-value problem - coupled with
the conservation of energy . 1, is a solution to in the sense of distribution.
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In order to prove Theorem we aim to use a fixed-point argument. To this end we first
see that u satisfies an L>®-estimate. Indeed, observe that € is bounded in R3 and

[ n ez’ o (el 2 =y )

\x —n?

r2

) /Sz . /Os(x,n) ar (T()* <—;iexp (_ /OTQ(T(:C - fn))d§)>
<) /S2 dn (1 — exp (_ /Os(x,n) a(T(x — fn))df>>

< 4n(1 = D)||T 4y (A21)

= Jn ) o oy = 2T )
s? 0

where

J = exp <—Ha|]Loo max s(:r,n)) > 0.

z€Q, neS?

In addition, we observe

s(z,n)
/ dn exp (—/ a(T(y(z,n) + Cn))dC) G(n)
S2 0

< /S G(n)dn = ||G]|1(s2) < 47| Gl ety < 00, (A.22)

Ao

Let us now define u(z) = 4noT*(z). Hence, we write y(u(z)) = a ( y “(m)> In order to

simplify the notation we also denote by

|z—n] n—
f(&)de = / (x 1t ) dt.
[z,n] In — |

Then we obtain

= [ an stutmyuto) 5P (= fiu (1 (©)C)

4|z —n|?

+ /S2 dn exp (— /[x,y(x,n)] 7(u(§))d§> G(n). (A.23)

This completes the derivation of the non-local integral equation. In the next Subsection, we
consider the regularization of the line integral in the non-local equation.

A.2.3 Regularization of the non-local equation

In order to prove the existence of a function u solving the non-local equation , we will
consider a regularization of the line integral. For the the regularized problem we will apply
Schauder’s fixed-point theorem and show the existence of a solution. We obtain in this way
a sequence of solutions to the regularized problem. We will hence show that the sequence
of integral operators acting on that regularized solutions is compact in L?. This implies the
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existence of a subsequence convergent pointwise almost everywhere to a function u. After an
application of the dominated convergence theorem we will show that this limit function is a

solution to the original problem (A.23]).
Let ¢ € C2°(R?) be a standard positive and radially symmetric mollifier. Given a segment

I' we define [ps or(y)(y)dy = [ ¢(§)dE. Hence, for z,n € Q

|, €+ o1 = [ Fe¢ /n "4 (5—x—A|’7 x|>dAd5
/Rg/"x' (§+x+A‘” )<Z>e(£)dAd§

|n—2x|
19/ F<x+/\n >d>\. (A.24)
0 |77 - CC|

In order to have also the same type of L™ estimate we consider

exp (— Jrs YU O * 0= (£)d
o) = B w) = [ dy (30 #60) () 22 I T D+ 00)

# [ e (= [ A ggamy 006 Gl (225

We remark that by the smoothness of v and the continuity of the exponential function the
integral operator B¢ is continuous. The interesting part of this regularization is that we can
get the same type of L*°-estimate as for the original problem. Indeed, using the symmetry of
¢ and again the change of variables n = x — rn we see that

oo (= [ 2o [ oute o+ ampanie)

= —exp (- /R Y (u(€) /0 bel€—+ An)dAdé) || 0elo = — € (u(©)de
— exp (— [t [ode o An)dxd5> (3(u) # 62) (& — rn). (A.26)

We can then argue as in (A.21)) and (A.22)) that ||B°(u)|lec < (1 —6)[ulle + [|G||1. We have
hence obtained a suitable regularization of equation (A.23)). In the next Subsection, we will
prove the existence of a solution to the regularized problem.

A.3 Existence theory for the pure emission-absorption case

A.3.1 Existence of solutions to the regularized problem in the Grey case

We are now ready to prove the existence of a solution to the regularized problem ({A.25)) for
the Grey approximation. We start with the L>-estimate and we proceed exactly as before.
Hence, for D = diam (2), passing to spherical coordinates and using (A.26)) we obtain

182 () oo < ulloo (1= =P ) 4+ Gl

Thus, for K > ||G|| 1ePll~ we see that the operator B° maps continuously the set

{ue L>®(Q):u>0, ||uew < K}
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to itself. Actually, it is a compact operator mapping the non-negative continuous functions
bounded by K to the Holder continuous functions. This is relevant because it allows us to
apply the Schauder fixed-point theorem (cf. [49]).

To this end we assume now u € C(2) and v > 0. By definition, we can extend it
continuously up to the boundary 9. Moreover, we extend by zero both functions u and y(u)
outside  such that the convolution v(u) * ¢. is smooth and well-defined. Let z € Q and
h € R? with = + h € . We estimate

|B(u)(z) — B (u)(z + h)

/an (v(u) * ¢c) (m)u(n) exp (= Jas ¥(1 (€))pa.y) * Se(€)dE)

<

e — P2
XD (= fies 00 (€)1 * 02(€)d)
— [ n (3000 # 02) ) R e ‘

+ || dnexp <— /R3 Y(u(€))Oe,y(em)) * ¢s(§)d5> G(n)
—/S dn exp (— /Rs Y(u(€))Oat-hy(z-+h,m)] * ¢a(§)d§> G(n)

< [ 0o utmes (- [ @) + o0

1 1
|l —n* |z +h—n[?

exp (= [ 20034 * 000 )
—exp (= [ A0 ©)an (61 )
[ G e (= [ A0yt * (00

~ex (= [ A e rnatorny * (6106 )
— [+ II+1II. (A.27)

X

(v(w) * ¢e) (n)u(n)
+/Qd A|x + h — n|?

In order to estimate the integral term I, we proceed splitting it in two integrals

1 1
Urllee K9 J | 0 ~ =2

SC/ dn
on{le—n|<2|h|}

+C dn
QN{|z—n|>2|h[}

1 1
lz—n?  |z+h—n?

1 1
|z —n>  Jz+h—n2]

If |z — n| < 2|h| then also |z + h —n| < 3|h| and hence

1 1 1
/ dn < 2/ dy— = 24r|h|.
Qn{jz—n|<2[hl} By () 1Yl

@ —nl> e+ h—p?
On the other hand, if |z — n| > 2|h|, then for 0 < s < 1,
1 1 h|? + 2|h||z — 1
S — 5 ’ ’ + ‘ Hl‘ 77| <2s—2|h|s
[z —n> |z+h—mn|

=Pz +h -0~ |z —n|*|z +h—nl*
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Choosing now s = 5 we see that = ‘S € L*(Q) and

™
Qn{|z—n[>2|h|}

Summarizing we get for a sufficiently small |h| < 1,

1< C, [V]loo, K)JBI2. (A.28)

|x+h wrhop € L3(Q). Hence

1 1 _
lx—n> Jz+h-—nP|~

C(Q)|h|z.

For the second term I we use the following three estimates which are the consequence of
the smoothness of ¢,

[n—z|
/ d\
0

\17 r\

In — o In — o

G—x—h AL )—@( —r—h— A”h>
In — z| In—z — A

w—m\ —eth)y—a—hl— (-2 —h)y—a
C(4:) e

M (g - — b — & — hl| + |Al) < C(ée)lhlln —=f; (A.30)

<z—x—A” ) ¢EG—m—h—A”‘$>\scwawm—xu<Am>

< O(¢e)

In—z—h|
/ dA@(z—x h— A”h>
In—al In —x — A

a

Now, using the well-known inequality |[e~® — e™®| < |a — b| for a,b > 0 and the definition of
the line integrals as in ((A.24]) we see

1< C(llrbe ) [ dn o [ d29(0(e)

In—z|
/n dA@( SR W/ >—@< —r—h— A"h)
0 In — x| |n —x — hl

< C([[Vlloos s K, D) [[7lloo| 2], (A.32)

where in the last step we used all three estimates (A.29)), (A.30) and (A.31).

The last integral term I11 is estimated in a similar way as we did for /1. Since we
assumed that 0§ is C? and has positive curvature, we notice that there exists a constant
C(£2) depending on the curvature of the domain, such that if |h| < 1 is sufficiently small then

and

< C(¢e)|h]. (A.31)

X

Is(z,n) — s(z + h,n)| < C(Q)|h|2, (A.33)

for all n € S?. Estimate (A.33)) is the result of a geometrical argument considering the
worst case scenario when n is close to tangent to the boundary at the point x — s(z,n)n or
x4+ h — s(x + h,n)n taking into account that the curvature of 952 is strictly positive. Hence,

s(z,n) (z+h,n)
/ dA(ba(Z—:c—i—)\n)—/ d\ ¢-(z —x —h+ An)
0 0

<

A\ |p=(z —x + An) — (2 — . — h + An)|

max(s(z,n),s(z+h,n)) 1
+f AN[6:] < C (oo, DI,
min(s(z,n),s(z+h,n))

/min(s(m,n),s(x+h,n))

0
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Hence, we conclude
1
ITT < C(]|Glloos 2, ¢) 1Vl o 2] 2 (A.34)

Estimates (A.28]), (A.32) and (A.34) together imply the estimate
B2 (u)(x) — B (u)(z + h)| < C(G,, K, 6, Q) |h]2,

for all z € © and |h| < 1 sufficiently small. We have just proved then that 3% maps continuous
functions to Hoélder continuous functions. It is therefore a compact operator. As we have
already noticed it is also a continuous operator. Then Schauder’s fixed-point theorem implies
the existence of a fixed-point u. € C'(Q) with 0 < w. < K such that u, = B*(u.). This
concludes the proof of the existence of a solution wu. for the regularized problem . In
the next section, we will provide a general L? compactness theory based on some auxiliary
meausres defined on S? to prove the existence of the original problem.

A.3.2 Compactness theory for operators defined by means of some line
integrals

We prove now Proposition [A.T]

Proof of Proposition[A.1 Without loss of generality we can assume L =1 and M = 1. We
start writing ¢; in its Fourier series form as

pj = Z aieik'”.
kerz3
We denote by p; the measure associated to ¢; and defined by

-y ‘ak‘ b€ My (7).

kenZ3

We will work with the auxiliary measures defined on S? given for R > 0 by

kzzs‘ak‘ 5 € M (7).
iR

Moreover we see that
pi(S%) < i (S?) = llpsllz2 < 8,

where we used that ‘H?" = 8.
We can now rewrite using the absolute convergence of the series and computing the inte-
grals

Lol (x) :/ Yl

kenz3

Z CL] 1kx/1 dAefik-)\n_ Z 2 ]SID n 'Lk-:r

kenz3 -1 kenZ3
2235111]{: n) pik ZQJsm -n) gk
kenZ3 kenz3

|kI<R |k|>R
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Since the first sum is finite, the first term on the right hand side is compact for every fixed
R > 0. We now consider the contribution due to the second term. We define the auxiliary

measure associated to Ly[p;] that will be denoted by v R] More precisely we define it by
means of )
12 [sin(k - n)
v = Y 4 ‘ai’ ] 0 (@), (A.35)
kerz3
|k|>R

Again we see v ;€ My (Sz) with v (SZ) < 32. Notice that Vf,j < 4,uf for all n € S? as a
measure.
We notice also that by definition ng | {wn=0} = 4,uj | {wn=0} since hII(l) x( 2) — 1. More-

over, we can write

(12 | sin(k - n)
Vit = Vai locwni<ny + DO 4 ’ai’ oy ICRACY) | {loonl=x} - (A.36)
kerz®
|k|>R

On one hand we have
R R
Vn,j |{0§|w~n|<fi} < 4'uj |{0<|W'n|<"}

and also defining fi(w,n) = X{w:0<|w-n|<x} (W) We have

fli(w? n) = X{(w,n):0<|wn|<r} (wa ’I’L) = X{n:0<|w-n|<x} (TL)

hence we compute

/Sz dn /§2 dV ’{0<\w m|<r} < 4/82 dn/ d,ug )X{(w n):0< |w- n|<n}(w n)
= 4/ dp; (w)/ ANX{n:0<|wn|<x}(n) < 1287k — 0 (A.37)
S? S2 N

uniformly in j € N and R € wN. For the first inequality we used that v, < 4M , after that
we changed the order of integration using the boundedness of the measures and we concluded
using ,uf (82) < 8 as well as

/S2 dnX {0<|wn|<r} () < 47K,

On the other hand we have for fixed x > 0

2

2 sin( k . n)
|k|>R
dn/ ’ ]l’ ’ wn|>kK
</, ymﬂgd floni2)
|k|>R

4 1287
SL“LWMMMMWW Rt i O (AS8)

uniformly in 7 € N. We used indeed that if |k|w = k, |k| > R and |w-n| > &, then |k-n| > Rk.
Moreover, we can always bound the measure ,uf < pj and ,uj(SQ) <8.
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Hence, we conclude [g, dn [g, dvE (W) — 0 as R — 0. Indeed, let £ > 0. We chose

0 < Ko < m. Then testing according to (A.38)) we define Ry(e) > ln?)\\/fj such that for all
R > Ry we have

R €
/S2 dn /S2 dl/n,j ‘{\wn\Zno} (W) < 5 (A39)
Combining (A.37) for ko and (A.39) we obtain
0 S/ dn/ duffj(w) <e (A.40)
$2 sz

for all R > Ry and most importantly for all 5 € N.

We are now ready to show the compactness of the sequence Tp,[p;] in L? (II?). Since
T, is a bounded operator, II? is a compact subset of R3, we only have to show the equi-
integrability condition (cf. [23]). We recall that ||L,[¢]||cc < 2. Hence, let z,h € I3 using
Jensen’s inequality we compute

2

|, dn[(Lalpsl @)™ = (Lalipi)( + 1))

2
< 2 ) ([ dnlEali@) - Lulilto 0]

Tnlo5](2) = Tonlips)(x + h)|* =

2

< (4mm2m) / Y 2 Jsm ) ka(l—eik'h) . (A41)

kenZ3

Since {1 k- x}k@zg is an orthonormal basis of II3 we obtain denoting by C,, = 824mm2™ !,
[ de Do) = Tulo o + 1)

/HB d$/82dn | Lnlis)(w) = Lulpi)(x + h)?

2
9 Slnk n) ‘ ik ‘2
=C;, /S2dnz4‘ ) (1 e )
kenZ
<37C2 Y 4‘%( Ik |2|h)? + 3202, / dn/ vl (w). (A.42)
kenz3 s
Ik|<R

Let ¢ > 0. We have shown that there exists Ry > 0 such that

d dvl
/52 néz Yn ’j 6402 ’

for all R > Ry and for all j € N. Taking in (A.42) R = Ry and hy = % we obtain the

desired equi-integrability condition

| 4o Tale @) = Tulea + b
<Cp [ dn [ dn Llg)(@) = Luliyl(o+ WP
I3 S?

for all |h| < hg. This concludes the proof of Proposition O]



A.3. EXISTENCE FOR EMISSION-ABSORPTION 97

We can get a stronger result for the compactness of line integrals of functions depending
also on the direction n € S2. We will use it in the proof of existence of solution to the equation
containing also the scattering term.

Corollary A.l. Let II¥ = [-L,L]* and (p(z,n);)jen € C(S? L* (1) N L™ (II%)) be a
sequence of periodic functions with sup ||p;(-,n)||pe(msy < M. Assume also ||¢;j(-,n1) —
nes?

@i (-sm2) |3y < o(d(ni,n2)) — 0 uniformly in j € N if d(n1,n2) — 0, where d is the
metric on the sphere and o € C (Ry,Ry) with 0(0) = 0 is a uniform modulus of continuity.
Forn € S? and m € N we define the operators L, and T, by

1

d\ p(z — An,w) and Tplel(x) —:/ dn (Ly[p](x,n))™
1 S2

Lufil(ww) = |

Then for every m € N the sequence (Tin[gp;]); is compact in L? (I13).

Proof. Without loss of generality we can assume again L = 1 and M = 1. This statement is a
corollary to Proposition and the Besicovitch covering Lemma. Since S? with the geodesic
metric is a Riemannian Manifold of class greater than 2, it is also a directionally (1,C)-limited
metric space for a fixed constant C' > 0. See [52] for further reference. This implies that
the Federer-Besicovitch covering Lemma (a generalization of the well-known Lemma in R")
applies. Hence, for any family Fs = {Bs(n)},cs> of balls with radius § < 1 there exists
subfamilies G, C Fs for 1 < k < 2C + 1 consisting of disjoint balls such that

20+1
ssc U ] B
k=1 BeG

where | | denotes the disjoint union. Since S? is compact there exists also a finite cover, i.e.,
the subfamilies G, are finite. Hence,

2C+1
S2 C U |_| B(g(nkﬂ‘).

k=1 1<i<N(k,0)

Let now £ > 0 and h € R, Similarly as in equation (A.41]) we estimate using first Jensen’s
inequality

| @ Tle (@) = Tale)(a + b

—/Hgdm /Szdn [(/11(» goj(x—)\n,n)>m— (/tw g0j(x+h—)\n,n)>m}

Crm ! ?
< — dx[/ dn/ d)\[goj(az—)\n,n)—goj(x—i-h—)\n,n)]]
47 113 S2 -1
2
< Cp dﬂ;/ dn
3 s2

=Cp dx/ dn
m JURST NS Bs(ng)

1

2

1
/_1 d\ [pj(z — An,n) — @j(x + h — An,n)]

2

1
/1 dX[pj(z — An,n) — ;j(z+ h — An,n)]

(A.43)
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2C+1 2

1
= On Z /3 /N(k5>B (s )dn /qu%( —An,n) —@j(x+h—An,n)]
2C+1 N(k,) 1 2
< Cp Z / dx Z / dn / dX [pj(x — An,ng;) — ej(xz + h — An,ng ;)]

p—1 /1 i—1 7 Bs(ni,q) -1

20+1 N(k,5)

+Cn / dx / dndo (6)?
Z 13 ; Bs(ng,:)

2C+1 N(k,9)

<CNI<:62 Z/dx/dn
3 S2

2

/ AN [5 (= A i) — o5 + b — An )]

+4Cm(20+1)/ dz | dno(6)?,

113 S2

where in the last inequality we used that the balls {Bs(ngi)}, ;< N(k.s) are disjoint. We choose

thus 6o > 0 such that 4C,,(2C + 1)o(dp) < g. Lemma with equation (A.10]) implies for
any (k,i) with 1 <k <2C + 1 and 1 <i < N(k,dy) the existence of some hg(k,i) such that

2

€ 1
d d dA | - A i) — Qj h — An,ng.;
/1'[3 a:/s2 n/ [pj(x — An,ng;) — pj(z + n, )] <20m(20+1)N(k,50)2
for all |h| < ho(i, k) and for all j € N. Hence, choosing hg = Lin {ho(k,7)} we conclude

1<i<N (k,d0)

[ 4o Tl @) = Tule o+ b

for all [h| < ho and all j € N. Hence, the sequence (T}, [¢;]); is compact in L2 (I1?). O

We extend now Proposition to other more general type of operators involving line
integrals. To this end we define for ¢ € L>®(I13) and 0 < s < t < %, x € II? and n € S? the
line integral

t
Ly i—slpl(x) = / d\p(x — An). (A.44)
Then the following lemma holds.

Lemma A.1. Under the notation above let (¢j)jen € L™ (HB) be a sequence of periodic
functions with ||pjllcc < M. Let € > 0, then there exists hg > 0 such that

/ dzx
H3

2

£ T ilifl@) = Ll + )

= /1]3 da ]éz dn |Lnt—s|e;)(x) — Lng—s[ejl(z + h)‘Q <e (A.45)

for all |h| < hg and j € N and uniformly in t,s. This equi-integrability condition implies as
in Pmposition the compactness of any sequence fwo dn (Lyt—s[p;](z))™ in L*(I1%) for any
fired m € N.

Proof. We expand the functions ¢; in their respectively Fourier series as

E:a] zkm

ke 73
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. . e R . T
hence their associated auxiliary measures ;" are given for R € 77 by

EY |ag;|25ﬁ € My (S?). (A.46)
ke 173
|k|>R

For any s,t € [O, %} with s < t we compute for k € %ZB’ and n € S?

t ) —it(k-n) _ _—is(kn) ) oy S (t — 8)7)
—ik-An _ € € _ 9,—i(t+s) (k-n) < 2
/ dXe in 2e 2 - .

Therefore, the auxiliary measures associated to the operators L, ;s acting respectively on ¢;
are given by

t—s,R j (2 2
sz (W) = Z |a{C 4 T i3 e My (S ) (A.47)
ke 5520
|k|>R
Since % < a we notice that the auxiliary measures are uniformly bounded and satisfy

L 5 L?
— 7R
’/qt@,js < (t—s)’py < Zﬂj S M

Hence, exactly as we have argued in Proposition we see also in this case that for any
0<kr<l

.2
/ dn/ dl/ X{0<|w n|<k} < C(L, M)k — 0,
S2? S?

as k£ — 0 uniformly in j € Nand ¢, s € [0, g] Moreover, estimating the sine function by 1 we
also have for fixed Kk > 0

O(L, M)
d dyt=>f <20
/§,2 n/S2 v, X{|w Tl|>li} R2FD2 — U,

s R — oo uniformly in j € N and ¢,s € [O, %] Thus, we conclude once again that for any
e > 0 there exists some Ry(g) > 0 (independent of j € N and ¢, s € [0, £]) such that

/ dn/ dz/t SRw) <e,
s2 s2

for all R > Ry, for all j € N and for all t,s € [0, é]
Let us define Cp, = |II3| = (2L)3. We can write for any ¢, s € [0, L] with s < ¢ using first
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Jensen’s inequality and secondly that {%Leik'm}k s form an orthonormal basis of II?
€1

/3
1_[D

2

]é2 dn Ly o[03)(2) = Los—slpj](x + h)

i\r) — t—s|P5 ]\ T 2
< [ ol n-so@) = Lnailealta 4 )

, kn) [?
2 |sin ((t - s)—) 9
Y ][ dn ‘ai‘ 4 2 ‘1 - eZk'h‘ + 402][ dn/ R ()
S2 k-n S2 S2 J
keZz3
|k|I<R
< C3M(t — 5)2R2|BJ? 4+ AC2 ][ dn / a9 )
2 2 ’
522l o 2 (t—s),R
< CrM*—R|h|* +4C7 £ dn | dv, 77 (w).
4 S2 S2 J
Hence, taking R = Ry <ﬁ> and hg = W\ﬁ\/@ we conclude the desired equi-integrability

result

/3
1_ID

2

A7 Lng=sl](@) = Lng—slgs)(@ + 1)

< [ F, dnllniilol@) - Luadioslo + D <
13, Js2
for all |h| < ho uniformly inj € N and ¢,s € [0, £]. O

A.3.3 Proof of Theorems [A1] and [A.3]
We can now prove Theorems and A crucial step will be to adapt Proposition

in order to show the compactness of the operators B° instead of the operator defined only by
one line integral.

Proof of Theorem[A.3 We first extend by 0 the function u. and ~(u.). Assuming without
loss of generality that 0 € Q, since ¢, has compact support in B.(0) C By(0) for all € < 1
we see that v(u:) * ¢- and u. have both support contained in [-D — 1, D + 1]3, where we
denote by D = diam(Q). Let us extend periodically in R? both functions u. and y(u.) * ¢. in
13, =: [-2D — 2,2D + 2]3. Then we see that

s(z,n) D
/d:n/ dn/ ug(x—rn)dr:/dx/ dn/ ue(z — rn)dr.
Q S2 0 Q S2 0

With the same notation of Lemma we consider the operators Ly ,_s[¢](z) acting on
¢ € L°(11%), n € S? and z € 113, given by (A.44). In the case s = 0 we simplify the notation
by Lyr—ol¢](x) = Lyr[¢](z). Using (A.24) and the radial symmetry of ¢, we see

/ A€/ (102) (€)Bpp.0 ) * Be(€) = / "N (y(e) * 62) (& — An) = Loy [r(ue) * 6] ().
R3 0
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Thus, we can write the operator B¢ (u.) in the following way changing the variables according
ton=x—1rn

D
B(ue)a) = [ ar | dnl(oue) = 00w (o = rm)exp (Lo (1(02) # 62) ()

+ /;2 dn G(n) exXp (_Ln,s(x,n) (’}/(’LL5) * ¢5) (x))
SR

(L (7(ue) * @) ()™

m)!

_ /0 e ]é dn [(y(ue) * éc) ue] (& — rn)

m=0
o~ (=)™ m
s [ 6) > (Lnagamy (0) 160 () (A9
S2 0 m:

Since the sequence B¢ (u.) is uniformly bounded by K in L*(£2), and thus by |Q|%K in L2(Q),
for the compactness we need again to show only the equi-integrability. Let now h € R? with
|h| < 3 and € < . Since we extended by 0 the function u. = B°(u.) outside ( it is true that
B (ue)(x+h) = B (ue) (x4 h)X{2+heq) (). Hence, we multiply by this characteristic function
also the integral definition of the operator as in , this guarantees the well-definiteness
of the function at = + h ¢ 2. We thus compute using Jensen’s inequality

| do B ) ) ~ B o )
* ¢z ) ug] (x —rn - (D" Ug ) * x))™
<c [ ]é in| [ aria e o0y )3 S s (00 60 @)

9] m 2

_/0 dTX{Ct-i-hEQ} [(v(ue) * @) ue] (x +h —rn Z 771? (Lo (7(ue) * de) (x + h))™

=0
/ dl’/ dn G ( ) (Ln,s(:v,n) (7(“5) * ¢5) (m))m
NG 0

2

- Z X{a:+h€Q} ( n,s(z+h,n) (V(UE) * ¢€) ('T + h))m

Applying now the triangle inequality we can further estimate

/ d |B° (u2) () — BE () ( + )2

D
< O3 K / daxpneey [ dr o dn
Q 0 S2

> 0 (L ) £ 60) ()

m!
m=0

2

D X _1\ym
[ S L () 00) @)

2

< [((v(ue) % ge) ue) (x = rn) = (V(ue) * ¢e) ue) (x + h —rn)]

(A.49)
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> EV L (1) 60) @)

+C(G)/ deX{z+heQ}][ dn
Q s2

m=0
2
— (_1)m m
-> 1 (Lnp (7(ue) * &) (x + 1))
m=0 ’
+0(G) / dxX (orheay 1 dn { [6(_L"’5‘”*">(7(“6)*%)(9”)) - e(‘L”*D”(US)*%)@))} 2
Q S2

+ [e(_Ln,s(ac+h,n)(W(Us)*¢s)($+h)) _ e(_Ln,D(V(us)*¢s)($+h)):| 2}
+(C(G)+K*){zeQ:x+h &Q},

where the term in the second line is obtained applying Jensen’s inequality again and in the
last term we estimate the exponential by 1. We notice that

||Ln,r['7(u€) * Gellloo < DI|7ylloos

for any 0 < r < D and any n € S?. Hence, for any 6 > 0 there exists some M > 0 such that

2

Z (_ni?m | L (7(ue) * ¢e) Ol
m>M

<

9

[\CRS)

o

for all r € [0,D] and n € S?. Moreover, the smoothness of 9§ implies that there exists a
constant C'(2) > 0 such that

Hz e Q:x+h & Q} <C(Q)h].

In addition to that the convexity of the domain {2 and a geometric argument implies that,
since y(ug) * ¢¢ is supported in 2 + B.(0), there exists a constant C'(2) > 0 which depends
on the curvature of €2 such that

D
sup / ) # 6w = wm)dd < C@l
xre s(xz,n

nes?

where /¢ is due to the set of directions n € S? that are tangent to the boundary 9. Thus,

using also the well-known inequality |e™® — e~¢| < |a — b| for a,b > 0 we compute

/Q da | B (uz) (z) — BF (ue) (x + )|
2

> L ) 60 (O
m>M

M D
IR Y 1) () (D2 ) [ e [
= m=0 m! 113, 0

x f dn | Ly (v(12) # 62) (&) — Loy (v(1) % 62) (& + b) 2
S2

< C’(D,G)HWHOOK2 sup sup
neS? 0<r<D

o0

(A.50)
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M+ L ommm [ P P
+C/H3 dx][ dn Z Tnl? Iv>™D /0 d/\l.../o dAm, /max()gigwi) dr
X [((’Y(Ua) * @) ue) (v —1n) — ((v(ue) * ¢e) ue) (v +h — T”)]

o@ S o4 (MY D)y2m-1) dn|L
+0@ 220140 () (D [ f L (0 +60)

—Ln,p ((ue) * ¢) (z + h)|> + C(G, Q) (IlI2e + K2 A7) .

In order to obtain these last estimates we used also that € C H3D since we are considering
non-negative integrands. Moreover, in order to obtain the term containing

D D
| @i [ @ Lm0 5 60) 0 )

0 0
— L x| (V1) % 60) ] (2 + h) [

for max(\) = maxg<;<a(A;) we changed the order of integration applying Fubini’s Theorem
and we saw recursively that

D r m D r r
/ dr </ dA) :/ dr/ d)\l.../ d\m,
0 0 0 0 0

D D D
:/ d)\l.../ d)\m/ dr. (A.51)
0 0 maxg<i<n(Ai)

Hence, applying Fubini’s Theorem and afterwards Jensen’s inequality we conclude

/ Car ([ trotu o)

X [((v(ue) * @) ue) (x —rn) — ((V(ue) * @) ue) (x + h —rn)]

2

D D
/ dA1 (y(ue) * ¢e) (z — /\171).--/ A (7(ue) * @) (2 — Amn)
0 0

2

D
X / dr [((v(ue) * ¢c) ue) (@ — rn) — ((v(ue) * ¢e) uc) (z + h — rn)]

D D
gDmMm/ d/\l.../ dAm
0 0

D
[ arita) <60 ue) o = )

max(\)

2

— ((v(ue) * @c) ue) (x + h —rn)]

We apply now the modification of Proposition as in Lemma Let us take the
sequence &, =: % for j € N. As we can notice in equation we have to consider the
operators L, ; and L, p_; for some 0 <t < D acting respectively on two different sequences
of functions, i.e. (fy(ugj) * ¢aj)j respectively ([’y(uaj) * (;Saj] uej)j. In order to simplify the
notation we write f; instead of f.,. We recall that these sequences are uniformly bounded.
Young’s convolution inequality implies indeed

sup [|7(u;) * ¢jlloc < [[Vlloo and  sup || (v(u;) * ¢;) ujllcc < K|Vl
Jj=0 j>0
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Hence, we can apply Lemma to these sequences.
Let now S > 0 be arbitrarily small. We consider the terms appearing in (A.50). The
convergence of the exponential implies the existence of My(5) > 0 such that

2

C(D, Q) H’yHOOK2 sup sup
nesS? 0<r<D

<

)

|

2 (_nlz?m [ L (Y(ug) * 65) ()

m>M

o0

for any M > M. Moreover, Lemma applied to Ly, [Y(u;) * ¢;] (x), Ln.p [v(uj) * ¢5] (),
and Ly, p—max(n) [(7V(uj) * ¢;) u;] () implies the existence of some ho(Mp, 3) > 0 such that

O IR S (o +1) (22 (D L@ [ ar

m=0

< dn L () 56 (2) = L (3(0) # 05) @ + 1)

M0—|—1 o D D D
+C " dq:]é2d mz:: 5 V5D /0 dAl-.-/O dAm /maXMKMO(Mdr
2
< [((3) * 6) ) (@ — 7m) = (3(u) % 65) ) (& + b — 7))
My
(m—1) *
+C(G)mZ::O(Mo+1)< ) (D) / £ dnlnp () 5 6)) @
~Lup (1) # 6) e+ WP < 2. (A5)

This is true because we are applying Lemma finitely many times, since the sum is finite.
Moreover, the equi-integrability result of Lemma is uniform with respect to the length
of the line along which we are integrating. It applies hence to all terms appearing in (A.52)).
Taking now in (|A.50))

2
.G oy o VP

Jo = S —
’ B 2K+/C(G, Q)

we obtain

/de 1B (u;) () — B (uj) (z + h)|* < B

for all j > Jo and for all |h| < min (hg, h1). The continuity of the functions u; and the fact
that for j < Jy we have only finitely many elements of the sequence imply the existence of
some 0 < Hyp < min (hg, h1) such that

/Qda: 1B (u) () — B (uy) (@ + B)|* < B

for all 5 > 0 and all |h| < Hy. Hence, the sequence (Bj (uj))j cn is compact in L? and
Jey and a function u € L%*(Q) N L>°(Q2) such that uj, =

le(ujl) — u both in L? and pointwise almost everywhere as | — co.

there exists a subsequence (B (uj,))

The uniformly boundedness of w;, and also of 7 (uj;,) implies the convergence in LP for
p < oo of y(uj) * ¢j; — y(u) as I — oo and hence for a subsequence (say still u;,) the
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convergence holds also pointwise almost everywhere. Indeed,

1y () * @5 — () lp
< My (ug) * by = v(w) * Gjillp + [l (w) * 5 = (W)l
< 1y (uze) = 2 (@llplldgll + 117 (w) * b5 —=v(w)]lp, = 0 uniformly in I,

where we used the Young’s convolution inequality combined with the fact that ¢; are pos-
itive and with the dominated convergence. Finally another application of the dominated
convergence theorem implies

wj, = B (uj,) — u = Blu) (A.53)

pointwise almost everywhere as [ — oo and u = B(u) pointwise a.e. Hence, u is the desired

solution to (|A.23]). O
A direct corollary of the proof of Theorem [A-4]is the following.

Corollary A.2. Let {p;}jen and {¢;}jen be two bounded sequences in L>=(Q) for Q C R3
bounded with C?-boundary and strictly positive curvature. Let also f € L°(S?) be non-
negative. Then the sequences

/SQ dn /OD dre; (x — rn) exp (- /0 i — )\n)d)\)
/82 dn f(n) exp <— /OD i — An)d)\)

are compact in L?(Q2). In particular they are L?-equiintegrable in the following way: For any
e > 0 there exists some hg > 0 such that for all j € N and all |h| < ho both estimates holds

/ng; /San/ODdr [cpj(x—rn)exp (—/Orz/zj(x—)\n)d/\>

—j(x+h —rn)exp <— /0 (@ +h— )\n)d)\ﬂ

§47r/ﬂdx/82 dn /ODdr [goj(x—rn)exp <—/0T1/Jj(x—)\n)d/\>

and

2

—pj(z +h — rn)exp (— /Orwj(wh - An)dA)] .
and
/Qda; /SQ dnf(n) [exp (— /ODz/Jj(a:—/\n)d)\>
—exp (-/Oij(:Hh—An)dA)] 2
< 4r|fll e /Q dx /S dnf(n) fexp (— /0 Dwx—wdx)
—exp <—/0D1/1j(x+h—)\n)d)\> 2 <.

Combining this result with Corollary we see that the following proposition holds.
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Proposition A.2. Let Q C R® bounded with C?-boundary and strictly positive curvature. Let
also {pj(z,w)}jen C C (S?,L> () be uniformly bounded and satisfying the assumption of
Corollary [A); i.e.,

i (-,n1) = 05(,n2) | Lo () < o(d(n1,m2)) — 0,

uniformly in j € N if d(ny,n2) — 0, where d is the metric on the sphere and o € C (R4, R)
with o(0) = 0 is a uniform modulus of continuity.. Let {¢;(z)}jen C L () be a uniform
bounded sequence. Then the new sequence

D T
/S? dn/o dro;(z — rn,n) exp <—/0 pj(x — )\n)d)\)

is compact in L*(Q).

Proof. We apply Federer-Besicovitch covering Lemma for the sphere S? as we did in Corollary

to the result of Corollary O

This completes the proof of the existence of solutions to the case of Grey approximation.
Then we can further use this result to prove our main theorem (Theorem [A.1)) for the pseudo
Grey case as follows.

Proof of Theorem[A.1, We expect for the pseudo Grey case the same result to hold. Let
ay(T(2)) = Q(W)h(T'(2)),

for some non-negative bounded function Q(v). Then define

u(z) = 4 /0 " dv Q)B,(T(x)) = F(T(x)).

We notice that by the monotonicity in of B, (T) in T also F' is monotone with respect to T
and hence T(z) = F~!(u)(z). Denoting by v = h(F~!) and by f, = B,(F~!) we see that u
solves

I QWA (um) fululm), Nl
ua) = [ av [ ay SIS, p< - aen <<>>d<)

T /0 v /San exp ( /m(mﬂczww(u(c))dc) Q)gu(n). (A54)

We regularize this equation in the same way as in Section [A.2.3and (A.25)) and obtain for ¢.
a standard positive and symmetric mollifier the following fixed-point equation.

)2 (v(w) * de) () fu (u(n)

[z —n?

u(z) = Bo(u)(x) = /000 dv an Qv
X exp <— oo Q) (v(u) * ¢¢) (C)dC>
1)

+/0 dv /52 dn exp (— /[x’y(x’n)] Q) (v(u) * ¢2) (C)CK) QW)gv(n). (A.55)

Then the L*™-estimate and the equicontinuity (or more precisely uniform Hoélder continuity)
of the right-hand side of (|A.55)) hold once more in the same way as in Subsection Also,
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B. is a continuous operator. We hence have solutions u.. We need to show the compactness
of the sequence of regularized solutions u;, where ¢ = L We consider similarly as in the
proof of Theorem the line operators acting on some suitable sequence given for r € [0, D]
by

<

Q(V)Ln,r (V(UJ) * @j) (ZL') and Ln,D—r <7(Uj) * ij/o Q(V)Bu (F_l(u)) dV) (ZL‘)
By the definition of uw obtain the following uniform estimate

sup
€

() * 65(2) /0 T QW)B, (F (uy) (2)dv

< [Ivlloollulloo;

where ||u||o is the uniform upper bound of u;. Hence, we can write as before the operator B;
in polar coordinates according to

By = [ aaw) [ an [ ar i)+ ) Q0 ) e
< exp (~Q(0) Ly (1(uy) * 05) (1)
[T / dn exp (~QU) Lus(om) (1) * 65) (2)) Q(¥)gu(n).

Thus, using the boundedness of @ and the estimate [;° Q™ (v) f,(z) < |Q[% [|ulloo similarly
as we did for equation (A.50) we can obtain

/ dz |Bj(uj)(x) — Bj(uj)(z + h)[?

2

< C(D,2.9) % QI g% sup H O 0 0) 1L (1) 6) 1"
i, *
M
+ Ol 207 +1) (2) (ke D)™ QU2 / da / dr
m=0

[ dnlLar () % 05) @) = Loy () 2 6) (@ + 1)
M 1 D D D o)
+C dx/ dn Z +2 Iy Hszm/ d>\1.../ d)\m/ dr/ dv
5 e — 0 0 maxo<;<a (A;) 0

< [((v(u) * 67) Q"2 (W) fu () (& — rn) — ((v(ug) * 6;) Q" () f (wy)) (w + b — )]

2

M

£ 0(0) S0+ 1) () fae?m ||@H2m+2/ /dn np (1(13) * ;) ()
2

m=0

= Ln,p (7(uj) * ¢5) (x + h)

(9@, 9) (rwnioj n |ruuio|h|2) . (A56)

where we used the triangle inequality as we did in . In addition, for the tails of the
exponential terms in the estimate, we use the supremum norm and use that [;° Q(v) f,(u;) =
uj. For the terms involving the finite difference of powers of line integrals we argue as we
did in taking the absolute value inside the integrals, estimating each term using the
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boundedness of Q(v) and the integrability of f, and applying Jensen’s inequality in the end.
The term in the fifth line of is obtained using the identity given by Fubini’s
theorem and changing the order of integration so that the integral with respect to v is the
most interior one. Hence, we conclude with Jensen’s inequality. The last term in is
obtained exactly as the last term in . We conclude the compactness of the sequence
u; = Bj(u;) in L? as we did in the proof of Theorem We hence fix first of all the My > 0
such that the first term in the right hand side of is smaller than % for an arbitrarily
small 8 > 0. This is possible because

sup QW) L, (V(u5) * ¢5) (2)| < D[Qlloo]| oo

v>0, neS?
0<r<D, z€f

After that, since the sequence y(uj) * ¢;(x) [y° Q™ 2(v)B, (F~!(u;)) (z)dv is uniformly
bounded for all m < My + 1, all arguments in the proof of Theorem still apply and
hence the line integral of this sequence is also equi-integrable. Hence, arguing in the same
way as in the proof of Theorem we see that a subsequence uj, converges pointwise almost
everywhere to the desired solution u = B(u). O

A.4 Full equation with both scattering and emission-absorp-
tion

In this section we consider the full equation with both scattering and emission-absorption
terms. We study the case when the scattering coefficient and the absorption coeflicient depend
on the local temperature 7'(x). The radiative transfer equation can be written as

n-Vgl,(z,n) = oy (T(2)) (By (T'(2)) — L(z,n))
+as (T() [( /S dn’ K(n,n') 1, (r, n’)> (e n)] . (AST)

We consider as in the previous sections equation coupled with the condition of
divergence-free total flux in equation and the incoming boundary condition (A.7). We
will consider in this paper only the case of isotropic scattering, i.e. the case where the scat-
tering kernel is invariant under rotation.

We notice first of all that the isotropic property of the scattering kernel implies its sym-
metry.

Lemma A.2. Let K(n,n') be rotation invariant, i.e. K(n,n’) = K(Rn, Rn') for alln,n’ € S
and R € SO(3). Then K(n,n') = K(n/,n).

Proof. Let n,n’ € S2. We denote by 6 € [0, 7] the angle formed by n,n/ on the plane spanned
by these unit vectors. We denote moreover by Ry € SO(3) the rotation matrix defined by a
rotation of 7 around the bisectrix of # lying in the plane spanned by n and n’. Then we see that
Rgn = n' and Ryn’ = n. Hence by assumption, K(n,n’) = K (Rgn/, Rgn) = K(n',n). O

A.4.1 Main result in the case of the Grey approximation

We consider first the case of Grey approximation, i.e. we assume the coefficients and the
scattering kernel to be independent of the frequency and we denote af = a® and o) = a°.
We will now prove a theorem about the existence of solutions to similar to Theorem|A.3
The main difference with the setting of Theorem is the presence of the scattering operator.
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In the pure emission-absorption case the motion of the photons between one emission and the
next absorption is rectilinear. On the contrary, in the presence of scattering, the photons
move along a polygonal path between emission and absorption events. In order to take it into
account we will define suitable Green functions that incorporate the polygonal motion due to
the scattering. Using these Green functions it will be possible to find a fixed-point equation
for the temperature analogous to that includes the non-rectilinear motion between
emission and absorption events (cf. equation ) We show the following theorem.

Theorem A.4. Let Q C R? be bounded, convexr and open with C?-boundary and strictly
positive curvature. Let a® and o be positive and bounded C*-functions of the temperature,
independent of the frequency. Assume K € C! (82 X SQ) be non-negative, rotationally sym-
metric and independent of the frequency with the property @ . Then there exists a solution
(T, 1,) € L>®(Q) x L= (Q,L> (S*, LY (Ry))) to the equation (A.57) coupled with sat-
isfying the boundary condition , where the I, is a solution to in the sense of

distribution.

For the proof we proceed in the following way. As indicated above we begin constructing
a fixed-point equation for the temperature which contains information about the scattering
processes. We will hence regularize the problem, similarly as we did in Section and will
prove the existence of regularized solution using the Schauder fixed-point theorem. At the
end we will use the compactness theory developed in Subsection in order to show the
convergence of a subsequence of the regularized solutions to the desired solution.

We define for z,2z9 € Q and n € S? the fundamental solution I (z,m;z0) solving the
following equation in distributional sense

n-Vel(z,n;xo) = a*(T(z)) | K(n,n)I(x,n';x0) dn’
S2

— (o (T(x)) + a* (T'(x))) f(:L‘, n;xo) + d(x —x9) (A.58)

and the boundary condition for z € 02

I(l’, n; ‘TO)X{n-nI<O} =0,

where n, denotes the normal outer vector to 9 at x. Similar to the Poisson kernel for the
Laplace equation, for x € 2, 2o € 9 and n,ng € S? we define the function v (x, n; 29, no) by
the equation

- Vat(amiao,no) = 0*(T(@)) [ K (ool z0,m) do

— (@ (T(2)) + o® (T(x))) ¥(x,n;x0,n0), x € L, (A.59)
5(2)(71, no)

yp , €8, ng- Ny, <0,

w(CE, n; Zo, nO)X{n-nz<0} = (539(% - 1’0)
where we denoted by 8 the two dimensional delta distribution on the sphere and by dg¢ the
two dimensional delta distribution on 0€). This allows to include the effect of the boundary.

Before moving to the computations of such functions we see that the intensity of radiation
can be expressed by these two functions as follows.

I,(zx,n) = /Qd$o (T (x0)) By (T (x0))1 (z, n; z0)

+/ dno/ dxo gu(no)Y(xz,n;xg,ng). (A.60)
S2 o
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Thus, plugging (A.60) into (A.6) and using (A.3) we obtain

0=V, F(z) = div < /O Ty /S dn /Q do 0®(T (20)) Bu (T (0) ) (2, m: )
+ /0Oo dv /S2 dn /S2 dng /69 dxg gy(no)nw(x,n;xo,ng))
—0 / dn / do o (T(20))T* (x0) [5(:1: — @) — a%(T(x)) I (z, n; xo)}
S2 Q
+ O'/SQ dn/ﬂdxo (T (x0))T*(z0)a® (T (x)) [/SZ dn' K (n,n')I(z,n'; z0) — f(x,n;xo)]
+ /S2 dn /S2 dno - dzo G(ng) |:045(T(.%‘)) . K (n,n )(z,n'; 29, n0) dn’
- (@*(T(@) + a*(T)la. i 0.
— droa®(T(@) T4 (z) — a®(T(x))o /S dn /Q do 0 (T (o)) T (w0) I (x, m: o)

—a(r(a) [ an [ dng | doo Glnoyi(e.nio.ma).

where we defined G(n) =: fooo dv g,(n), and the last equality holds by the property (A.4)
of the kernel K integrating first with respect to n. Hence, defining u(x) = 4noT*(x) and
dividing by a®(T'(x)) we get the following non-linear fixed-point equation

| i , @ulzo))u(o)
u(w)—/ﬂdo/gzd g I(z,n;x0)

—I-/ dno/ dn/ dzo G(no)v(xz,n;x9,n0), (A.61)
S2 S2 [2)9]

where by an abuse of notation we define a®(-) = a® (/=5 )-

A.4.2 Construction of the Green functions in the Grey case

Let us now construct the Green functions I and ©. We start with the first function. Denoting
by H(-) the Heaviside function and by P the projection P = I —n ® n, we see using the
Fourier transform that the distribution fo(z,n;30) = H(n - (v — 20))0® (P (z — 20)) solves
in distributional sense the equation

n -V fo(z,n;zg) = 6(x — x0)

with zero boundary condition.
Hence, the function fi(x,n;z0) = fo(x,n;z0) + [gs dy F(y)fo(z,n;y) solves in distribu-
tional sense the equation

n-Vyfi(z,n;zg) = F(x) + 0(x — x0).

Notice that by definition of fo we have [p; dy F(y) fo(z,n;y) = f(f(x’n) dtF(x —tn). Moreover,
the function fa(xz,n;x0) = fo(x,n;xz0) exp (— f[%@] a(ﬁ)ds(f)) solves in distributional sense
the equation

n - Vg fo(x,n;20) = 6(x — 20) — a(x) f2(z, n; 20),
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since é:ﬂ Vg f[xo ] a(§)ds(§) = a(x). Hence, we conclude that

zo|
x,n;x9) = folr,n;xg)exp | — a(f)ds
Fla,mix0) = fola,ni x0) p( /[] (© (5))

+ [ dy F(y)fol, niy) exp <— /[

R3 Y,z]

a(&ﬂﬁ(f)) ;

solves in distributional sense the equation
n-Vaf(z,nzo) = 6(x — xo) — a(x) f(z, n;20) + F(z).

Thus, with these considerations we write the Green function I as

I(z, n;20)

= xa(xo) exp (— /[ [0 (u(€) + o (u()] dé) H(n- (@~ 20))0@ (Pl (@~ 20))

s(z,n)
[T et (uta — ) exp (— [ ) + " (e da)
X /S2 dn' K (n,n)I(x — tn,n’; 29). (A.62)

This is a recursive formula. After having regularized it we will write down the Duhamel series
for this Green function.

Similarly, we can construct the function 1. We notice first of all that for xz¢o € 02 the
distribution % solving the equation is a solution to the equation

n - V.W(x,n;z9,n9) = a*(T(x)) ; K (n, 0 )W (2, n'; 20, o) dn’
@ (n,n
— (@ (T(x)) + a” (T'(x))) W (2,1 20, n0) + d(x — xo)w.

47

As we have computed above for fy, as = approaches to xg the leading term of the distribution
W (zx,n;x0,n0) is given by

52 (n,ngp)

W (z,n; x0,m0) ~ H(ng - (x — x))6? (P,f;) (x — xo)) gy

As for the Poisson Kernel in the case of the Poisson equation, we expect W to differ from 1)
only for a Jacobian as x — = € 092 with n- Nz < 0 and ng - N, < 0. We compute now the
Jacobian. Hence, we consider ¢ € C2°(9Q) with supp(p) C B?*(Z). We assume without loss
of generality T = 0, Nz = —ej and n - e3 = 0. We compute

/82 dng /89 dzo p(w0)H(no - (x — 20))s® (P’% Ch x0)> W

- / dzo (o) H(n - (z — x0))6® (Pni(x - 330)> . (A.63)
oN

For € > 0 small enough we can approximate 99 N B%(0) by R3, N B.(0) and we define for

x} > 0 the constant extension p(zf, 23, 23) = (23, 23). Moreover we see that in the rotated
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coordinate system given by y; || n and y3 || e3 we have

5P (T — 20)) = 0(y2)d(ys3)
—5 <_ L 0 Nof? (2 — ) + n- N3] (2 _g;g)> 5 (a5 — )

1

§ (—tan(0) (' —z) + (@* —25)) 0 (z° — 23) . (A.64)

where 6 is the angle between n and e, hence |n - Nz| = cos(6). Since x — Z, we conclude our

computation putting (A.64) into (A.63) and thus

@ (n,n
/82 dng /69 dzo p(xo)H (ng - (x — 0))0? (Pnlo(a; — x0)> 5(47;0)
= / dzo 6(z" — xé)%@(wo)é (—tan(9) (7' — 28) + (T* — 23)) 6 (2* — z)
]R3+ \n NI’
_ (7
Vo (A.65)

We have just proved that in distributional sense we have

6@ (n,ng) N o0 (T — x0) 6 (n, ng)
4m a—=7  |n- Nz 4m

H(ng - (x = 20))0® Py (x = 20))

2 539(5 — xo) 52 (n, no)

1o - N, | 47
Hence, as x — ¥ the distribution v is given at the leading order by
52)
o Nl H(no - (x — 20))6? (B (x — a)) Tre), (A.66)

We note also, that P:-(z — x¢) is not non-trivial only in a neighborhood of y(z,n) € 9Q and
y(z,—n) € 9. Moreover, H(n - (x — y(x,—n))) = 0 while H(n - (x — y(x,n))) = 1. Hence,
with the same reasoning as in equations (A.63)) and (A.65) we see that for any = € )

6@ (n,
[ [ doo Ino Naylioteo) o - (@ = 20))5® (Piy (o = o)) S )
S2 o0

47

= @(y(z,n)). (A.67)

We conclude the derivation of the Green function v integrating by characteristics the equation

(A.59)) with the boundary value given by (A.66) and we obtain

Y(z,n;x0,n0) = |no - Nyo|H(no - (x — x0))

(2)
x 62 (PL(z -z wex (— a®(u o’(u d)
(Bt —0)) " exp = [ o (ut6)) + @)

s(z,n)
+/O dt o’ (u(z — tn)) exp ( /[x_m’x} [a®(u(§)) + o (u(§))] df)

></ dn’' K (n,n")(x — tn,n’; z9,m0). (A.68)
SQ
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A.4.3 Regularized fixed-point equation in the Grey case

We proceed now with the regularization of the fixed-point problem stated in . Similarly
as we did in Section we regularized the fixed-point equation mollifying with a standard
positive and rotationally symmetric mollifier the absorption and scattering coefficients. For
I € {a,s} denote in order to simplify the notation o!(u) * ¢-(z) = al(x). Notice that ol (z)
still depends on the temperature. We recall also that

[T w0l de = [ F00(6) do)
x7y
Hence, we define I.(x,n; zo) and ¥ (x, n; xg, ng) solving the regularized equations

n-Vel(z,n;30) = a(z) [ K(n,n')I(z,n';20) dn'’
S2

— (ag () + &g () I (x,n;x0) + 6(x — x0), (A.69)

with zero incoming boundary conditions and

n - Ve (x,n; xo,n0) = ag(x)/ K (n,n" ) (x,n'; 20, n0) dn'
SQ

— (g () + af (x)) Y= (2,03 20,10), T € Q (A.70)
52 (n,ngp)
—
Hence, the exact recursive formulas defining the regularized distributions are given by

wé‘(xa n;x07n0)X{n-nz<O} = 68Q(‘T - .'L’()) y L S Q7 no - Nm() < 0.

I (2, m; 20)

= xa(x0) exp (— /[ [02(©) +az(©) d€> H(n - (@~ 20))0@ (P (@ — 20))

s(z,n)
[ ezt~ tmyexp ( | ][a3<s>+az<s>]d5)
x/ dn’'K (n,n)I.(z — tn,n';20), (A.71)
S2

and

Ye(x,n; 20, m0) = |no - Nao|H (no - (x — 20))

@) (n,n
% §(2) (péa(g; — CUO)) 6(47;0)exp (— /[ o] [a2(€) + aZ(¢)] df)

s(z,n)
+/O dt oi(x — tn) exp (— /{mm,x] [2(§) + (€] df)

x/ dn'K (n,n")e(x — tn,n’; z0,n0). (A.72)
S2

Next we show the existence of regularized solutions u. to the equation

I P TR ) TR C P
u€(x)—/ﬂd0/82d e I (x,n;x0)

+ /SQ dnyg /82 dn /89 dzo G(ng)e(x,n; xo, ng)
=: Be(us)(z) + Ce(us) (). (A.73)
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We aim to use Schauder fixed-point theorem. We start showing that the operator mapping
u € {C(Q):0<u< M} to the right-hand side of is a self map taking M large enough.
Similarly as in we will first show that B° is a contractive operator. To this end we
consider the function

H.(z,n) :/degag(u(xo))fa(m,n;:cg) (A.74)

and we will show by means of the weak maximum principle formulated in the next Subsection
that 0 < H.(x,n) < 0 < 1, which will imply the contractivity as

IB.(u)(2)] < \uusup/ d:z:o/ R G S . (A.75)
0 S2 471'

A.4.4 Weak maximum principle

In order to show that B¢ is a contractive operator we consider first the function H. defined
in (A.74). Integrating with respect to xg the differential equation (A.69) satisfied by I. we
obtain the differential equation satisfied by the function H. in the sense of distribution:

0= Le(H:)(z,n) — ag(z)
=n- -V H(z,n) —al(x) (1l — H.(x,n))

—ai(x) . dn' K(n,n') (He(z,n) — He(z,n')) . (A.76)

With the following weak maximum principle we will show that 0 < H.(z,n) < 1. To this end
we consider the adjoint operator defined by
L(p)(x,n) = —n - Vap(z,n) + (a(z) + a2(z)) (z,n)

—ai(x) . dn’ K(n,n")p(xz,n’). (A.77)

Lemma A.3 (Weak maximum principle). If a continuous bounded function F(x,n) sat-
isfies the boundary condition F(x,n) > 0 for x € 0Q and n -n, < 0 and the inequality
Jszdn [odz LE(p)(z,n)F(z,n) > 0 for all non-negative p € C* (Q x S?) with p(z,n) = 0
for x € 00 and n -ny >0, then F(x,n) >0 for all x,n €  x S?.

Remark. Before proving Lemma we notice that by definition H; is a continuous function
which also satisfies H.(z,n) =0 for x € 9 and n - ny < 0.

Proof. Assume that the claim of Lemma is not true. Then there exists an open set

U C Q x $? such that F(x,n) < 0 for every (z,n) € U. Let £ € CL (U) with £ > 0 and & # 0.
We then consider the continuously differentiable function ¢ defined by

Let us assume first that such ¢ exists. Then we can compute
0< / dn / dz LI (p)(z,n)F(z,n) = / dn / dx {(x,n)F(z,n)
S2 Q S2 Q

= / dn dx §(z,n)F(z,n) <0.
U
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This contradiction implies the claim F(z,n) > 0 for all z,n € Q x S
We show now that such ¢ exists. Solving by characteristics the equation

Lz(cp)(x,n) = f(l‘,n),

with boundary condition ¢(z,n) = 0 for x € 9Q and n - n, > 0 we obtain the following
recursive formula

(z,—n) t
o(x,n) = /0 &(x +tn,n)exp <— /0 [ad(z + ™) + ai(x + Tn)] d7'> dt
s(x,—n) t
+ / dt of(z + tn) exp <— / [a2(x + Tn) + ai(x + )] d7>
0 0

></ dn’'K (n,n")p(z + tn,n’),
S2

where s(z, —n) is the length of the line connecting x € Q with the boundary 952 in direction
n € S?. We still have to prove that ¢ is continuously differentiable and that it is non-negative.
Since all functions o, K and the exponential functions are non-negative and continuously
differentiable we consider the Duhamel expansion of ¢ as

(z,—n) t
o(x,n) = / &(x +tn,n)exp <— / [ad(x + ) + a(z + Tn)] d7'> dt
0 0
s(x,—n) t
+ / dt o(x + tn) exp (— / [@d(x + Tn) + ai(x + Tn)] dT) / dn'K (n,n’)
0 0 S?
(z+tn,—n’) t
X / E(x+tn+tin',n') exp <— / (ag +al)(x+tn+ Tn')dT) dty
0 0

4= ZTZ(x,n) (A.79)
i=1
Recursively, using

D d r
/ dr — 7 &P (—/ [a2(z+rn)+ai(z + rn)]) <1—elollePg < 1
0 0

for D = diam(Q2) and ||a||oc = ||a® + 0|, the symmetry of K so that
/ dn’ K(n,n') =1,
S2

we can estimate each term of the Duhamel expansion of ¢ by |T;(z,n)| < ||€]|eeD8~! and
hence we obtain the absolute convergence of the Duhamel series since

oo
Ielloo < lI€llwD Y 6" < o0
i=0
This implies the non-negativity and the continuity of ¢. To prove that ¢ is differentiable
one proceeds in the same way. We write the recursive formula for the derivative of ¢ and we
estimate the Duhamel expansion similarly as we did for the boundedness of ¢ using this time
also the uniformly boundedness of . We omit this computation since it is very similar to the

one in (A.79). O]

With this weak maximum principle we can carry on the proof of the contractivity of the

operator B¢ in (A.73).
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A.4.5 Existence of solution to the regularized problem

We can apply the weak maximum principle to 1 — H.(z,n). Indeed, L.(1 — H.) = 0 in
distributional sense. With an approximation argument we see that

/s2 dn/Qd:U Li(¢)(z,n)(1 — He(w,n)) > /82 dn/m dz o(z,n)(1 = Ho(z,n))n - ny > 0

for any non-negative p € C! (Q X SQ) with ¢(z,n) =0 if x € 9Q and n - n, > 0. For similar
arguments see also [82]. Therefore the weak maximum principle implies H.(z,n) < 1 for all
z,n € QxS

Hence, estimating then H.(z,n) by 1 in the following equation obtained by integrating

the equation (A.71)) for I. we get

He(z,n) Z/ﬂdwo ag (u(zo)) exp (—/[ ][a?(€)+a§(§)} dé)

x H(n - (z — x0))5? <PnL(:J: - xo))

s(z,n)
+ /0 dt of(x —tn) exp <— /[:C_tw] [a2(§) +aZ(¢)] d&)

s(z,n)
X /S2 dn'K(n,n"YH.(x —tn,n’) = /0 dt aZ(x —tn)exp <— /[$—tn,m] [a2(&) + ()] d{)

s(z,n)
+ /0 dt o (x — tn) exp <— /[m—tn,m] [ad(&) + a(§)] df)

></ dn'K(n,n"YH.(x — tn,n’)
S2

s(z,n)
< / dt (ag(z —tn) + aZ(x —tn)) exp (—/ [a2(€) + aZ(§)] df)
0 [z—tn,x]
< (1 . e—”a“wD) —9<1,

where D is the diameter of Q, |||l = ||@® + @®||co- The second equality is given solving the
delta distribution together with the Heaviside function, while the first inequality is obtained
by the isotropy of K so that fs2 K(n,n’) dn’ = 1. Thus, equation implies that B¢ is
contractive with [B.(u)(x)| < 0||u/sup-

We move now to the estimate for the boundary term given by C.(u). It is enough to show
that this term is uniformly bounded (say by a constant C' > 0), then for M > fce we have
|Be(u) + Ce(u)] < M for all x € Q and 0 < w < M. In order to prove the boundedness
we expand this boundary term in its Duhamel series taking as starting point the equation
satisfied by C.(u). We simplify the notation denoting by AL(y,z — y) the function

ol (u(y)) exp (= Jj, . [0f(u) + a2(u)] d§
Al(y,z —y) = ’ p( {[z;]y|2 ) (A.80)

for I € {a,s} and by E.(z,w) the function of w € S? and z € Q given by

E.(z,w) = exp —/ [a(u) + o (u)] d | . (A.81)
[y(z.w),2]
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We put (A.72)) into the definition of C. in (A.73]), we use (A.67) and the notation above

and we compute
C.(u)(z) = / dn G(n)E.(z,n)
S2
x —
+ [ anazine =) [ dnoGla) B.(r.no) K (”,no)
Q S? |z — 7]
x —_— —
+/anz4§(n,w—77)/ﬂdm Ai(m,n—m)K< i " >

o=l Tn=ml
n—m Ny
[ oG Bt )t () = ). (48

We now estimate every term ;. The first term is estimated by

Ui (w)] < 47| G oo,

since the exponential term is bounded by 1. Estimating again the exponential term by 1 and
g(n) by |G|/~ and using the isotropy of the scattering kernel we compute

U5 ()] < [l / A (n,z — 1)

<HG||OO/ dn/ dr <—exp< /dt[ (a:—tn)—l—ozﬁ(x—tn)]))

< Am0)|Gllo, (A.83)

where § = 1 — e~ llell=D For the next terms we proceed similarly.

x_ JE—
U5 ()] < [1Gloc /Q dnAz(n,z — 1) /Q dn, A:m,n—m)K( non-m )

|z —n|" |n—m|
< 0]Gloc /Q dn A2(n, @ —n) < 4702 G, (A.84)

where we estimated

/SQ dn/ (—exp( /rdt lal(y — tn) +a§(n_m)]>> K (Hn) <o

Recursively, we conclude that the boundary term is uniformly bounded as

1
)| < Z UE (w)(z)] < 47| G lso Ze% = 4(|Glloo T 5 <% (A.85)
=0

In a similar way, combining the fact that each term U] maps continuously bounded (con-
tinuous) maps to bounded (continuous) maps and the uniform absolute convergence of the
Duhamel series we can conclude that C. is a continuous operator. Next we prove that
B:(u)(x) + Ce(u)(z) is Holder continuous. This will imply on the one hand that the oper-
ator is a self map and on the other hand that it is compact. Hence, Schauder fixed-point
theorem concludes the existence of the regularize solutions satisfying . Before starting
this proof we recall that we have shown in Section the Holder continuity of all kind of
operators given by

)

[ oL ulm) exp (= [, [02(w) + az(w)] d¢)
Q

|z — 77|2
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for I € {a,s} and

dn exp <—/ [al(u) + af(u)] d£> .
S2 [y(z,n),x]

Moreover, in order to see the Holder continuity of the interior term we have to expand the
recursive formula of B; in its Duhamel series. We hence put (A.71) into the definition of B,

in (A.73) and we compute

Al (xo, z — xo)u(zo)

Bu(u)(w) = | day

0 471'
A%y, — — —
+ dn/ dm AZ(n,z —n) o, 1 = T )ulm) 5 ( R )
o Ja 4m lz —n|" |n —m|

A%(na,m1 — 1)
+/d77/d771/dn2 Ax(n,a = ) A, — ) 222 - n2)u(r2)
Q Q Q T

xK(x_n ”_771>K<”_”1 ’71_”2>+---:§:v5(u)(g;), (A.86)
=1

lz —nl" [n—m| I —ml |m —n2|

where we used that

_ 1
o —xol?

/S2 dn H(n - (z — 20))6@ (P (z — z0))

in distributional sense.

Remark. Notice that (A.82) and (A.86)) encode the fact that due to the scattering the photons
move along a polygonal line.

Notice in addition that also B, maps continuously bounded (continuous) functions to
bounded (continuous) functions. This is due to the uniform absolute convergence of the
Duhamel series (similar calculation as for and ) and the continuity of each term
V¢ in .

We aim to show the Holder continuity of the operators B and C°. We consider hence
u e C(2) with 0 <u < M. As we did in Subsection we extend u continuously on the
boundary 99 and then u, a®(u) and o*(u) by zero outside Q. We proceed now estimating
term by term the following difference for h € R3 and z, = + h € R3

|B-(u)(x) = B(u)(z +h)| < Y |Vi(x) = Vi@ +h)|.
1=1

For the first term we use the result in (A.28) and (A.32) and conclude

1
Vi(z) = Vi(z + )| < C(Q, [[allo, ¢e)l[ufloo ]2 -

For the next order terms we need also to estimate expressions of the form

‘K<wn7 né)_K<w+hn7 né)"
[z =l |n—¢] [z +h—n|"|n—¢
Using the property of K being continuously differentiable in both variables and making use

of the triangle inequality we know that there exists a constant Cx > 0 depending exclusively
on K such that

1
’K(ar—nﬁ—ﬁ)_K(Hh—n’n—f)‘g 2CK|h|21. (A.87)
[z =l [n—¢ [z +h—mn|"|n—¢ |z +h —n|2
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We can hence proceed with the second term of the Duhamel series. We apply the triangle
inequality first and then we combine the results for (|A.28]) and (A.32) with the estimate (A.87))

and with the fact that |z|~2 € L'(B;(0)). Then we have

771777 771) r—n n—m
Vs Vs(x+h)| < ||u /d/ K( , )
V3 (z) — V5 ( ) < lull [ dn Tl T =]
x |AZ(n,z m Almm+h )l

+|ru|/dn/dn A=) g4 1)

X‘K<$—n’ n— 771>_K<x+h—n’ 77—171>‘
[z —nl"|n—m| |z +h—mn|"|n—m|

1 S S
< Huuooe/ a4 |4, —n) — A2,z + b )

s,z +h— m
|z +h — 77|
1 1
< J[ulloct (€92 62, llalloo) + 4nCicllalloeD? ) BI7,  (A.88)

A
T ullsoCrc 1] 36 / dn

where we estimated as we did above

/dmA?(m,n—m)K< — 1 771>
Q

lz —n|" |n —m|

/San/ dr_exp( /”'>K<rz_2|’”)§9’

with § = 1 — e~ lel~P and similarly also

1
/ dm AZ(m,n— "71)4* <.
0 viy

We can iterate this procedure for all terms in the Duhamel series and we obtain the following
estimate

|Be(u) () — Be(u)(x + h)

< Jlulloe (C(2, 6, lalloc) + 4nCiclle o DF ) [JE 3 6

=0

1
= J[ulloe (C(2 62, llalloe) + 47Cixcllalloc D? )

—5 (A89)

Using the result (A.34)) combined with (A.87)) we see in the same way that also the boundary
term operator is Holder continuous with

|Ce(u)(2) = Ce(u)(z + h)]

1
< 47 Glloe (C(9, 62, llallo) + CieD¥ oo <1 + 1) hIE. (A.90)

Indeed, we compute using (A.34]) for the first term in the Duhamel series of the boundary
term

Ui () —Ui(z + h)| < HGHoo/SQdH |E-(z,n) = E(z+ h,n)| < [|GlloeC-C(Q)|A]2
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Moreover, the estimates (|A.28)), (A.32) together with (A.87)) gives for the second term

U5 () — U+ 1)
<Gl [ dno [ an 6 (2200 ) 142002~ n) — A2(aa 40— )

-1 x+h—n
16 o = (=) =5 (=)
1G] |, dno | dn 2(n, @ n) Pt P

< Gllaclhl? (CC(Q) + CrenDY ).

Similarly integrating first with respect to ng, then with respect to n; and finally with respect
to 7 we obtain

U5 () — Us (x + h))|
xTr — —

n—m s s
K( ,m)MAmx—m—A4m$+h—ml
’77—771\

NGl [ [ am [ dno Az<m,nn1>Az<n,m+hn>K("‘m n)
QO Q S2 |77—771|

>%K($—U7Wﬂh>_K<$+h—ﬁ7U—m>’

lz—n|" [n—m)| |z +h—n|" |n—m]
< HGHme/anrAan,x—n) — A3,z + h— 1)

A(n,x+h— m

|+ h — n\
1 1
< |Gllcflh|2 (cgo(o) + C’K47rD§) :

ITCTI oML /
Q

Iterating this procedure we obtain the estimate (|A.90]).

Hence, (A.89) and imply that the operator B + C. is a compact selfmap, mapping
continuously uniformly bounded continuous functions to Holder continuous functions. Thus,
by the Schauder fixed-point theorem we obtain for every £ > 0 a solution u. to .

A.4.6 Compactness of the sequence of regularized solution and proof of
Theorem [A_.4]

Proof of Theorem[A] In order to end the proof of Theorem [A4] we will show that the
sequence of regularized solution u. to the equation (A.73) is compact in L2. We already know
that this is true in the case of pure absorption and emission, as we have seen in Subsection
We will use the compactness result of Subsection in order to show that the same
result holds also in the case of scattering. A crucial role is played in this proof by the result of

Proposition Let us consider a sequence €; = % In order to simplify the notation we define

the sequence of regularized solutions u.; = u;, the coeflicients ozlej (ugj) =al

(uy) as well as all
kind of operators B., = Bj, Cc; = Cj, Aéj (y,z+y) = Ag (y,2z+y) and B¢, (2,w) = Ej(2,w).
By the uniformly boundedness of the sequence and the boundedness of 2 we have only to

show the equicontinuity, i.e. we want to prove that for any 8 > 0 there exists a Hi(5) > 0



A.4. SCATTERING AND EMISSION-ABSORPTION 121

such that

/Q do B (u;)(x) + C; (uj) () — By(uy)(x + h) — C5(u) ( + h)P

<C(a®,a,Q,M,G)3 (A.91)
for all |h| < Hy and all j € N. Notice that the constant C'(a®, a®,Q, M,G) is independent
of j € N, of 3> 0 and of h € R?. This would imply the L?—compactness of the sequence
B;(uj) + Cj(uy).

In order to prove this statement we start recalling the boundedness of the interior term
Bj(u;) and of the boundary term C;(u;) as

sup |Bj(uj)(z)] < supz ‘VJ ‘ < Mﬁi 0) = 1Mf06, (A.92)
=0

where § = 1 — el®l=P < 1. The computation is similar to the one we did in (A.85) for the
boundary term and to the Holder estimate in ({A.88). Moreover, (A.85)) implies

sup 1C;i(uj)(

aceQ

Hence, let 5 > 0. There exists an No(3) > 0 such that

2

; u (x)) <8 (A.93)

[o.¢]
sup Z

T€Q =N,

Vj(x)‘ +

Thus, using the triangle inequality we obtain

/de 1B;(uj) () + Cj(u;)(x) — Bj(uz)(x + h) — Cj(uy)(x + )|

2

No—1
S2B\Q]+2/daz Zw V(a4 h)
No—1 2
/dw Zuﬂ — U (z+h)
Ng 1 9
<25\Q]+2N02/da: di (x+h)’

No—1

+ 2N, Z /dx

. 2
e Z/{f(az—kh)‘ . (A94)

We aim to use for each term

/dm
0

for 0 < 1 < Ny — 1 the results in Corollary and Proposition in order to show that
they are equi-integrable.

. . 2
J@) -t (@+n)|

. , 2
i(x)—Vf(:c—i—h)‘ and /d:c
Q
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Let us start considering the interior terms and we write each of them in spherical coordi-
nates. We extend by 0 all the functions o and u; which are defined only on the domain .
We denote by D = diam(2) as usually. For i = 1 we have

VI (z) = /S dn /OD druj(z — rn)ad (uj(z — rn))
X exp (- /0 [0 (u;(z — An)) + o (u(z — An))] d)\) .

We notice that taking ¢;(z) = u;(z)a§ (uj(z)) and ¢;(z) = of (uj(z)) + o (uj(z)) Corollary

implies the compactness of the first interior term. Let us consider the second term. There
we define

D
Fj(g) (x,w) = /0 d\ /82 dn K(w,n)uj(r —rn)aj (uj(r — An))

X exp (- /0 " 02 (uy (@ — 7)) + @ (5@ — )] d7~>

We notice that F' ]-(2) is uniformly bounded in both variables and that it is uniformly continuous
with respect to the second variable. Indeed, we can estimate on the one hand

‘Fj(?) (m,w)‘ < Mf | dn K(w,n) = M6 (A.95)
S2

and on the other hand also

‘F]@) (z,01) — F? (x,wQ)] < MO | dn |K(win) — K(wsn)| < 4mMOCkd(w1,ws). (A.96)
N

Hence, defining also the error term
2 b 2
R; )(a?) = ][ dn/ d)\Fj( )(m — An,n)aj (uj(x — An))
§2 (s(z,n))
A
X exp (—/ [a? (uj(x —rn)) + o (uj(z — rn))] dr) (A.97)
0
we can write the second term of the operator B; as
2 ) Y Ap®
Vi(z) =-R;"(z) + ]éQ dn/o dAF;™ (z — An,n)af (uj(z — An))
A
X exp (—/ [a? (uj(x —rn)) + o (uj(z — rn))] dr) . (A.98)
0
We notice that since oj(u;) is supported in €2 + % we can estimate the error term by
1
(2) 12
(R (@)] < Mol 0C(®) ( 5

Hence, taking ¢;(z,w) = Fj(z) (z,w)aj

A.2implies the compactness in L?(Q) of Vf(w) + R§2) ().

(uj(z)) and ¥;(z) = af (uj(x))+aj (uj(z)), Proposition
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We are ready now for the generalization of this result. We define for ¢ > 2 the functions
(l)(a: w) and Rg )( ) by

. D D
F’j(z)(x,w) —/ dAQ/ d)\,/ dng/ dn,- K(w,ng)...K(ni_l,ni)
0 0 S? S2

A2
x  (uj(x — Agnz)) exp <_/0 [0 (uj(x — rn2)) + of (uj(z —rng))] dr)
X .. X uj(x — ANy + -+ — )\mz) ?(uj(x e )\an))

A
X exp <_/0 [ (uj(@ — Aong + - - - — rny)) + o (uj(x — Agng + - - - — ;)] dr) (A.99)

and
Vf( @) ][ dn/ d)\F(Z (z — An,n)aj (uj(z — An))
S2

X exp < / [0 (u;(x — 1)) + o (u; (& — rn))] dr) ~ (A.100)

0

Thus, we estimate

i i— i ) i 1 2
| (0| < M8, [RP (@) < (0= DM lallt ' C(2) (j) 7

as well as

| (@,01) = B (2, w0)| < 4mMO™ Ccd(wor, wa).

Again, Proposition [A.2| implies the L?-compactness of Vij (x) + REZ)(x) The compactness of
Vij (x) + Rgi) (x) for 1 <i < Ny(B) implies the existence of an hg > 0 such that

/de b

= 3No(B)

for all |h| < hg, for all j > 0 and for all 1 <i < Ny. Hence,

J@) Vi) loaaleto@ (5) o

/Q dzx |Bj(uj)(z) — Bj(uj)(z + )|
No—1

< 2810 + 2N, Z /d:p

1
B 219 +1) + C(, [|aflco, M)N(?;, (A.102)

2
Vj($+h)

i

for all |h| < hg and for all 7 > 0.

We examine now to the operator Cj(x) associated to the boundary term. We proceed
similarly as for the interior term rewriting each expression Z/{Z.j in spherical coordinates. We
start as usual with ¢ = 1, where we have

s(xz,n)
U () = / dn G(n) exp <_/0 [ (uj(x —rn)) + o (uj(z — rn))] dr)

= /82 dn G(n) exp (— /OD [0 (uj(z —rn)) + o (uj(z —rn))] dr) - 72;.1)(:3),
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where

‘Rgl)(x)‘ = dn G(n)

SQ

s(z,n)
exp <— /0 [ (uj(x —rn)) + o (uj(z —rn))] dr)

—exp <_ /OD [af (uj(@ —rn)) + a5 (u;(z = rn))] dr)] ‘

D
< dn G(n)/ ‘oz? (uj(x —rn)) + o] (uj(x—rn))‘dr
S2? s(z,n)

1
1\ 2
< 16l el (3)
Moreover, taking ¢; = af(u;) + oj(u;) and f = G, Corollary implies the compactness of

uj — R in L2(92).
We proceed with ¢ = 2. Here with the change of variables n = z — A\;n; we obtain

(@) = [ dn A500~n) [ dnaGlno)Es . mo) K (”,no)
Q s2? |z — 7
s(z,n1)
= / dnl/ dAl/ dnoK(nl, no)G(no)aj-(uj(a; — )\1%1))
S2 0 S2
A1
X exp (—/ [0 (uj) + af (uy)] (z — rnﬂdr)
0
(z—A1n1,n0)
X exp —/ [ (uj) + o (u))] (x = Ay — rng)dr
0
@) NG
= Rj (iL') + /2 dm / d)\le (x — )\1711, nl)aj(uj(x — )\1721))
S 0
A1
X exp <—/ [a? (uj) + a3 (uj)] (x — rnl)dr> ,
0
where

QP (w,w) = /S _dn G(n)K(w,n) exp (— /0 ’ [a% (uj) + af (uy)] (z — rn)dr)

and

1
=) < oG ol 04 1) ()
Moreover, we see ‘Q? (x,w)‘ < ||G|loo and a similar computation to the one in (A.96)) shows
QP @,w1) = Q) (@,02)| < G112 Crcd(wr, wa).

Hence, Proposition (A.2) implies for ¢;(z,w) = ai(uj(x))QE»Q) (z,w) and ¥ = af (u;) + aj(u;)
the L?-compactness of Ug — 725»2).
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We proceed iteratively. We define for ¢ > 3 the functions
(i) b
QW (,w) = /2 an/ Ao KK (w, ) (us ( — Agia)
S 0
A2
X exp (—/ [a? (uj) + o (u])] (x — rng)dr>
0
X ... X / dnzG(nz)K(nl,l,nl)
SQ
D
X exp <—/ [oF (uj) + o (uj)] (2 — Aang — ... — rni)dr) (A.103)
0

and Rg.i) = L{Z-j — Q?. Similarly as for the case i = 2 we can estimate
QY ()| < 042G
and

)Qy)(%wl) _ Q‘gi)(gj7w2)‘ < H(i_2)HG||L1C'Kd(OJ1,W2)~

Moreover, the remainder statisfies

) i— 1 %
R @) < e lallnt® ()

Again, Proposition |A.2|implies the L?-compactness of Uij (z) — Ry) (z). The compactness
of L{ij () — Rgi) (x) for 1 < i < Np(p) implies the existence of an hy > 0 such that

/de ‘2 b

. 1
<L 4 QINC(G, )| crl|eed (;) (A.104)
for all |h| < hq, for all j > 0 and for all 1 <i < Ny. Hence,

Ul (x) = U (x + h)

~ 2No(B)

/Q de [Cj(uz)(x) — Cj(uy) (@ + )P
No—1

. . 2
< 28|19 + 2Ny Z /dw ’Uf(a:) — Ul (z+h)
i=1 /9

1
< B01+1) + @ ol IV (4105

for all |h| < hy and for all 7 > 0. Putting equations (A.102)) and (A.105) in (A.94) we obtain
for 8 > 0, which was chosen arbitrary, the following estimate

| o 185 05)(0) + €5 uy)(@) = Byas) o+ ) = Gy ) o + )P
< B0 +2) + C( o]l G AN T, (A-106)

2No(B)?
B

for all |h| < min (ho, k1) and for all j > 0. Taking now Jy = we obtain

/Q d |B;(u) () + Cj(uy) () — By () (& + B) — C(ug) (s + )
< C(Q,]|a)leo, G, M)B, (A.107)
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for all |h| < min (hg, h1) and for all j > Jy. Since Jy € N is finite and Bj(u;) and C;(u;) are
continuous there exists an Hy < min (hg, h1) such that

/Q dz |Bj(u;) () + Cj(u;)(x) — Bj(u)(x + h) — Cj(uy)(z + h)|* < B, (A.108)

for all |h| < Hyp and 1 < j < Jy. Hence, we have just proved that the uniformly bounded
and tight sequence B;(u;) + C;(u;) is equicontinuous in L? and thus compact. There exists
hence a subsequence uj, = Bj,(u;,) + Cj,(u;,) and a function u € L?(Q) N L>(£2) such that
uj, = Bj,(uj,) + Cj,(uj,) — w in L?(Q) and pointwise almost everywhere as [ — oo.

The uniformly boundedness of u;, and also of a* (u;,) and o (u;,) implies the convergence
in LP of a® (uj,) * ¢, = a®(u) and o’ (u;,) * ¢j, = a®(u) as | = oo for p < co. Therefore for
a subsequence (say still uj,) the convergence holds also pointwise almost everywhere. Finally
a combination of the dominated convergence theorem for finitely many terms in terms in the
Duhamel series and the convergence of such Duhamel series implies

uj, = By, (ujz) +Cj, (ujz) — u = B(u) +C(u) (A.109)

pointwise almost everywhere as | — oo and u = B(u) + C(u) pointwise almost everywhere.
Hence, u is the desired solution to (A.61)). O

A.4.7 Existence of solution for the pseudo Grey case

We want to show the existence of solutions also in the pseudo Grey case, i.e. when the
absorption and scattering coefficient depends also on the frequency via the relation o%(7'(x)) =
Qu(v)a®(T(z)) and o5(T(x)) = Qs(v)a*(T(x)). We assume that Q; € C* (Ry) and o' €
C! (Ry) for i = a, s. It is not difficult to see that similarly as Theoremimplies Proposition
[A2] and the Corollary [A2] also Theorem [A] and the Federer-Besicovitch covering’s lemma
implies the following Proposition.

Proposition A.3. Let {¢;}jen C L™ (Q, L' (Ry)) and {¢;}jen € L™ (2, L (Ry)) be two
non-negative bounded sequences with Q C R® bounded, convex with C%-boundary and strictly
positive curvature. Let also f € L™ (Sz, Ll(R+)) be non-negative. Then the sequences

/s2 dn/ODdr/Ooodugoj(x—rn,l/)exp <—/Orwj(x—)\n,u)d)\>
/82 dn/ooo dv f(n,v)exp <— /OD (@ — An, u)dA)

are compact in L*(2). If moreover {p;j}jen C C (S?,L> (2, L' (Ry))) with

and

055 w1) = @i (s w2) | oo, Ry y) < 0(d(wr,w2)) = 0

as d(wi,ws) — 0, where d is the metric on the sphere and o € C (R4, R) with 0(0) =0 is a
uniform modulus of continuity, then the sequence

D 00 r
/ dn/ dr/ dvpi(x —rn,v,n)exp (—/ Yi(x — An, V)d/\>
S? 0 0 0

is also compact in L*(Q).

Now we are ready to prove the existence of solution in the pseudo Grey case.
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Proof of Theorem [A-2 We proceed similarly as we did in the proof of Theorem [A.4]indicating
where differences arise. With the same notation as in Theorem [A.4] we define therefore the

Green functions I, (x,n xg) 1, (x,n;xe,ng) by

n- fo,,(a:, n;xo) = Qs(v)a’(T(x)) . K(n, n’)fy(m‘, n'; z0) dn’

— (Qu(v)a® (T()) + Qu(v)a® (T(x))) T, (w, ns w0) + 3(x — 29)  (A.110)

with boundary condition for x € 0f2

IV(J"’ n; ‘TO)X{n-nz<0} =0

and
- Vot (om0, o) = Qu)a*(7(a) [ Koo'y fo.n'san, o) dnf

—(Qa(v)a® (T'(z)) + Qs(v)a’ (T'(x))) Yu(x,n; 0, ng), z €N, (A.111)
5(2) (nvnO)
a7

Then the intensity of radiation can be expressed in terms of these two functions as follows.

wl/(x’ n§$0,n0)X{n~nx<0} - 689(1‘ - xo) y L S Q, no - NIQ < 0

I,(x,n) = /Qda:o Qo) (T(x0)) By (T (x0)) I, (z,n; x0)

+/ an/ dzo gu(no)y(x,n;x0,n0). (A.112)
S2 o0

Once again plugging in the definition of I, (x,n) into equation (A.6)) we obtain the following
fixed-point equation

= n OOV T v)2a® (u(z “u(x [(z,n x
a) = [ n [ av [ dzo QP (ulea)) By (P (ulao)) o o)

—i—/o dl//s2 dn/S2 dn0/6Qd:L'0 Qa(v)gu(no)ty(x,n; xo,no), (A.113)

where u(z) = 47 [;° Qa(v)By(T'(x)) = F(T(x)). Since B, is a monotone function of the
temperature, F' is invertible.

Once more, we regularize the equation through a a sequence ¢. of standard positive radial
symmetric mollifiers. We hence define I} (x,n o) and ¢ (z, n; zo,ng) by

n- Vil (z,n;x0) = Qs(v)a’(T'(+)) * ¢€(x)/ K(n,n")I;(z,n';20) dn’
SQ
— (Qu(¥)a (T()) * 6u(2) + Qo(w)a® (T())  6(w)) IE (w3 w0) + 8w — w0)  (A114)
with boundary condition for x € 99
I (x,m; $0)X{n~nx<0} =0
and
S i 0, m0) = Qu()a () 6x(a) | K oy o' ma)

— (Qa(1)a® (T'()) * ¢e(x) + Qs(v)a® (T'()) * ¢e(x)) ¥y (2,15 w0, m0), © € X, (A.115)
6@ (n,ng)

e ,.%'EQ,’I?,O'NQUO<0.

Yy (@, 05 X0, N0) X {n-n, <0} = o0 (T — To)
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The associated regularized fixed-point equation for

uw) = [ " dv Quv)B,(T(x)) = F(T(x)),

is defined for any € > 0 by
ue(z) = / dl/Qa(V)Q/ dxo/ dn o(20) By (F~(ue(x0))) I(2, n; 20)
0 Q S?

+/0 dvQq(v) /S2 dng /S2 dn /89 dxo G(no)vs (z,n; z0, 1)
=: Be(ug)(x) + Co(us)(z), (A.116)

where u. is the solution of the fixed-point equation for ¢ > 0 and we used the notation
al(x) = of(uc(+)) * ¢e(x) for i = a,s. The same reasoning and computations we did in
Subsection hold also in this case, so that we can write the explicit recursive formula
for both IF and ¢¢ as

I (w,m; o) = xa(zo) exp (-/[ ] [Qa(v)ag(§) + Qs(v)a2(§)] d€>
x H(n - (z — x))6? (P,f‘(x — xo))
s(xz,n)
dt Qs(v)ai(z —tn)exp | — o(v)ad s(v)ai(é)]d
[ Qe —m) p< | @u0E©) + Qa6 s)
X /S2 dn'K (n,n")I.(x —tn,n;xq), (A.117)
and

¢§(9€, n;$0>n0) = ‘n(] ) ng’H(nO : (J) — xo))

@ (n,n
% 5@ (ano(x . ;EO)) 5(47;0) exp (— /[ o [Qa(v)al(§) + Qs(v)aZ(€)] df)

s(xz,n)
[T Quwaz - e (— | }[Qa(V)a?(ﬁ)+Qs(V)a§(§)]d€>
></ dn' K (n,n'Yie(x — tn,n’; 20,n0). (A.118)
S2

With these expressions we recover also the Duhamel representation of the bulk and boundary
operators by

B:(u)(z) = /0  vQu(v) /Q iy @a()02(@0) By (ulzo)

|z — 202

X exp (— [z + @.waze) d&)
[xo,7]

(A.119)
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> z—n n—m\ Qsw)ai(n)
dvQ, dn | dn K ,
+/0 Ve (V)/Q 77/9 n <!w—77\ In—nll) |z — n?

. Dot . Qu(v)a(n1)B, (u(m))
xexp( /H (Qu(¥)a(€) + Qs(v) E<s>]ds) Tt

X exp (— | 1Qu@at©) + Quiw)az(©) d§>
[71.m]

+/ dl/Qa(V)/ dn/ dm/ dna AZ(n,x —n,v)AZ(n,n —m,v)
0 Q Q Q

x_ J— J— —
xAsmz,m—w)&(u(m)m( non ”1)K(” m ’72>
W—U’W—m| !ﬁ—m|mrﬂm

o= Y Vi) @),
=1

where we used the definition

Aoy = 2ov) = T o (— [ e + @uwacte) df) .

For the boundary operator we obtain similarly

= dv (22(1 14 dn v(in)ex — (;)a v Oég u) + Qs v Oé;:9 u)l| d

S

+/0 dv Qa(V)/anAS(n,:r—n, v) /82 dnogy(no)

— v)al(u s()al(u =N n
xexp< [ @z + Qo >]ds>K(x_n|, y

+/0 dv Qa(V)/anAi(n,x - V)/Qdm A%, — 1)
T—n n-m
K (!l‘ - |n— 771\) /s2 dnogy (o)
_ a ; 0=
e ( /[y(m,no),nl Qel¥)az(u) + Qel)otu) dg) " <\77 - ml’no>

=) U (u)(x). (A120)
i=1

It can be shown, as we did in the pure Grey case, that the operator B, is a contraction, while
the operator C. is bounded. For the first claim, we need to use a new version of the weak
maximum-principle. We see that defining the function H.(z,n,v) by

Ha(z,n,v) = /Q 0y Qu(v)o (o) v (u(zp))
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it satisfies the equation

0= Lé(Hé)(xa n, V) - Q(l(V)ag(x)
=n- -V H(x,n,v) — Qu(v)al(x) (1 — He(x,n,v))

— Qs(v)ai(z) /S2 dn' K(n,n') (He(z,n,v) — Ho(z,n/,v)). (A.121)

Notice that also in this case by definition H. is non-negative, continuous and bounded, where
the last assertions are due to its Duhamel expansion. Defining the adjoint operator by

L:(‘P)(xvnv V) =—n- Vx@(l'vna V) + (Qa(u)ag(x) + QS(V)ag(x)) @(xana V)

— QS(V)aj(a:)/ dn' K(n,n")p(z,n',v) (A.122)
SQ
we use the following weak-maximum principle

Lemma A.4. If a continuous bounded F(x,n,v) satisfies the boundary condition F(x,n,v) >
0 for x € 02 and n -ny < 0 and the inequality

/ du/ dn/dw Li(p)(z,n,v)F(z,n,v) >0
0 S2 Q

for all non-negative p € C* (Q x S? x R+) with p(x,n,v) =0 for x € 9Q and n-ny > 0, then
F(z,n,v) >0 for all x,n,v € QA x $? x R.

Proof. We assume that Lemmais not true. Hence, there exists an open set U C QxS? xR,
such that F(x,n,v) < 0 there. Taking then a function £ € C}(U) with € > 0 and £ # 0 we
define the non-negative continuously differentiable function ¢(z,n,v) by

L:(SO)(‘TJ%V) - §(m,n,u)

and with boundary condition ¢(x,n,v) = 0 for x € 9 and n - n, > 0. As we did in the
proof of Lemma one can show that ¢ > 0 and that it is continuously differentiable in all
variables. Finally, one uses the constructed function in order to obtain a contradiction since

OS/ dl// dn/ dxLZ(p)(z,n,v)F(z,n,v) :/dudnd:cf(az,n, v)F(x,n,v) <0.
0 S2? Q U

O]

Using the fact that L.(1 — H.)(x,n,v) = 0 and the weak maximum principle in Lemma
we conclude that 0 < H. < 1, where we used that by definition H.(z,n,v) = 0 for € 99
and n - n,; < 0. Once again, using the recursive formula for H.(z,n,v) and the estimate

D T
[t rmtess (= [ 1sto - mjar) <12 <1,
0 0

we obtain, by defining # = 1 — e~ ll*vlIP < 1 for |Jay|| = [|Qua® + Qs®||0, the following
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estimate
(z,n)
0 < H.(xz,n,v)= / dt a2 (z —tn)Qq(v)
0
t
X exp (—/ [Qa(v)ald(x —rn) + Qs(v)ai(x — rn)] dr)
0

N /Os(m,n) 0t 02 — tn)Qu(v) exp < /Ot [Qu(v)al(z — rn) + Qs(v)ai(z — rn)] dr)

></ dn'K (n,n')H(x — tn,n’,v)

SQ
s(z,n)

< [ dtadte - m)Qu(v) + (e — )@ (0)
0

X exp <— /Ot [Qa(v)ag(z —rn) + Qs(v)ai(z — rn)] dr) <0<1.

Hence, we conclude the contractivity of the bulk operator via

0 < B.(u)(z) = /000 dvQq(v)? /Q dxo /S2 dn of(xo)ue(xo) I (x, n; x0)

< / " 0Qu(r) By (F\(lulloo)) He(,m, )
0
<OF (F([[ufloo)) = 0llullco-

On the other hand also the boundary term is bounded, indeed in the same way as we had in
the pure grey case using the fact that

/ AwQu(v) / dn g,(n) < 1|Qlolgll,
0 S2

we obtain ‘
U5 ()] < [1Qllsollgllo’,

for =1 — e~ llovIP < 1. Hence, the Duhamel series is absolutely convergent and
C-(u)(2)] < C(Q,a, D, g) < .

Moreover, the continuity of the operator B. + C. can be shown using the convergence of the
Duhamel expansions as we argued in Subsection

Thus, the operator B 4 C is a continuous self-map on the set {u € L>*(Q) : 0 <u < M}
for some M > 0 large enough. Moreover, in the same way as we have shown the Holder
continuity in the pure Grey case in Subsection using that

/OOO dv Qa(v) By (F~!([ulloo)) < [lulloo,

we can show that B. + C. acting on {u € C(2) : 0 < u < M} is a continuous self-map map-
ping continuous functions to Holder continuous function, hence it is a compact continuous
self-map. Schauder’s fixed-point theorem implies the existence of regularized solutions u. to

the equation (A.116]).

We are ready for the last step of the proof. We want to show the compactness of the
sequence of regularized solutions u1 =: wj. To this end we will use Proposition We
J
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proceed in the same way as in the proof of the pure Grey case of Theorem [A.4] We write the
terms in the Duhamel expansion of the bulk and boundary operators in spherical coordinates.
For the interior terms we replace the definition of F in (A.99) by

F()(xwl/ / d)\y.. / d/\/dng /dm (w,n2)...K(nj—1,n;)
S2 S2

< Qu(v)a <xA2n2>exp( /0 (Qu(v)a(z — rny) + Qu(v)a (ﬂanz)]d)
X By (F7Huj(z — Xona + .. — Aimy))) Qa(v)ax G(@ = Aang + .. — Ainy)

Ai
X exp (—/ [Qa( ) (ac —Xong + .. — ;) + Qs(V)a (m — Xong + .. — rnz)] dr> ,
0
for i > 2 and Fj(l)(x,w, v) = Qq(v) B, (F~(u)(x)). We notice that
0< / dI/.Fj(i)(l‘,w,l/) <61
0

(4)

Moreover, F;™ is also uniformly continuous with respect to the variable w. Then, Proposition
implies that all terms of the form

/dy/ dt/szan (z —tn,n,v)Qs(v)aj(z — tn)
<exp (= [ [Qulw)ate =) + Quwagte - run)] ).

for ¢ > 2 and

:/Ooody/ODdt/SanFJ“ ~ tn, ) Qu(v)a(x — tn)
cexp ([ [0l — ) + Quv)ad(e — rns)] dr)
- )

are compact in L?(€2). Since the error terms can be still estimated by
. - .1
Vi) = V()| < O(M, |l 26

and the Duhamel series is convergent, for any 5 there exists some Ny > 0 and an hg > 0 such
that

21
0 >

[ o 18, 05)(@) = By + 1) < 51 + 1)+ C@ ol IQIANGS, (4123

for all |h| < hg and for all j > 0.

In a very similar way we consider the terms in the Duhamel expansion of the boundary
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operator written in spherical coordinates. Here we replace the definition of Qg.i) in (A.103)) by

, D
le)(x’w,z/) = /S2 dng/o dAa K (w,n2)Qs(v)as(x — Aana)
A2
X exp <—/0 [Qa(u)a? (uj) + Qs(v)aj (u])] (x — rng)dr)
xmxéﬂwam%wmmHma

D
X exp (—/0 [Qa(v)a (uj) + Qs(v)af (uj)] (# — Aong — ... — rni)dr) , (A.124)

for ¢ > 2. Again, Q;i) satisfies the assumption of Proposition |A.3| with

0< /0 dv Qgi)(%w’”) < ||Q\|ooH9|\Loo(s2,L1(R+))9i_2

Hence, all terms of the form

U; = /0 du/o dt/S2 dn Qg- )(:U —tn,n,v)Qs(v)ai(xr —tn)
t
X exp (—/0 [Qa(v)af(x —rn2) + Qs(v)as(z — rny)] d7“> ,

for 7 > 2 and
i = [ v [ dn Quw)g o
0 S
D
X exp (—/ [Qa(v)af(x —rn2) + Qs(v)af(z — rny)] dr> ,
0
are compact in L?(2). Once more, the error terms can be still estimated by
i i i_ol
i) =) < gl el QU 20072

and

- 1
) )~ G} (@)] < (gl . Q1 9.

This together with the absolute convergence of the Duhamel series implies for any S the
existence of some Ny > 0 and an h; > 0 such that

/Q dx [C;(uy) (@) — C;(u) (@ + W) < B 210 + 1) + C(Q, lal. |l HgH)N(?j, (A.125)

for all |h| < hq and for all j > 0. Now we can conclude exactly as in the proof of Theorem
that the sequence u; = B;(u;)+C;(u;) is compact in L?. Extracting a subsequence converging
pointwise almost every where to some u and arguing with the dominated convergence theorem
and the absolute convergence of the Duhamel series we can show the existence of a solution

to the fixed-point equation (A.113]). O
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Appendix B

Equilibrium and Non-equilibrium
diffusion approximation for the
radiative transfer equation

Abstract: In this paper we study the distribution of the temperature within a body where
the heat is transported only by radiation. Specifically, we consider the situation where both
emission-absorption and scattering processes take place. We study the initial boundary value
problem given by the coupling of the radiative transfer equation with the energy balance
equation on a convex domain  C R? in the diffusion approximation regime, i.e. when the
mean free path of the photons tends to zero. Using the method of matched asymptotic
expansions we will derive the limit initial boundary value problems for all different possible
scaling limit regimes and we will classify them as equilibrium or non-equilibrium diffusion
approximation. Moreover, we will observe the formation of boundary and initial layers for
which suitable equations are obtained. We will consider both stationary and time dependent
problems as well as different situations in which the light is assumed to propagate either
instantaneously or with finite speed.

B.1 Introduction

The kinetic equation which describes the interaction of matter with photons is the radia-
tive transfer equation. The radiative transfer equation can be written including absorption-
emission processes and scattering processes in a rather general setting as

1
=0, (t,z,n) +n -Vl (t,z,n) =a;, — asl,(t,x,n)
c

+ ( K(n,n')I,(t,z,n) dn' — L,(t,x,n)) . (B.1)
S2

We denote by I,(t,z,n) the radiation intensity, i.e. the distribution of energy of photons
moving at time ¢ > 0, at position z € Q C R3 and in direction n € S? with frequency v > 0.
Moreover, ¢ is the speed of light in the medium that will be assumed to be constant. The
parameters af, a® and o are respectively the emission, absorption and scattering coefficients.
These are functions that can depend on the frequency v, on the position x or in the case of
local thermal equilibrium on the local temperature 7'(xz). The function K is the scattering
kernel. It can be considered as the probability rate of a photon to be deflected from an incident
direction n/ € S? to a new direction n € S%. The scattering kernel K can be assumed also

135
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to depend on the frequency v € R,. However, in this paper we omit the dependence on v in
order to simplify the notation. Notice that all the results that we will present in this paper
hold also in the case where K is also a function of v.

In this paper we will study the heat transfer by means of radiation under some assumptions.
First of all we consider only the case of local thermal equilibrium in which the temperature
T(t,z) is well-defined at any point x € Q and for any time ¢ > 0. This is not necessarily the
case in situations where the microscopic processes driving the system towards equilibrium are
slow. Such problems arise in applications to astrophysics (cf. [114]). Under this assumption
the emission coefficient takes a particular form. Indeed it is given by of = a%B,(T(t,x)),
where B, (T) = 2% : — is the Planck distribution of a black body. We assume also that

c2  hy
ekT —1
the considered material is isotropic without a preferred direction of scattering. Hence, the

scattering kernel K is invariant under rotations.

We couple the radiative transfer equation with the energy balance equation

CoT(t,z)+ 18,5 </ dl// dn I,,(t,:v,n)) + div (/ dl// dn nI,,(t,:n,n)) =0, (B.2)
¢ 0 s2 0 s?

where C > 0 is the volumetric heat capacity of the material. The combined system
and allows to determine the temperature of the system at any point when the heat is
transferred only by means of radiation. Notice that in we are not considering other heat
transport processes such as conduction or convection. After a suitable time rescaling we can
assume C' = 1. As boundary condition we consider a source of radiation placed at infinity.
Mathematically we impose

I(t,z,n) =g, (t,n) if x €0 and n-ny <0, (B.3)

where n, € S? is the outer normal to the boundary at point z. However, we could consider a
more general setting with the incoming boundary profile g, (¢, z,n) depending also on = € 99).

In this paper we will consider both time dependent and stationary cases. Assuming Q C R?
bounded and convex and as initial values the bounded functions Iy(z,n,v) and Ty(x), we
consider the following initial-boundary value problem

10,0, (t,x,n) +n- Vil (t,x,n) = a(z) (B,(T(t,z)) — L, (t,z,n))
+ aj(z) (oo K(n,n) L (t,z,n') dn’ — I, (t,z,n)) z€QneSit>0
oI + %&t (fooo dv fSQ dn I,(t,n, 1:))
+div ([,  dv [ dnnl,(t,n,2)) =0 z€QneSit>0

L,(0,z,n) = Iy(x,n,v) zeQneS?
T(0,2) = To(x) x €
( L(t,n,z) = g, (t,n) xr€eIM,n-n, <0,t>0
(B.4)
and the following stationary boundary value problem
n- Vol (z,n) = oyy(x) (B,(T(2)) — I, (2,n))
+ af(z) (Jeo K(n,n) L (z,n') dn’ — I (x,n)) x€QneSs?
div ([;° dv [so dnnl,(n,z)) =0 reQnes?
I,(n,z) = gu(n) x €90, n-n, <O0.

(B.5)
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Problems like and or similar equations related to radiative transfer are of-
ten studied in the framework of the so-called diffusion approximation (see [108,|152]). This
approximation is valid when the mean free path of the photons is much smaller than the
macroscopic size of the system. However, the mean free path of the photons can be small
because either the scattering mean free path or the absorption mean free path is smaller than
the size of the system. The main consequence for that is that, depending on the ratio between
the different mean free paths, the radiation intensity can be approximated by the Planck
distribution, i.e. B,(T), or it cannot be. The first case is denoted as equilibrium diffusion
approximation while the second one is referred to as non-equilibrium diffusion approxima-
tion. These concepts have been extensively discussed in the physical literature on radiation
(cf. |108./152]). The goal of this paper is to obtain a precise mathematical characterization of
these concepts, specifically to derive an accurate mathematical condition for the validity of
the equilibrium diffusion approximation and to determine the regions where the equilibrium
or non-equilibrium diffusion approximation holds for the specific problems and .
To this end, we will use perturbative methods and matched asymptotic expansions in order
to study different scaling limits for the scattering and absorption mean free paths.

B.1.1 Scaling lengths and results

We study the solutions of the time dependent and stationary radiative transfer equations
and under different scaling limits and we obtain suitable problems satisfied by
the limit of the solutions of the original problems. For these problems we will obtain either
the equilibrium or the non-equilibrium diffusion approximation. To this end we start defining
some characteristic lengths.

We consider a convex domain  C R? with diameter of order 1 and such that the size of the
domain is comparable in all directions of the space. Moreover, the characteristic macroscopic
length L is assumed to be L = 1. We remark that many of the results obtained in this paper
are valid also in non-convex domain. However, in non-convex domains we should take into
account also the consequences of incoming radiation into cavities, an issue that we will not
consider in this paper (see [83] for more details).

We will replace the absorption coefficient af(z) by

ay(z)
z B.6
oL (B0)
and the scattering coefficient o (z) by
a(z)
= B.7
0 (B.7)

where now o%(z) = O(1) and o (z) = O(1) are bounded by a constant of order one in both
variables. We denote by ¢4 the absorption length and by fg the scattering length. These are
also the mean free paths of the absorption/emission processes and the scattering processes,
respectively. In some physical applications it is convenient to assume af(x) or o (x) to tend
to zero for large or small frequencies v. The exact dependence of these functions on v will
be made after. Roughly speaking, we have to assume that they have to decay not too fast in
order to obtain that some integrals arising in the analysis are convergent.

In many technological applications it can be assumed that o} < a2 (cf. [152]). However,
there are also applications where the scattering plays a more important role than the absorp-
tion/emission process. This is the case for example in the analysis of planetary atmospheres,
see [b4,114].
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Another important scaling length that we should consider is the Milne length, which is
given by the minimum between absorption and scattering length,

Cyr = min{ly, lg}. (B.8)

The Milne length can be considered to be the effective mean free path of the whole radiative
process. The key feature of the Milne length is that at distances of order £); to the boundary
the radiation intensity becomes isotropic, i.e. independent of the direction n € S?. Since we
are interested in the diffusion approximation, we assume in the rest of this paper £j; < L = 1.

Another length which plays a crucial role in the analysis of this paper is the quantity that
we will denote as thermalization length which is the geometrical mean of the absorption and
the Milne length

Or = \/Calns. (B.9)

The thermalization length is the characteristic distance from the boundary in which the

radiation intensity I, approaches the Planck equilibrium distribution of the temperature.
We now replace in and the absorption and scattering coefficients by the ex-

pression in and @D The changes of the temperature take place in times of order

Uy
Th = min{¢2,, 1} >1
which will be denoted as heat parameter. Therefore, in order to obtain an equation that
changes in times ¢ of order 1 we will replace t by 7,t. Notice that, after this change of variable,
the changes of times t of order 1 are associated to relevant changes of the temperature of order
1. We will use this notation throughout the paper, i.e. we will denote by ¢ the time after the
change of variable. Hence, writes using L =1

L0, (t, . m) + Thn - Vol (t,,n) = “HE (B, (T(t,2)) — 1(t, z,n))
+ %?Th (fz K(n,n) (¢, z,n') dn' — 1, (t,z,n)) x € QneS*t>0
oT + %at (fooo dv [qo dn I, (t,n, ac))

+7’hdiv(fooodyfggdnnll,(t,n,x)) =0 reQnesS’it>0
I,(0,z,n) = Ip(z,n,v) reQneS?
T(0,z) = Tp(x) x €
L(t,n,z) = g,(t,n) x €0Q,n-n, <0,t>0.
(B.10)

We will also consider the case where the speed of light is infinite, i.e. ¢ = oco. This approx-
imation is justified if the characteristic time for the temperature to change is much smaller
than the time required for the light to cross the domain. In this case the equation will be

(- VI, x,n) = (T(t,x)) —I,(t,z,n))

a(é‘c (fSQ VI (t, 2, n') dn/ — I(t,z,n)) z€QneSit>0
0T + T div ([~ d’/fs2 dn nIV( ,n,2)) =0 r€QneSt>0
T(0,z) = To(x) reQ

( L(t,n,z) = gu(t,n) x €00,n -n, <0,t>0.

(B.11)
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Similarly, the stationary problem (B.5|) can be written as

n- Vol (z,n) = 29 (B, (T(2)) — I(z,n))

+ a%gx (fS2 K(n’n,)ll/(mvn,) d’I’L/ - Iz/(l',n)) x € Q,?’L S SQ
div ([;° dv [co dn nl,(n,z)) = reQnes?
I,(n,z) = g,(n) z€90,n ng <0.

(B.12)
It is important to remark that we assume g, (¢,n) in (B.10|) and (B.11]) to change in times of
order 1 after rescaling the time, i.e. we assume the incoming radiation g, to change in the
same time scale as the one for meaningful changes of the temperature.

Notice that at the first glance the time 73, does not seem to have units of time. However,
we must take into account that since L = 1, omitted in all the equations, all quantities ¢4,
lg, £pr and ¢ are non-dimensional parameters that have to be understood as %‘, %S, % and
%T. In addition we recall that we have chosen a particular unit of time for which the heat
capacity is C = 1. Hence, all the space and time variables appearing in — are
non-dimensional. We will see in Sections [B.4] to that the definition of the heat parameter,
namely 73, is motivated by the behavior of the radiation intensity in the bulk and it is the

order of time in which the temperature changes.

There are three characteristic lengths in — , namely £4, g and L = 1, and we
can consider several relative scalings between them. Since £3; < 1 in the case of the diffusion
approximation, the solutions can be described by means of different boundary layers. It turns
out that the relative size and the structure of these boundary layers can be characterized
using the relative scaling of £3; (cf. (B.8)), s (cf. (B.9)) and L = 1. In order to consider
these different scalings, in the following sections we will set for the equations ,
and £y =€ < 1 and we will choose £ 4, g and c as power of ¢.

Notice that the incoming radiation g, to the boundary of €2 is not necessarily isotropic
and in general it is different from the Planck distribution, i.e. it is not in thermal equilibrium.
This implies the onset (in principle) of two nested boundary layers near the boundary where
the intensity I, changes its behavior. The thickness of these layers is £;; and {7, respectively.
In the first layer, which we call Milne layer, the radiative intensity I, becomes isotropic. In
the latter, which we denote as thermalization layer, I, approaches the Planck distribution
for a suitable temperature that has to be determined and it is one of the unknowns of the
problem. Notice moreover that, since by definition £;; < ¢, the Milne layer appears always
before the thermalization layer. On the other hand, if £5; is comparable to £ both layers can
coincide. It is worth to notice that beyond the thermalization layer the radiative intensity
I, is given by a Planck distribution. In the time dependent problem besides the formation
of boundary layers we observe the formation of initial layers in which the radiation intensity
becomes isotropic or the equilibrium distribution, respectively.

Table summarizes the behavior of the solution (7', 1,) to the equations (B.10)-(B.12))

for different scaling limits yielding equilibrium or non-equilibrium diffusion approximation.
Moreover, for any considered regime we observe the onset or not of Milne layers or ther-
malization layers. Finally, when ¢ is of the same order of the characteristic length L the
thermalization, i.e. the transition of I, to the equilibrium distribution B, (7T), takes place in
the bulk of the domain €.
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by =4r < L by < by < L by < by =1L by < L <y

Milne layer __ Milne= Yes Yes Yes
Thermalization Thermalization Yes ~ Bulk No
layer

e - T ition f Non-
Equilibrium Equilibrium ra?.SI 1.0 1ot OI? o
e o equilibrium to equilibrium
Bulk diffusion diffusion e s o
. . . . non-equilibrium | diffusion
approximation approximation

approximation approximation

Table B.1: Main results.

B.1.2 Revision of the literature

The problem concerning the distribution of temperature of a material interacting with elec-
tromagnetic waves is not only a relevant question in many physical applications but also it
is the source of several interesting mathematical problems. The radiative transfer equation
is the kinetic equation describing the interaction of photons with matter. Its derivation and
its main properties are explained in 29,108} /114}/125//152]. In particular, the validity of the
diffusion approximation and a discussion of the situations where the radiation intensity is
expected to be or not to be given approximately by the Planck distribution are considered
in [108,/152].

Starting from the seminal work of Compton [31], the interaction of matter and radiation
has been widely studied both in the physical and mathematical literature. Some of the
early results can be found in the paper of Milne [109], who considered a simplified model of
monochromatic radiation depending only on one space variable.

When considering the diffusion approximation of the radiative transfer equation, a bound-
ary layer near the boundary appears in which the distribution of radiation becomes isotropic.
The specific equation describing this layer involves a radiative transfer equation depending
on one space variable, whose details depend on the problem under consideration. This class
of problems is known in the mathematical literature as Milne problems and they have been
extensively studied at least for some particular choices of o and o3.

While it is difficult to find explicit solutions of the radiative transfer equation, in the case
of small photon’s mean free path (i.e. in the diffusion approximation) this problem reduces
to an elliptic (in the stationary case) or parabolic (in the time dependent case) problem. The
mathematical properties of these problems are much better understood than the properties
of the non-local radiative transfer equation (B.1)). Due to this the diffusion approximation of
the radiative transfer equation has been studied in great detail.

Before discussing the currently available mathematical results about the diffusion approx-
imation and the Milne problems, it is worth to introduce an equation which is closely related
to the radiative transfer equation . In the absence of emission-absorption processes, i.e.
when a? = 0, and when «;, is independent of the frequency v the radiative transfer equation

(B.1) reduces to

Owu(t,z,n) +n-Vyu(t,z,n) = a(z) ( K(n,nu(t,z,n') dn’ — u(t,z, n)> , (B.13)

SQ

where u = fooo I,(t,z,n) dv. This equation is mathematically identical to the one-speed
neutron transport equation. Moreover, in the stationary case the radiative transfer equation
reduces to also in the presence of absorption-emission processes if both a® and o are
independent of the frequency. The case where both absorption and scattering coefficients are
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independent of the frequency is usually denoted in the literature as the Grey approximation.
Therefore, the one-speed neutron transport equation and the radiative transfer equation for
the Grey approximation are mathematically equivalent. See [33] for more details. As a
matter of fact, the neutron transport equation, especially its diffusion approximation, was
largely studied in the late 70’s. The reason is that this problem is important in order to
determine the critical size for neutron transport, i.e. the smallest size of the system for which
the scattering eigenvalue problem has a stable solution. This is relevant in nuclear reactor
engineering. For more details about this issue we refer to [33].

In several articles [66,(98,|100-104] Larsen and several coauthors studied many properties
of the neutron transport equation and its diffusion approximation. Moreover, in [97] the
authors studied via asymptotic analysis the diffusion approximation of the radiative transfer
equation for both absorption and scattering taking as initial and boundary value the Planck
distribution. This choice of boundary data simplifies the treatment of the problem because
no boundary layers or initial transport problems arise at least to the leading order.

To the best of our knowledge the first mathematically rigorous article about the diffusion
approximation for the neutron transport equation is [19]. In that article the authors studied
equation under different boundary conditions including also the absorbing boundary
condition that we are considering in . In particular, using probabilistic methods they
studied the Milne problem arising for the boundary layers and proved the convergence of
the solution of the original neutron transport equation to the solution of a diffusive problem.
Moreover, the scattering kernel considered is assumed to be strictly positive, bounded and
rotationally symmetric.

More recently Guo and Wu studied in a series of papers [76,[146H149] both the station-
ary and time dependent diffusion approximation for the neutron transport equation with a
constant scattering kernel and a constant scattering coefficient. They proved rigorously the
convergence to such diffusion problem computing also a geometric correction for the boundary
layer. Their method is based on the derivation of suitable L? — LP — L estimates, a method
that has been extensively used in the study of kinetic equations (cf. [75,86]).

The mathematical theory of the radiative transfer equation has been also extensively
studied. The well-posedness and the diffusion approximation for the time dependent problem
without scattering has been studied using the theory of m-accretive operators in |[13-15].

In a recent paper [37] we developed an alternative method to derive the equilibrium dif-
fusion approximation starting with the stationary radiative transfer equation. Specifically,
in [37] the Grey approximation and the case of absence of scattering are considered. The pro-
cedure developed in [37] consists in reformulating the problem as a non-local elliptic
equation for the temperature for which maximum principles techniques are applicable.

As indicated before an important class of problems, which need to be studied in order to
derive the boundary condition for the diffusion approximation, are the Milne problems.

In the case of pure absorption, namely when a; = 0, the well-posedness for the Milne
problem can be found for instance in [68] and also in [37] using different methods. In particular
in [68] well-posedness is shown for a very large class of absorption coefficients.

In the case of pure scattering radiative transfer equation for the Grey approximation
(equivalently the neutron transport equation), the well-posedness of the Milne problem has
been studied in [17,/19]. More recently, geometric corrections to the solution of the Milne
problem have been obtained in [76,/146-149].

To our knowledge the only example of Milne problem involving both emission/absorption
and scattering has been studied in [127]. The case considered in this paper is the one of
constant scattering kernel and constant scattering coefficient and more general absorption
coefficient. The proof relies on the accretiveness of the operators used similarly to the Perron
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method applied to solve boundary value problem for elliptic equations.

It is finally worth to mention that also for other kinetic equations, such as for example the
Boltzmann equation, the diffusion limit and hence the boundary layer equations have been
studied. The equations describing the boundary layers are also often denoted in the literature
by Milne problems, see for instance [11},45-47].

Besides the studies about the diffusion approximation, the radiative transfer equation
has been analyzed in numerous works. In recent times there has been a graving interest of
the study of problems involving the radiative transfer equation in different contexts. The
well-posedness of the stationary equation has been considered in [35,83]. The authors
proved the existence of solutions to the stationary radiative transfer equation with or without
scattering in the cases of constant coeflicients, coefficients depending on the frequency but
not on the temperature of the system and finally coefficients depending on both the frequency
and the temperature of the particular form «, (T") = Q(v)«(T).

Finally, the radiative transfer equation has been considered also for more complicated
interactions between matter and photons. We refer to [69,71}108/152] for problems concerning
the interaction of matter with radiation in a moving fluid. For the study of interaction of
electromagnetic waves with a Boltzmann gas whose molecules have different energy levels we
refer to [34,[81}/114,/122]. Several authors considered problems where the heat is transported
in a body by means of both radiation and conduction, we refer to [62,/63,95,96, 116,138,
139]. Finally, homogenization problems in porous and perforated domains where the heat is
transported by conduction, radiation and possibly also convection are studied in [3-5,/121].
Specifically, in [121] the authors applied the method of multiple scales to a homogenization
problem describing the heat transport in a porous medium. The heat transport is assumed
to be due to the conduction in the solid part of the material and due to the radiation in the
gas filled cavities.

Derivations of the scattering kernel for the radiative transfer equation taking as starting
point the Maxwell equations has been also extensively studied in [110].

B.1.3 Structure of the paper

The paper is organized as follows. In Section [B.2] we will study some of the mathematical
properties of the scattering operator and of the absorption-emission process appearing in the
radiative transfer equation. We will then proceed to the derivation of the limit problems in
the diffusion approximation under different scaling limits. In Section we consider the
stationary diffusion approximation for the radiative transfer equation and we derive using the
method of matched asymptotic expansions the new limit boundary value problem as well as
the boundary layer equations. Moreover, we will see for which choice of characteristic lengths
the equilibrium diffusion approximation holds and for which ones it fails. We will then proceed
with the study of the time dependent diffusion approximation, for which we will use again the
method of matched asymptotic expansions. In Section [B.4] the focus is on the case of infinite
speed of light (i.e. instantaneously transport of the radiation in the domain), namely on the
problem . Besides the construction of the limit problems and their classification as
equilibrium and non-equilibrium diffusion approximations, we will also derive the initial layer
and initial-boundary layer equations. In Section and in Section [B.6] we proceed similarly
to Section studying first the time dependent diffusion approximation in the case of finite
speed of light, i.e. speed of light of order one, (cf. Section and later in the case where
the speed of light is assumed to scale like a power law ¢ = ™" for K > 0 and € = £, (cf.

Section .
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B.2 Preliminary results

In this section we collect some properties of the scattering operator and absorption operator
that will be used later in the analysis of the diffusion approximation.

B.2.1 Properties of the scattering operator

Before deriving suitable diffusion approximations according to the different values of £j; and
{1, we describe some properties of the scattering kernel and of the scattering operator.

We consider throughout the paper the kernel K € C (SZ X SQ) to be non-negative and
satisfying
fgg K(n,n’)dn = 1. We also assume in the whole article that the kernel K is invariant under
rotations, i.e.

K(n,n') = K(Rn,Rn/) for all n,n’ € S? and for any R € SO(3).

Moreover, for any n,w € S? we define by R, € SO(3) the rotation of m around the bisectrix
of the angle between n and w lying in the plane containing both vectors. This rotation satisfies
Rnw(n) =w and Ry, ,(w) = n. As shown in [35], this implies that the scattering kernel K is
symmetric. Notice that this is not true in two dimensions unless we assume K to be invariant
also under reflections.

We define the scattering operator as the bounded linear operator given by

H:L>(S*) — L™ (S?)
o> Hlg] = i K(on')p(n') dn'. (B.14)

With this notation we can formulate the following Proposition which contains the most im-
portant properties of the scattering operator.

Proposition B.1. Let K € C (82 X SQ), mwvariant under rotations, non-negative and satis-
fying

K(n,n")dn = 1.
S2

Assume p € L™ (S?) satisfies H|p] = ¢. Then
(i) ¢ is continuous,
(ii) ¢ is constant,

(iti) Ran(Id — H) = {¢o € L™(S?) : [ ¢ = 0}.

The proof of Proposition can be found in the Section B.8 A direct consequence
of Proposition is the following Proposition for a continuous scattering kernel K with
K € C(S* x §? x Q x R;) invariant under rotations for each pair (z,v).

Proposition B.2. Let K € C (82 X S? x Q x R+). For any z,v € Q x Ry we define
Ky ,(n,n') = K(n,n',z,v). Assume that for any z,v € Q x Ry the kernel K, is invariant
under rotations, non-negative and satisfies fSQ K. ,(n,n')dn = 1. Then the following holds.

(i) For any z,v € QxR and n,w € S? there exist finitely many ny,--- ,ny € S? such that

[BIT) holds for Ky.;
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(it) if ¢ € L™ (S x Q x Ry.) satisfies H[p] = @, then ¢ is continuous and it is constant for
every z,v € 1 x Ry,

(iti) Ran(Id — H) = {¢(-,2,v) € L(S?) : [ o(n,z,v) dn =0} for every z,v € Q x Ry.

Proof. Apply Proposition to the continuous kernel K, ,. O

Remark. In the following Sections we will consider the diffusion approximation for scattering
kernels K independent of x € Q and v > 0. However, under the assumptions of Proposition
[B-2] the same results would apply for more general kernels depending continuously on x and
v.

Remark. The assumption of K being invariant under rotations is crucial for the validity of
Proposition [B.I] and Proposition [B.2] Consider for example the following continuous function

2

" 3

k(n) (x{ln,e3|$(n) +(2—4n- 63])X{i<‘n.e3|<%}(n)> .
Then the kernel K(n,n’) = k(n)Xs2(n’) is continuous in both variables, is non-negative and
satisfies

K(n,n') dn :/ k(n) dn = 1.

S2 S2

However, K is not invariant under rotations. This kernel describes the scattering properties of
a non-isotropic medium. It is easy to see that in this case H|[c|(n) = ck(n), for ¢ € R. Hence,
the constant functions are not a solution to H[p] = ¢. Actually, all solutions of H[p] = ¢
satisfy ¢(n) = k(n) [q ¢(n’) dn’ and have hence the form ¢ = Ak where A € R is an arbitrary
constant. Therefore, the subspace of eigenvectors of H with eigenvalue 1 is one-dimensional.

Remark. As we noticed above, in two dimensions the invariance under rotations of K does
not imply directly its symmetry under reflections. However, it is still possible to show that
the only eigenfunctions of H with eigenvalue 1 are the constants. To check this we recall
the well-known fact that the one-dimensional sphere S! can be parameterized by 6 € [0, 27).
Moreover, we can assume without loss of generality that any scattering kernel K invariant
under rotations has the form K (n,n’) = K(6(n)—6(n')). Let now f € L>(S!) an eigenfunction
with eigenvalue 1 for H. We then see

27

; K0 —¢)f(p) dp = f(0).

This equation can be solved using Fourier series. We hence obtain the following identity for
the Fourier coefficients

F(n) (1 - 27rf((n)) ~0. (B.15)
For n = 0 we have K(0) = = f027r K(0) df = 5. On the other hand, we obtain for n 7 0
R 1 2 1
K — K(0)do=—.

Therefore, the identity (B.15) is satisfied if and only if f(n) = 0 for all n # 0. This implies
that f is constant.
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B.2.2 Relation between the temperature and the radiation intensity

We derive here an identity that relates temperature and radiation intensity and that will
be repeatedly used in the stationary problem, for instance in the stationary boundary layer
equations.

Using the identity div ([;° dv [g dn nl,(z,n)) = [;° dv [ dn n- V1, (z,n) and plugging
the first equation of into the second one we see that we have

/OO dl// dn ag(x) (By(T(x)) — I, (x,n)) =0, (B.16)
0 S2

where we used also that the integral over the sphere S? of the scattering term is 0 due to the
symmetry of the kernel K. With this identity we can recover the value of the temperature
given the radiation intensity. Let us define by F': Ry x Q@ — R the following function

F(T,x)= /000 as(x)B,(T) dv. (B.17)

Since B, is monotone in 7', the function F'(-, x) is invertible. Hence, 6) implies that

rioy = 2 ([ f, vt >),m), e

where F~! is the inverse with respect to the first variable, i.e. F(T,z) = ¢ implies T =

~1(¢,z). Equations (B.16) and (B.18)) will appear often in the following sections, in partic-
ular in the study of the boundary layers.

B.3 The stationary diffusion approximation: different scales

We first study the stationary diffusion regime for different scalings. We consider for
o and of strictly positive and bounded. Moreover, in the diffusion regime we have /3y < 1.
Hence, in we assume fy; = min{l4,fs} = . Moreover, we impose {4 = ¢ ? and
ls = &7, for suitable choices of 7,8 > —1 with min{vy, 8} = —1. Notice that at least one of
(B and v is negative. This choice of {4 and g as an inverse power law of ¢ > 0 for 8,7 > —1
will be convenient in order to make the computations simpler in the following subsections.
Under these assumptions we rewrite equation as

n - Vely(z,n) = eag(x) (B (()) (wn))

+ 708 (z) (Jso ) (z,n') dn’ — I,(z,n)) z€QneS?

div ([;° dv [so dn nl,(n,z)) =0 reQneS?
I,(n,z) = g,(n) z€90,n n, <0.
(B.19)

Moreover, we assume the scattering kernel K € C(S? x S?) to be invariant under rotations,
non-negative and with [g, K(n,n’)dn = 1. We consider also Q C R? to be a bounded convex
domain with C!-boundary. For x € 9Q we denote by n, € S? the outer normal to the
boundary at x.

Before describing in details the limit diffusion problems for the different choices of scaling
parameters, we shortly explain how we will use the method of matched asymptotic expansions
to derive the limit problems for each case. In order to find the limit problem valid in the bulk,
the so-called outer problem, we expand the radiation intensity as

I,(x,n) = ¢o(x,n,v) + Z 1 (z,m,v) + Z elgy(z,n,v) (B.20)

k>0 >0
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for a suitable § > 0 depending on the choice of the scaling parameters. To be more precise,

5 — v+1 if 0 =—1 (i.e. Ly="Ly),

B— 18] ify=-1 (e lg="Ly).

We remark that if —1 < 5 < 0 by our definition § = §+ 1 > 0. The choice of ¢ in (B.20)

is due to the following observations. If /4 = £;; the leading term of the radiative transfer
equation is the emission-absorption term, so that

ay(@)(Iy(z,n) = By(T(2))) = en- Val,(z,n) = aj(x)e"™ (H = Id)[1,(x, ))(n),

where we used the notation of (B.14)). Therefore, it is natural to look for a solution of this
equation in form of a series of powers of € with exponents 1 and v+ 1. On the other hand, if
ls = ¢ps the leading term is the scattering term yielding

ay(x)(H — Id)[I,(x,)](n) =en- VI, (z,n) — 5ﬂ+1aff(x)(ll,(az,n) — B,(T(x))).

(B.21)

As we have seen in Proposition the solvability of this equation requires to impose a
compatibility condition on the right hand side. More precisely, (Id — H) is invertible in
the space of functions with fSQ f(n)dn = 0. This compatibility condition is provided by the
transport term en - VI, (z,n). In particular, the relevant feature is that the problem

as(z)(H — I1d)[1,(x,-)](n) —en - VI, (x,n) = f(z,n,v) (B.22)

is not solvable if € = 0, unless fS f(z,n,v)dn = 0. On the contrary, in the case of ¢ > 0 and
small, it turns out that problem can be solved for general f. However, the solution
becomes of the order £72|f||oo. This explains why we have to add terms much larger than
841 in the expansion for g > 0. We remark that the expansion is used also in
the time-dependent case. There, the value of § when £g = ¢, is justified by the behavior of
the radiation intensity for smaller time scales and by the need to impose this orthogonality
condition.

Having expansion , we proceed plugging it into the boundary value problem
and we compare all terms of the same order of magnitude. In this way we will obtain different
diffusive equations solved by ¢q in the interior of 2 that will yield the leading order of the
radiation intensity I, .

However, to solve the resulting equation for ¢y we need some boundary condition whose
derivation requires to analyze boundary layer equations for . The resulting boundary
layer problems are related to the description of the radiation intensity in the regions close to
the boundary. The thickness of these layers is given by the Milne length and the thermalization
length. Therefore, we will rescale the space variable according to £3; and to {7 and we will
analyze the resulting one-dimensional problems.

The matching between the outer and the inner solutions will provide the boundary con-
dition for the equation satisfied in the bulk.

B.3.1 Case 1.1: (), =lr < ls and L = 1. Equilibrium approximation

Since we set )y = ¢ < 1, the case {j; = {p < lg arises when {4 = ¢ (i.e. f = —1) and
lg = e~ 7 for v > —1. Notice that in this case £g could be small, namely {g¢ < L = 1, but also
large, e.g. if v > 0.

In order to find the outer problem, we choose § = v+ 1 and we substitute into the
first equation in and we identify all terms with the same power of ¢, i.e. =1, &7 (if
0 < |y < 1) and €". The terms of order e~1 give

0= aj(x)(Bu(T(x)) = do(z,n,v)).
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Hence, the leading order satisfies ¢o(x,n,v) = B,(T(x)), where B, is the Planck distribution
which is independent of n € S2. This corresponds to the diffusion equilibrium approximation,
since in the interior the radiation intensity is at the leading order the equilibrium Planck
distribution.

The terms of order €7 imply 11 = 0. Indeed, since ¢o(z,n,v) = B,(T(z)) is independent
of n € $* we have [ K(n,n')¢o(z,v)dn' — ¢o(x,v) = 0, so that

a(win,y) = [ K(nn!)on(a,v)dn’ = dofa,v) =0,
S2
Finally, we compare all terms of order £%. In this case we have

n: VxB,,(T(SL')) = —Oég(l‘)¢1(l', n, V)a

where in the case v = 0 we used again that (H — Id) B,(T') = 0.
Therefore, we obtain the following expansion for I,

I,(x,n) = B,(T(z)) — ¢ n-VB,(T(x))+--, (B.23)

ag(z)

where T'(x) is a function which is at this stage still unknown.
We now plug (B.23) into the second equation of (B.19)). The term of order €° cancels out
because B, (T) is isotropic, hence

div (/OOO dv /S dn nBV(T(:c))> = 0.

We find that the leading term is the one of order ! and we obtain

div (/OOO duayl(x) (/S dnne n) VwBl,(T(x))> 0.

Finally, using that fSQ n®n dn = %’TI d we conclude that the limit problem solved at the

interior by T is
(o.9]
div < VB(T(”%) 0. (B.24)
0 ()

In order to obtain the behavior of I, close to the boundary 92, we now derive a boundary
value problem that can be written in a single variable. This boundary layer equation is known
in the literature as Milne problem. The matching of the solution of the Milne problem with
the outer solution will provide the boundary value for the equation solved by the
temperature 7.

We take p € 0€). Assuming that near the boundary the radiation intensity and the
temperature only depend on the distance to the boundary, we can further assume that they
depend only on the distance to the boundary in direction n,. This is possible due to the
smallness of the thickness of the boundary layer and the continuity of a. We hence define for
x € 0 in a neighborhood of p the new scalar rescaled variable

r—p

= — “ Ny B.25
Y - np ( )

We recall that —(z —p)-n, is non-negative, since = —p points in the interior of the domain, and
it is exactly the length of the cathetus with endpoint p of the triangle having as hypotenuse

x — p (cf. Figure B.1)).
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p

—Np - (17 *p)

Figure B.1: Representation of the change of variables.

Defining R, (x) = Rot,(z —p) as a rigid motion mapping p to zero with Rot,(n,) = —e; we
see that we can also write y as the first component of y; = R, (%) ,- Hence, as ¢ — 0 we obtain
that both the absorption and scattering coefficients satisfy o, (z) = o (¢Rot,(z) +p) —
o (), j € {a, s}.

We can now write the one-dimensional problem obtained by this new scaling and by the

limit ¢ — 0. Since e¥t! — 0 as ¢ — 0, the scattering term is negligible and we obtain for any
p € 0N

—(n-np)dy L, (y,;p) = a2(p)(Bu(T(y,p)) — L(y,m;p)) y>0,n€S?
div (fg° dv fgz dn (n - np)1,(y,n;p)) =0 y>0,neSs? (B.26)
IV(O,n;p) :9u<”) n-ny < 0.

The Milne equation is the equation describing the boundary layer for the diffusion
approximation. In the pure absorption case the Milne problem was rigorously studied in [6§].
The well-posedness of is shown there for constant absorption coeflicients and also for
coefficients depending only on the frequency v, as well as for coefficients depending on both
frequency and temperature of the form a%(p) = Q(v)a(T'(p)). Moreover, also the asymptotic
behavior of I, at infinity has been computed in this paper. It is indeed shown in [68] that as
1y — 00 the solution of the Milne problem converges to the Planck distribution, i.e.

Jim 1, (y,n:p) = 1 (p) = Bu(Too(p)),

for some T, (p) depending only on g, and p. Notice that I3°(p) is independent of n € S2.
Moreover, since in this case the thermalization length and the Milne length are the same
this is the only boundary layer appearing. The radiation intensity I,, becomes simultaneously
isotropic and at equilibrium B, (7T) in the same length scale. This gives a matching condition
for the temperature that has to be used as boundary condition for the new limit problem. In
particular, the temperature and the radiation intensity solving the Milne problem are

related by equation (B.16). In particular,

7o) = i 7 ([t 2w) ). (B.27)

Yy—00

where F is defined in (B.17)) and g — I3°(p) is a functional that determines the limit intensity
for each boundary point p € 0.
Summarizing, the limit problem for the stationary radiative transfer equation (B.12)) in
the case £y = I < lg is given by the following boundary value problem
{div( oo YLl ay) =0z e

ay(x)

T(p) = T (p) p € 09,
where Too(p) is given by (B.27).
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B.3.2 Case 1.2: (), ={p = {s < L. Equilibrium approximation

Due to the definitions £y = ¢ < 1 and ¢y = /€40y we have £y = bg = b = €4 = € in
(B12). ie. 8=~ =—1in (B19).
We consider the expansion (B.20)) for § = 0, or equivalently without the expansion

> k>0 etk 1. We plug (B.20) into (B.19) and we compare all terms of the same power
of ¢, namely e ! and €. The term of order ¢! yields

0=al(x)(B,(T(x))—¢o(x,n,v))+a;(z) < K(n,n"po(z,n',v)dn' — ¢o(z,n, V)) . (B.28)

S2
Notice that ¢o(z,n,v) = B,(T(x)) is a solution to (B.28). This follows from Proposition
and the isotropy of B, (T). We show now that the solution to is unique.

To this end for every z € R3 and v > 0 we define 0 < O = #(?i(w) < 1. Moreover,
we define also the following operator which maps for every fixed x, v non-negative continuous
functions to non-negative continuous functions and given by

Ay zlel(n) = 0,4 . K(n,n")p(n') dn'. (B.29)

Then equation (B.28) can be rewritten as

ag(z)

¢0($, n, I/) = Au,x[¢0]($7n7 V) + m

B,(T(x)). (B.30)

Since the maps ¢g — A, »(¢Po) is a linear contraction, the Banach fixed-point theorem implies
that has a unique solution for every T'(x) € Ry. Hence, ¢9 = B, (T). Therefore, also
in this case we recover the equilibrium diffusion approximation.

We turn now to the terms of order €°. In this case we have

n-VyB,(T(x)) = —as(x)p1(x,n,v) —ay(x) ( K(n,n)o1(z,n',v) dn' — ¢1(z,n, 1/)) .

S2
Then, using the operator A, , defined as in (B.29)), we can rewrite this equation as

1
—m”'VzBu(T(l‘)) = (Id— Ay ) ¢1(z,n,v). (B.31)

The same argument as for the term of order ¢! holds also in this case and Banach fixed-point
theorem ensures the existence of a unique solution to (B.31]) given by

1

— — ~L(n)- x
w5@) T ag(e) LT Ave) () VB T2),

o1(z,n,v) = —

where for any x, v we used the notation

— A )
(Id—Ayz) " (n) = | (Id— Ay2) "t (n2) |,
(Id—A,.)""

which is well-defined due to the action of the linear operator A, ; only on the variable n € S2.
Hence, we obtain the following expansion

1

I,(zx,n) = B,(T(x)) — 5m

(Id— A,2)" " (n) - VoB,(T(z)) + 22 4 -- - (B.32)
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Plugging (B.32|) into the second equation of (B.12|) and using that the Planck distribution
is isotropic, we obtain the following limit problem solved in the domain €2 that yields the
temperature 7'(x) to the leading order

0 = div (/OOO dv /SZ dn nM (Id — Ay) " (n) - vaV(T(x))>

_ div (/OOO dym < [ anno(a—a.)7 (n)> vaV(T(x))> .

(B.33)

The behavior of I, close to the boundary 0f2 is given again by a boundary layer equation
which can be written in one variable. The derivation of the Milne problem for this case follows
exactly the same steps as Subsection under the scaling . In this case both emission
and scattering terms appear, since they are of the same order. Hence, for every p € 9€) the
Milne problem is given by

—(TL : np)ayll/(y7 nvp) = az(p)(Bl/(T(yvp)) - Il/(ya nap))
+as(p) (fSQ K(n,n")I,(y,n',p) dn' — I,(y, n,p)) y>0,n€eS?

div ([;° dv [so dn (n-np)L,(y,n,p)) =0 y>0,nes?
IV(O') n,p) = gu(n) n-np < 0.
(B.34)

The mathematical properties of the Milne problem for both absorption and scattering pro-
cesses have been considered in [127]. Although the results provided in [127] have been obtained
only for the case of constant scattering kernel and constant scattering coefficient, the argu-
ments there suggest that for more general choices of K and «j the solution I, of
converges to the Planck equilibrium distribution as y — oc.

Notice that in this case, the thermalization length and the Milne length are the same, hence
the boundary layers coincide. Matching inner and outer solutions we obtain the following
boundary condition for equation (B.33|)

Y—00

Too(p) = lim F~! ((/OOO dv g dn ag(p)f,,(y,n,p)> ,p) , (B.35)

with F' as in . Indeed as we have seen in Subsection the temperature T and the
radiation energy I, satisfying the Milne problem are related by the identity .

Summarizing, the limit problem for the stationary radiative transfer equation @ in
the case £y = ¢y = lg is given by the following boundary value problem

{ aiv (J5° sz (e dnn® (Id = 4,0) 7 (1)) VaB(T(2))) =0 @€ Q
T(p) = T (p) p € o,

where T, is defined as in (B.35|) for the solution I, (y,n,p) to the Milne problem (B.34)).

B.3.3 Case 2: /)y < {7 < L. Equilibrium approximation

The assumption €y = Ay fa > £y implies £4 > £ and hence € = £y = £g. We thus
consider £4 = e~ ? for § > —1. Moreover, since ¢ = ¢ 2z < L = 1 we restrict to the case
ly=ceP for pe(—1,1).

Since £y = fg <K L4, the scattering process has a greater effect than the absorption-
emission process. We expect hence the Milne problem to depend exclusively on the scattering
process. In the bulk we expect also the scattering process to be present in the diffusive
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equation derived for the limit problem, but we will also show that at the interior the leading
order of the radiation intensity is still the Planck distribution. Thus, we are again in the case
of the equilibrium diffusion approximation. In this case the thermalization length is much
larger than the Milne length but it is also still much smaller than the characteristic length
of the domain. A second boundary layer, the so-called thermalization layer, will therefore
appear. The equation describing this new layer will depend on both absorption-emission and
scattering processes. Moreover, while the radiative energy becomes isotropic in the Milne
layer, in the thermalization layer I,, will approach the Planck distribution.

We use again the expansion for the radiation intensity with § = g — [5], i.e.
d=pB+1if f<0and § = B if g > 0, and we plug it into the first equation in . We
proceed as usual with the identification of the terms with the same power of ¢.

Using the notation of the terms of order ¢! give

Hpo(z,-,v)](n) = ¢o(x,n,v).

Proposition implies hence that ¢g is independent of n € S? and hence ¢g = ¢o(x, V).
Next we consider 8 < 0. The terms of power £ give

ay(2)(By(T(x)) = ¢o(w,n)) = i, (H —id)ipr (x,n, v).

An integration over S? implies B, (T(z)) = ¢o(z,v). Hence, as for ¢y we conclude that
Y1 = 91 (z,v) is independent of n € S2. The terms of power £¥ give

n- V$¢0(:U, V) = O‘ls/(x) (H[(bg](&?, n, V) - ¢2(:U,n, V)) . (B'36)

Now we consider 4 > 0. In this case § = 3. The terms of power 2~ give

H[d}l(xa ) I/)](’I’L) = wl(x>na V)v

which implies that w1 (x,v) is independent of n € S2. The terms of power £ yield again
equation (B.36]), while the terms of power ¢? imply

n - Vaipi(z,v) = oy (z)(By(T(x)) — ¢o(x,n)) + oy () (H —id) [z (x, -, v)](n), (B.37)

for which an integration over S? and the isotropy of both ¢ and 1 give B, (T (z)) = ¢o(x, V).
Finally, it remains to study the case 5 = 0. In this case there is no expansion ), g1
Therefore, the terms of order ° give equation

n-Vao(z,v) = aj(z) (B, (T () — ¢o(x,v)) + aj(z) (H[p2](x,n,v) — pa(x, n,v))

which integrated over S? implies, due to the isotropy of ¢g, as for (B.37).
Hence, for all 3 € (—1,1) the identification of all terms of power e~ 1, £, 1 (if 8 > 0)
and €° gives ¢g = B, (T), 1 = ¢1(x,v) and

n-VeB,(T(x)) = (Id = H)[$1(z,-,v)](n). (B.38)

ag(x)

We now study the equation . As we know from Proposition the kernel of the
operator (Id — H) is given by the constant functions and its range are all functions with zero
mean integral, i.e. Ran(Id — H) = {¢ € L>(S?) : [c ¢ = 0}. Hence, the following linear
operator is bijective

(1d— H) : L*(8%) /§(1d - i) - Ran(Id ~ H),



152 APPENDIX B. EQUILIBRIUM AND NON-EQUILIBRIUM

where L(S?) / N(Id— H) denotes the quotient space. Let e; € R? be the unit vector, we
consider the equation

n-e; = (Id— H)p(n). (B.39)
Since n - e; € Ran(Id — H), for any ¢ € R the function ¢(n) = (Id — H)"'(n-e;) + cis a
solution to (B.39)). Therefore, using the notation

(Id—H) ' (n-e))
(Id—H) ' (n)=|(Id—H) ™ (n-e)
(Id—H)™" (n- e3)

and using the linearity of (Id — H) we see that ¢9 is given by

pa(z,n,v) = — (Id—H) Y(n) - VoB,(T(z)) + c(z,v) (B.40)

a; ()
where c(x,v) is independent of n € S?. The isotropic function ¢(z,v) does not contribute
in the divergence free condition of (B.12)), therefore we will not compute the exact value of
¢(z,v). Equation (B.40]) implies that the first three terms in the expansion of I,, are given for
all 8 € (—1,1) by

I,(z,n) = B,(T(x)) + 55_@@[}1(;3, v)— (Id — H) " Y(n) - VoB,(T(z)) + ec(z,v) + - --

€
a(x)
The divergence free condition in (B.12) implies in the same manner as in the derivation of
(B.33) the following equation, which yields the limit problem in the interior of the domain

div < /0 h dua;(m) < /S Cdnn (Id— H)”! (n)> va,,(T(x))) —0. (B

The behavior of I, close to the boundary 952 is described by two nested boundary layer
equations. As anticipated at the beginning of Subsection [B:3.3] since ¢y < lp < L we
observe the formation of two distinct boundary layers. The first one, the Milne layer, has a
thickness of size £;; and it is described by the Milne problem, whose derivation is similar to
the derivation of the Milne problems and . The next boundary layer, which we
will denote by thermalization layer, has a thickness of size ¢ and it is described by a new
boundary layer equation, which we will denote as thermalization equation and which we will
construct immediately after deriving the Milne problem.

Following the same procedure as in Subsection we can derive the Milne problem for
this scaling limit under the rescaling . In this case we obtain a closed equation for I,
which depends only on the scattering process, since this is the largest term. Indeed, rescaling
the space variable we obtain

—(n 1)y Ly (y,n,p) = o (p + O(e)) (Js2 K (n,n') L (y, 7', p) dn' — L, (y,m, p))
(

+eP T al (p+ O(e)) (Bo(T(y;p)) — L(y,m;p)) y>0,nes?
S dv [so dn (n - np)dy 1, (y,n,p) =0 y>0,n¢es?
1,(0,n,p) = gv(n) n-ny < 0.
(B.42)
Hence, for every p € 02 the Milne problem is given by
(n - 1p)3y L (y, . p) = a3 (p) (foo K L(y,n',p) dn' — I(y,n,p)) y>0,n¢€§?
{IV(O,n,p)—gl,( ) n-ny, < 0.

(B.43)
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On the other hand, we also obtain an equation for the temperature. Indeed, plugging the first
equation of (B.42)) into the second one, we obtain to the leading order

/ " [ dn 020) (BT i) = oty ) =0 (B.44)
0 S2

This equation has a steady distribution for the temperature T' completely determined. At
a first glance, this appears strange since in the limit equation the absorption coeffi-
cient a%(p) does not appear and the only processes able to modify the temperature are the
absorption and emission of photons. However, the solution of this apparent paradox is that
since describes a stationary solution, it is implicitly understood that the system was
running during an infinite amount of time before and the absorption/emission process had
time to bring the system to a steady state, even when this process is very small.

The Milne problem for the pure scattering case has been studied in several papers such
as [17,/19,76,/127] in the context of neutron transport. Although all these results are actually
obtained for functions a® independent of the frequency, since the one-speed approximation
for the neutron transport (cf. ) was considered, they are expected to hold pointwise
for every frequency v. For example, in [17] it is shown that there exists a unique solution to
for strictly positive bounded and rotational symmetric scattering kernels. Moreover,
as y — oo the solution approaches a function I(v;p) independent of n € S?. Hence, in the
Milne layer the radiation intensity becomes isotropic.

We now turn to the thermalization layer. In this layer we expect the radiation intensity to
approach the Planck equilibrium distribution. Moreover, the boundary value for the problem
(B.41)) can be also found analyzing the thermalization layer. In order to construct the new
boundary layer equation, i.e. the thermalization equation, we rescale the space variable ac-
cording to the one-dimensional variable n = —%_Tp -n,, for p € 092 and we obtain the following
equation

148 1-8
=75 (n-n,)0, L (n.np) = af (p+ 7% Roty(n) ) P (B,(T(n. p) = L (1., p))
+ay) (p + 5%R0tp(77)) ((Jgz dn'K(n,n") L, (n,n',p)) = L(n,n,p))  n>0,n€S?

div ([~ dv [so dn (n- 1)1, (n,n,p)) =0 n>0,n¢es?
1,(0,n,p) = I(v;p) p € 09,
(B.45)

where I(v;p) = 1i_>m IM(y,n,v;p) for I the solution to the Milne problem (B.43)). In order
Y—00

to find the thermalization equation we proceed in a way similar to the derivation of the outer

problem. We hence expand the radiation intensity according to

148
+ glth

I,(n,n;p) = wo(n,n,v;p) + 2 pi1(n,n,v;p) ©2(n,n,v;p) + - - -

and we identify in all terms of the same power of ¢, namely &, e and eltB. We
remark first that the functions ¢; for ¢ € N could depend on €. Moreover, the choice of the
powers of € in the expansion of I, is motivated by the order of magnitude of the sources in
(IB.45]).
The terms of order £° give
K(n’ n/)@odn' = $o
SQ

and hence by Proposition wo(n,n,v;p) = wo(n, v; p) is independent of the direction n € S2.
The isotropy of g was expected as it is matched with the solution of the Milne problem, which
becomes isotropic. Moreover, we see also that ¢y does not depend on €.
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46
The terms of order e 2 give

(n - np)ppo = o, (pe) (Id = H)(¢1),

where we defined p. = p + e’ Rot,(n). Thus, arguing as in the derivation of (B.40]), Propo-
sition implies

1 B
p1(n,n,v;p) = ———~(Id = H)"}(n) - nyOypo + c(n, v),

v pé)

for some function c(n,v). Finally, identifying the terms of order '*# implies after an inte-
gration over S?

oz 1]95) <]é2 (n-ny)(Id — H) *(n) - n, dn) 83@0(77, v;p)

=ay, (pe) (Bu(T'(n;p)) — ¢o(n,vip)) -

We now consider the limit as € — 0 and we obtain by the continuity of the absorption and
scattering coefficient

1
a; (p)

(]éz(" ~np)(Id — H)™H(n) -y dn) d2po(n, v;p) = af (p) (B,(T(n;p)) — ¢o(n, v;p)) -
(B.46)
Moreover, the second equation in (B.45)) yields

/OOO dya;(p) <]22 (n-ny)(Id — H) *(n) - n, dn) 920 (n,vip) =0, (B.47)

where we again considered the limit € — 0. Thus, the thermalization layer equation is given
for every p € 02 by

©0(1, 1) = samas (fex (- mp)(Id — H) ™ (n) - ny, dn) 95001, v p)
=B,(T(m;p)) n>0

Jo" dv al(p)B,(T(n;p)) = [3° dv al(p)eo(n, v;p) n>0
©0(0,v;p) = I(v;p) p € 09,
(B.48)

where the second equation is implied by taking the integral over the frequency of
. As far as we know, the thermalization problem has not been studied so far in the
literature and its well-posedness properties have not been described in detail. Nevertheless,
we claim that the problem is well-posed under suitable assumptions and that the solution ¢g

to (B.48) converges to the Planck distribution, i.e.
lim o(n, v;p) = ¢(v,p) = By (Too(p))-
n—00
From the second equation in (B.48]) we recover the relation (B.16|) between the temperature

and the radiation intensity (. Hence, T(n;p) = F~! ((fooo dv oa2(p)po(n, y;p)) ,n;p) for F
defined in (B.17)). In particular,

rolo) =7 ([ v azwiewn) v). (8.49)
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We remark that since I(v;p), the limit as y — oo of the solution I™ (y,n,v;p) of the Milne
problem , is a functional of the boundary condition g,, so are ¢(v,p) and Too(p) func-
tionals of the boundary condition g,. Summarizing, in the case of £3; < {7 < L the solution
to (B.12]) is expected to solve in the limit problem the following equilibrium diffusion approx-
imation given by the stationary boundary value problem

{ div (f0°° dv s (fSQ dnn® (Id— H)™ (n)) VxBl,(T(x))> =0 2€Q
T'(p) = T (p) p € o9,

where T, is defined in (B.49))

B.3.4 Case 3: (); < {r = L. Transition from equilibrium to non-equilibrium.

Since ¢y =€ and ¢p = \/el4 = L = 1, we have to consider g = ¢ and £4 =& '.

This case is intriguing, because as we will see it yields the transition between the equilib-
rium approximation and the non-equilibrium approximation, i.e. the case where in the limit
the radiation intensity is not given by the Planck distribution at the leading order in the bulk
of the domain €.

As usual we plug the expansion for 6 = 0, thus without terms v, into the first
equation of and we identify all terms of the same power of &, namely ¢!, €¥ and !,

The terms of order ¢! give

(;50(1', , V) = H[¢0($, ) V)](”):
and hence by Proposition the leading order is independent of n € S?, i.e. ¢g = ¢o(x,v).

The terms of order ¥ give
n- vm¢0($7 V) - als/(l,) (H[¢1(x7 K V)](n) - ¢1(x,n, V)) :
Due to the isotropy of ¢q, Proposition implies that ¢, is given by
1 _
¢1($7nay) = _as(x) (Id_ H) ! (n) ) Vm¢0(:€,l/) —|—c(x,y),

v

where c(z,v) is some function independent of n € S?. As in subsection the isotropic
function ¢(z,v) will not contribute to the divergence free condition, hence it will not be
explicitly computed.

Finally, the terms of order ¢! yield, after an integration over S?

dmal(z)do(z, v) — div < < /S e (Id=H)" (n) dn> Vado(a, y)>

= 4ral(z)B,(T(x)), (B.50)

a; ()

where we used the invariance under rotations of the scattering kernel K and the identity
n-Vyf =div(nf).
Moreover, plugging the expansion

€
ag(x)
into the divergence free equation in (B.19) we obtain at the leading order

div (/OOO dv a;(w) </s2 n® (Id—H)™" (n) dn> Vago(, u)) =0,

I,(x,n) = ¢o(x,v) — (Id— H) ™' (n) - Vago(ax,v) +ec(z,v) + 2 - -
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which implies integrating (B.50|) the following equation for the temperature

/0 dv o (x)po(z,v) :/0 dv o (z)B,(T(z)).

Hence, using the definition of F' in (B.17]) we obtain the limit problem for ¢ in the interior,
namely

bo(, v) — 4m1$ i <a;(x) < /S ne(1d- )™ (n) dn> Vado(a, V)>

_B, (F—l ((/OOO dv 08 (2) oz, y)) w)) .

Once more the boundary condition for the diffusion equation is given by the matching of the
outer solution with the solution to a suitable boundary layer equation. Since ¢ = L = 1, the
thermalization layer corresponds to the outer problem. Indeed, the radiation intensity is out
of equilibrium in the limit as ¢ — 0. Hence, there is only one boundary layer, namely the
Milne layer. The Milne problem describing the boundary layer for as by < L =4 is
given once more by the . Indeed, the scattering term is the term of larger order with
{pr = L. Therefore, the computations in Subsection [B-3.3|hold in this case too. Summarizing,
if {3y < ¢r = L the radiation intensity and the temperature satisfy the following equation

ooz, v) — 4m1$(x div (a;jl(x) (fSQ n® (Id—H)™" (n) dn) Vado(z, V)) =B, (T(z)) z€Q
fooo dv o%(z) (B

)
W(T(x)) — ¢o(w,v)) =0 zeQ
do(p,v) = I;°(p) p € 09,

where I2°(p) = li_>m I,(y,n;p) for I,(y,n;p) the solution to (B.43) which converges to the
y—00

isotropic function I;°. It is important to remark here that in this case we are not obtaining
an equilibrium diffusion regime. Indeed, the leading order ¢q is not the Planck distribution
and therefore this case is an example of the non-equilibrium diffusion approximation.

B.3.5 Case 4: () < L < 7. Non-Equilibrium approximation

Since £); = €, the case where ¢p = /el4 > L = 1 corresponds to g = ¢ and £4 = ¢ P for
B > 1. Under this assumption we obtain /7 = 5% — o0 as € — 0. Therefore, in this last
subsection we study the case when the thermalization length ¢ is growing to infinity as e — 0.
In this case we do not expect the solution to to approach at the interior the Planck
distribution. We will indeed see that in this case we obtain the so called non-equilibrium
diffusion approximation.

In order to derive the outer problem for , we plug expansion withd=08-1
into the first equation of and we identify all terms of the same power of €, namely 71,
972, &% e#~L and e!. The terms of order e ! and £#~ 18 yield [, K (n,n/) f(n')dn’ = f(n) for
f € {¢o, 91}, respectively. Therefore, at the leading order the radiation intensity is isotropic,
ie. ¢g = ¢o(x,v). Moreover, also ¢ = ¥y (x,v).

The terms of power £° give

1
@ Vet = Ud = H)lo(. . v))(n).
Hence, Proposition implies the existence of some function ¢(z,v) independent of n € S?
such that

b1z m,v) = —asl(x) (Id— H)"'(n) - Vs + cla, v). (B.51)

v
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Similar to the terms of order £°, the terms of power e?~ 1B+l give ¢y = —%(Id —
o ()

H)™Y(n) - Va1 + c(z,v). As in subsection m the isotropic function ¢(z,r) does not
contribute to the divergence free condition and it will not be explicitly computed.
Finally, the terms of order ¢! imply

n-Vaegr = g (2)(H = 1d)[¢a(z, - v)](n).

Hence, using (B.51)) and integrating over S? we obtain the desired interior limit problem for

" div (a;(x) (/SZ n® (Id— H)™* (n) dn) Vago(z, u)) = 0.

Plugging now the first equation of (B.12) into the second one we obtain also the following
equation solved by the leading order of the temperature

/Ooo dv a%(x) (B,(T(z)) — ¢o(x,v)) = 0.

We remark that ¢y does not need to be the Planck distribution. This is also implied by the

asymptotic expansion of the radiation intensity. Indeed, the comparison of the terms of order
/8 .

el gives

n- Vx¢k(xv n, 1/) = Oég(l’)(B,,(T(ZE)) - ¢0(x7 V)) + Oéi(l‘)(H - Id)w)k—l—l(‘rv K I/)](TL),

where k = |#] +1 > 2. Since 1)y, does not need to be isotropic for k > 2, an integration over
the sphere implies the orthogonality condition

v (f, w61y m.0) dn) = (o) (BAT(@) — dn(a ).

As in Subsection the Milne problem for the Milne layer is given by . As in sub-
section [B.3.4] there is no thermalization layer since the radiation intensity does not approach
the equilibrium distribution. Hence, denoting by I,(y,n,p) the solution to and by
I (p) = yli}ngo I,(y,n; p) we obtain for this case the following limit stationary boundary value

problem
le( @ <f82n® Id—H)™ ) wqﬁoxy)):0 x €
Jo"dv ag(x) (Bu(T(x)) — ¢o(x, 1/)) 0 e
do(p,v) = I°(p) p € 0.

B.4 Time dependent diffusion approximation. The case of in-
finite speed of light (¢ = )

We turn now to the time dependent case. In physical applications the order of magnitude
of the speed of light ¢ is so large compared with the speed of heat transfer that it is often
considered infinite (cf. [152]). This approximation is valid if the distance traveled by the
light in the time scale in which meaningful changes of the temperature take place is much
larger than the characteristic length of the body L. We consider in this section the diffusion
approximation for the time dependent radiative transfer equation when ¢ = oo and
in the next sections we will consider other choices of ¢. Under this assumption the initial-
boundary value problem reduces to (B.11)). This is the case when the radiation is
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instantaneously transported in the domain 2. Notice that, since under this assumption in
equation there is no term containing 0;1,,, we do not need to impose any initial value
for I,.

We recall that the diffusion regime holds if £3; = ¢ < 1. We will consider different choices
of £4 and fg given as powers of €. We will construct the resulting initial-boundary value
limit problems as follows. We will first derive the outer problems valid in the interior of €.
Afterwards we will construct the initial layer problems describing the transient behavior of
the radiation intensity for very small times. We will formulate also boundary layer equations
describing I, near the boundary of €. It turns out that the latter are the Milne problems
and the thermalization problems derived in Section Finally, the matching between the
outer, the boundary layer and the initial layer solutions will provide the initial value and the
boundary conditions for the limit problem in the diffusion approximation under consideration.

B.4.1 Outer problems

In this subsection we derive the outer problems arising from equation under the as-
sumption £3; = ¢ < 1 and for different choices of £4 = e B and lg = 7. Asin the stationary
case analyzed in Section there are five different cases to be considered which yield five
different diffusive problems.

In order to determine the outer problems yielding the form of the solutions in the bulk of
Q) we use the expansion

L,(t, z, n) = ¢0(ta z,mn, 1/) + Z 65+k’¢)k+1(t7 z,mn, V) + Z 5l¢l(t7 z,n, V) (B52)
k>0 >0

for § defined as in (B.21]) depending on ¢4 and /g, plugging (B.52)) into (B.11]) and identifying
all terms of the same power of €. It turns out that the diffusive problems are in this case the

time dependent version of the stationary outer problems of Section Indeed, since ¢ = oo
the first equation in is a stationary equation for the intensity I,,. Therefore, the same
computations of Section show that for any choice of £4 and £g the first order term ¢y is
isotropic and the next non-isotropic term arising in the expansion of I, is of order e!.

Hence, in the case /1 < 1, ie. 7, = %, since the time derivative of the temperature in the
second equation of (B.11)) is a term of order £° which is balanced by the divergence of the
flux of energy, we obtain the following outer problems

(i) for by = by < lg

T (t,x) — %ﬂ div ( OOO W@) =0, (B.53)

(i) for py = by =Lg

T (t,x) = div </OOO duM </S2 dnn® (Id— A,,) " (n)> V.B,(T(t, x))> :
(B.54)

(iii) for py < by < L

T (t,x) = div (/Ooo v </§2 dnn® (Id—H)™* (n)) V.B,(T(t, :c))) ., (B.55)

ap(x)
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(iv) for by < L =l

— iy div (ﬁx) (fgz ne (Id—H)™" (n) dn) Vaoo(t, , y)) = B, (T(t,z)) — do(t, ,v)
OT(t,z) — div (f0°° dv s (sz n® (Id—H)™" (n) dn) Vao(t, z, u)) —0.

(B.56)
In the case ¢y < L < {1, namely when 7, = 8% for 5 > 1 the outer problem is
. 1 -1 _
{ div (m (fizn ® (Id— H)™ (n) dn) Vaolt, , u)> ~0 .57
OT(t,x) — [y dvaj(z) (B, (T(t x)) — do(t, z,v)) =0.

Indeed, plugging the expansion (B.52) with 6 = § — 1 into the first equation in (B.11)) we
obtain, arguing as in Section that the leading order ¢q is isotropic and solves the
stationary equation

div (al(x) (]é n® (Id—H)™* (n) dn> Vadol(t,z, 1/)) =0.

Moreover, plugging the second equation of (B.11]) into the second one yields

oT(t,x) — /000 dv o (x) (B, (T'(t,x)) — ¢o(t, z,v)) = 0.

These are the equations describing the radiation intensity and the temperature on the bulk
away from the boundary and for positive times.
We remark that as for the stationary problem the regimes of equilibrium diffusion approx-

imations are for {7 < L and correspond to the problems (B.53)), (B.54) and (B.55]) while the
regimes of non-equilibrium approximations are for ¢ 2 L and are described by (B.56]) and

B5D).

B.4.2 Initial layer equations and boundary layer equations

As in the case of the stationary diffusion approximation, the radiation intensity I, and the
temperature T can change abruptly near the boundaries, i.e. boundary layers might arise.
In addition, in the time dependent case also the behavior of (T, I,) could change quickly for
small times. We will denote the latter as initial layers. In this subsection we construct the
initial layers for distances to the boundary of order 1 and boundary layers for positive times
of order 1. We denote by initial layer equations the problems derived for times ¢ < 1 and
solved at the interior of 2. Similarly, the boundary layer equations are problems derived from
rescaling the space variable only and solved for any ¢ > 0.

In the considered case, i.e. ¢ = oo, there are no initial layers for the temperature appearing
on the bulk, i.e. for distances to the boundary of order 1. To see this we have to consider two
different cases. We recall that the second equation in is

T (t,x) + 13, div (/ dy/ dn nI,,(t,:v,n)) = 0. (B.58)
0 S2

Hence, if ¢7 < 1 the heat parameter is 73, = % Therefore, in equation (B.58) the divergence
of the flux of radiative energy is multiplied by e~!. As indicated before ¢ is isotropic. In
addition to that, since the first non-isotropic term is of order ¢, it follows that in (B.58]) the

term containing the divergence is of order 1 in the bulk. Therefore, 9,T is of order 1 and as a
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consequence 1" ~ Ty for small times ¢ < 1 and no initial layer appears. On the other hand, in
the case £ > 1 the heat parameter is 7, = £4 = 8% for 8 > 1. In this case the leading term
of the divergence of the total flux of energy is of order ¢ and it is given by

ﬁdlv(/ dz//szdnnqﬁg)—s/ dV/SanOé (T) — ¢0)

where ¢3 is the term of order £ in the expansion (B.52) obtained for § = # — 1. This implies
again that 0T is of order 1 and hence, there are also in this case no initial layers.

We now examine the boundary layers appearing for times of order 1. In this case, similarly
as in the stationary case, Milne and thermalization layers arise. It turns out that the equations
describing the radiation intensity near the boundary are given either by the stationary Milne
problems (B.26)), (B.34)), (B.43), or by the thermalization problem or by a combination
of both of them depending on the choice of £4 and £g.

We begin describing first the Milne layers. We rescale the space variable according to
Yy = —% - ny, where £y = ¢ and p € 09Q2. We express also the absorption and scattering
lengths according to ¢4 = e, £g = €77 with min{3,7} = —1. With this notation,

becomes

—(n-np)0y L, (t,y,n;p) = 7 Ha “(p+(9( ))( (1) — 1)
#1008 (p+ O () (s Klm )L '~ 1) y>0
T (t,y;p) — 2 (fy° dv [so dn (n - np)dy I ) y>0 (B.59)
7(0,y;p) —To(%p) y >0
( 1(t,0,n;p) = gu(t,n) n-n, < 0.

Letting € — 0 we obtain different Milne problems for different choices of § and . With
similar arguments as in Section [B.3] we can see that the Milne problems are the same as the
one derived for the stationary case, except for the fact that the unknowns depend also on the
variable t. However, the variable ¢ appears only as a parameter and the Milne problems are
stationary. These are given by in the case v > —1, by if y = 8 = —1 and finally
by if B > —1. Notice that we are assuming that, if the incoming radiation g, depends
on time, it does it only for times ¢ of order one.

We remark that when 8 > —1 the Milne problem (B is a closed problem involving
only the radiation intensity I,. If {7 < L, in order to determlne the temperature close to the
boundary we have to solve the stationary equation

| v [ dnato) (BT i)~ Lt ymi)) =

This is the same equation that we obtained in the stationary case in (B.44). On the other
hand, if 7 2 L the temperature is related to the radiation intensity by a time dependent

equation similar to the second one in (B.56|) and (B.57), namely the equations describing the
temperature in the bulk, i.e.

0T (t,y;p) / dV/S2 dn ol(p) (B,(T(t,y;p)) — L,(t,y,n;p)) = 0. (B.60)

Besides the Milne layer, in the case {); < ¢ < L we observe also the formation of a
thermalization layer at distance ¢7 to the boundary. The equation describing this layer is
obtained with a change of variable n = —% -ny, for p € 0§). Recall that in this case we
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consider g = ¢ and £4 = ¢ for B € (—1,1) and hence {7 = e and 7, = 1. Thus, (BI1)
becomes under this rescaling

—5#(71-%)8] (t,n,n;p) = a2 <p—|—0(5 3 ))5/3+1(B,,(T)—L,)
+o (p+(9(5 2 )) (fS2 (n,n)I, dn’ —I,,) n>0 (B.61)
0T (tnp)—52 (JoZ dv [so dn (n - np)0y 1) = n > 0.

We see once more that the thermalization layer equation is equation , the equation
constructed for the stationary problem in Section .

Finally, matching the solution of the boundary layer equations with the outer problem we
can construct the boundary condition for the diffusive initial-boundary limit problem. We
will summarize these problems in the following subsection.

B.4.3 Limit problems in the bulk

We summarize now the time dependent PDE problems that we obtain for the equation
as £y — 0 for all different choices of ¢’s. They are given by the outer problems (B.53)-(B.57)
valid in the bulk for positive times. Since there are no initial layers appearing for times ¢ < 1,
the initial condition is T'(t,z) = Ty(z) for any choice of £4 and £g. Moreover, the boundary
condition is given by the matching of the solution of the boundary layer problems with the
outer solution.

(i) If ¢y = by < Lg then the problem is given by

QT (t,z) — = div (”%(g))dy):o ze, t>0

T(0,z) = To(w) x e (B.62)
T(t,p) = lim F1((J," dvai(p)Lu(ty,nip)) sy,p) P € O, E>0,

where I,,(y,n; p) is the solution to the Milne problem (B.26]).

(ii) If 5y = br < L, we obtain the following limit problem

0T (t, )
— div (f0°° W e (fSQ dnn® (Id— Ayg) ™" (n)) VIBZ,(T(x))) ze, t>0

7(0,z) = To(z) T €

T(t,p) = yli_)rgO F1 ((fooo dv fSQ dn o%(p)1,(t,y, n,p)) ,y,p) peI, t>0,

(B.63)
where I,,(y,n, p) solves the Milne problem (B.34)).

(iii) We turn now to the case £); < ¢ < L, which corresponds to the case £j; = ¢ = £g and
¢4 =eP for B € (—1,1). We obtain the following limit problem

o,T — dlv(fo dv s <fS2dnn®(Id H)~ ())VIBZ,(T(x))):O z €N

T(0,z) = To(x) z €
T(t,p) = lim F=2 ((Jg™ dv fie dn af(z)o(t, n,vip))  y,p) pEI, t>0,
(B.64)

where ¢o(t,n,v;p) solves the thermalization equations (B.48) with boundary value
wo(t,0,v;p) = li_}In I,(t,y,n,v;p) for I, the solution to the Milne problem (B.43)) with
Yy—00

boundary value g, (t,n).
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(iv) We consider now the last two cases where /3y < L < ¢7. The limit problem in the case
€T =L is

(x) d1V< <f82n® (Id—H)™ ' (n) n) Vzdx)(t,x,u))
=B, (T(t,z)) — ¢o(t,z,v) T€Q, t>0

oT — [T dv [ dndn ol(z) (B, (T(t,z)) — ¢o(t,z,v) =0 xe€Q,t>0
(Uaﬂﬂ) To(x) xeq
bo(t,p,v) = hm fSQ (t,y,m,p) peo, t>0,
(B.65)

where I,(t,y,n,p) solves the Milne problem (B.43) for the boundary value g, (t,n).
Notice that in the problem (B.43)) the time ¢t appears just as a parameter.

(v) Finally, if L < 7 with the same notation as above the limit problem in this case is

div (557 (fe n ® (1d— )™ (n) dn) Vado(t,2,0)) =0 €9, >0
4T ( t,x )+ fo dv fS2 ald(z) (B,(T)(t,z) — I,(t,z,n)) =0 z€Q, t>0
T(0,2) = To(x) v eQ
dot:pv) = lim feo I (t,y,m,p) pedN, t>0.

(B.66)

Also for this case the boundary condition is obtained by the solution of the boundary
layer described by the Milne problem (B.43).

B.4.4 Initial-boundary layers

It is important to notice that in regions very close to the boundary and for a times t < 1
new layers could appear. These are the regions where the radiation intensity I, and the
temperature T change from the solution of the initial layer equation to the solution of the
boundary layer equation. For this reason we denote these layers as initial-boundary layers.
In this section we will derive the equations describing them for any choice of /4 and ¢g. In
the following we will always denote by p a point belonging to the boundary, i.e. p € 0f.

(i) If £y = ¢ < ls we observe the formation of only one initial-boundary layer. It
is described by an equation which can be constructed rescaling the space variable as
y = —ms;p np and the time by ¢ = e27. Indeed, since in this case 3 = —1 (because
¢4 =c¢)and 7, = £~ we see that the leading term of divergence of the flux of energy is

of order £72 in the following equation

Ot ip)+ e’ [ v [ dn o) (BUT(ip) = Lltymip) = 0. (BT

This equation is obtained plugging the first equation in into the second one. We
recall that equation is obtained after a rescaling of only the space variable. Hence,
the time rescaling ¢t = €27 gives a non-trivial equation for the temperature. Thus, the
radiation intensity I, and the temperature T solve the following initial-boundary layer
equation

—(n - np)oyLy (7, y,n;p) = ay(p)(Bu(T(7,y)) — Lu(T,y,n;p)) y>0,7>0
AT(1,y) — (fo~ dv [ dn (n-1p)0y L, (T, y,m;p)) =0 y>0,7>0
7(0,y;p) = To(p) y >0
L,(7,0,n;p) = 9,(0,n) n-n, <0, 7>0.
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p 2

(ii) In the case )y = ¢p = £g under the scaling y = —% -np and t = ¢
above the following initial-boundary layer equation

T we obtain as

—(n - nyp)oy,lI, (T y,mip) = aa(p)(B (T'(1,y)) — L(1,y,n;p))

o (fe K L(r,y,n';p) dn’ — L(7,y,n;p)) y >0, 7>0
0:T(r,y) +div (fo dv f§2 dn TLI,,) =0 y>0,7>0
T(0,y;p) = To(p) y>0
II/(Tuovn;p):gV(O>n) ’I’l"l’lp<0, T>0.

(iii) If /4 < ¢ < L we obtain two different initial-boundary layers. This is consistent with
the fact that there are two boundary layers appearing, namely the Milne layer, in which
1, becomes isotropic, and the thermalization layer, in which I,, approaches to the Planck
distribution. We now notice that rescaling the space variable by y = —xg;p -nyp and the
time variable according to t = e A7 equation gives the following initial-boundary

Milne layer equation

—(n- np)a I, (T yyn'p)
(fSQ n VI, (7,y,n;p)dn’ — I,(T, y,n,u;p)) y>0,7>0
HT(7,y +f0 deSz dna ( ) (Bu(T)(1,y50) — L(T,y,m5p)) =0 y >0, 7>0
7(0,y;p) = To(p) y=>0
I,(7,0,n;p) = g,(0,n) n-n, <0, 7>0.
(B.68)
Moreover, rescaling the space variable according to n = —%;p - np and the time by

t = e'=Pr from equation (B.61)) we obtain the following initial-boundary thermalization
layer equation

wo(T,m,v;p) — m (fSQ(n -np)(Id — H) Y(n) -y dn) 6%@0(7,17, v;p)

= B,(T(r,m;p)) n>0,7>0
0T — [y~ dv [ dn af(p) (Bu(T)(7,m;p) — Ln(T,n,n;p)) = 0 n>0,7>0
T(0,m;p) = To(p) y>0
¢o(7,0,v5p) = I1(0,v; p) pedQ, T>0.

This is the initial-boundary layer equation describing the transition from the initial value
to the boundary value in the limit problem (B.64)).

(iv)+(v) Finally, in the last two considered case, namely when ¢ 2 L we do not obtain a initial-
boundary layer. However, under the space variable rescale y = —% -ny for the Milne
problem (B.43)) we obtained also an evolution equation for the temperature valid for all

t > 0 given as we saw in (B.60)) by

—(n - np)8 I, (t y,n'p)

p) (Jo K L(t,y,n';p)dn’ — L,(t,y,n,v;p)) y>0,t>0
T (t,y) + fo dV Joo @ (p (BV(T)(t, yip) — L(ty,m;p) =0  y>0,t>0
T(0,y;p) = To(p) y >0

L,(t,0,n;p) = gu(t,n) n-ny, <0,t>0.
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B.5 Time dependent diffusion approximation. The case of
speed of light of order 1

In this section we construct the limit problem solved by the solution of the time dependent
equation when £3; — 0 and the speed of light is finite. Without loss of generality
we consider first the case ¢ = 1. Physically this means that the characteristic time for the
propagation of light is similar to the time of the heat transfer process. This situation can
be expected to be relevant only in astrophysical applications. The strategy is the same as in
Section We will first formulate the limit problem valid at the interior of the domain 2
for positive times. In Subsection we will consider the formation of initial and boundary
layers. In this case we will obtain non-trivial initial layer equations. On the other hand,
as in Section [B:4] the boundary layer equations are stationary and are the same equations
we constructed in Section Finally, in Subsections and we will summarize
the initial boundary value problem that we have obtained and we will construct the initial-
boundary layer equations that we have to consider in order to describe the behavior of the
solution in a small neighborhood of the boundary for times ¢t < 1.

B.5.1 Outer problems

We consider equation in the case ¢ = 1 and under the assumption £y = ¢ for the
different choices of £4 = e=# and £g = ¢~7. Expanding I, according to and identifying
in @D all terms of the same order we conclude as we computed in Section and Section
@ that the first order ¢o(t,x,n,v) of the intensity I, is isotropic and the first non-isotropic
term is of order e!. Moreover, as long as /7 < L we have ¢g(t,z,v) = B,(T(t,z)). The outer

problems in the case ¢ <1, ie. 7, = % are given

(i) for £y = by < Lg by

0Tt 2) + Amod Tt 2) — ™ diy ( wwdu) _o,
3 0 oy ()

(ii) for £py = bp = g by

T (t,x) + Amo 0, T*(t, x)
= div </Ooo dVOM </82 dnn® (Id— A, z)"" (n)) VB, (T(t, x))> ,
(iii) for £y < 7 < L by
T (t,x) + 4mod, T (t, x)

= div (/OOO dua;(x) (/82 dnn® (Id—H)™* (n)) V.B,(T(t, m))) ;

(iv) for ¢ < L = {1 by

0o (t, x,v) — div (ﬁ <f§2 n® (Id—H)™ " (n) dn) Vaoo(t, z, 1/))
= a%(z) (B, (T(t,z)) — do(t,z,v)) (B.69)

v

OT(t,x) +4m [~ dv of(x) (B, (T(t, z)) — ¢o(t,z,v)) = 0.
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In the case {r > 1, i.e. 7, = €4 = ¢ P for § > 1, a similar computation to the one for the
derivation of the problem (B.57)) yields

’V)>:0 B.70
70)
,v)) =0. (

Indeed, in the first equation of the leading order of the term containing the time
derivative of I, is of power ¥ as the emission-absorption term. On the other hand, the
leading order ¢g of the radiation intensity is isotropic and the first non-isotropic term is of
order '. Therefore, the identification in the first equation of of the terms of order
el=8 > 0 gives the stationary equation in solved by ¢g. Finally, plugging the first
equation of into the second one yields the equation for the temperature as in .

{ div (%@) (fgz n® (Id— H)™ (n) dn) Vado(t, a
OT(t,x) +4m [~ dv of(x) (B, (T(t, x)) — dolt,

B.5.2 [Initial layer equations and boundary layer equations

In this subsection we will describe the initial layers and the boundary layers appearing for time
scales smaller than the heat parameter 7, and for regions close to the boundary, respectively.
We start with the initial layers and we will see that similarly as for the boundary layers
considered in Sections and there are two nested initial layers appearing. Indeed, in a
first layer, i.e. for a very small time scale, the radiation intensity becomes isotropic, while in
a second initial layer it becomes eventually the Planck distribution for the temperature. We
will denote the first layer as initial Milne layer and the second one as initial thermalization
layer, due to their analogy with the boundary layers considered in Sections and B4 We
will also see that while the initial Milne layer appears for every choice of £4 and fg, the initial
thermalization layer coincides with the initial Milne layer (if £y; = ¢7), appears after the
initial Milne layer (if /)y < ¢p < L) or it is not present at all (if {7 2 L).

We recall that under the assumption £4 = e~ # and £g = =7 for min{3,7} = —1 equation

(B.10) writes

ol (t,x,n) + pn - VoI, (t,,n) = a%(x)e’m, (B, (T(t,x)) — I(t,7,n))
+af (2)e7mh (foo K(n,n') L, (¢, x,n') dn/ — I,(t,x,n)) x€dQneS*t>0
T + O (fooo dv fs2 dn I,(t,n, :17))

+ 713, div (fooo dv fSQ dn nl,(t,n, 1:)) =0 redneStt>0
1,(0,z,n) = Ip(z,n,v) r €0Q,neS?
T(0,z) = To(x) x € 00

( L(t,n,x) = g,(t,n) x €00,n-n, <0,t>0.
(B.71)

Notice that the leading term in the first equation is of order % Therefore, under a time

rescaling t = 7_%7' the first equation writes

0-1, = P 1ol (x) (B,(T) — I,) + 7 as (x) ( K(n,n")I, dn' — L,) +en- Va1,

SQ

while the second one is

aTT—l—@T(/ dl// dnfy>+5div</ dl// dnnL,):O.
0 s? 0 S?

It is hence easy to see that for any choice of £); and £g there is an initial layer with thickness

of order =. Notice that as long as €y S 1 (i.e. 7, = e~ 1) this initial layer has thickness of
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order 2, while in the case f7 > 1 (i.e. 7, = ¢~ # for 8 > 1) the order is e'*#. This layer plays
the role of the Milne boundary layer in the time dependent case, as in this layer the radiation
intensity becomes isotropic. For this reason we will denote it as the initial Milne layer.

(i) In the case £j; = ¢y < Lg the initial Milne layer is described by the following initial
Milne equation for the leading order of the radiation intensity

Orpo(T,2,n,v) = a%(z) (B, (T(7,x)) — wo(T,2,n,V)) T>0
O T(7,xz) + fo dv [eo dn of(z) (B,(T(7,z)) — po(r,2,n,v)) =0 7 >0
©0(0,z,n,v) = Iy(z,n,v)
T(0,2) = To(z).

This equation plays the same role of the Milne problem and we expect T — T, and

vo — Bu(Ts) as 7 — o0. Indeed, given a bounded solution to the equation (B.72),
assuming Too(x) = lim T'(7,x) and using simple ODE’s arguments we have
T—00

(B.72)

a

wo(T,x,n,v) = Ioe_ag(z)f +/ a,‘j(a:)e_“"(x)(T_s)By(T(s,x) ds j B, (Ts(x)).
0 T o0
(B.73)

(ii) We turn now to the case £y = {7 = {g < L. The initial Milne equation is

O-po(T,2,M,1) = a“(w) (B (T(r, :U)) —@o(T,2,n,V))

z) (f2 K(n,n')go(r, 2,0/, v) dn’ — @o(1,2,n,v)) 7>0
O-T(r,2) + [3° dv fSQ dn al,( ) (B,(T(1,2)) — po(T,2,n,1)) =0 7>0
©v0(0,z,n,v) = Iy(z,n,v)
T(0,z) = To(x).

(B.74)
Again, assuming T (z) = li_>m T(7,x) for a bounded solution to (B.74]) we can write an
T oo

explicit formula for ¢y and we also obtain

v

@o(T, z,n,v) =lhe (@w@Fea(@)r +/ ag(z)e (W OTw @B (T (s, 1)) ds
0

+ [ aslae @ Hgy) ., 0)
0

:ef(a,‘}(x)Jrai(m))T Z (OéV(LL’)T) H" [I()](.T, n, I/)

= n!
+ / a%(z2)e DT B (T(s,2)) ds
0

— By(Too()).

T—00

(iii) For the case {3y < {7 < L, similarly as for the boundary layers, we expect the solution
to the initial Milne layer equation to become isotropic but not necessarily to become the
Planck distribution. In this case the initial Milne equation is

Orpo(T, 2, M, V) (fSQ n'Yoo(T, x,n',v) dn' — gpo(T,$,n,1/)) 7>0
0:T(r,z) =0 7>0
©v0(0,z,n,v) = Ip(z,n,v)
T(0,z) = To(x).

(B.75)
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On one hand we have T'(7,x) = Tp(z) for all 7 > 0, on the other hand we have
wo(T,z,n,v) = exp(—aj(z)r(Id — H))Iy.

Using standard spectral theory for H € L (LQ(S2), L? (82)), a compact self-adjoint opera-
tor, we see that the greatest eigenvalue of H is 1 with eigenfunctions being the constants.
Hence, an application of the spectral gap theory and of the continuous functional calculus
(cf. [120]) yields the limit

lim @o(7,2,n,v) = @(z,V),
T—00

where ¢ is independent of n € S2. Moreover, ¢(z,v) = fs2 To(x,n,v). Indeed, integrating
over S? the first equation of (B.75) we obtain using that [s, K (n,n’)dn = 1 the equation

87' ]ESQ @0(7'7%, n, V)dn =0 >0
fSQ @0(07 €, n, V)dn == fSQ I(](.%', n, V)dn

Hence, we conclude by the isotropy of ¢

][ Io(ac,n,y)dn:f wo(T,z,n,v)dn — @(z,v).

S2 S2 T—00

The study of the Milne initial layer described by has been rigorously studied in

the context of the one-speed neutron transport equation in [19] and in [147], i.e when

o is independent of v. While in |19] the behavior of the neutron distribution for small

times is analyzed for general kernels using stochastic methods, in [147] equation
1

is solved for a very specific scattering kernel, namely the constant kernel K = ;.

Moreover, there is also an initial thermalization layer. Indeed, under the rescaling ¢t =
el=Pr for B € (—1,1), v = —1 and therefore 7, = 1 equation (B.71) becomes

o-I,(1,x,n,) + e hBn . Vol (r,2,n) = a%(x) (B,(T(1,2)) — I,(1,2,n))

—l—ﬁ—i‘? (fgg K(n,n\I,(t,z,n’) dn' — I,,(T,:E,n)) >0
T (1, )+ [ dv [so dn -1, (7, x,n)
+e P div ([;° dv [g dn I, (T,2,n)n) =0 >0
(B.76)

As we have seen several times, the leading order ¢q of I,, in (B.76)) is isotropic. Moreover,
for B > 0 also the term of order € is isotropic. Hence, the initial thermalization layer
equation for the leading order of the radiation intensity is given by

Orpo(T, 2, v) = a%(z) (By(T(1,2)) — @o(T,z,v)) 7>0
o-T(t,x) + fooo dv fSQ dn Orpo(T,2,v) =0 >0
v0(0,z,n,v) = p(z,v) = fSQ Ip(z,n,v)dn

T(0,z) = To(x).

As for equation (B.72]) arguing as in (B.73)) we expect (T, z,v) = B, (Tx(z)) as 7 — 00
denoting by Tho(x) = lim T'(7, ).
n—00

(B.77)

Finally, in both cases ¢j; < ¢r = L and )y < L < {p, i.e. in the non-equilibrium
diffusion case, we observe the formation of only the initial Milne layer in which the
radiation intensity becomes isotropic. In both cases the initial Milne layer equation is

once again (B.75)).
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We study now the boundary layers. We notice that in (B.71)) 9;/, has relative order 7, !

compared to n - V.I,. Therefore, any rescaling of the space variable by £ = —u n,, for

e € {lyy =¢e,lp} < L and p € 99 yields the boundary layer equations constructed in Section
Indeed, under such procedure the system becomes

(20,0, (t,€,m5p) — (- np) DL, (t,€,m;p) = b (p + O(€2)eP T (B, (T(t, & p)) — L(t,€,n;p))
+ay(p+ O ([ K(n,n') (¢, € n'sp) dn’ — L,(t,€,n; p))
T(t, & p)+ O (fooo dv fs2 dn L,(t,ﬁ,n;p))
— e 70 (fooo dv fSQ dn (n-np)l,(t,€, n;p)) =0
1,(0,&,n;p) = Io(§, n, v p)
7(0,8) = To(&)
I,(t,0,n;p) = g, (t,n) if n-n, <O.

(B.78)
Under these rescalings we obtain namely the Milne problems (B.26) for ¢3; = {7 < {g and
- ) for () = = lg < L. In the case {j; < ¢ < L there are two boundary layers

appearing descrlbed by the Milne problem (B.43|) and by the thermalization equation (B.48|).
Finally, if /3y < L < {7 the Milne boundary layer is described by (B.43]).

B.5.3 Limit problems in the bulk

We summarize now the PDEs which are expected to be solved by the solution of (B.10)) in
the limit £p; = ¢ — 0 for any different choice of ¢7 as the speed of light is finite, i.e. ¢ = 1.

(i) In the case when ¢y = {p < lg, the limit problem is given by

0T (t,z) + Amod,T4(t, x) — 4= div ( 0 %((;*””du) =0 t>0,z€Q

T(0,z) = Too(x) x €
T(t,z) = lim (J5~ ab(p)L(t,y,n:p)) p €09,

where I,(t,y,n;p) is the solution to the Milne problem (B.26|) for the boundary value
gu(t,n) and
Too(z) = lim T'(7,z) is defined as the limit of the solution to the initial layer (B.72)).

T—00

(i) If by = by =ls < L, ie. {5 =1F4 =¢c and 7, = £ !, the limit problem that describes
the temperature in the interior of {2 for positive times is
T (t,x) + 4mco T4 (t, x)
— div (fo e (fSQ dnn® (Id— Ayg) ™" (n)) vay(T(t,x))) t>0,z€Q
T(0,z) =Too(x) = lim T(T, x) x €
T(t,z) = lim (5~ ab(p)L(t,y,n:p)) p € 99,

where I,(t,y,n;p) is the solution to the Milne problem (B.34]) for the boundary value
gu(t,n) and T'(1,z) the solution to the initial layer (B.74]).

(iii) We move now to the case £}y < ¢7 < L, hence we consider g = ¢ and £4 = ¢~ ? for
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B e (—1,1) and 7, = ¢~'. The limit problem is

T (t,x) + 4nc 0T (t, x)
— div (f0°° dv s (fSQ dnn® (Id— H)™" (n)) VxBV(T(t,x))> t>0, z€0

T0,z) =Too(x) = le T(r,x) x el
T(t,p) = yli_>120 (fooo dv a&(p)po(t,n, I/;p)) p € 0N,

where T'(7, x) solves the initial layer (B.77) and ¢g is the solution to the thermalization

problem (B.48]).

(iv) If £y < L = {7 the limit problem is

( 8ot z,v) — div ( (sz n@ (Id—H)™" (n) n) Vado(t, z, 1/))
= (B, (T(t,z)) — ¢o(t,x,v)) x€Q, t>0
0T (t,z)+ 4w fooo dv a8(x) (B, (T(t,x)) — ¢o(t,z,v)) =0 zeQ, t>0
60, z,v) = p(z,v) = sz Iy(z,n,v)dn
T(0,2) = To(x) x €N
¢o(t,p,v) = hm fSQ (t,y,m,p) pe N, t>0,
(B.79)

where I,,(t,y,n,p) solves the Milne problem (B.43) for the boundary value g, (t,n) and
o(p,v) = lim ¢o(7,p,n,v) for the solution to (B.75).
T—00

(v) Finally, if {3y < L < ¢ the limit problem is with the same notation as in (B.79))

le( L (fSQn@) Id—H)™ (n) dn)quﬁg(t,x,V)):O xre, t>0
or (t,:z —|—47r Jo° dv al(x) (By(T(t,z)) — ¢o(t,x,v)) =0 z€Q, t>0
T(0,z) = To(x) z€Q

¢o(t,p,v) = hm fS2 (t,y,n,p) ped, t>0.

(B.80)

B.5.4 Initial-boundary layers

We conclude Section considering the initial-boundary layer equations, which can be found
studying (B . This equation shows that on the one hand under the space rescale £ =

xsap np for p € 0N and % € {EM,KT} the time derivative term 9;I, becomes of the same
order of d¢I, rescaling the time by t = —T on the other hand it becomes of the same order
of the absorption-emission term if we con51der t = —5—. It is not difficult to see that rescaling
the space variable according to the Milne length ¢j; = ¢ we obtain a non-trivial equation of
the leading order of I, in both time and space variables only rescaling the time by ¢t = th.
In the case {3y < ¢ < L, i.e. when g = ¢ and £4 = ¢ # with 8 € (—=1,1) and 7, = %, a
thermalization layer also appears. It is described for small times and for x € Q close to 92
by the equation obtained rescaling the space variable by {7 = 5% and the time variable in
a suitable way so that the resulting equation is non-trivial in both variables. This is the case

when t = e1-Pr.

() If by = by < Lg, ie. if = —1 and v > —1 and 7, = £ !, rescaling the spatial
variable by y = —*=2 . n,, for p € 9Q and under the time rescaling t = £27 we obtain
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the initial-boundary layer equation

(0:1,(7,y,m:p) — (n - 1) 0y L (7, y, 3 p) =
oy (p)(Bu(T(1,y)) — Lu(T,y,m5p)) y>0,7>0
0T (r,y) + fooo dv ng dn 0:1,(T,y,n;p)
Oy (fooo deSQ dn (n - np)I,,(T,y,n;p)) =0 y>0,7>0

1,(0,y,n;p) = Io(p, n,v) y>0

7(0,y;p) = To(p) y >0

I,(7r,0,n;p) = g,(0,n) n-ny, <0,7>0.
(ii) In the case £y; = {1 = {5 we rescale again the variables according to y = —75 Ip n, for

p € 0Q and t = 27 and we obtain the following initial-boundary layer equation

O-1,(1,y,n;p) — (n -1p) Oy I, (T y,n'p) = ay(p)(Bu(T(1,y)) — L,(7,y,n:p))
aj (Jo K L(r,y,n;p)dn’ — L(r,y,n;p)) y>0,7>0
o-T(r,y) [,° dv fSQ dn GTL,(T,y,n,p)
—0y (fooo dv fs2 dn (n - np)L,(T,y,n;p)) =0 y>0,7>0

I,(0,y,n;p) = Ip(p,n,v) y>0
T(0,y;p) = To(p) y>0
IV(T7O7n;p) :gy(oyn) n-np<0,7'>0.

(iii) If £y < €y < L there are two initial-boundary layers appearing. In order to find
the initial-boundary layer equation describing the transition from T, to the limit value
lim (3~ dv al(p)o(t,n,v;p)), we rescale first the space variable according to 1 =

Y—0o0

% -ny for p € 0Q with lp = £3 and the time variable according to t = e A7 and
following the same computations as we did in Section in equation (|B.68|) we obtain

the initial-boundary layer equation

/

Orpo(T,m,v;p) — (fSQ n-np)(ld—H)~ L(n) - np dn) 6,%(,00(7, n,V;D)

—a()( w(T(7,m3p)) — ¢o(T,n,vip)) n>0,7>0
T (1,y3p) + [y dVIgzdna (p) (Bu(T(1,m;p)) — po(T,m,v5p)) =0 >0, 7>0
¢0(0,n,v5p) = 0(p,v) = fs Lo(p,n,v)dn n>0
7(0,m;p) = To(p) n>0
wo(T,0,v;p) = 1(0,v;p) n-n, <0,7>0,

where we used I(0,v;p) = l'gn I,(0,y,n;p) for the solution to the Milne problem (B.43)
Y—00
and also‘ ¢(p,v) = len;o o(T, p,n,v) for the solution to (B.75)).

Rescahng now both space and time variables according to y = =—* - n,, for p € 92 and
t = 27 we obtain another initial-boundary layer equation which explams the transition
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from I(0,v;p) to ¢(p,v). This is given by the following equation

;

0-1,(1,y,m;p) — (n - np) Oyl (T, y, n5p) =
+ O[;j (fS2 K(n7nl)IV(T7 y7n/;p) dn/ - Il/(7_7y7n;p)) Yy > 0, T > 0
0:-T(r,y) =0 y>0,7>0
1,(0,y,n;p) = Io(p,n, v) y >0
T(0,y;p) = To(p) y>0
\IV(Taoun;p):gl/aln) n-ny, <0,7>0.
(B.81)

(iv)+(v) If fp Z L under the rescaling y = =2 -n,, for p € 9Q and ¢ = 27 we obtain the problem
(B.81) as initial-boundary layer equation.

(v) Moreover, in the case {7 > L we notice in equation that the leading order ¢q
of the radiation intensity solves a stationary equation. The transition from the solution
of a time dependent equation, as the one of the original problem, to the solution of
a stationary equation happens in times of order ¢#~!. Indeed, under a time rescaling
t=ef"lr = % we obtain the following equation solved by the leading order ¢¢ in the

bulk
0ro(T, 2, V)
— div (a;(x) (f§2 n® (Id— H)™ (n) dn) Vo (T, 2, y)) —0 z€Q, >0
0. T(r,z) = xreQ, 7>0
$(0,z,v) = p(x,v) = fo Io(z,n,v)dn €N
T(0,2) = To(x) x e}
\ ¢o(T,p,v) = yli_g)lo fSQ L,(r,y,n,p) p eI, T>0,
(B.82)

where p(z, v) is defined by the initial layer equation . This equation can be derived
in the same way as the outer problem taking into account that under this time
scale the term containing 9, I,, is of order e!=7 >> 0. Moreover, also the second equation
in gives 0;T = 0 since the absorption emission terms are of order € <« &=,

B.6 Time dependent diffusion approximation. The case of
non-dimensional speed of light scaling as a power law of
the Milne length

In this last section we repeat all the procedures used in Sections [B.3] [B.4] and [B.5| and we
construct the limit problem solved by the solution of the time dependent equation
when {3y = ¢ — 0 and in the case in which the speed of light is a power-law of the form
¢ = e " for k > 0. The strategy is the same as in Section It will turn out that the
limit problems valid at the interior of the domain € and for positive times are the same as
the one we found in the case of infinite speed of light. On the other hand, differently from
the case of infinite speed of light, in this case time layers appears also in regions far from the
boundary. Similarly as in Section [B.4] and the boundary layer equations are stationary
and are the same equations constructed in Section Finally, we will summarize the initial
boundary value problems that we have obtained and we will construct the initial-boundary
layer equations that we have to consider in order to describe the behavior of the solution for
small times in regions close to the boundary.
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B.6.1 Outer problems

We consider equation (B.10]) in the case ¢ = ™", £ > 0. In order to find the outer problems
solved in the limit we proceed as we did in the previous three sections. It turns out that the
outer problems are the same evolution equations obtained for the infinite speed of light case.
Indeed, under the assumption ¢ = e * and €4 = ¢ 7, g = ¢~ with min{a, vy} = —1 equation
(B.10) becomes
e®OL,(t,z,n) + Thn - VoI, (t, z,n) = a®(z)e’r, (B, (T(t,x)) — I(t,z,n))

+ g (@) (fgo K(n, 0 )L (t,z,n') dn’ — L, (t,z,n)) x€QneSt>0
Oy + €70y (fooo dv sz dn I,(t,n, :1:))

+ 7 div ([T dv [go dn nd,(t,n,2)) =0 reQneS’ t>0
I,(0,z,n) = Iy(x,n,v) reNnes?
T(0,2) = To(x) x el
L(t,n,x) = g,(t,n) x e dn-n, <0,t>0.
(B.83)

Then, plugging the usual expansion (B.52)) for I, into equation (B.83) and identifying all
terms of the same power of € give the same results as in Section [B:4] This is due to the fact

that in the first equation of the term involving the time derivative of the radiation
intensity is of order €® and hence it is much smaller than € < 7! < 7,71 ie. the
orders of magnitude which lead to the resulting first two terms in the expansion I, (t,z,n) =
oo(t, z,v) +epi(t,x,n,v)+---. As we noticed in the previous sections, ¢q is isotropic and as
long as {7 < L it is the Planck distribution B, (7). Since also in the second equation of
the leading term containing 8, is of order 1, the term £*0; [ dv [, dn I, is negligible. The
outer problems are hence as in Sectionequation for ¢y = ¢ < Lg, equation
for ¢y = by = lg, equation for £y < by < L, the system for by < L =4p
and the system for by <K L < Up.

B.6.2 Initial layer equations and boundary layer equations

In contrast to Section (i.e. the case ¢ = 00), besides the formation of boundary layers also
time layers appear. The equations describing them can be obtained similarly as in Section

14~k
B.5l The first equation in (B.83) has leading order 7,71, hence a time rescaling ¢ = ET: T
gives

0.1, = 65“04‘;(;1;) (B,(T)—-1,) + €7+1ai(x) < K(n,n")I, dn' — L,) —en- VI,

SQ

e "0, T + 0, (/ du/ dn L,> + ediv (/ dv | dn nI,,) =0,
0 S2? 0 S2

which implies 0;T = 0 at the leading order. Hence, an initial layer of thickness of order
is appearing for any choice of £4 and £g. This is the so called initial Milne layer.

and

61+m
Th

(i) If ¢pr = br < Lg the initial Milne layer is described by

{ Orpo(t,z,n,v) = oy(x) (By(To(x)) — po(r,z,mw)) if 7> 0 (B.84)

e0(0,,m,v) = Io(a,n, ).

Therefore, as 7 — oo we obtain using a simple ODE argument lim ¢o(7,2,n,v) =
T—00
B, (To(x)).
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In the case ¢j; = ¢ = {5 and hence 75, = % with the scaling t = 7¢2T* we obtain on one

hand 0,7 = 0 and on the other hand for the first order ¢ the identity

Orpo(T, 2, n,v) = () (Bu(To(x)) — po(T, x, nv))

+ o) (x) < K(n,n")po(r,z,n',v) dn’ — po(T,2,n, V)> )

SQ

Again, using semigroup theory we can write the solution as
0o = 6—a$($)7' (e—aiT(Id—H)IO) + (1 _ ea{‘,‘(a:)'r) BV(TO)
Hence, we have once more lim ¢o(7,z,n,v) = B, (Ty(x)).
T—00

For all cases £y < {7 < L,ie. bg=cand 4 =c P for B € (—1,1) and 75 = %, under
the scaling t = 7e?** we have the initial Milne layer equation

O-po(T,2,n,v) = a(x) (fgz K(n,n)po(r,z,n',v) dn' — goO(T,x,n,I/)) >0
oI (r,z) =0 T>0
v0(0,z,n,v) = Iy(z,n,v)
T(0,2) = To(x).
(B.85)
This is exactly the same equation as (B.75)). Thus, an application of spectral theory
implies again
lim ¢o(7,2,n,v) = ¢(x,v) = fo Io(z,n,v)dn.
T—r00

However, as for the finite speed of light case, there is also a thermalization layer appear-
ing. Indeed, with a time rescaling t = e'~#*%7 the term involving 0;I,, becomes of the
same order of the emission-absorption term according to

oL, (1, 2,n) + e Pn -V, I, (1,2,n) = a%(z) (B,(T(x)) — I,(r,z,n))
+ Cg—&? (ng K(n,n)I,(r,z,n") dn’ — L,(T,:E,n))
L0.T(r,z) + (Jo% dv [so dn O-1,(T,2,n)) + e A div (foS dv [so dn nl(7,2,m)) = 0.
(B.86)
Hence, as we have seen in (B.76) the leading order ¢( of I, in (B.86| is isotropic, as
well as the term of order €® for § > 0. Moreover, once more the temperature 7" is just
the initial temperature Ty(x) to the leading order. This yields the initial thermalization
layer equation

{ O-po(T,x,v) = a%(z) (By(To(x)) — wo(r,2,v)) T>0
©0(0,z,v) = ¢(x,v).

Hence, similarly to (B.84)) we have Tli)rgo vo = By (To(z)) as 7 — 0.

For the cases ¢y < L < {7 the initial Milne layer equation is obtained again rescaling

the time variable by ¢ = EITTT and it is given by equation (B.85)).
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For the boundary layer equations We argue similarly as in the case ¢ = oo and ¢ bounded
Rescaling the space variable by £ = — -ny, for e* € {€p, {7} and p € O equation (B

becomes

,

—(n-np)0e,(t,€,m;p) = oy (p+ O(e*)) 7 (Bu(T) — L))
+és S(p+ 0(€Y)) (Joo K(n,n/) I, dn’ — 1)) — Eaﬂatfu(tafan)‘f‘gza”‘ §>0
VT(t, & p) + e (fo dv [ dnd; )+€ Thdlv(fo dl/fS2dnnIV) =0 £E>0
11(07 57 nvp) - IO(p7 n, V)
7(0,&p) = To(p)
I,(t,0,n;p) = gu(t,n) n-ny, < 0.
(B.87)
Therefore, the boundary layers are described by the same stationary equation we constructed
in Section Indeed we obtain for ¢p; = ¢y < fg the Milne problem (B.26|) and for
Uy = by = g < L the Milne problem (B.34]). The two boundary layers appearing in the case
Uy < Uy < L are described by the Milne problem (B.43)) and by the thermalization equation
(B.48). Finally, if /3y < L < ¢p the Milne problems are given by (B.43]).

B.6.3 Limit problems in the bulk

We now summarize the PDE problems which are expected to be solved by the solution of
(B.10) when ¢ = 7", k > 0 in the limit 3y = ¢ — 0 for any choice of /4 and {g. Matching
the solution to the outer problems valid in the bulk for positive times ¢ > 0 with the solution to
the initial layer equations and boundary layer equations, we obtain as limit equation exactly
the same PDE problems in Section[B.4} Indeed, on one hand the boundary layer problems are
exactly the Milne and thermalization problems constructed for the stationary problem and
valid also for the time dependent problem. On the other hand, in the initial layer equations
derived in the previous subsection [B.6.2] the temperature is constant, hence it is 7' = Tp, the
same result we that obtained in the case ¢ = oo in Subsection Therefore, since the
outer problems coincides in both cases when ¢ = co and ¢ = €% with kK > 0 and € — 0, we
conclude as in Section that the limit PDE problems are given by if by =0 < lg,
by @ if by =4y = Lg, by if by < by < L, by if £y <« L = {7 and finally
by (B.66) if £y < L < L.

B.6.4 Initial-boundary layers

As in Sections and we will derive the initial-boundary layer equations, which describe
the behavior of the solutions for very small times and in regions close to the boundary. The
initial-boundary layer equations are obtained rescaling in a suitable way the space and time
variables. Considering equation resulting from the space rescale according to the Milne
length or the thermalization length we notice that the term involving the time derivative of

the radiation intensity has order 51:“. Hence, the initial-boundary Milne layer equation is

obtained by the rescaling y = —*-* -n, and t = =

(i.e. when ¢4 = &P for B € (=1,1), £s = € and 7, = 1) the initial-boundary thermalization
. . . . — _1-8

equation is obtained rescaling n = —% -ny and t = ' 7P where b7 = ¢ 5" and p € 0N

(i) If £yr = lp < Lg rescaling the spatial variable by y = —*=2 -n,, for p € 9Q and the time
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variable by t = £2T%7 we see that the initial-boundary layer equation is given by

O-1y (T, y,n;p) — (n - np)Oy L (1,y, 5 p) =

ag(p)(Bu(To(p)) — L(1,y,m5p)) y >0, 7>0
1,(0,y,n;p) = Io(p,n,v) y>0,7>0
1,(7,0,n;p) = gu(0,m) n-n, <0, 7>0,

where we used that equation

LT (1,y) + 0- ([~ dv [go dn I(7,y,m;p))
=0y ([~ dv [ dn (n-np)L(T,y,n;p)) y>0,7>0 (B.83)
7(0,y;p) = To(p) y >0,

implies T'(7, y; p) = To(p).

If £y = r = Lg rescaling the variables according to y = —me;p -n, for p € 0 and
t = e2*1 we obtain the following initial-boundary layer equation

8711/(7—7 Y, n§p) - (n : np)a L, (7_7 y> n.p) = aa(p)(Bu(TO(p)) - II/(T7 Y, n;p))

o (o K L(r,y,n';p) dn’ — I,(7,y,n;p)) y>0,7>0
II/(anan;p) —Io(p,n,u) y>0
L,(1,0,n;p) = g,(0,n) n-n, <0, 7>0,

where we used (B.88) again.

If /py < ¢p <« L there are again two different initial-boundary layers. We consider
first the thermalization problem. We hence rescale the space variable according to

n = 2L - n, for p € 9Q and the time variable according to ¢t = e"*1=#7 and following
e 2

the same computations as we did in Section in equation (B.68]) and using a similar
argument as in (B.88)) we obtain the initial-boundary layer equation as

Orp0 (T, v5p) — 557 (fea(n - mp)(Id — H) ™Y (n) - nyp dn) Opo (7,1, v; p)

= ay(p) (Bu(To(p)) — ¢o(m,m,vip))  n>0,7>0
©0(0,n,v5p) = @(p,v) n>0
¢o(T,0,v5p) = 1(0,v;p) pe o, >0,

where I(0,v;p) = 1i_>m 1,(0,y,n;p) for the solution to the Milne problem (B.43)) for the
Y—00
boundary value g, (t,n) and ¢(p,v) = lim ¢o(7,p,n,v) for the solution to (B.85).
T—00

As we have seen in Section there is another initial-boundary value equation which
describes the transition from the initial value ¢(z,v) to the boundary value I(0,v;p).
This is obtained rescaling the space variable according to y = =2 - n,, for p € 9Q and
the time variable according to t = £"*t27. Using we obtain hence

3rfu(ﬂy7n;p) —(n- np)a I, (T y,n'p)

of ([ K L(r,y,n';p) dn’ — L(7,y,n;p)) y>0,7>0
1,(0,y,m;p) = Io(p,n,V) y >0
I,(1,0,n;p) = 9,(0,n) n-n, <0, 7>0.
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(iv) In the case {3y < ¢p = L rescaling n = “=2 - n,, for p € 9Q and ¢t = £27*7 we obtain also

-~

the initial boundary layer equation for this case

Or L (7,y,n;p) — (n - np)0y Ly (7, y, 5 p) =
+ad (fSQ K(n,n')I,(r,y,n';p) dn' — I,(r, y,n;p)) y>0,7>0
1,(0,y,m;p) = Io(p,n, v) y>0
L,(1,0,n;p) = g,(0,n) n-n, <0, 7>0.
(B.89)

Similar to the case where /7 > 1 and ¢ = 1 in Section we notice that the radiation
intensity [, has a transition from a solution of a time dependent equation, as it was in
the original problem , to a solution of a stationary equation, as it is in .
This transition takes place at times of order €. Indeed, under the time rescaling ¢t = "7
we obtain the following equation for the leading order ¢q of I, for all x € Q2

Oro(r,w,v) = div (g (Fon @ (Id = H) ™' (n) dn) Vaoo(r,2,0) )
= (B, (T(r,2)) — ¢o(r,2,v)) 1€Q, 7>0

0. T(r,z) =0 xeQ, >0

?(0,z,v) = p(x,v) x €

T(0,z) = To(x) z €}

¢o(T,p,v) = ylLrﬁlo fSQ I,(0,y,n,p) peON, T>0,
(B.90)

where I,,(0,y,n,p) solves the Milne problem (B.43) for the boundary value g, (0,n) and
we used the notation ¢(x,v) = lim @o(7,x,n,v) for the solution to (B.85)). In order to
T—00

derive equation ([B.90)) we notice that under the time rescale ¢t = "7 the term in the first
equation of (B.10]) containing 0,1, becomes of order ° as the absorption-emission term.

This implies the first equation in (B.90) as we did in Section for (B.69). On the
other hand, in the second equation of (B.90] the leading term is 9, T of order =% > ¢°.

Finally, if /3y < L < {7 the initial-boundary layer equation is again . Also for this
last case we notice the leading order ¢g of I,,, which solves a time-dependent equation
, solves in the limit a stationary equation . The transition from time-
dependent solution to stationary solution takes place at time of order e#~1t#. Under
the time rescale t = ¢~ 1*%7 we derive in the same way as for equation the
equation solved by ¢y in the bulk describing this transition. It turns out that it is
exactly given by for the initial condition ¢(0, z,v) = ¢(z, V) given by the solution
to (B.85)).

B.7 Concluding remarks

In this paper we considered the problem of describing the temperature distribution in a body
where the heat is transported only by radiation. We considered the case where the mean free
path of the radiative process tends to zero, i.e. £j; — 0. Therefore, we coupled the radiative
transfer equation with the energy balance equation and we studied the diffusion
approximation for the time dependent equations and and the stationary equation
(B.12).

For all different scaling limit regimes using the method of asymptotic expansions we de-
rived the full limit models describing the temperature of the body and the radiation intensity.
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The resulting models have been classified depending on the form of the radiation intensity
at the leading order on the bulk of the domain. The cases where the isotropic leading order
of the radiation intensity is given by the Planck distribution for the temperature yield the
diffusion equilibrium approximation, while the models in which the radiation intensity is not
approximated by the Planck distribution are denoted by diffusion non-equilibrium approxi-
mation. Notice that the diffusion approximation is valid only on the bulk of the domain 2
where the leading order of the radiation intensity is isotropic. On the other hand, at the
boundary layers and at the initial layers the diffusion approximation fails. We also described
for each considered case the boundary and initial layers appearing. Moreover, a summary
of the available results about the diffusion approximation and the boundary layer problem
for similar settings is included. Many of the derived problems in this article have to be still
studied.

For the time dependent problem we studied three different cases. First we analyzed the
problem for the speed of light assumed to be ¢ = oo, i.e. when the transport of radiation
can be assumed to be instantaneous. We then considered the case where the speed of light
is of order 1, i.e. when the time used by the light for spanning distances of order 1 is of the
same order of the time needed by the temperature for having meaningful changes. Finally,
we studied the case where the speed of light scales as a power law of the Milne length, i.e.
c=¢ "fork >0and {y =e¢.

B.8 Appendix: Proof of Proposition B.2.1

We prove now Proposition To this end we need the following auxiliary Lemma.

Lemma B.1. Let K € C (S2 X SQ), invariant under rotations, non-negative and satisfying

K(n,n")dn = 1.
SQ
Let n,w € S%. Then there exists finitely many n1,--- ,ny € S? such that
K(ni—1,n;) >0 forallie {1,--- ,N + 1}, (B.91)

where we defined ng =n and ny411 = w.

Proof. Since K > 0 but it is not equal zero, there exists a pair n’, n” € S? such that K (n’, n") >
0. Hence, applying the rotation R, , yields the existence of n, such that K(n,n.) > 0. By
continuity the set B,, = {f# € S? : K(n,7) > 0} is open. Hence, there exists § > 0 and nj € S?
such that Bs(n1) C B,. We remark that § > 0 is independent of the choice of n € S?. Indeed,
for any n’ € S? there exists some n” € S? such that Bs(n”) C B,s. This is a consequence of
the invariance under rotations of K. Indeed, it is not difficult to see that R, ,/(By) = By
and so Rn,n’ (B(S(nl)) = Bé(Rn,n’(nl)) C By
Let us consider the set

A, = {n €S?: there exist ny,...,ny € S® such that (B.91)) holds for ng = n and ny,; = n}.

By the previous consideration we know that A,, is not empty. We claim now that Bs(n') C A,
for any n’ € A,. Indeed, let § > 0 as above. Since n’ € A,,, then B, is not empty and there
exists some n; € S? such that Bs(n1) € By. It is easy to see that n; € A,. Let now
n € Bs(n'), then R,y ,(n) € Bs(n1). Hence, K(n', Ry pn, (7)) = K(n1,n) > 0. Since also
K(n/,n1) > 0, we conclude that Bs(n') C A, for all n’ € A,,. Hence, A, is open and it
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is the whole sphere S?. Indeed, assume A, # S?. Then, since A, is open, the boundary
0A, = A, \ A, is not empty. Let n* € 04, and let ng € A, with d(n*,ng) < %, where
d(n*,ng) is the distance on S? between the two points n*,ng € S?. Since n* € dA,, it is true
that

B%(n*) N Ay, # () and B%(n*) NAS #£ 0.

On the other hand, we know that Bs(ng) C A, and therefore
Bg (TL*) C B% (n*) - B(g(no) C A,.
This contradiction concludes the proof of Lemma [B1] O

Proof of Proposition[B.1. We first show that ¢ is continuous. Let £ > 0. By the continuity
of the kernel K there exists some § > 0 such that

€
K(ny,n}) — K(ng,nb)| < ———

‘ ( ) 1) ( ) 2)‘ 47_‘_“()0”00

for all ny, ng, ny,n € S? with d(nq,n2)+d(n},ny) < J. Let hence ny,ny € S? with d(nq,n2) <
d then it is easy to see that ¢ is continuous since

lp(n1) — (n2)| =[H|p](n1) — H[p](n2)

< | |K(ni,n') = K(no,n')| |p(n)| dn’ < e.
S2

We move now to the proof of claim (i¢). Let M = max,cs2(¢(n)). By continuity there
exists some n, € S? such that M = ¢(n.). We define the set Ay = {n €S?: ¢(n) = M}
Thus, Ay is not empty and by continuity it is also closed. We claim that Ajs is also open,
which implies claim (i7). Let n € Aps. Consider B, = {7 € S* : K(n,7n) > 0}. Let ¢ > 0 and
B ={n € B, :p(n) < M —c}. Weshow ¢(n) =M for all n € B,,. It is easy to see that
this is true if B = () for all ¢ > 0. If not, let € > 0 so that BS # (). Then

M = ¢(n) = K(n,n")p(n")dn' + K(n,n)o(n")dn' < M — ¢ K(n,n")dn' < M.
Bg, (Bg)* Bf,

Arguing as in the proof of Lemma there exists a § > 0 such that Bs(ng) C B, fo

some ngy € By,. Hence, using the same argument, since ng € Ay it is also true that o(n) = M

for all n € By,. Using the rotation invariance of the kernel analogously as we have done in
Lemma [B.1] we see that

=

Rumo (Bs(10)) = Bs(n) € Ry (Bn) = Bry C Aps.

We have just proved that closed non-empty set Aps is open and hence it must be the whole
sphere S2.

Finally, we prove claim (ii¢). To this end we notice that the linear operator H maps LP-
functions to continuous bounded functions. Analogously as in the proof of (i), this is a direct
consequence of the Holder inequality and the fact that the scattering kernel K is continuous.
Hence, (Id — H)y : L'(S?) — LY(S?) given by (Id — H)1o = ¢ — H|yp| is a well-defined
operator which maps integrable functions to integrable functions. Since H[y] € C(S?) for any
¢ € LY(S?), if (Id — H)1¢ = 0 then also (ii) applies and hence ¢ = const. This means that
the null space of (Id — H); as an operator acting on L!(S?) is given by

N ((Id—H);) =span(l) ={f =c: ce R}.
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It is not difficult to see that the dual operator (Id — H)% : L°(S?) — L>(S?) is exactly given
by (Id— H). Indeed, let f € L'(S?) and g € L>°(S?). We compute using the invariance under
rotations of the kernel K

dn g(Id — H)y /dng /dn dn’ K(n,n")g(n)f(n’)

/Sdng /Szdn [ Kot aos = [ an 0 s

Therefore, by the orthogonality of the null-space to the range of the dual operator we conclude

S2

Ran(Id — H) :{g0€ L>®(S?) : /82 e(n)f(n)dn=0Vf EN((IdH)l)}

:{M [°(S2) : /S o(n) dnzO}.
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Appendix C

On the diffusion approximation of
the stationary radiative transfer
equation with absorption and
emission

Abstract: In this paper we study the distribution of temperature of a body due to the
transfer of radiation. Specifically the boundary value problem for the stationary radiative
transfer equation is considered. In all the analysis we assume the so-called local thermal
equilibrium (LTE), i.e. there is a well defined temperature of the body at each point. We
consider the limit in which the mean free path of the photons is much smaller than the
characteristic length of the domain. In this case we can approximate the solution by means
of the so-called diffusion approximation. The analysis of this paper is restricted to the case
in which the absorption coefficient is independent of the frequency v (the so-called Grey
approximation). We ignore also scattering effects. Under these assumptions we show that the
density of radiative energy u, which is proportional to the fourth power of the temperature,
solves in the limit an elliptic equation. The boundary values for that limit equation can
be determined uniquely analyzing a suitable boundary layer problem. The method developed
here allows to prove all the results using maximum principle arguments for a class of non-local
elliptic equations.

C.1 Introduction

The radiative transfer equation is the kinetic equation which describes the distribution of
energy and direction of motions of a set of photons, which can be absorbed and scattered by
a medium. This equation can be used to describe the transfer of heat in a material due to
radiative processes. The radiative transfer equation can be written in its more general form
as

1
=0, (z,m, t)+n-V I, (x,n,t) = aS—all,(x,n,t)—aS L, (z,n, t)+as [ K(n,n' ), (x,n t)dn'.
c

S2
(C.1)
We denote by I,(x,n,t) the intensity of radiation (i.e. radiating energy) of frequency v at
position z € Q and in direction n € S? and at time ¢ > 0. The coefficients a?, af and a3

are respectively the absorption, the emission and the scattering coefficient. In the scattering
term the kernel is normalized such that [o, K(n,n/)dn’ = 1. The speed of light is indicated

181
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by c¢. We remark that the radiation intensity and the emission, absorption and scattering
coefficients are functions of the frequency v € Ry.

In this paper we focus on the stationary problem and on processes, where the scattering is
negligible. Therefore the equation we will study reduces to

n-Vil, (x,n) =« —all, (x,n). (C.2)

In this article we consider the situation of local thermal equilibrium (LTE), which means
that at every point xz € Q there is a well-defined temperature T'(z) > 0. This yields, accord-
ing to the Kirchhoff’s law (cf. |[152]), the following relation for the absorption and emission
coeflicient

o (2) = a() B, (T(x)),

where B, (T (z)) = 22‘;’ ® 1 is the Planck emission of a black body at temperature T'(x)
ekT —1
and k the Boltzmann constant. Moreover, it is well-known that

/000 B, (T(z)) dv = oT*(z), (C.3)

12;:3]“; is the Stefan-Boltzmann constant. We will denote for simplicity from now

on as the absorption coefficient a as o,.

where o =

The solution I, (z,n) of (C.2) can be used to compute the flux of energy at each point
x € Q of the material, which is given by

F(z) = /Ooo dv /S dnn I, (z,n). (C.4)

In the stationary case, if the temperature is independent of time at every point, the total
incoming and outgoing flux of energy should balance. In mathematical terms this can be
formulated by the condition for the flux of energy to be divergence free, i.e.

V.- F(x)=0.

This situation is denoted in the physical literature by pointwise radiative equilibrium.

We study the situation when the radiation is coming from a very far source of infinite
distance. This can be formalized in mathematical terms by means of the boundary condition

I, (z,n) =g,(n) >0 (C.5)

if z € 90 and n - N, < 0 for N, the outer normal vector of the boundary at point x € 9f2.
Throughout this paper we will consider Q C R3 to be a bounded convex domain with C3-
boundary.

We are concerned in this paper with the study of the diffusion approximation that arises
in optically thick media, i.e. the case in which the mean free path of the photons is very
small compared to the characteristic length of the system. Hence, we rescale and for ¢ < 1
we consider the following boundary value problem

n-Vgl, (z,n) = o"’a(z) (B, (T (x)) — I, (z,n)) x€QneSveR,
Ve - F=0 x e, (C.6)
I, (x,n) = g, (n) x€dand n-N, <0,veR,.
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Notice that this problem has two unknowns, namely the intensity of radiation I,,(x,n) and the
temperature T'(z). This feature is due to the presence of absorption-emission processes which
also change the temperature of the body. This is not the case when scattering is considered in
the radiative transfer equation but absorption-emission processes are ignored. Indeed, in that
situation the intensity of radiation and the temperature change independently. Moreover, we
remark that the divergence-free condition of the flux of energy F (cf. ) yields a non-
trivial coupling between different frequencies v € R;. Therefore the problem cannot be
solved independently on the frequency. For the solution to equation we will prove that
the intensity of radiation I,,(z,n) is approximately the Planck distribution B, (7 (x)) with the
local temperature at each point x € €2, i.e. we will show

(I (z,n),T:(x)) = (B,(T(x)), T(z)) ase —0 (C.7)

uniformly in every compact set K C Q as functions with values in L*° (SZ, Ll(R+)) x Ry.
Notice however, that this approximation cannot be expected for points x that are close to the
boundary 92. The situations in which holds are denoted in the physical literature as
cases in which the diffusion equilibrium approximation holds (see e.g. [108] and [152]). More
precisely, we will consider the limit problem when ¢ — 0 and we will rigorously prove that it
is given by a Dirichlet problem for the heat equation of the temperature with boundary value
uniquely determined by the incoming source g, (n) and the outer normal N, for x € 9. The
main result we will prove in this paper is for the so called Grey approximation, i.e. the case
when the absorption coefficient is independent of the frequency v. The main reason for that
is that some of the estimates are already in this case very technical. Hopefully, the type of
methods we are developing in this paper can be extended to the non-Grey case.

Theorem C.1. Let o, (z) = a(x) independent of v, a € C*(Q), g, > 0 with [;° g,(n) dv €
L*>(S) in , Q bounded convexr with C3-boundary and strictly positive curvature. Let
(IS, T.) be the solution to the initial value problem (C.6). Then there exists a functional
To : L™ (S%, L' (Ry)) — C(89Q) which maps g, to a continuous function Tq[g,)(p) on the
boundary p € 02 such that

T.(x) = T(x)

uniformly in every compact subset of Q, where T is the solution to the Dirichlet problem

{ —div (MLVT) =0 zeQ,
T(p) = Talg](p) p € 0.

Moreover,
I (x,n) = B, (T(x))

uniformly in every compact subset of Q as a function with values in L (SQ, LI(R+)).

C.1.1 Motivation and previous results

The computation of the distribution of temperature of matter interacting with radiation is an
important issue in many physical application and in addition it rises interesting mathematical
questions. The kinetic equation describing the interaction of matter with radiation is the
radiative transfer equation. A detailed explanation of its derivation and its main properties
can be found in [29,108}/114,125,152]. In particular, in [108,152] there is an extensive discussion
about the diffusion equilibrium approximation and the situations where this can be expected
or not.
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Since the earlier result by Compton [31] in 1922 the interaction of a gas with radiation has
been extensively studied. Milne for example studied a simplified model, where the radiation
is monochromatic and the gas density depends only on one space variable (cf. [109]).

A question which has been much studied in mathematical literature is the situation in
which of, = a? = 0 in , i.e. the interaction between matter and radiation is due to
scattering only. In this case the problem reduces to

%@L,(:r,n,t) +n- Vel (z,n,t) = —a(x),(x,n,t) + ai(x) [ K(n,n)L,(x,n,t)dn’. (C.8)
SQ

The same equation arises also in the study of neutron transport, a problem which has been

extensively studied in mathematics.

It turns out that in the Grey approximation, i.e. when o, (x) = a(z), the problem
can be reduced exactly to the study of a particular case of neutron transport equation namely
the case when the kernel K is constant 1. Indeed, denotmg by J (x,n) fo ) dv and
comblnlng the first two equations of :D we obtain fo u( ) dv = fSQ ) dn =

1 fSQ x,n) dn. Hence, equation @ is equivalent to the study of

{ n- Vo (w,n) =Y (fo, J(w,n) dn — J(x,n)) ifzeq, (C.9)

n) = [y gu(n) dv itz e, n- N, <O.

However, the equivalence between and does not hold in the non-Grey case. The
properties of equation (C.9) as well as the diffusion approximation limit have been studied
for a long time, starting with the seminal paper [19] of 1979, where the stationary version
of was studied. In that work the authors proved the diffusion approximation for the
neutron transport equation using a stochastic method. The result they obtained for J would
imply in particular our main Theorem We emphasize that if in the absorption
coefficient «v, (z) has a non-trivial dependence on the frequency v or if the neutron transport
equation describes situations different from the so-called one-speed approximation, which is
given by , the radiative transfer equation and the neutron transport equation would be
far from equivalent from each other.

More recently, in a series of papers [76,(146-149] Yan Guo and Lei Wu have studied the
diffusion approximation of both the stationary and the time dependent neutron transport
equation when K =1 and o (z) = 1, independent of z, for different classes of boundary
conditions in 2 and 3 dimensions, in bounded convex domains or annuli (in 2D). In particular
the result in paper [147] imply again the main Theorem when « = 1. Their proof relies on
PDE methods and not on a stochastic approach. Moreover, they also computed the geometric
approximation in the structure of the boundary layer.

The main goal of this paper is to develop a method which allows to obtain diffusive
limit approximations like the one in Theorem for the radiative transfer equation
using PDE methods that rely only in maximum principle tools. This tools are different from
those used by Guo and Wu. Specifically, the method in |76}146/{149| relies on the L2-LP-L>®
estimates that were introduced for the analysis of kinetic equations by Yan Guo in [75]. In
particular, the method is based on the estimates of the velocity distribution J. Our approach
is based on the direct derivation of estimates for the temperature T'(x) associated to a given
distribution of radiation I,,(z,n). More precisely, equation can be reformulated as a non-
local integral equation for the temperature (cf. [83]). In the case of the Grey approximation
we have the following equation for u(x) = 4roT?(z)

- /Q Ko (z, mu(n) dn = S(z), (C.10)
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where the precise form of the kernel K. and of the source S(z) are discussed in Sections 4
and 5.

Equation can be thought as a non-local elliptic equation which in particular sat-
isfies good properties, such as the maximum principle. Specifically, our proof relies only in
finding suitable supersolutions and applying the maximum principle. The way in which we
constructed these supersolutions is mimicking particular solutions of elliptic equations with
constant coefficients. These supersolutions give also an insight of the behavior of the solu-
tion near the boundary 9. Our hope is that the method developed in this paper could be
extended to the non-Grey case, at least for some suitable choice of o, (x). One reason why
this should be possible is that [83] shows how to solve the non-local equation for some
class of non-Grey problems.

Another type of diffusion approximation for is the one in [73}/74] in which it has been
considered the situation when a; — oo while of, and a? remain bounded combined with the
equation for balancing the energy either in the one dimensional case or in the whole space.

The well-posedness and the diffusion approximation of the time dependent problem
in the frame work of L'-functions using the theory of m-accretive operators has ben studied
in a series of papers [13,/16]. Seemingly, although the techniques in these papers allow to
develop a theory for the time dependent problem, they do not provide information about the
stationary solution.

Some versions of the stationary problem involving the radiative transfer equation can be
found in [62,/63}95,96L/115.{138]. The problems studied in these papers include also heat con-
duction and different type of boundary condition of our model (for a more detailed discussion
see [83]). Moreover, in [63] the authors consider the diffusive limit of a stationary radiative
heat system, in which the radiative transfer equation with constant absorption coefficient and
without scattering is coupled to the heat equation for the temperature. The convergence to
the limit equation for this system is achieved with an L? — L approach.

It is important to emphasize that equation is very different in the non-Grey case
from the scattering problem , in the sense that the system provides an equation
for the temperature. Specifically, the equation V., - F = 0 is automatic satisfied in the
stationary version of . Physically, this is due to the fact that the radiation arriving at
every point is just deflected. Equation plays the same role as the Laplace equation in
order to describe the stationary distribution of temperature in systems where the energy is
transported by means of heat conduction. In the case of the energy is transported by
means of radiation which results in non-locality for determining the temperature distribution.
The fact that the determination of the temperature in a body where the energy is transported
by radiation is non-local was first formulated in [78]. Since the approximation fails at the
boundary, some boundary layers appears for which the intensity of radiation I} differs from
the Planck distribution B, (T"). Hence, a careful analysis must be made for these boundary
layers where the radiation is out of equilibrium. This will be essential in order to determine the
functional T in Theorem which defines the temperature at every point of the boundary.

Finally, we mention that one can consider more complicated interactions between radiation
and matter. For instance when the matter that interacts with radiation is a moving fluid.
(cf. [69,/71},/108,|152]). The case when the interacting medium is a Boltzmann gas whose
molecules can be in different energy layers has been considered in [34,[81}/114.|122].

C.1.2 Structure of the paper. Sketch of the proof. Notation

We aim to prove Theorem As first step in Section 2 we will derive the expected form
of the solution using formal arguments from the theory of matched asymptotic expansions.
In particular, this analysis shows that there exist thin boundary layers close to the boundary
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of the domain in which the radiation evolves from non-equilibrium (close to the boundary of
the domain) to equilibrium (when moving towards the interior of the domain). Specifically,
the intensity of radiation becomes close to the Planck distribution B,(T') at distances larger
than e from the boundary. In Section 3 we deal with the detailed mathematical study of this
boundary layer equation which can be written as a linear integral equation in the half-line.
In particular, we use as main tool Fourier analysis methods in order to prove well-posedness
for this problem as well as to obtain the asymptotic behavior of the solution at points far
from the boundary. Section 4 deal with the case of constant absorption coefficient « = 1. We
prove that the energy densities u. = T converge to a harmonic function in the interior of the
domain ) as € — 0. Moreover, we can also obtain the boundary value for the limit function
u using the detailed description of the boundary layer which has been developed in Section 3.
Both in Section 3 and 4 we use in a fundamental way that we can reduce the problem to
a non-local elliptic equation for the temperature 7". This allows us to use maximum principle
arguments, something that we do extensively in Section 4. Specifically, we construct several
sub- and super-solutions that we can use to estimate the functions u. and to characterize the
boundary values of the limit function u. The way in which we obtain these boundary values
is reminiscent to the barrier functions used in the Perron method for the Laplace equation.
Finally, in Section 5 we extend the previous results to the case of non-constant coefficient
a(z).

We introduce here some notation we will use throughout this paper. First of all, Q C R3 is
an open bounded convex domain with C3-boundary and strictly positive curvature. In order
to avoid meaningless constants we assume without loss of generality that 0 € 2. N, indicates
always the outer normal vector for a point x € 9f).

We assume {2 to be convex in order to simplify some geometrical argument. First of all
this assumption implies that for every point p € 9€) the tangent plane to the boundary at
p divided the space R? in two disjoint half-spaces, one of them containing the whole domain
Q. This will be used several times in the definition for every point p € 02 of the isometric
transformation mapping p to 0 and € in the positive half-space R, x R2. The assumption of
convexity can be relaxed and the geometrical estimates should still hold, but we would need
a more careful analysis of the geometry of the problem.

Moreover, for g,(n) > 0 with [;° g,(n) dv € L> (S?*) we define the norms

lolhi= [~ [ gt dv dn (1)

and

ol = s ([~ ot av). (©.12)

nes?

Remark. The reason why we are assuming the seemingly restrictive boundary condition
is because we are supposing that the source of radiation is placed at infinity. We can obtain
analogous results to the one of the paper if we consider the more general boundary condition
gv(n,z) depending also on z € 9€). In addition to the assumption above we need to require
gv(n, ) to be a C'-function with respect to = € 9.
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\ 9v(n)

\Np \

[

Figure C.1: Representation of the boundary value problem.

For any point p € 02 we choose a fixed isometry mapping p to 0 and the vector p + N, to
—eq. This rigid motion is denoted by R, : R?* — R3 and can be defined as R,,(z) = Rot,(z—p),
where Rot,, € SO(3) is the chosen (and from now on fixed) rotation such that Rot,(N,) = —e;.
Then the rigid motion R, has the following properties:

Rp(p) =0 and Rp(Np +p) = —ex. (C.13)
Finally, we define by
: e R3 : dist(z,00) < 5} — 9Q
THO {ZL‘ ist(x ) } (C.14)
x = moa(x)

the projection to the unique closest point in the boundary 9€). This function is continuous
and well-defined in small neighborhood of 0€, i.e. for § > 0 small enough.

C.2 Derivation of the limit problem

C.2.1 Formal derivation of the limit problem in the diffusive equilibrium
approximation

We first remind how to obtain formally the equation for the interior in the limit problem.
First of all we expand the intensity of radiation
L (xz,n) = fO(xz,n) +efl(z,n)+e.. (C.15)

Substituting it in the first equation of (C.6) and identifying the terms containing e~ and £°
we see

£y (@,n) = B, (T ())

and

3 (@) = = —sn - VB (T (1)

Using the second equation in (C.6|) and the expansion in (C.15) we deduce

OZ/OOOdV/Sann-VxIV(:c,n)
= div [/Oooaly/g2 dn nB, (T(:J;))] —ediv [/Ooodl//s2 dn (n®n) a,,l(ac)vay (T (x))

= —s-:gﬂdiv <</0 du%tx)wBy (T (x))>> :
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where we used

4
dn(n®n)=-nld  and dnn = 0.
s2 3 S2
Therefore,
div (1 (T) V,T) = 0, (C.16)
where k (T) := fooo du%izig)(x)). In the particular case of the Grey approximation when

a,(r) = 1 we have k(T) = 40T3(x). Then defining u(x) := 47oT*(x) we obtain the following
equation
Au = 0.

This is the limit problem we will study.

C.2.2 Formal derivation of boundary condition for the limit problem in the
diffusive equilibrium approximation

In order to obtain the intensity of radiation closed to the boundary of €2 we derive a boundary
layer equation, whose solution will be used to determine the value of the temperature at the
boundary by means of a matched argument. Suppose that xo € 9€), without loss of generality
we can assume zo = 0 and N, = N = —e; using the rigid motion R,, defined in
and putting g, (n) := g, (Rot;o1 (n)) We rescale z = ey, where y € %Q Thus, at the leading
order as ¢ — 0 we obtain a,(z) = a,(ey) = a,(0) + O(e). Taking ¢ — 0 we obtain that the
intensity of radiation satisfies

n-Vyly (y.n) = (0) (B, (T () — L, (y,m)) y € Ry x R?

Vy, - F=0 y € Ry x R? (C.17)

I, (y,n) =73, (n) y€{0} xR?and n- N <0
This problem is also known in the literature as Milne problem. We will now derive an equiv-
alent formulation as a non-local integral elliptic equation for the temperature 7. To this
end we solve the first equation in for I, using the method of characteristics. Given

y € R, xR? and n € S? with n- N < 0 we call Y(y,n) the unique point belonging to
9 (Ry x R?) = {0} x R? such that

y=Y(y,n)+ s(y,n)n,

where s(y,n) = |y — Y (y,n)|. Notice that s(y,n) is the distance to the first intersection point
of the boundary {0} x R? with the half line {y —tn : t > 0}. For n- N > 0 we define
s(y,n) = oo. Solving the equation by characteristics we obtain

s(y,n)
I, (y,n) =g, (n)e 05w, v o+ / e~ O, (0)B, (T (y — tn)) dt.
0

Using the second equation in the rescaled problem ((C.17)) we calculate
0 =div {/ dz// dn ngy(n)e*av(O)S(y,n)
0 n-N<0

00 s(y,n)
—|—/ du/ dn/ dt ne=* o, B, (T (y — tn))
0 S2? 0

— [Tav [ dng,maun - Vs n)e e O
0 n-N<0

+ div </ dl// dn i 7736_&"(0)“/_77'041/(0)31/ (T (77)))
0 R4 xRR2 ‘y - 77’

(C.18)
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_/oody/nN<0dngy(n)av() —aw(0)s(y,n) +47T/Ooodu a, By, (T (y))
/ d’//RJrX]RQ ’yu 77)| e~ Oly—np (T (n)) .

The second equality holds via the spherical change of variable

S xRy — Ry x R?
(n,t) =»n=y—tn

so that n = ﬁ For the third inequality we use on the one hand that div, (;:#) =
476(y — n) and on the other hand that n - Vys(y,n) = 1. The latter can be seen by the fact
that

Y(y,n)+s(y+tn,n)n=y+tn=Y(y+tn,n) + sy + tn,n)n.

This implies that Y (y+tn, n) is t-constant and therefore 1 = 0;s(y+tn,n) = (Vys(y + tn,n))-
n. We assume now that the temperature depends only on the first variable. This can be
expected because we are considering limits for ¢ < 1 and hence the temperature can be
considered to depend only on the distance to the point xy, which is approximated by the
first variable in this setting. After the change of variables & = (y2 + 12,y3 — n3) and calling

y —n:=y; —m the last integral in (C.18]) can be written as

v Oé v
Ry 7 g 77)2+ ]2 !

Using polar coordinates we obtain

o= (0)y/ G-I IET? o au(OVE
/ de = / A ——
R2 (y - 77) + |§‘ ly—n|? T

(C.19)

') —t
_zﬁ/ dt S = 47K (a, (0)|y — 1),
a, (0)|y—n|

where we will denote K (x 3 f 2] dt < as the normalized exponential integral.

Notice that s(y,n) = I }V| ifn-N < 0. We can summarize the equation the temperature

satisfies in the non-Grey approximation as follows

/mdu%m () /du / dn a2(0)K (a(0) [y —m) By (T (my))

/dy/ dn g,(n)ay,(0)e”
n-N<0

In the particular case of the Grey approximation when o = 1 using that u(y) = 4noT*(y) we
can simplify equation (C.20|) by property (C.3)

U(yl)—/ dn K(y1 — / du/ dn g, (n)e” T, (C.21)
0 n-N<0

In some occasions, when the dependence of the boundary layer function w on the point p € 02
is needed, we will use the notation %(y;,p), where this function solves according to the rigid

motion R, in (C.13])
[e's) 00 _n
u(yl,p)—/ dn K (y1 — n)u(n, p) =/ dV/ dn gy(n)e Inel. (C.22)
0 0 n-Np<0

(C.20)
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For the rest of Section 2 and Section 3 we will focus on the study of u(y, p) for an arbitrary
given p € 012, hence we Will call u(y1) = u(y1,p) and N = N,. In order to simplify the reading

from now on we set G(z) = [ dv [ N<odn G, (n)e ToNT 8y X{z>0) and if we want to stress out

the dependence on p € 9 we write Gp(x) = [ dv fn-N,,<0 gu(n)e ol ol X{z>0}-

From now on until Section 5 we consider the case of constant absorption coefficient a = 1.

C.2.3 Some properties of the kernel

We consider the kernel K introduced in Section 2.2. We remark that K (z) = 3 E1(|z]), where
E; is the standard exponential integral function. See [1]. We collect some properties of the
normalized exponential integral.

Proposition C.1. The function K satisfies [*°_dx K(z) =1, K € L' (R) N L* (R) and the
following estimate holds

2y < K@) < te b1+ ’1|)

|| 2

Moreover, the Fourier transform of K is K(ﬁ) = \/%amzm(f).

1
zefm In(1+

Proof. Since K is even and non negative we can calculate, applying Tonelli’s Theorem

[e%¢] [e’e] (e%¢] ooe—t ooe—t t [e%¢]
/ K(s)dS:Q/ K(s)ds:/ / dtds:/ / dsdt:/ e tdt = 1.
—o0 0 o Js T o t Jo 0

This proves also that K € L! (R).

For the square integrability we refer to equation 5.1.33 in [1] and see [ |K(x )? da = In(2).
Estimate 5.1.20 in 1] also implies e~/ In(1+ 2) < K(2) < ge " In(1 + 1)),

We now move to the computation of the Fourier transform of the kernel K. The kernel is
an even function, hence we compute

A~

oo ,—t
K(¢ _’&K / cos / ¢ dt d
\/ s / (z) da \/ 27 (§2) s Ut v

11 et 1 arctan(¢)
=t )y — sin(&t) dt = €

The last identity can be justified noticing that F(§) = [;° & e sin(&t) dt has derivative F'(€) =
1
. O
2

The following calculation will also be very useful in the next section.

Proposition C.2. Let x > 0. Then we can compute

/ T K(s)ds=1— S 4 2K (a); (C.23)

K(s)ds = — —xK(x); (C.24)

0o 0 e~ % e~ 72
/ sK(s) ds = / sK(s) ds = + — — —K(z); (C.25)
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Proof. The proof relies on basic integral computations. We have to compute several integrals
changing the order of integration applying Tonelli’s Theorem and integrating by parts. We
assume = > 0. We prove only (C.23), since all other formulas can be obtained in a similar

way.
00 1 0 oo ,—t 1 00 oo ,—t
K(s)ds:// edtds+/ / € dtds
—x 2 —z J|s] 13 2 0 s t
1 xe—t t 1 Ooe—t T 1
[ | asatv- [ S dasar+-:
2/0 t/o ° +2/x t/o st
—x

C.3 The boundary condition for the limit problem

We now start with the boundary layer analysis. This boundary layer problem, know in the
literature as Milne problem, was studied with different approaches, e.g. [13}|16[33.|68L(79]. We
will present another proof of the boundary layer analysis for the equation of the tem-
perature, which is equivalent to the Milne problem . The proof uses a combination of
comparison arguments and Fourier analysis. In addition, instead of considering the intensity
of radiation the analysis is made directly for the temperature.

Our aim is now to solve equation (C.21)). Indeed, according to the method of matched
asymptotic expansions we expect the boundary condition for the limit problem to be the
limit of u as y — oo for every point x € 0. In order to simplify the notation we call

L(u)(z) :=u(x) — fooo dy K (z —y)u(y) and L (u) (z) := u(x) — ffooo dy K (z —y) u(y).

C.3.1 The homogeneous equation

We start with the study of the homogeneous equation, i.e. (C.21)) with G(z) = 0. We will
show using maximum principle that any bounded solution is the trivial solution u = 0. We
will use the following version of the maximum principle for the non-local operator L.

Lemma C.1. Let u € C (]0,00)) with lim u(z) € [0,00] be a supersolution of (C.21)), i.e.
T—00

u(z) — [T dy K (z —y)u(y) >0 x>0
u(x) =0 x <0

Then u > 0 for all x > 0.

Proof. Let us assume the contrary, i.e. that there exists some x € [0, 0o] such that u(z) < 0.
By assumption z € [0,00). Since @ is continuous in [0,00) and it has non-negative limit at
infinity which is bounded or infinity, u attains its global minimum in [0, 00), i.e. there exists
some zg € [0,00) such that T(zo) = infyeo00) U(z) < 0. Since U is a super solution we can
calculate

0 <L(W)(x0) = u(wo) — /DOO dy K (z0 — y) u(y)

_/OO dyK(:co—y)u(xo)—/OodyK(xo—y)U(y)

—00 0

0 [e%)
- / dy K (20 — y)alao) + /O dy K (zo — y) (@(zo) — u(y)) < 0,

—0o0
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where we used the positivity of K (zg — y), the fact that the integral of the kernel K is 1
and the fact that w(zg) is the minimum of @ and it is strictly negative. This leads to a
contradiction and thus we conclude the proof. O

With the maximum principle we can now show the following theorem on the triviality of
the solution to the homogeneous equation.

Theorem C.2. Assume u is a bounded solution to
L(u)(x) =0 (C.26)
with u(z) =0 for x < 0. Then u =0 for almost every x € R.

Proof. We will construct a supersolution @ which converges to infinity and we will apply
Lemma to the supersolutions w — v and u + @w. First of all we see that for z > 0 the
bounded solution u is continuous, indeed u(z) = K *u(x). Since K € L' (R) and u € L* (R)
then the convolution is a continuous bounded function. Moreover we can extend continuously
u in 0. Indeed, we define

u(0) = lim |:G(£L') + /000 dy K (x — y) u(y)

x—0

This limit exists because G is continuous in [0,00) and for the integral term we can apply
the generalized dominated convergence theorem using that the sequence K (z —y) — K (y)
as x — 0 pointwise and in L! (R).

We consider now the function

B 142 >0
u(x) =
0 z <0

u is a supersolution. It is indeed possible to calculate L£(@)(z). Let x > 0. Then L(u) =
L(Id) + L(1). By a simple calculation we get on the one hand

o) —x 2

L(Id)(w) :x—/omdym—y)y:x—/ dy K (y) (@ +y) = Je 7 = - = TE@)

—X

and on the other hand
(o] o e*l
C(l)(:ﬂ)zl/0 dyK(xy)zl/ dy K (y) = —zK(x).

z 2
Therefore we want to show that the function f(z) := L(u)(z) = S~ (1+2) — $K(x)(2+ {L‘) i

non-negative for all z > 0. It is not difficult to see that f(0) = i > 0 and that hm f(z) =

—x

Moreover, we can consider the derivative

f'(x) :% (e7 — K(z)(2z + 2)) < % (e—“f e In <1 + i) (z + 1)> <0.

2

The first inequality is given by the estimate of Proposition [C.1| and the second one is due to
the well-know estimate In(1 + z) > Qf The non-positivity of the derivative implies that f
is monotonously decreasing, and therefore £(u)(z) = f(z) > 0 for all z > 0.

Let now € > 0 arbitrary. We know that u is bounded and @ converges to infinity, moreover
both v and @ are continuous in [0,00). Also u is a homogeneous solution of and the
operator L is linear. Therefore we can apply Lemma to the supersolutions e — u and
u + e and get that the inf,cp o) [€U(7) — u(z)] > 0 and inf,cp o) [€U(7) + u(z)] > 0. This
implies that for any « € R the following holds

—etu(z) < u(z) < eu(x)

Since ¢ was arbitrary we conclude u(z) = 0 for all z € R. O
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C.3.2 Well-posedness theory for the inhomogeneous equation

We can now move to the well-posedness theory for the inhomogeneous equation, for which
the next theorem is the main result.

Theorem C.3. Let H : Ry — Ry be a continuous function bounded by an exponential
function, i.e. |H(z)| < Ce X o0y for C,A > 0. Then there exists a unique bounded
solution to the equation

[ pameonsm oo

Moreover, u is continuous on (0,00).

Proof. The assumption on the exponential decay of H yields H € L' (R) N L? (R) N L™ (R).
In order to find a bounded solution for (C.27) we will follow several steps. We will look for
functions 4 and v solutions of the following equations

i(w) — /_OO Kz —y)ily) dy = H(z) = H(z) — H(—z) z€R

and

(C.28)

{ v(z) — [Z K(z—y)v(v)dy=0, >0
v(z) = —u(zx) x < 0.

Then v = @ + v will be the desired solution.

Step 1: Construction of .
We can construct the solution @ via Fourier method. First of all we notice that any affine
function is a solution to the homogeneous equation in the whole space R. This is because
[ K(x)de =1and [*_axK(x)dx = 0. Since by assumption H € L?(R) also H € L*(R).
We define for an integrable function f the kth-moment as my (f) = [

> a* f(z) do assuming

it exists. Then clearly by construction mg (ﬁ) = 0 while my (ﬁ) = % > 0. Moreover, since

H has exponential decay, all moments my, (H ) < 0o are bounded.
We define also the function F(z) = £ (3sgn) (z). It can be compute that

x

Fo) =5 (ssulo) = [ Ko i) dy) =5 (smnio) - [ K ay).

—x
It is not difficult to see that F'(0) = 0, | llim F(z) = 0 and that F is a stepwise continuous
T|—00
function with the discontinuity in 0. Therefore F(x) is bounded. We proceed with the
construction of @. We can write it as @ = u(Y) +u? +a+ bz, where uV)(z) = m; (H) 3sgn(z)
solves the equation
L <u(1)> () =my (H) F(z) reR

and u? solves
L (u@)) (z) = H(z) —my (H) F(x) x €R. (C.29)

applying now the Fourier transform to the equation (C.29)), recalling the convolution rule and
the Fourier transforms of the kernel K and of the sgn function we get first in distributional

at®(s) (22 ) ) s) + 3m¢12if) Drmaenls) e
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The Fourier transform of H is in C*, since H has exponential decay and therefore it has all
kth-moment finite. Therefore there exists a function H such that H(0) = H'(0) = 0 such

that F(H)(s) = —#ml (H) s+ H(s), since mq (H) = 0 and by definition ]-"(F)’(s)’s:o =
— \/%rml (E) We can therefore find first formally «(?) analyzing its Fourier transform
_ 3my (H) i
~(2) :;]_‘ 17 oMMt
@) s — arctan(s) (H)(s) + Vor s
52 H) 3mi(H)i - C.31
_ is my ( )+m1( )3+H(s) s (C.31)
s —arctan(s) /27 Vor s s — arctan(s)
=H(s).
It is important to notice that lim ﬁ;m(s) — 2 =0, since m =3 + 24 0(s?) near
s—0 s

zero. Using L’Hépital rule we see also that lim A (8$)—"——= is finite. On the other hand
550 s—arctan(s)

ﬁtan(s) is bounded for |s| > 1. Since F(H)(s) and 2 are both square integrable functions

and since H is bounded near 0 we conclude that H € L% (R). Therefore also the in (C.31]
defined 4@ is square integrable. We can hence invert it

u?(z) := F~L(H) (z) € L? (R).

Since this function solves ((C.30)) not only in distributional sense but also pointwise almost
everywhere, we can conclude rigorously that indeed the function in is the desired u(?
solving . Moreover, u® = K xu® + H — F and since both K and u® itself are square
integrable and both H and F are bounded, then also u(?) is bounded. We can conclude this
step therefore defining

a(x) = gml (H) sgn(z) + a + bz +u? (z). (C.32)

Step 2: Construction of v.

We recall that the equation v shall solve (C.28)). As we found out in the first step,
U= %ml (H) sgn(z) + a4+ bxr 4+ u?(z). As we already pointed out, affine solutions are always
solution of the homogeneous equation in the whole space R. Therefore, we shall look for a

function of the form

v(z) = gml (H) —a— bz + 0@ (z) (C.33)

where v(?) solves similarly as above

{ @) (z) — [T K@ —yv(v)dy=0 x>0,

v@(2) = —u@(2) 2 <0 (C.34)

We proceed now iteratively constructing the desired solution. We call B > 0 the constant
such that || u® || -~ < B and we define v = B and v = —B. Inductively we define vy := v and

for k£ > 1 we set

—u(?

wx r <0,
o(a) =4 " (z)

SO K (z—y)vk—1(y) dy x> 0.
We claim that v = vg < v; < vy < ... < < vy < ... and that vy < o for all k£ € N. Clearly
for k = 0 both statements hold. On the one hand since [*° K (z —y)vo(y) = —B we see
that
—U(Q)(:C) +B>0 z<0,
0 x>0,

vi(z) —vo(z) = {
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on the other hand per definition we have v —v = 2B > 0. We see also that 7 — vy > 0, indeed

B+u®(z)>0 z<0,

@) (@) = { 2B x> 0.

We now prove inductively that vy > vi_1 and v > vg. Hence, we assume that these inequalities
are satisfied for k and we prove them for k + 1. Indeed this just follows from the identities

0 z <0,

Vpt1(x) —vp(z) = { ffoooK(x — ) (vi(y) —ve_1(y)) >0 x>0,

B(a) — v m)‘{B*“”)(w)zo <0,
YT K (- ) (B—up(y) 20 @ >0,

where we used again that the integral in the whole line of the kernel K is 1. Therefore the
sequence vg(x) is increasing and bounded. This means that there exists a pointwise limit. By
the dominated convergence theorem and by construction this will be also the desired solution

of (C.34), i.e.

v (z) ;= lim vy ()
k—o0

solves the equation ((C.34)) and it is by construction bounded.
Step 3: Properties of u.

Now we are ready to write down the whole solution. As we remarked at the beginning
u = U + v, where 4 solves as in Step 1 ({C.3)) and v solves as in Step 2 ((C.28). Therefore by

and by

(2) (2)
u(m)—{6m1(H)+u () +v¥(x) = >0,
0 x <0,

solves the initial problem (C.27) and it is by construction bounded. Moreover, since K is
integrable and H is continuous in [0, 00) also u = K % u + H is continuous in [0, 00).

Step 4: Uniqueness.

Let us assume that u; and us are two bounded solution to the problem . Then
u1 — ug will be a bounded continuous solution to the homogeneous problem . Therefore
by Theorem u; — ug = 0. Hence, there exists a unique bounded solution = to the
inhomogeneous problem . This concludes the proof. O

Corollary C.1. Let p € 0Q and Gp(x) as defined in (C.22)). Let g,(n) > 0 and assume that
fooo dv g,(n) € L= (Sz). Then there exists a unique bounded solution to the equation

{ u(z) = [y dy K (z —y)uy) = Gp(z) = >0, (C.35)

u(z) =0 x < 0.
Moreover, u is continuous on (0, 00).

Proof. By assumption G, is continuous for z > 0 and |Gp(x)| < |lgllie™¥X{;>0;. Hence we
can apply Theorem O
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It is also possible to show, that the bounded solution v is non-negative

Lemma C.2. Let u be the unique bounded solution to (C.35)). Then u(x) >0 for all z € R.

Proof. The proof is very similar to the proof of Theorem We consider the supersolution

_ 142 >0
u(zx) = .
0 <0

As we have seen before, u = K % u + G is continuous in [0,00). Moreover, since G > 0 as
x > 0, u is a supersolution too. Let now € > 0 be arbitrary. Let us consider the supersolution
et + u. This is continuous in [0, 00) and since u is bounded it converges to infinity as x — oo.
Therefore Lemma implies that there exists no z¢ € [0, 00) such that

xei[gyfoo) (eu(z) + u(z)) = eu(zo) + u(xo) < 0.

Hence u > —eu and since € > 0 was arbitrary we conclude u > 0. O

Remark. Theorem can be proved also using the Wiener-Hopf solution formula for the
problem as given in [77]. It is true that in this way one obtains an explicit formula,
which not only assures the well-posedness of the planar problem we are studying but also
directly shows the existence of a limit for the solution u when x — oo. However, the Wiener-
Hopf method produces a complicate formula which requires a careful analysis with complex
variables in order to be understood. We have preferred to use this soft method approach
which in particular allows us to prove some relevant properties of the solution, such as the
positivity.

C.3.3 Asymptotic behavior of the bounded solution of the inhomogeneous
equation

We were able to show that the equation for the boundary value in the Grey approximation
has a unique bounded solution which is positive whenever G > 0. As we anticipated at the
beginning of this section, we would like to study the limit as z — oo of the solution u(z). We
will show, that such limit exists and is uniquely characterized by g,(n) and N. To this end
we first prove that the function u is uniformly continuous.

Lemma C.3. Let u be the unique bounded solution to the problem (C.21). The u is uniform
continuous on [0,00) and it satisfies for x,y € [0, 00)

lu(z)— u(y)| < |G(z) — G(y)]

et —eY lz—y| -
+ llull [|2|+2(1—e z”)+4'y2

K (155) e )~y )
(C.36)

Proof. This is a consequence of the uniform continuity of G and x K (z). Clearly, since u solves
the problem ((C.35)), we have the estimate

u(z) —u(y)| < |G(z) — G(y)| + /OOO K (n —x) = K (n —y)[uln) dn. (C.37)

Since G is continuous on [0,1], and therefore uniformly continuous on [0, 1] and since G is
Lipschitz continuous in [1,00), G is uniform continuous in [0,00). The latter affirmation is

true, since
, 6 " In-N| N|
sup |G dV dn g,(n < 00,
x>1 n-N<0 | N|
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R
e [n-N|

where the finiteness is due to the fact that lim TNy = 0.

[n-N|—0
For the integral term in (C.37)) we assume that x < y. Then we can calculate using the
fact that for positive arguments the kernel K is decreasing

/0°°|K(n—x>—f<<n—y>|u<n> dn

z+y
> 00

[ a0 - K=t dn+ [ (K= 9) = K (=) ) dy

2
z+y

<lullo [/0 C(K(—2)—K(n-y)) dn+/

o0

z+y

2

(K(n—y)—K(n—x) dn]

We can calculate explicitly the last two integrals using the result of Proposition indeed
by a change of variable

/OOO!K(n—fU)—K(n—y)IU(n) dn

<l ! [ k) dn—/_:ymm an+ [ ko an- [ xw) dn]
= ull [‘f_y;e_m 49 (1 ~ e%) +47 3 K (y 3 x) + 2K (z) — yK(y)} .

Recalling that < y we get the estimate (C.36]). From the well-known estimates |e™* — e7¥| <
|z —y| and ‘1 - e%y‘ < Lgy‘ we see that we shall only consider the function f(x) = xK(z).

Since f(0) = 0 and f is continuous, f is uniformly continuous on [0, 1], on the other hand f
is Lipschitz continuous on [1, 00]. This is because

sup | f/(z)| = sup |K(z) —e ™| < ! + K(1) < oo.
r>1 r>1 e

Therefore f is uniform continuous on [0,00). By the continuity of f in 0 we also now that

given an € > 0 there exists some § such that 5*K (Y5%) < ¢ for all |z — y| < 6. Hence, we

conclude that v is uniform continuous. O

We want now to show that the limit li_>m u(y) exists. To this end we proceed again using
Y—+00

Fourier methods.

Theorem C.4. Let u be the unique bounded solution to the problem (C.35)). Then lim u(x)
Tr—00

exrists and it is uniquely determined by G and u itself. Moreover, the limit is positive if
{neS:n-N<0and [;°dvg,(n)#0} is not a zero measure set.

Proof. Since u is the unique bounded solution, u solves for all x € R
uw) = [ K—ajuly) dy = 6@) Xpaony = [ Kly=a)uly) dy Xecop = W(o). (€:38)

Indeed, this is equivalent to (C.35]). This can be seen easily, since u solves for z < 0

0
u(x) - / K(y - x)uly) dy = 0
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and since u = 0 for £ < 0 is a possible solution, by uniqueness, this is the only possible
solution. It is not only true that W € L' (R) N L? (R) but also that W has all moments
bounded. This follows from the similar property of G (cf. Step 1 in Theorem |C.3)) as well as

from the inequality 0 < [ K(y — z)u(y) dyX{z<op < [[ulloo X{z<o} (e - |x]K(:1c)> Notice
that |z|K(z) < %Irl Hence, finite moments and Riemann-Lebesgue Theorem imply that W

has a Fourier transform W e Cp (R) N C* (R) N L2 (R). Moreover, looking at the left hand
side of (C.38)) we recall as in [119] that in distributional sense for all ¢ € S (R)

(o= F (s K),6) = (u—ux K,§) = (u,F (1 - V2rK)9)),

where the last equahty is due to an elementary calculation 1nvolving the convolution and we
define (f,g) = [ f( ) dz. We recall also that 1 — /27K (€) = é_arcgﬂ = F(§). Hence,
for all ¢ € S(R) we have )

(u, F(¢F)) = (W, ¢). (C.39)
Now we consider for £ > 0 the sequence of standard mollifiers ¢.(§) := éd) (g) € CX(R) C

S (R) such that in distributional sense ¢, — §. The smoothness of W implies (W, ¢) — W (0)
as € — 0. It is our first aim to show that W (0) is zero. To this end we study the left hand
side of (C.39). We calculate

(u,F(peF)) = \/12? /OOO dx u(m)/Rdg P (E)F(&)e "

[ [acoior@es - [Ta ) [ i wior@) e

where for the last equality we integrated twice by parts in £. By a change of coordinates and
the dominated convergence theorem, since F'(0) = 0 and |F'(e€)¢(§)] < |#(§)| we see for the
first term as € — 0

‘\/127 /0 o u(a) /R d 9:(OF (e 5| < / d u(x / dé | F(=€)6(6)] — 0.

Thus, we shall consider only the second term. We use the following well-known estimate
lem¢ — 1] < 2/¢|°|x|® for 0 < § < 1 and x € R. Then using [ (¢-F)" =0

" —ikx
o [ [ oreye
n( _—itx _
= [T " [ oor@y (e 1),
and hence
" —ifx " 6
= [t [ orey e < [Tae 55 [ a oo r@) 20
Now we notice that floo dx ;12@; < oo and also we see that F'(§) ~ % as x — 0, similarly as

€ —0also F'(§) ~ %5 and F" (&) ~ % Hence, with a change of variables we see that

/R de |(6-(E)F())"] €]°

! € k)
< / ds [¢(§)!IF”(55)|55|§\5+2\¢’( )MF( O)lE]
R

c 0
PR
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With the consideration above about F' and since ¢ € C2°(R) we see that there exists a

246
constant C' = 2||¢||ceo (m) (max \{]) < oo such that
upp

< Ccel

,\F’(Eﬁ)l\ﬁl‘s )‘IF(Eﬁ)Hfl

B(OI|F"(£€)|€°11° + 14/ (€) + ¢ (¢

for any £ € supp(¢). Thus, again with the dominated convergence theorem we conclude

‘\/g a3 [a om0

which implies the first claim, namely W (0) = 0.

As next step we prove that the limit li_>m u(z) exists. First of all we know that in distri-
xr oo

butional sense @ solves the equation

FaZw. (C.40)
Given any distributional solution @ to (C.40) also @ + 4y is a solution, where uy, is the

homogeneous solution to F'uy g 0. Let us consider the tempered distribution given by uy
and let ¢ € S(R) be any testfunction with support away from zero, i.e. supp(¢) C R\ {0}.
Since F'(§) = 0 if and only & = 0 and since it is bounded, the function % € S (R). Hence,
Jg Une = 0. This implies (see [120]) that dy, g > ca(D*9), for ¢, constants and a suitable

0<a<m
m € N. Since ¢, F(D%0) # 0 for any o > 2 we conclude

Up = C()(S + 01(5/

for suitable constants cg, ¢;. Using the smoothness of W we can write W (&) = W'(0)¢ + H ()

where W’ (0) = m\};—w) and H € C* (R) with H(0) = H'(0) = 0. Let us consider the behavior
of F

ﬁ G (66) 5 — 'Oa
F(f)—{l £+O(i2> £ oo (C.41)
Hence,
19 =19 - DI ¢ p2 ) (.42
and it also satisfies
f&) =~ H"0)E2 +0(63)  as&—0. (C.43)

By the boundedness of F' and given its behavior as in we conclude that the function
h = f € L? (R), in particular h is well-defined in zero. It is easy to see that @ solves

39

O L] (.41
w

Therefore, since h € L2(R) we have that @(¢) = 3W\L/1L’L ) py ( ) + h(€) is a solution to (C.44).

We denote by PV(+) the principal value. Thus, adding the homogeneous solution we conclude

() < cod + 16 + ;’iml(W)\/zPV (2) +h(8),
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which yields

S’ O c1t 3

u(x) = — —x 4+ —m1(W)sgn(x) + h(x),

()\/ﬁﬁ 51 (W)sgn(z) + h(z)

where h € L2(R) is the inverse transform of h. Since u is bounded and satisfies u(z) = 0 for
all z < 0, we have in distributional sense

3 3
u(z) = §m1(W) + iml(W)sgn(a:) + h(z).

Hence for > 0 also u(x) = 3mi(W) + h(x) pointwise. Lemma implies also that h is
uniformly continuous in the positive real line. Hence, 1im h(z) = 0 and therefore the limit

of u as x — oo exists and is uniquely determined by gy( and N. This is true since

yli_}r{)lou(y):?)ml(W):?)(/o dz 2G(z / dm/ dy K (y — ) ()>20.

Also the positivity of the limit is guaranteed when {n €S:n-N<0and fo dvg,(n) # 0}
is not a zero measure set.
We will define T (p) := li_)m u(y,p) for p € 9Q. We can also show that @ converges to
Y—00
Uso With exponential rate.

Lemma C.4. Let u be the unique bounded solution to the problem (C.35) and use = lim u(zx).
T—00

Then there exists a constant C > 0 such that
|z]

lu —uso| < Ce™ 2.

Proof. We use the same notation as in Theorem Hence, we know that

ae) £ “ﬁ\/ﬂa + “2°°\/§PV (2) +h(e), (C.45)
with F(€)h(€) = W (&) — 3m12(7rVi/) £ By the definition of W we see
il% W(x) — il{(% W(z) =W(0") - W(0") = u(0). (C.46)

We recall that W has exactly one discontinuity in z = 0 and that WX ..o, € C*(R-) and
WX{z>0y € C* (Ry). By the monotonicity of the two functions WXy, gy and WX,y and
since W € L (R) we see that W'Xp,<0p € L'(R_) and W'X,~0y € L'(Ry). Moreoevr, we
have the asymptotics W(ﬁ) ~ ;2(—225 +0 (£1+5) as |£] — oo for 0 < ¢ < 1. Indeed, integrating

by parts and using that lim W(z) = 0 we compute

|z| =00

= / io W (x)e™ % da + /0 h W (z)e % da
ZUZ.(E) + zlf </0 W (z)e % dx + /OO W' (x)e " dx)
Z,E(/ T e Y e )
e/ dx/ g >;;€"ig )
+ig ([ e d“/o e )

(C.47)
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We conclude integrating by parts and applying the Riemann-Lebesgue Theorem in the fol-
lowing way. First of all, the function 81% is integrable on (—oo,1) x Ry UR_ x (1,00)
and also G”(z) is integrable in (1,00). Moreover, using [e~%% — 1| < 2|¢|°|z|® for 0 < § < 1

we have
/d:n/ dy@( )())|$|5<C/ dx |x|5 1)<oo
(y — )
and
/ d G"(z)]z|° <
For this last estimate we also used that d%eﬁ = x% sin(f), which implies |G"(x)| <

27| gl . Thus, by the definition of A and using (C.41) we have

T MLl 0 ()l oo, |

By the definition of @ in ((C.45]) we see

Uoso u 2
6(6) = a€) — "2 /28 - pv(§>< \/Zli§2+\/(%li£2>eL2(R). (©.49)

We claim that

(i) © is analytic in the strip S = {z € C: [3(z)| < 2};

(i) [6(6)] < e

(iii) v(2) = u(x) — too + Sy (Uao — u(0)) for & > 0 and v(z) = F1(5)(x).

A contour integral implies then the lemma. Indeed for z > 0 we can compute

V2r|o(z)| = lim ‘/ )ei dg’

R—o

iRx —t %A —iRx _—t
< lim z/ O(R+it)e" e " dt| + lim z/ O(—R+it)e” e " dt
. (C.50)
1
+ lim ‘/ o <t+i> tre=3 dt‘
R—oo R 2
ge—% lim —_— dtzée_%,

R—oo [_p % 4 l+o

where for the first inequality we used the triangle inequality and the analycity of © by (i), the
second inequality is due to dominate convergence and the claim (ii), finally the last integral
is finite. Equation (C.50) and claim (iii) imply |u(z) — us| < Ce™2 for > 0.

We prove now the clalms To prove claim (i) it is enough to show that h is analytic in S.
Then, (C.45)) and (C.49) implies (i). First of all we recall that W has an exponential decay like
[W(x)| < C’e_m, hence |W(:U)|e%‘$| € L' (R) and therefore Paley-Wiener Theorem implies
that T is analytic in S. Since arctan(z) = 4 o In(T=£) is analytic in {z € C: [3(z)| < 1} and

1—1z
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since F'(z) = %‘m(z) has exactly one zero in z = 0, which is of degree 2, the definition of

h = % together with (C.42) implies that h is analytic in S since (C.43) implies that 0 is a
removable singularity.

For claim (ii) we just put together equations (C.45)), (C.48) and (C.49). We notice also
that the constant C' > 0 of claim (ii) depends only on W.

Claim (iii) is more involved. We have to consider again two different contour integrals in
order to compute the inverse Fourier transform of ©. We start with considering the function

PV (f()) = PV (Zﬁ(l%gg)) Let first of all z > 0 and let 4; the path around i given as in

the following picture.

.

1
Vol R

—R —

-

Figure C.2: sketch of 'yfr.

Hence, we compute

Fpv (it ()—Ll' /_Ilzf(f) ifzd£+/Rf(£) i€e ge
€1+ = Rl—Igo ‘ ® ‘
™ 0N ;10 . _
)eisTdg 1 / eV e _sne ico0r
271’R—>oo(/f ) Rg%()(of(R R R e R
_ 12 R]im </ (Rele) Rzezee Rsin( 0):c iR cos(0)x d9>
T — 00

—\/Z (1—e7).

For the computation of these integrals we used the Cauchy’s residue theorem and
Res; f(£)ei® = %, the second integral converges to m as R — oo and the third converges
to zero, both limit are due to the Lebesgue dominated convergence theorem. Denoting by 7,
the mirrored path to vf with respect to the real axis and arguing similarly we also get that

for # < 0 the inverse Fourier transformation is F 1 (PV <z§ 1+§2)) (x) = —\/g (1 — e*|“|).

Hence,
1 1 7r
-1 - — Z (1= lal
F (PV <i§1+§2>) (x) sgn(x)\/;<1 e ) (C.51)
For the function g(z)(§) = @ we consider again first of all # > 0 and the path 75 around
1 given by

—R R
Figure C.3: sketch of ’y;.
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Hence, the Cauchy’s residue theorem and the dominated convergence imply

27‘(‘ R—o0 —R

1 : 1 7T ) . . A
_ Ii ix o li 16 - 10 ,—Rsin(0)z iR cos(0)x
o Aim (/72+ g(&e d{) o A </0 g (Re ) Rie"e e do

where we also used that Res;g(£)e 5% = % Denoting similarly as before by ~, the mirrored

path to 75 with respect to the real axis we obtain F~!(g)(x) = —\/ge*mfor x < 0 and thus

1 (@) (x)zsgn(x)\/zem (C.52)

Hence, the definition of u and equations (C.51)), (C.52)) imply claim (iii) for > 0
e

2

e

v(z) =u(x) —us + (Uoo — u(0)) .

O]

There are still two important properties of @(y, p) we will need for the rest of the paper
and which are explained in the next two Lemmas. First of all %(y, p) is uniformly bounded in
both variables.

Lemma C.5. Let u(y,p) be the non-negative bounded solution to the problem (C.22)) for g, (n)
satisfying the assumption as in Theorem[C.3 Then there exists a constant C such that

sup  u(y,p) < C < oo.
yER, peON

Proof. By definition u satisfies L(u)(y) = Gp(y) for y > 0 and u(y, p) = 0 for y < 0. Moreover,
recalling the norm as in ((C.11]) the source can be estimated by

0<Gpy) < llglle™,

since |n - N,p| < 1.

Theorem assures us the existence of a unique bounded continuous (in the positive
line) solution v of L(v)(y) = ||g|lie™¥ for y > 0 and v(y) = 0 for y < 0. Hence, we can apply
the maximum principle of Theorem as we did in Lemma to the function v —u(-,p) €
C ([0, ]) and we conclude

0 <a(y,p) <v(y) < [vfloo :=C <00
for all y € R and p € 092. O
Also, the rate of convergence of u(y, p) to Ux(p) can be bounded independently of p € 9.

Corollary C.2. There exists a constant C' > 0 independent of p € 02 such that

y

[u(y, p) — Uso(p)| < Ce™ 2
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Proof. This is a consequence of Lemma[C.4 and Lemma From Lemma we know that
there exists a constant C' > 0 independent of p € 02 such that

W (@)] < C (e + 2l K (@)X pacy ) € LHR) N L2(R) N L(R),

where W is the function defined in (C.38). Since |z|K(x) < 6_2‘56‘ all moments of W are finite
and for any n € N there exists a constant C,, > 0 independent of p € 92 such that

|y, (W) < Gy, < 0.
Hence, W € Cp(R)NC*®(R)N L3(R) and also all derivatives are uniformly bounded in p € 9Q
since ’W(”) (f)) < Cf Thus, the function k in (C.48) defined using (C.43) can be bounded

n
2

independently of p € 0.

Moreover, we notice that in (C.47) as |[¢| — oo we can bound ‘W(ﬁ) - \[go)) .
)2

with a constant C' > 0 independent of p € 9f). Indeed, as we have seen in Lemma we
have |G”(z)| < 27|g[|oo &~ and by Lemma @We have also [a(y,p)| < C.

Hence, we conclude as we did in Lemmal[C.4]that there exists a constant C' > 0 independent
of p € 90 such that [6(¢)] < S+, where ¢ was defined in (C.49).

c
Y

[1+E1F3)>
Arguing now exactly as in Lemma[C.4] using also Lemma[C.5 we conclude that there exists
a constant C' > 0 independent of p € 9Q such that [u(y,p) — U (p)| < Ce™ 5. O

Next, using again the maximum principle we can also show that w(y,p) is Lipschitz con-
tinuous with respect to p € 02 uniformly in y.

Lemma C.6. Let g,(n) be as in Theorem and let u be the unique bounded solution to
(IC.22)). Then w is uniformly continuous with respect the variable p € 0 uniformly iny. More
precisely, it is Lipschitz continuous, i.e. there exists a constant C > 0 such that for every
p,q € 052
sup [y, p) —u(y,q)| < Clp — gl == wi(lp —ql).

Proof. The proof is based on the maximum principle. We start taking 0 < 6<1 sufficiently
small and we consider p, ¢ € dQ with |p—q| < §. We denote by Sp(q) the plane defined by the
vector ﬁq and the unit vector N,. Given that 9 is a C3-surface we can define p, to be the
radius of curvature of the curve Cp(q) := Sp(¢g) N O at p. Since by assumption the curvature
of 8 is bounded from below by a positive constant, for ¢ small enough we can estimate

1
§Pp9pq < |p = q| < 2ppbyq; (C.53)

where 6, is the angle between N, and N,. This is true, because for § sufficiently small the
angle 0,4 is not zero and it is approximately the central angle between the rays connecting p
and ¢ with the center of the circle with radius p, tangent to p. We denote by R the minimal
radius of curvature of 9{2, hence p, > R. Now we consider the operator £ acting on the
difference u(y, p) —u(y, q). We can estimate its absolute value by the sum of the following six
terms

£( aly,p) —(y, @) < / / g (n)e” T dv dn + / / gu(n)e” R dy dn
A1 JO As JO

o0 Y Y o0 Y ¥

+/ / gy(n) ‘6 WNpl — ¢ TooNgl | dy dn+/ / gu(n) ‘6 In-Np| _ g In-Ngl
A3z JO Ay JO

o0 oy __y o0 v v

+/ / gy(n) ‘6 Nl — o TNl | du dn, _|_/ / gy(n) ‘6 In-Npl _ ¢ In-Ngl
As JO Ag JO

dv dn

dv dn,
(C.54)
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where we denote by A; the following sets
A= {nGSQ:n~Np<O, n-NqZO}, Ay = {nESQ:n-NpZO, n-Nq<0},

4
Ag = {neS2:n-Np<O, n- Ny <0, \n-Nplz|n-Nq|,|;|n-Np|>§|p—q|

4

Ay = {n€S2:n-Np<O, n- Ny <0, \n-Np]2|n-Nq|,|;|n-Np|<R|pq|},
4

As = {neSzzn-Np<O, n-Ng <0, \n-Nq]2|n-Np|,|;]n‘Nq|>R|p—q|} and
4

Ag = {n€S2:n-Np<O, n-Ng <0, \n-Nq]Z|n-Np|,|;]n-Nq|§R|p—q|}.

By symmetry, we need to estimate only the first, the third and the fourth terms. We start

with the first line of equation (C.54]). The set A; is contained by the set given by all the n
such that their angle with IV, is in the interval (5,5 + 6,,). Using the fact that W >y,

we estimate the exponential by e™¥ and hence we see
o0 __y 4
/ / go(n)e” T du dn < g]c2nbpqe ™ < T lgloce ™. (C.55)
Ay Jo

The second term in ((C.54)) is estimated similarly. For the third term of equation (C.54]) we
estimate the difference of the exponential as follows, assuming |n - Np| > |n - Ny|

1 1

_ [n - Np| — [n - Ny
[n - No|  [n- Nyl

’”'NqH"'Np’ ’

__ Y __ Y Y
‘e [n-Np| _ ¢ [n-Ngl <e |n‘Np\y

_ Y
g e |an| y

where we used for z > 0 the inequality 1—e~® < z. By definition |n-(N,—Ng)| < 0,4 < %|p—q|
which implies

2
0§|”'Np|_|n'Nq‘:|n'(Nq_Np)|§E|p—(J|-

Since |n - Np| > %|p — q| we see also that

2 [n - N
- Nol > [n- Ny| = Zlp—q] > =
Hence,
__y v S 4lp — q|
[n-Np| _ [n"Nql | < In-Nplqgyy—=— =
g © RS T RN

Putting together these inequalities we compute

o0 v v
[ "o -
A3z JO

4p — q| /g __v_ysin(0) 167|p — q| _
<= = 4 cos(@) 2~ 7~ ) = — — ~ Y
< gt [l L Pl e,

4|p — v
dv dn < 7|p 4 ||g||oo/ dn e N Y -
R As ’n ' Np’
(C.56)

where we estimated the last integral in As using polar coordinates in S? using as reference
N,,. It remains to estimate the integral on A4. For this term we use the inclusion

4
A4C{neSQ:n-Np<0, In'NpéR!p—Q}

™

c{woebarxon:be (-7, -5 +CRIp-q)u(F-CRIP-d.3)}
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where the last inclusion is due to the smallness of %]p —¢q| < 1 and the expansion of the
arc-cosine. Moreover, C'(R) is a constant depending only on R. Hence, as we estimated in
(C.55)) we have

/ / gv(n) ‘67'"'%‘ — ¢ TN dy dn < O(R)4nglloclp — gl (C.57)
A4 JO

Now, with equations (C.55)),(C.56) and (C.57) we estimate the operator by

L (u(y,p) —u(y,q))| < C(R)||gllec|p — gqle™™,

where C'(R) > 0 is a constant depending only on the minimal radius of curvature R. Theo-
rem and the maximum principle imply the existence of a unique non-negative bounded
continuous function V' solution to the equation £(V)(y) = e™¥ for y > 0. Hence, we ap-
ply the maximum principle of Theorem as in Lemma to the continuous functions

C(R)gllcclp = alV = (uly, p) — uly, q)) and C(R)||gllc|p — ¢|V' = (uly, q) — u(y, p)). We con-
clude the uniformly continuity of @(y,p) in p uniformly in y

[a(y,p) —uly, g)| < C(R)|gllclp — gl
The modulus of continuity w; is hence defined by wi(r) = C(R)||g|lecr- O
Corollary C.3. The limit Us is Lipschitz continuous in p € 0.

Proof. This is a direct consequence of the previous Lemma The modulus of continuity
of U is still the same w; of w(y, p). O

Finally, we summarize all properties of @ in the following proposition.

Proposition C.3. Let g,(n) be as in Theorem and € as in the assumption. For every
p € 0N there exists a unique non-negative bounded solution u(y,p) to . For every
p € OQ the function u(-,p) is uniformly continuous in [0,00) and has a non-negative limit
Uoo(p) = yli_}rgoﬂ(y,p), which s strictly positive if {n €S:n-N, <0 and fooo dvg,(n) # 0}

is not a zero measure set. Moreover, u(y,p) is uniformly bounded in both variables and
it is Lipschitz continuous with respect to p € 0Q uniformly on y € Ry. Finally, U is
Lipschitz continuous and there exists a constant C > 0 independent of p € 02 such that

Lyl

[u(y, p) — Uoo(p)| < Ce™ 2.

C.4 Rigorous proof of the diffusion equilibrium approximation
for constant absorption coefficient

This section of the paper deals with the rigorous proof of the diffusion equilibrium approxi-
mation for the constant absorption coefficient case. We will show that the Stefan-Boltzmann
law uf(z) = 4moT2(x) for the temperature 7. associated to the boundary value problem
converges pointwise as € — 0 to v, the solution to the Dirichlet problem

“Av=0 inQ
{ v RS (C.58)

V= Uso on 0f2,

where T, is defined as in Proposition
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C.4.1 Derivation of the equation for u°

Let us call I7 the solution to the initial boundary value problem (C.6). We start with the
derivation of the integral equation satisfied by u® = 4woT2. To this end we solve by charac-
teristics the equation

1
n-Vyl, (z,n) = R (By (T (x)) — I, (z,n))
Let 2 € Q and n € S?. The convexity of 2 implies the existence of a unique zq(z,n) € 09
z—xq(x,n)
)V |ez—zq(z,n)]
s(z,n) = |z — zq(z,n)|. Then z = zq(x,n) + s(xz,n)n. Integrating along the characteristics

equation ((C.6) we get
|zfzg(z,n)| 1

@n)
IL(z,n)=gy(n)e” = + /O e~ =B, (T (z —tn)) dt. (C.59)

connecting z in direction —n with the boundary 0€2. Hence = n and we define

€
Using the heat equation, i.e. V, - F =0 (see (C.6|)), we calculate

0—/ dy/ dnn-ViI (xz,n) / dz// dn B, (T.)(x) — I (x,n).
S2 S2

We define v (2) = 4noTH(x) = [y dv [s2 dnB, (T:(z)) according to (C.3). Hence also u®(z) =
IS dv [ dn IS(x,n). We integrate now the expression we got for the intensity and we
conclude with the equation satisfied by u® as follows

:/ du/ dn g,(n)e” ¢ / dn/ e st (x —tn) dt
S2 477'6 S2

du/ dn e+ — dn,
/ | dn gv(n 4m Q|3§'—77| u(n) dn

where the last equality is due to the change of variables S? x (0, 00) — Q with (n,t) — z—tn =
7. Hence the sequence u® of exact solutions solves

\z ]

z—xzq(z,n)
u(z) —/ c n) dn —/ dv/ dn g,(n S |. (C.60)
dre |x — 77| s2

IZI

We define the kernel K (z) := ‘ E and we notice that its integral in R? is 1.

Remark. There exists a unique solutlon uf continuous and bounded. We adapt the proof
in [83]. The existence and uniqueness of a solution u® € L* () can be shown with the
Banach fixed-point Theorem. We define for every given g and € > 0 the self map A{ :
L>(Q) — L*® () by

_ |a:—ac9(:c,n)|
e

/K — ) )dr]—l—/ dv [ dn g,(n)e
0 S2?

Then since fQ c(n—x) dn < [ps Ke(n — ) dn = 1 we conclude that A is a contraction,

hence there is a unique fixed-point, which is the desired unique solution. Moreover, G¢, | (z) :=
|zsz(z,n)|

Jo dv Jsodn gy(n)e” = is continuous and since u® € L () and K.(z —-) € L' (R?)
we conclude that the convolution [, K.(n — x)u®(n) dn is continuous and bounded. Hence,
uf is continuous and bounded. We can also extend continuously u¢ to the boundary 0f2
defining |z — zq(z,n)| = 0 for z € 92 and n - N, < 0. Then using the generalized dominated
convergence theorem we see that both integral terms in are continuous up to the
boundary. Hence, u® € C (ﬁ) Moreover, u¢ is non-negative. This is because of the maximum
principle as stated in the following theorem.
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Theorem C.5 (Maximum Principle). Let v be bounded and continuous, v € C’(ﬁ) Let
L) (z) =v(x) — [o Ke(n — x)v(n) dn. Assume v satisfies one of the following properties:

(1) LG(0)(z) >0 if x € Q;
(it) LG(v)(z) >0 ifz € O CQ open and v(xz) >0 if x € 2\ O.
Then, v > 0.

Proof. Let y €  such that v(y) = min_ g v(z). Assume v(y) < 0.
Assume that property () holds. By continuity of the the operator we have that £g,(v)(z) >
0 for all z € . Then

0 L)) = oly) ~ [ Kol g)otn) dn
@ (C.61)
= | Kelr =) (o) = vl)) dn olo) [ Kelw=) dn <.

where we used the normalization of the kernel K. Hence, this contradiction yields v > 0.
Assume now that (i7) holds. Then in this case y € O. Then again by the continuity of the
operator we obtain exactly as in (C.61]) a contradiction. Thus the Theorem is proved. O

C.4.2 Uniform boundedness of u°
In this section we will show that the sequence u® is uniformly bounded in €. We will use
the maximum principle again. Indeed, we will construct functions ®° uniformly bounded

_ dist(x,09)

such that £ (®%)(x) > ||gl1e = . We will use this to prove L§ (®* — u®) (x) > 0 which
implies using the maximum principle 0 < v < ®°. The main result of this subsection is the
following.

Theorem C.6. There exists suitable constants 0 < p < 1, 0 < y(p) < %, Ci, Cy, C3 >0
and there exists some €9 > 0 such that the function

@*(x) = Callglh (€1~ ) + Calglh 1—1+(”d(;))2 : 1‘1+(1€R)2 ’

fora Ab =min(a,b), R > 0 the minimal radius of curvature R = mingecpq R(z) and d(z) :=
dist (x,00), satisfies LG (P°) (z) > HgH167@ in Q uniformly for all € < 9. Moreover, the

solutions u® of (C.60) are uniformly bounded in €.

We split the proof of this theorem in two lemmas.

Lemma C.7. Let C) := 2max g |z|* + 2 diam ()% 4 4 diam (Q) + 4, let 0 < e < 1. Then
5, (01 - |$|2> > 2¢2,
Proof. We start computing the action of Lg; on |z |2
2 2 2
o 1] @ =1l = [ Ker=a)lnl® dn

=—/ K. (n—)n—af dyp=—2:2,
]R3
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where we expanded |n|? = |z + (7 — 2)|? and we used that [3; K. = 1 and the symmetry of
the kernel K..

Le D := diam(f2) and let B = 2max_ g |z|* and 8 = 2D% 4+ 4D + 4. Thus, C; = B+ .
Then

5 (K+B— |~|2) (0) = (B+0) | Ke(n—w) dn — L5, [!-IQ} (ﬂf)—/ﬂc K. (n—x)n* dn
>(B+p) | K.(n—=x) dn+252—2\xl2/ K. (n—=x) dn—2/ K.(n—2)|n—z* dn,
Qe Qe Qe

where we used |n|? < 2|z|* + 2|y — 2|>. Moreover using that B — 2|22 > 0 and splitting for
x € € the complement of the domain as Q¢ = (2°N Bp(x)) U Bf,)(z) we obtain

L5 (K+5 - H?) (z) >2¢> +/

B5,.(0)
D

=2¢% + Be_g —e = (2D2 +4De + 452) > 22,

K. () (8222 1nf?) di

where in the first inequality we used that 2|y — z|* < 2D? < 8 for 5,z € Bp(z) and for the
integral in B, (z) we changed variables % — 1 and we computed the resulting integral using
also that ¢ < 1. 0

In order to proceed further with the construction of the supersolution, we will use repeat-
edly the distance function and its relation to the curvature of the domain’s boundary. All the
properties of this function can be found in the Appendix “Boundary curvatures and distance
functions” in [67]. It is well-know that if the boundary 9 is C3, then in a neighborhood of
the boundary the distance function can be expanded by Taylor as

d(n) = d(a) + Vd(a) - (1 2) + 3 (n— )" V@) g —2)+ O (In—af¥)  (C62)

Moreover, the following proposition holds.

Proposition C.4. For x € Q) in a neighborhood of the boundary the gradient of the distance
function is the inner normal, so that |Vd(z)| = 1. Moreover, denoting R = mingepn R(z) > 0
the minimal radius of curvature and letting p € (0,1) we have

1
¢TV3(2)E < (C.63)
(1-wR
for every x € {y € Q: d(y) < Ru} and ||&|| = 1.
Proof. See 14.6, Appendix “Boundary curvatures and distance functions” ( [67]). O
Using these properties of the distance function we can prove the next lemma.
Lemma C.8. Let(z) := (1 — W) /\<1 — H(Z;%)Q> Then there exists some 0 < p <

1 small enough, 0 < y(p) < 3, 0 < &1 < 1 small enough and constants Co := Co(R,Q, p1,7) >
0 and ¢ := ¢(R, p,7y) > 0 such that for all0 < e < e

_d() R
Coe™ = 0<d(x) <
Lo W) (z) = § —ce? % <d(x) < Ru (C.64)
0 d(z) > Ru
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Proof. We start with some preliminary consideration on the distance function. We define
@ :=dc (n). For every z,n € {y € Q: d(y) < Ru} we have using (C.62)

2d(z)Vd(z) - (n — ) | d(z) (n—2)" VZd(z) (n - o)

dz (1)* =de ()" + = + = -
S () )
Then Taylor’s expansion shows
1 B 1
L+d)” (1+d @) (1+ [de ) - e (0] 172) (C.66)

=QW(z,n) + QP (z,n) + Q¥ (z,n),

where we the terms Qg) are defined as follows.
1 ~ 2d(2)Vd(z) - (n — z)

(D () —
FENTRLE T e (i w)

)

d(z) (n —x)' V?d(z) (n—2) (Vd(x)-(n—=))*  4d*(x) (Vd(z) - (n - 2))*

Qg) (x777) = = 2 - ) =+ 3 )
e (1 + d. (x)2> £ (1 +de (:U)Z) et (1 + d. (x)2)
3) d) |n—af’ d) |n—af’
Q¥ =0 | 5 3 = <3
(1+d5(:17)> (1+d5(:1:)>
We consider now the function (x) defined in the statement of Lemma We take M = %

for 0 < g < 1 small enough and 0 < € < 1 also small enough such that 0 < Me < %, ie.

3
0<ex< R?”, and we decompose ) in four disjoint sets

Q = {d(z) > Ru} U{d(z) < Mc} U {ME <d(z) < 32“} U {R;‘ < d(x) < Ru}.

We proceed estimating £ (¢)(x) for = in each of these regions of 2.

{d(x) > Ru}

{8 < d(z) < Ry}

{Me <d(z) < %ﬁ}

{d(z) < Me}

Figure C.4: Decomposition of ).



C.4. RIGOROUS PROOF FOR CONSTANT COEFFICIENT 211

For further reference we write

£ () (@) =) - | K. (n — o) <1 . v)

Qn{d(n)<Ru} 1+de (77)2
(C.67)
-/ dnK.(n—=) [ 1- —1—
Qn{d(n)>Ru} 1+ (@)

In order to estimate L£g(¢)(x) in the region {d(xz) > Ru} we will use the fact that the min-
imum of supersolutions is again a supersolution. In the region where d(z) < Me we will use
the explicit form of the kernel to see that the main contribution has the right sign. Finally, in
the region {Me < d(z) < Ru} the idea behind the arguments we will present is that £g () (z)
can be approximated by —e2A using Taylor.

Step 1: {d(z) > Ru}
First of all we notice that if d(z) > Rp then L£g(¢)(x) > 0. Indeed, ¥(n) < ¥(x) =

1-— H(A%)Q in the first integral of (C.67) since d(n) < Ru there. Hence
L5 W) (@) > L5 1—-—2 | >o. (C.68)

1+ (@)2 -

£

Step 2: {d(z) < Me}
We consider now the region {d(z) < Me}. After a suitable rigid motion we can assume
0 € 0Q and = = (d(z),0,0). Hence, Q C Ry x R? and

ozt —d(z)/e -M
/zan/ K(n)an/ K (n) dn:=wvy > 0.
Qe dme |n — x| —o0 —00

K is as usual the normalized exponential integral. On the other hand, using that L <1

1+d.(2)® —
and choosing v < “* we can conclude
L)) == s+ [ duki(n )
1+d. (x) Qe
) ) (C.69)
+7/ dnkK.(n - x) v > D PM —dela),
Q 2 2

1+d5 (77)2 1+ (ﬁ)Z
where a V b = max(a, b).

Step 3: {Ms <d(z) < %}

We consider now the set {M e <d(x) < %} As first step we plug (C.66) into the right
hand side of (C.67). To this end we define three integral terms J;, Jo, J3 as

_ il (1)
J—l——/ dn Ke(n—x) (1 —~Qz" (z,n
! 1+ de (2)* Qn{d(n)<Ru} ( ) ( e ))
(C.70)
B AR Y e FR——
QN {d(n)>Ru} 14+ =F




212 APPENDIX C. DIFFUSION APPROXIMATION OF STATIONARY RTE

J2 = / dn Ke(n — ) (7@22) (@, ?7)) ; (C.71)
Qn{d(n)<Rpu}
J3 = / dn Ke(n — ) (76223) (@, 77)) : (C.72)
QN{d(n) <Ru}
Hence, we have
Lo()(x) = Ji + J2 + Js. (C.73)

The main contribution to these terms is due to Jo. Therefore we start with this term and we
show that for 0 < p < 1 small enough there exists a constant C'(u) > 0 independent of € such
that

C
AV - A (C.74)
(1 +de (z) )
In order to prove this estimate we first notice that
4d, (z)? 4 4
—-1=3-——>3— ———->0. .75
Hence, multiplying this inequality by K.(n _:C)W and integrating on {d(n) < Ru}
we obtain
Vd(z)- (n—2))*  4yd?(z) (Vd(z) - (n — z))?
[ iy Kol ) | 7T (=) (@) (Vi) (0~ )
QN {d(n) <Ry} £2 (1 +d. (@2) et (1 +d. (a:)2>
(C.76)
7 (3 B 1+A3\42) (Vd(z) - (n — x))°
> L[ K-
(1 +d. (m)2> Bure(z)

o) e e oon (s )

where used that By (x) C {d(n) < Ru} and we define the constant C(M) = % fOM dr e "r? =

3(2—2¢eM —2Me™ — M?e~™M) which depends on M = ;% Notice that C(M) — % as

2 .
M — oo and hence for M sufficiently large we have also C'(M) > %

)

In order to conclude the estimate for Jo we use the result (C.63)) to estimate the Hessian
of the distance function, thus

yd(@) (n—a) ' V2d(x) (n— ) _ yuln — af?
2 — 2
&2 (14 de (2)?) 2(1 - ) (1+d: (2)°)

(C.77)

and we conclude

A T,
Qn{d(n)< R} £2 (1 +d. (:c)Q) (1 p) (1 +d. (w)2>



C.4. RIGOROUS PROOF FOR CONSTANT COEFFICIENT 213

for some constant C' > 0.

Combining (C.76)) and (C.78|) we obtain (C.74)).

We proceed now with the term J; in (C.70)). Using the symmetry of the scalar product in
R? we write

Jy = /Q dn Ke(n — ) (1 — QW (a, 77))
(C.79)

* / dn K(n =) (1322 - ’YQS)(H?,??)> =Jig+ Jie.
Qn{d(n)>Ru} 1+ =F

£2

We proceed with the estimate for J; 1 in (C.79)). By means of a suitable coordinate system
we can assume again 0 € 9Q and x = (d(x),0,0). We notice that if n € (—oo, d(x)) x R? then
Vd(z) - (n—x) =n —d(x) <0, while if 5 € (d(z),00) x R? then Vd(x) - (n — x) > 0. Hence,

we obtain
haz [ an K- ) (1 2QW () (C.50)
QeN(—oo,d(z)) xR?

We now decompose the set Q°N((—o0,d(z)) x R?) = ((—00,0) x R*)U(Q°N ((0,d(z)) x R?)).
Using that

d(x) _ 1 B 1 (C.81)

g2 (1 + de (:U)2>2 d(x) (1 +d. (x)Q) d(z) (1 td. (x)2)2

and since v < % we have 1 —

’y .
T @)? > 0 and therefore we obtain

dn Ko(n— ) (1 — QW (z, 7)) > dn K.(n— 2yVd(z) - (n — )
/(—oo,O)xR2 1 Keln ~ ) ( e 77)) B /(—oo,O)XR2 " Kel >d€ (x)e (1+d: (x)2>
B 2y o0 v 14d(x) 4
=— dz K (z)z > — e
d () (1+de (as>2) / (@) 2= 20w 1+ d. (z)°
SR S
M1+ @?)

(C.82)

where we also changed variable (d. (x)—z) — z, we used the identity for the normalized
exponential integral in Proposition we estimated d. (z) > M and finally we denote by C
the constant such that %e‘m < C.

Concerning the integral in the set ¢N ((0, d(z)) x ]R2) we proceed similarly using again
and also the fact that if z > 0 then z — d(z) > —d(z). Hence, we have

/ dn Ke(n — ) (1 — QY (x, n))

Qe ((0.d(x)) X R2)

> dn Kotn—a) [1—- — 2 29Vd(z) - (n — =)

B /Qcﬁ((o,d(:c))xRQ) n Keln ~ ) ( 1+d. () i d. (z) e (1 +d. (x)Q) (C.83)

_ iz Ko — d@e) [1- — 2 29(m — d(z)) 0
/Qcﬁ((o,d(z)xR2) = dwe) ( 1+ d. (x)? i d(z) (1 +d. (x)z) -
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Hence, for Me < d(z) < Rp and v < % we can summarize

¥ C
—
(1+d@?) M
Remark. Notice that the estimates (C.80)-(C.84) are valid in the whole region {Me < d(z) <
Ru}.

We still have to consider the integral Jy o in (C.79). We notice that for all n € Q with
d(n) > Ru we have on the one hand | — x| > % and on the other hand Vd(z)-(n—x) >0
since d(n) > d(z). We recall that D := diam (2) and that Q N {d(n) > Ru} C Bp(x).
Therefore, we estimate

Jig > — (C.84)

Ry
Y e 2 1
J1,22—/ dn K:(n — ) > — / dz ——
an(dm=Rey L+de (2 7 1+de(2)? Jopo)  4melz]?
de ()
-~ 4D D
(1 + d. (x)Q)

(C.85)

Y 2
1+d. (z)* Ry

. _ _ . . _Ru _d(=)
where we used the well-known estimate ze * < e~ ! combined with e~ 2= < ¢~ 2 and we

denoted by C' the constant such that 4z(1 + z2)e"2 < C and finally the relation M = ﬁ

Finally we estimate the term Js in (C.72)). Here we have to estimate the integral term
containing the error terms QS” (z,m) of the Taylor expansion (C.65). If Me < d(z) < % and

T 1

; - 1__ 1
if £ <1 we use T2 = 7~ 20429 and we calculate

7/ dn Ko(n— ) (2) In — | - (4) In — = .
QN{d(n)<Ru} < (1 +d. (x)2> c (1 + d. (:r)2>

=[nl
S/ dn VZ L 5 | d@)e + dlx) ) : 2 (C.56)
R?3 & (1 +d, (33)2> = <1 +d. (x) >
S% (RQM N /ﬂ) .
(1 + d. (:c)2)
> _ Cv Ry 2
Hence, also J3 > 7(1“[5(1)2)2 ( 5 T 1 )

We conclude putting together estimates (C.74]) (C.79), (C.84]), (C.85) and (C.86|) the

existence of a constant C(§2) > 0 independent of y,,e such that

L5 () (1) > (Hd”()) con (3- 135 ) —c@pt ] e

Choosing 0 < p < 1 small enough, depending only on €2, such that C(M) > % and C’(Q)ﬁ <

% we obtain

v _d@)

Lo (¥) (x) > Ce < (C.88)

Y
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for Me < d(x) < % and some constant C' depending on €2, R, v, u but independent of €.
Step 4: {% <d(z) < Ru}

It remains to calculate the behavior of L£g (1) when % < d(x) < Ru. Here, we show that
there exists a constant ¢(R, u,y) such that £5 () (z) > —ce?. We can use several results we
obtained in Step 3. We decompose again the operator £ (¢)(x) = Ji + J2 + J3 according to

(C.73)) using the integral terms defined in ((C.70))-(C.72]).
First of all (C.75|) implies

. o 2 2 . - 2
[ iy [T ) (V) ()"
Qn{d(n)<Rpu} g2 (1 +d. (:1;)2) e (1 +d. (a:)2>
and hence we estimate Jo using (C.77) and (C.78)
_ T2 —
e iy Ky 20 (1= ) V) (0 =)
Qn{d(n)<Ru} £2 <1 Td (m)2>
e (C.89)
>-C i > DA

(1—p) (1 +d. @:)2)2 S TR

2
where we used 1+ d. (z)* > d. (z)* > (%) and 0 <e < RT"S.

We now proceed to estimate J;. To this end we use again the decomposition (C.79)). The
estimate (C.84]) for J; ; is also valid in the region {% < d(z) < Ru}, as we indicated in the

remark after (C.84). Hence we have for ¢ < RT“S
°C 8yC
TH _— }’;2 o3
(1+d- (@%)

Concerning the term J; 2 we have to argue slightly different than in Step 3. Using now the
first inequality in (C.85)) and [ps dnK.(n — x) = 1 we compute

Ji1 > —

gl gl vy o
Ji, Z—/ dn K.(n — =z > — > — e”. C.90
e QN{d(n)>Ru} ol ) 1+d. (z)? 1+d. (z)* (Rp)? (C.90)

Finally, we estimate J3 as defined in (C.72)). Arguing as in (C.86]) and using 1 + 22 > 22 and
O<e< RT“& we compute

d@)  |n—af dz) |n—=f
dn K.(n—x
/Qﬂ{d(n)<Ru} O = (1+d5 (:c)2)2 g (1+de (x)2)3 (C.91)
7 (d(x)? + 1) - 20 (R +2)
T J e < T

2vC(R2+2
Thus, also J3 > —%52.
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Hence, ((C.89),(C.8]),(C.90) and (C.91)) imply the existence of a constant ¢(R, u,y) > 0
independent of ¢ such that

Lo () () > —ce? (C.92)
for all % < d(z) < Ry .

We know summarize the results. Equations (C.68)), (C.69), (C.88), (C.92)) imply the claim
in (C.64). We remark that p, v and &1 are chosen as follows. First of all i is chosen according
to Step 3 as in (C.87)), then v is taken according to Step 2 such that 0 < v < %% and finally

€1 satisfies 0 < g1 < %“3. This concludes the Lemma O

Using Lemma [C.7] and [C-§ we can now prove Theorem [C.6]
(Proof of Theor. Let C7 be the constant defined in Lemma and let v, u, Co, ¢

be as in Lemma We define C5 := Ci and C3 := Cote % Notice that all these constants

2C
are independent of . Hence, Lemma and implgf
e +203¢? 0 <d(x) < %, e o< d(xz) < %,
Lo (%) (z) = [lgllL | €2 B < d(x) < Ry, > llglh § €2 Bu < d(z) < Ry,
2C5¢ d(x) > Rp, g2 d(z) > Rp.
(C.93)
We define now g := min {1, a,e;} with a such that 2aln(1) < % and €1 > 0 as in Lemma

C.8 Then &2 > e 3t > 6_@ for all d(z) > %.

We now apply the maximum principle in Theorem to the function ®¢ — w®. This
function satisfies the continuity and boundedness assumption. Indeed, for any € > 0 the
function u® is continuous and bounded as we have seen at the beginning of Section 4.1.
Moreover, by construction ®° is continuous and it is easy to see that it is even uniformly
bounded since

0 < @°(x) < |lglli (2C3C7 + C) .
We also have

_|z—zq(a,n)

() o
2@ — ) () 2 e = [T [ dngmeTE 20,
0 n-Nag, <0
since |z — zq(xz,n)| > d(x). Hence, Theorem implies that ¢ — u® > 0 and thus
0<ut <P <C < oo

uniformly in € and x € Q. O

C.4.3 Estimates of u° — u near the boundary 0f)

In this subsection we will prove that for each point p € 9 the function @ defined in isa
good approximation of uf in a neighborhood of size close to £3. Notice that this neighborhood
is much greater than the region of size €. We will do it by means of the maximum principle
in Theorem Now we start estimating the action of the operator £g on u — u°.

Lemma C.9. Let p € 02 and let R, be the isometry defined in (C.13). Then the following
holds for x € Q, § > 0 sufficiently small and independent of € and a suitable 0 < A < 1 and
constant C >0

o (w (B2 ) - ) | < ce

(C.94)

_Adw) | €0 ifjx—p| < e%+25,
1>
1 if |z —p| > 2t
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Proof. Let us denote by II;, the half space II;, :== R, 1 (R+ X Rz). Then the function U, (z, p) :=

T (%,p) is a continuous bounded function which maps II,, x 9€2 to R,. Notice that

U.(z,p) is the solution to the planar equation ((C.22)) before rescaling and rotating. Our plan
is to approximate Lg, (UE) by E%p (U 5). Let x € II, and p € Q. Using the definition of @ in

(C.22) we can compute

__7€p(z)

0 Ro(x)-er\ _ e_’n E -
/ dn K <77 - p()l) U(TI,P) = / dn N A (7717]9)
0 € Ry xR2 g ’,,7 _ Rp(x)

£

_[n=Rp(®)]

e c _ (™ U
= d77 w\|—,p :/ dnKE ’I’]—Q?UE n,Dp),
/[Rq xR2 4dme ’77 - Rp($)|2 ( € ) 11, ( ) ( )

where we used in the first equality the translation invariance of the integral with respect to
the second and third variable, the definition of the planar kernel and the definition of y. For
the second equality we used the change of variables 7 = en and in the last identity the change
of variables 1 = R, L(n) gives the result. In order to write the value of Ly, (Ue) we use
once again equation and we define x11,(7,n) as the point on the boundary of II, with
-2z, (T,n)
|:pfxnp (z,n)|

Rp(z)-e1
that 7|

=n, ie. x =z, (z,n) + |z — 2, (z,n)| n if n- N, < 0. By construction we see

= |x — o, (a:,n)! Hence,

|z—fzIIp(z,n)

i, O @)= [Cav [ dngme

We will hence estimate the two integrals terms on the right hand side of the following equation

24 Tep) =) @)] < [ =)

+/ du/ dn g,(n)
0 S2?

|2=am, @) Jo—ag @]
e € —e €

= Sl+527

(C.95)

where we put |z — zp, (z,n)| = 00 if n- N, > 0.

Step 1: estimate of 5;.

. . . _d@) .
It is always possible to estimate S1 by €™ "<, indeed using By (x) C  we compute

d(z)

/ K.y — )0 (n.p) < / K.y — )0 (n,p) < Ce~ "2, (C.96)
Ip\$2 Bg(z)(x)

where C' > 0 is the uniform bound on = that we have obtained in Lemma
Our goal is to obtain a better estimate for the region |z—p| < gzt (cf. (C.94)). Therefore
we will now assume |z —p| < e2+20 and since d(z) < |x —p| we can also assume d(z) < ezt



218 APPENDIX C. DIFFUSION APPROXIMATION OF STATIONARY RTE

As
T ¢ ,
J4 Ao
. 'Wan
X
A;
Tp
o)
012

Figure C.5: Decomposition of II,, \ Q.

Let p € 0Q and II, the half space defined at the beginning of the proof. Let x € Q with
|z —p| < €22 for £ > 0 as small as needed. Let moa(x) € 02 be the projection of x on
the boundary as in (C.14). Then z = maq(z) — d(x) Ny, (x)- We denote further by 0(z) the
angle between the normal vectors N, and Ny, ;). Let T} and T, ;) the tangent planes to
0 containing p respectively moo(x). We define also ¢ = T}, N {x + N (z)  t > 0} and T¢
the plane orthogonal to Ny, () containing (. We denote by /(z) = ‘C = Ny, (r)‘ the distance
between T and T’

o0
oa(x)

We decompose now I, \ 2 in three larger regions, i.e. II, \ @ C A1 U Ay U A3. We define
Al =11

roa(x) \§2, Az is the region containing all points between the planes T, () and T; and
finally A3 := {C€R*: 0< Nrpo(@) - (n—¢) <sin(0(x))n — ¢|}. The choice of these regions

has been made in order to obtain integrals that are symmetric and easier to compute.

By standard differential geometry arguments we know that 6(x) < %5%”5 and that for
some constant C'(2) > 0 also 0(x) < C(Q)|x — p|. Moreover, denoting by p the radius of
curvature of the curve given by the intersection of 92 with the plane uniquely defined by N,

Nrpo(z) and containing p we obtain

() < Cpl(z)* < C(Q)]x —pl*,

In case 8 = 0 and hence N,

roa(z) = INp we only consider Aj.

Region A,
We begin with the integral on the set A;. Elementary differential geometry implies that
Ay C I, ()N B% (moq(x) — E N, o)) Let us also denote by BrH(0) == BE(0)N (Ry x R?).
2

ToQ
Moreover, using that

" R R\? _,_ R? i L R
{<m,n>e[o,21><R2: (m-3%) +|n|224}§{(m,n)€R+><R22 i T}
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Hence, with a suitable change of variables we compute

oLl —\/‘d@‘wl‘?“"'2
dnK.(n — x) / dn/
/Al R2 47”5 (Jd(x) —m* + 17[?)

R
+/ dn K. (n - (d(ﬂf) - ) 61)
BC}%+(0) 2
2

272 A/ ld(@)—n1 |2 +]7|?
R

£

</ dij dp —
~ 1 —
By(a)(0) 0 drme (|d(z) —m[* + 7]?)
_ V@) -m 2+a2 _Inl

+/ dﬁ/%dn g E +/ =
1 ~
so o dme(d@) —mP TR e ek

2
d(z) 17
AP 2 / _eTe  4eC o[
< dN————+ d77+/ dre™"
/Bd(z) (0) meRd? (SU) ;(z) (0) 2w Re R? 4E»E
< (@ ) 45 +Ce o5 4+ Cefﬁ < C(Q)se*dés).
Re 2
(C.97)
We also used that if (n1,7) € [O, 2@2} X Bg(z)(0) we can estimate
2e3+20 d(z
u@wmnzam—nzam(r— - )z ), (C.98)

since d(z) < £2+2 and we combined (C98) with |d(z) — m|? + |7]* > |d(x) — m|>. If

(m,n) € [O, M} X BC( )( ) then we can estimate |d(z) — n1|? + |7|?> > |7|>. Moreover, if

n e BEJF(O) then n; + 5 —d(z) > m and ’77 — (d(z) — %) 61‘ > %. In the third inequality
we coniputed the first two integrals on the 2 dimensional balls using also the fact that there
exists a constant C' > 0 such that ez < Ce™2 if 2 > 0 and the last integral holds by the

existence of a constant C' > 0 such that z2e~3 < C for x > 0. For the last estimate we notice
first of all that R > d(x) and we consider two different cases. If d(z) < e the result follows

from the fact that (x) < 5%. If d(z) > € we use the well-known estimate e~%2* < Ce™ 2 for
x > 0.

Region A,
We proceed with the integral on As. We compute using a change of variables

/ . | ) d(z)+€(m PRV E ) d)tt(z) /T
o o
As : R2  Jd() 47?5 dre (2 +[7%)  Jre 47T 4 (% +17l?)

d(z)+e(z)
= T A K
Lo, K@,

€

(C.99)

where we rescaled by € and we used the definition of the normalized exponential integral K as
in (C.19). The estimate of the last integral depends on the values for d(x) and ¢(z). We recall
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that d(x) < e2+20 and that {(z) < C(Q)e'+. Proposition implies also the following
estimate for the normalized exponential integral

141 ifo<n<2
K <o L HImml ifosn<2, (C.100)
e "1 ifn>1.
for some constant C' > 0. Let us assume first d(z) > . Then and (C.100) imply
d(z)+l(z) i)
/ dn K.(n—x) < C/ e M dn < C()e¥e = . (C.101)
Ao

Let us assume now d(z) < e. If (x) < d(z) we can use the monotonicity of the logarithm

together with estimate (C.100]). Thus,

d(z)+€(z)
/ dn K.(n—= <C’/
Ao

(1+ ) dy < € (42 4 22

d(z)
where we used the estimates \/z |In(z)] < 2 <1forallz € [0,1] and et <e™ < .

If ¢(z) > d(x) we argue similarly as in (C.102]) using also (d(z),d(x) + £(z)) C (0,2¢(x))

and we conclude

e Ux)  20(x)

[ dnrn=m<c [T arpmmnar< o (22

d(zx)
<C(e* + %) < Ce¥e = .

Region As
We are now ready for the estimate of the integral on the set As. We recall that for some

constant C(2) we can estimate 0(z) < C(Q)|z — p| < C(N)e 320, Arguing similarly as in
(C.97) we compute using tan(f(x)) < 26(x) and a suitable change of variables

+£(x)+29\77| - \/’W
/,43 dn K:(n — ) /R2 dn/ m
@) o) 20l il
:/Bd(mwm d”/dwm U Sz P P
 pd) () 201 o= YA (C.104)
" /Béu)u(x)(()) ! /d($)+€(w) o dre (% +|7]?)
</ ﬁ9\|W2+/ sl
Bagy o) (0) 27 (d(x) + £(x)) BS o 4 4(x)(©) 27r\77|£
<pd@) ) _deaste | g S g A )24

3e

where we used in the first inequality that n? + |7|> > n? > (d(x) + £(2))? and also that

\ \
n? + |77|? > |7j|? and the well-know estimate |z|e” 2 < 1.
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Summarizing: estimate of S;

Since Lemmaimplies U. < C(9,g,), then estimates (C.96)), (C.97), (C.101)), (C.102),
(C.103)) and (|C.104) yield the existence of a constant C' > 0 independent of ¢, x, p, § such that

d(z)

e~ ae |z —p| <2t

/ dnK-(n — z)Uc(n,p) < C{ d(a) 5 (C.105)
I,\Q

e T4e |z —p| > g3 +2

Step 2: estimate of S,.
In order to end the proof for this lemma we now estimate the integral term Sy of ((C.95]).

If |z —pl > e2t2 gince |z — 2, (z,n)| > |z —zq(x,n)| > d(z) we have the estimate

d(x)
Sy < 87||g]lcce™ = . We now assume |z — p| < 3+ As before this implies d(z) < e3+2,

In order to estimate Sy we will divide the integral on S? in three integrals, which will be
estimated using different approaches.

Figure 6 represents the decomposition we are going to consider. We denote #; and 65 the
1
angles given by tan(f;) = 52;2; = &% and tan(fy) = 2¢2 and we denote by 6(n) the angle
£2
between —n and Ny, i.e. 6(n) = arg(cos(—n-N,)). We decompose the sphere in three different
regions S? = Uy UUs UUs, were we define

Uy :={neS*: —n-N,>sin(6)},
Uy = {n €s?: n- Ny > Sin(92)}

and
Us:={neS*: —sin(f) <n-N, <sin(f)} .

Figure C.6: Decomposition of Ss.

Region U

Let us consider n € Uy and 2 = (y1,y2,y3) | € Q with |z —p| < £3720 Let us denote by T
the intersection point of the axis-symmetric paraboloid with curvature k = % approximating
from the inside of the domain {2 the boundary 92 in a neighborhood of the point p with the
line connecting  and zq. It is not difficult to see that |z, — x| < |zm, — Za|. Without loss
of generality we can assume n = (n1, n2,0) with ny < 0 and as usual II,, = R} x R2. Hence,

o1, (z,n) = (0,0,y3) and Tq(z,n) = (v1,Z,y3) and [z] < £2+20 We see then that o > # and

lo| < 21l < g5t Using the curvature of the boundary we know that the point Zq satisfies

tan(f,) —
the following system of equations
frrmie .
T = r?(gé)

q D

o+
Q
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Hence we calculate

—&  2(3%+y3) 0
~ 20| < |zn. — ol = 24 (0—7)2=2"%_ 5 = C(Q)e.
|21, — 70| < |n, — T \/‘m’ +(o—2) sin(6) Rcos(§) — Red (e

Where we used that for 0 < ¢ < 1 sufficiently small also tan #; =~ sin#,. Thus, we estimate

/Ooodu/ul dn g,(n)

_|e—zq(@n)]
<Ilgllso / T
Uy

dz) | — X r,n)l —|r —rolr,n
§47T||g||oo€_ : Hp( ) )‘ | Q( ) )’

’xfﬂcnp(x,n)‘ |a:7x9(m,n)|
e € —e €

|x—x1—[p (x,n)’—|a:—x9(ar,n)|
— e_ e

(C.106)

_d) |zo — an
= 4rl|glloce™ < [za = on, |

9
d(x)

<dr|lgllC(R)e™ <,

where we used that z, zr,, zq lie all on the same line.

Region Us
1
Let us consider n € Uy and x € Q with |z — p| < 2720, We see first of all that n - N, >

’x—xnp (:c,n)’

sin(f2) > 0. Thus, by definition e~ B = 0. In this case we have that |z — xq(z,n)| >
|z — xzq(x,n)|, where 1 - N, = sin(2). We denote by Q € 02 the intersection of the line
{x +tN, : t > 0} and the boundary 0Q. As usual Ng is the other normal at @ € 0.

1 1
Since |z — p| < e21% also |p — Q| < €272 and hence there exists a constant C' > 0 such

that 0,0 < CE%“‘S, where 0, is the angle between N}, and Ng. Let us also denote by 6
the angle such that 7 - Ng = sin(f). By a geometrical argument on the sphere it is not

difficult to see that choosing ¢ sufficiently small, i.e. 0 < & < min (2—34, (40)7%>7 we have

6> 6y — Opg > %5% Choosing a suitable coordinate system we can assume @ = (0,0,0),
Ng = —e; and 72 = (—sin(f), — cos(d),0). Let us denote by Tq(z,w) the intersection point
between the line {x —tw : t > 0} and the axis-simmetric paraboloid with curvature x = %
inside 2 tangent to 9 at Q. Then, since now xq(x,n) lies outside this paraboloid we obtain
|z — zq(z,n)| > |x — Tq(x,n)|. Moreover, notice that since the angle between the axis —Ng
and the vector x —() is given by 6,0 < Ceat20
¢ sufficiently small.

we see that x lies inside the paraboloid choosing

For e > 0 small enough we also see that sin(f) > 2. Hence, it is also true that for
N = <—5%,—\/1 —570> we have |z — Zq(x,n)| > |z — To(x, N)|. Thus, let us denote by

Zo(z, N) = (y1,y2,y3) and = = (x1,22,23) € Q. To compute the position of To(z, N) we
solve the following system.

M=

ylzé(y%tzé),

y1:$1+t€§7
Y2 =12 +tV/1 — ¢,
Y3 = I3.

We want to estimate from below the value of ¢ > 0. Hence we consider the quadratic equation

(1—e)t? +1 (2\/1 e Re%> ~A=0,
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. . . . 1
where A = Rxq — x% — x% > 0 since z € §Q inside the paraboloid. Moreover, since xo < gzt

for € small enough (i.e. € < (R/4)'/?%) we have that Rez — 2\/T—exy > gsé. Thus,

=y

R
(1—e)t?> Tt A > ey
2 2
and therefore for € < 1 we have
. R
|z — zq(z,n)| > | — zq(x,n)| > |z — Tq(x, N)| >t > 1

Hence, using the usual estimate ze~2 < 1 and that |z — zq(z,n)| > d(x) we estimate

oo |zfz (z,n)| 2 ‘zfz (z,n)|
|/ dng e < gl [ dn e
0 n-Np>sin(62) n-Np>sin(02) ‘x - .CCQ(JJ,TL)|
d(z)
<2wC(Q) ! lgllooe’e™ 2=,
(C.107)

D[

. 1 .
since 2 < % if § <
91}@

02

—n

=Yl

apQ

N, ¢

Figure C.8: Representation of the intersection
points.

Figure C.7: Representation of the angles.

Region U3
Now, for the last estimate we notice that |Us| < 2m(61 + 02) < 4me? for § < 3. Since it is

|Ile'lp (“7»'"'>| |zfa7Q(z,n)‘
67 5 — 67 €

d(zx)

< 2e” "=, we estimate

always true that

/O“’dy/ug dn g (n)

Summarizing: estimate S5

We put together equations (C.106]),(C.107), (C.108|) and we conclude

‘z—znp(zyn)‘ ‘T—TQ(T,’I’L)l
e B —e B

5 _d(=)
< Cllgllaoede "2 (C.108)

5 ,—4o) 1426
e 2 |x—p|<e2
S < C _d(x) ‘ ‘ 1—&-267 (C.109)
e 2 |z —p| >e2™%,
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for a constant C' > 0 independent of x, p, e, d.

Equations ((C.109) and (C.105]) imply the lemma. O

We are ready to construct a super-solution that will allow us to estimate |u® — | near the
boundary at a distance smaller than 2. We recall the rigid motion R,, defined in (C.13).

Proposition C.5. Let p € 99, 0 < A < 1 the constant of Lemma [C-9. Let L > 0 large
enough and 0 < e < 1 sufficiently small. Let 0 < § < %. Then there exists a non negative
continuous function We 1, : 8 — Ry such that

Werp>C>0 for |Rp(z) - e > e3+39,
L5 (Wep) (z) > C9e % for |Ry(x) - ei] < £33, (C.110)
0<W, <C (6" + ﬁ) for |Rp(x) - ;] < g3+,
for some constant C' > 0 and o > 0.

In order to construct this supersolution W, we first need some definition for the ge-
ometrical setting. First of all we denote for simplicity z; = R,(x) - e;. Let us define for

2
i = 2,3 the radii p;t(x) = \/(xl + %6)2 + (xz :l:&?%+35> and the angles Hf(x) given by

cos (Q;t) = p.%(x) (xl + %5) The function W, r is constructed with the following auxiliary

1
x; + €§+36
b

xr1 + %5

functions

FE(z) = g F arctan ( (C.111)

COS i X %
Gf(x) =a (pif;;)) : (C.112)

cos (Hli(x))

2
HF(x) = b (Pﬂﬂfﬂf) (C.113)

for i = 2,3 and a > b > 0. Moreover, we define for ¢ = 2,3
W(2) = Ff(z) + G (z) + HF (). (C.114)

We will prove that the desired supersolution of Proposition is given by
b1 +CLhar, (C.115)

where ¢4, = ®7 the supersolution defined in Theorem and C,C > 0 some suitable
constants. We also define the following subsets of € for i = 2, 3.

Cif% = {:E €Q: ;< -7t or |lzi| < £33 o1 > g%+35}; (C.116)
Cios = {x €Q: a;>e2t op lx;| < 6%+36,$1 > 5%+35}; (C.117)
Css5 := {:1: €Q: ap <2 and |z < e3 30 for j = 2,3} ; (C.118)

Cias := {:1; €N |zl < e2t™ and 2y < 5%“5} . (C.119)

In order to prove Proposition we need the following computational lemma.
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Lemma C.10. Assume p € Q, 0 < e < 1, L,§ as indicated in Proposition [C.3. Let x; =
Rp(z)-e; fori=1,2,3. Let W* as in (C.114). Then there exist a constant o > 0 depending

)

only on § and a constant C > 0 depending on ) and g, but independent of ¢ and p and
suitable b > 0 and L > 0 such that for i = 2,3

(WE(x) >0 in (C.120)
W (2) > g —arctan(2)  in Cjy (C.121)
W(z) < Ce® in Ci s (C.122)

B (WE) ()2~ incu, (C.123)

where the sets Cf%, Cias and Css are defined in (C.116)), (C.117)), (C.119) and (C.118).

Proof. Due to symmetry consideration it is enough to prove the lemma for W = W, . For the
sake of simplicity we write p(z) = p; () and 6(z) = 6, (z). Similarly we consider F' = F,,
G =G, and H = H, . We also denote by Cjs the sets C2_J.67 Ca,js and Cjs for j = 2,3, 4.

First of all we notice that W is smooth on x; > —%E. Moreover, since the arctangent is
bounded from below by % we have that F > 0. Since x1 > 0 for x € ) we see that p > %5
and hence for L big enough 2 > % > 1. On the other hand 0 < cos(f) < 1 and hence for
a > b we have that

N N2 N
G+H:a(wﬂ%@ﬂ>_w<w%%@%> Zm_@<wﬂ%@ﬂ) S0

py ()/e py () /e py () /e

which yields .

Assume now zy > e2+35 . Thig implies % > 0 and thus F(x) > §. The non-
negativity of G + H yields W (z) > 7.

Let us assume z; > 2739 and |za| < e2t3 A similar computation as above shows

1, - 1
_t3s Lyss -
Ii«liés > _ g%+3‘5<€1+§e%_35) > —2. Hence, W(z) > F(z) > § — arctan(2) > 0 for z € Cy;s
as in (C121).

We move now to the proof of (C.122)). Let therefore x € Cys5. First of all W(z) < F + G.
Moreover, x5 — £33 < 5%+3‘5(55 —1) <0and 21 + 5 < AR (1 + %5%_45> < %E%—H‘é if
0 < %, L > 0 large enough and 0 < ¢ < 1 sufficiently small such that L < e=# for g = I_T%.
This computation implies

for ¢ > 0 small enough. With an application of Taylor expansion for y — —oo we conclude
F(z) < 3¢, since § + arctan(y) ~ |y|~! — ﬁ Moreover, since £ > 1 and also p > |29 —
+ 1‘1+%€ cos(6)

1 liss
gzt > £%5— if & small enough, we have that cos(d) = —=< %6- Hence, 0 < == < 3e?

implies G(z) < v/3¢%/2. Taking then o = g we conclude W < Ce®.
It remains now to show, that W satisfies the estimate (C.123]). The main idea for this proof

is to approximate the operator £g by a Laplacian expanding the function W by Taylor. Let

1
us assume from now on that « € Css, i.e. |z3], x|, #1 < 273°. We first notice that for these x
the function F' is harmonic and the functions G and H are super-harmonic. In order to prove
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this we change the coordinates in cylinder coordinates: (z1,z2,z3) — (p(x1,x2),0(x1,x2), x3).
With this notation, since F,G, H are actually functions only of x; and zs, we can write F
as F'(p,0) = § — 6. Thus, since in cylinder coordinates the Laplacian can be written as
—-A = —%(% (p0,) — p%@g — 82,, we compute —AF = 0. On the other hand we can also
compute for H
2 2 2 2 2 a2 2 i2 2 a2 2
€ cos>(0 g° ocos”(0 4e”cos”(f) 2e°sin“(0) 2e”cos*(0 2e
), (10,20 | Seetl)_ ) 2ehite) i) 22y,

p p 4 pt’
And similarly we have also for G

1 1 1 1 1 1 1

€2 cos2 (60 €2 _,cos2(f €2 cos2 (0 €2 1 sin?(6

e (0,0 gt esh) g (st
P p? p p? 4p 2(0)

(C.125)

We will use the (super-)harmonicity of these functions while applying the Taylor expansion
on suitable domains.

Before moving to the exact estimate of the operator acting on W we estimate the deriva-
tives of these functions. We start with analyzing I'. As we have seen before F' = 5 —0 (21, 72)

and hence we have 01 F(x1,z2) = w and 0o F (21, x9) = —@. Since the numerator con-
tains only power laws of cosine and sine with exponent greater or equal 1 and the denominator
also only power laws of p with exponent greater or equal 1, using the definition of derivatives
in polar coordinates we see that there exists a constant Cr;,, > 0 for n > 1 such that

C
ViF(2)] < =,
where we also estimated the cosine and the sine by 1.
2
Let us move to the function H = —bsQ%g(e). We use a similar argument. We compute us-
ing polar coordinates 01 H(x) = (cos(&)ap - Sin—p(e)(‘)g)) H(z) = —2b52%33(9) + 2b52sm%‘2+‘(9)
and similarly 0oH (z) = (sin(@)ﬁp + Lsp(e) 89)) H(z) = —2b5275m(9);3052(9) - 2b5270052(?35in(6).

Again, the numerator only contains power of cosine and sin of degrees greater or equal 1,
while the denominator only power of p of degree 3. Hence, applying again the definition of
derivative in polar coordinates and estimating cosine and sine by 1 we conclude again the
existence of a constant Cfr,, > 0 such that

CH,n52
pn+2 '

VIH (@) < b

While the function F' and H produce non singular derivatives for x € 2, G produces sigular
terms in the derivatives. This is because the denominator of this function contains a square
root of the cosine, hence when differentiating by @, it appears in the denominator, indeed

sin(6)
p

sin?(6)

+ asé 3 i
2p2 cos2 ()

?

G(z) = (cos(@)f)p - 89)) G(z) = —ae?
cos(0)

DG (x) = (Sin(9)3p + P
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Hence, the singular terms appear when differentiating with respect to x;. Using that cos(f) <
1, sin(f) < 1 and that cos™®(6) > cos™#(f) for & > B > 0 we conclude the existence of a
constant Cg,, > 0 such that

VG(z)| <a

—.
atn

Q
@}
»n
[N
—
>
SN—
i)

We remark that we used always that by construction cos(f) > 0.

As we anticipated we will estimate £g(1W)(z) applying the Taylor expansion on F', G and
H on suitable subsets of R? where these functions are smooth. The functions F and H will
be expanded until the third derivative and we will write

F() = F@) +VaF () (1—2) 50~ 2) V2F@ -2+ Y 2 e )t g,

laf=3
(C.126)
H(n) = H@) + Vo H(z)- (-2 + L) VHE )+ Y 2O a4 (.2,
o (C.127)
The function G will be expanded only until the second derivative, hence
Gln) = Gla) + VaG(a) - (g — ) + 5 (0 — ) V3G()(n — 2) + Bgp2). (C.129)
We recall also that for any smooth function ¢(z1,z2) the following is true
efln;iz‘ 1 T2 1 efln;iz‘ 9
/Bg(x) dn m§(n —x) Vip(x)(n—x) = éAgo(:c) /Bg)(x) dn m’ﬁ —
_ éA(p(m)82 /0 S Petdr — 832A<,0(x) (4 2er 4 252)6*%&0(3;).
(C.129)

We can now move to the estimate of Lg (W) (x) for |z2], |z3] < e20 and 0 < 2y < e23. We
will consider three different cases: p(x) < Le, p(x) > Le with d(z) < ¢ and finally p(z) > Le
with d(z) > e.

Case 1: p(z) < Le
Let us assume p(z) < Le. Then, we remark first of all that if n € B,w (z) then n >
4

1 — @ > —%5 > —%5, which implies the smoothness of W on the whole ball B,w) ().
4
L
Moreover, it is also true that cos(f) = % > g—; > % Hence, in this case the derivative of G

CG1n2n7

1
is not singular and we can estimate |V3G(z)| < ==1- ~. Moreover, if ) € B ) (), then from
p2™" 4

one hand we have %p(x) < p(n) < %p(m) and on the other hand cos(0(n))p(n) = m + %6 > %5,
thus cos (8(n)) > 3

e 9 [ <e<717>>,o%<m>] < () (G5) =2 (L)

N
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where at the end we used that p(z) > % for all z € Q. For the computation of the operator
L, for the function W we will use the Taylor expansion of this function on the ball B ,w) ().
4

The error terms as defined in (C.126)), (C.127)) and (C.128)) satisfy then

C 4\° ¢
|Ef(n,2)] < () e =, |Eh(n, )] Sb( ) 22z —nf*e? and
(z)4 3) p(z) (C.130)
T :
Lp(x ) €

We can now proceed with the estimate for the operator. Applying the Taylor expansion
we obtain

£5(W)(z) = W(a) - / K. (- 2) W(n) dn — / K. (- 2) W(n) dn
BL(ZQ ()N BCL(Z,) ()N
>Wix) — K.(n—x)W d K.(n—xW d
(x) /B e (n —x) W(n) dn /B e (n—2) W(n) dn
=Wi(x)|1- K. d V.W(x K.(n—=zx —x)d
(x) /B =) dn |~ (VW (@) /B =) =) dn

D(F + H)
-> ()/ K. (n—x)(n—x)dy
la|=3 o) (%)
—/ K. (n—z) (Ep + Efy + EE)(n, o) dn—/ K. (n—x)W(n) dn
B%@ (z) Be ) (@)nQ
4

(C.131)

For the terms of the Taylor expansion containing the first and third derivatives we use now
the symmetry of the integral in R3, while for the second degree derivative terms we use the
Laplacian identity as in equation , together with the fact that F' is harmonic while
H and G are super-harmonic as in equations and . Denoting by Cp,Cq, Cq
constants depending on F,G resp. H only and changing the coordinates y +— (n — x) we
estimate using the estimates for the error terms as in

_ll 5 -l
€ e e € |y
S (W)(z) > —Cr / gy S dy
a(W)@) pJpe (o) 4me?|yl PP e o 4met
4 4

(C.132)

[yl

Cib 53/ e +€4/ ¢ +85/ e clyl
—Llpgo| — v Yyr— Y
03 | ge (0 47152\y| p* Jpe, () 4me’ P° Jpe (o) 4mel

5 : ip
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— g1 2 —
g € £ £
—Cga 1/ : 57 Y+ — / 673 dy
LzpJBe,  (0) 47|y Lzp? JBe, (o) 4mE

p(z)

b b
2b et et b1 3 Cges
o1~ Oy = b + 55— — —a—— — (w+a)e &
3 p P’ 12 cos2(0)p2 Lp(x)2
2 e 3 . 3Cyb 3CpC 36CyC\ aes (1 Cq C CeC
> (b-2(Cp +70) — - - — e = .
—3,o4< R (Cr47C) = S~ 5p o3 | 7T S \12° L 3 I3

Moreover, we used that g > % > 1 and the well-known estimates | et < Che 2 < CF

forn=0,1,2,3, as well as ;—Z < % < % and the fact that 0 < cos(f) < 1. Choosing

b>3Cp(1+2Cr) and L >max{C, \/6Cg, (24Cg + 12)*}. (C.133)

We can conclude
a(W)(z) > 0. (C.134)

Case 2: p(z) > Le and d(z) < ¢

We consider now the case when p(x) > Le with d(x) < e for |zgf, |z3| < £330 and
O0<z < 239 First of all, we see that if d(x) < e then also 1 < 2e. This is true since for all
these x the distance can be estimated € > d(z) = |z —z| for a unique 7o (x) = z € 92. Hence,
x1 < € + 21 since also by the convexity and for ¢ sufficiently small we have z; < x1. Thus,
if 21 > ¢ approximating the curvature by a sphere of radius R from the interior tangent to
{0} xR? we see that z; > C’(R)&“% forani € {2,3} and hence d(z) = |[z—z| > Eé(C(R)—&‘g‘s) >
¢ for € > 0 sufficiently small. This implies a contradiction, and thus x1 < 2¢. Let us consider
now 17 € B% (z) N, then 2p(z) < p(n) < 3p(x). Hence, using the definition of cosine

cos (0(x)) — cos _mtgFe mtge _wmtgze e
(0(x)) (0(n)) = o) FORE RO

= <‘”” * 110L) - (2 * i) * o <$2 - Zﬁ) <23

if L > %. This implies that cos (0(n)) >
%6 we obtain

N[ =

cos (0(z)) and therefore using cos(0)p = z1 + Le >

sup [cos™E (0(n)) p~
WEB% (Z‘)QQ

We can now proceed similarly as we did in equations (C.131) and (C.132)). We apply the
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Taylor expansion on the set B @) () N2 where W is smooth.
4

BV a) = W(a) ~ [ Koo Wy dn— [ K ) W) d
(@ \*

ST (z) / K. (n — ) W(n) dy - / K. (n— ) (F + G)(n) dn
B p(a) (£)N2 Bl @)
4 '
—W(x) 1—/ K. (n— ) dn —<V$W<w>>-/ K. (n— ) (- ) di
Bp(z) (I)QQ Bp(z) (x)ﬂﬂ
4
1 T2
- K.(n—z)(n—x) VeW(z)(n—=x)dn
2 /B ) ()00
DaF+H .
-y )()/ K. (n—)(n—x)*dn
‘O{| 3 p(z) (x)ﬂﬂ
o |n—=|
—/ —C (BL+ B+ B0, >dn—/ K. (n— ) (F + G)(n) dn
B, umnhﬁm—ﬂ B, (@)
4

(C.136)

Once again we use the symmetry for the first and third order term on the set Baw)(z) C
4

BW (x) N estimating the integral on Bp(z) (x)N (Q \ Bd(w (x )) by the integral on the larger
set Bfi(z)( x). Once more we need the 1dent1ty for the Lapla(:lan on the set Bd(l)( ) too. We

estlmate the error terms of F' and H by (C.130) and the error term of G by the last equation
(C.135)). Hence, we estimate

_wl 3 _wl
g e ¢ I e €
)@ = ~cr | - [ ey WA A
P ag) (0) 4 P By (0)
o e el e~ gd _M\yl
b 0 Jp oy (0 me?|y| +E Be (o) 4me? dy+P5 Be (o) Amet a

_ll lyl

€ e ¢ £ e =
- Cga 1/ 5 Y+ — / =y
Lap JBy, 0 47ey] Lzp /By, () 47€
()

2b ¢4 4 e 1 3 Cae?
*%—CF€4 CHbf-i-* ?62 5 —a SGSQ B —(7r—|—a)efﬁ
3p p 12 cos ),05 Lcosi(G)p(:U)i

_d € G bCH 3Cyb
Ce Sep<a—|-CF+ E < C'F 572

5
1 5
+§“5(1ucb>

12 cosz (0)p2 L

(C.137)
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In all the estimate above we used that e~ 1 < %6_8%, since p > Le > d(x). Hence, choosing

20
b>3Cr and L > max {3, 12C¢, \/BCH} (C.138)
we conclude using L > /L

LEW)(z) > —Tefﬁ. (C.139)
Case 3: p(z) > Le and d(x) > ¢
We can finish the proof of this Lemma by estimating the operator acting on W when
p(x) > Le and d(x) > ¢ for z € C35. We notice that by definition d(z) < p(x). In this case, we
estimate first the operator acting only on F' 4+ H proceeding as for the derivation of
and with the only difference that this time

be? cos(0)?2
(@ (1 [ K. (n— ) dy 2—2”/ K. (1) dn
4 4
S b e bk

Hence we get for F+ H

4
LH(F + H)(w) >~ Ce™ 1 (cF TPl Z) 2L <b o 30Hb>

L2 3pt 2 212
— e L)
- L s )
for b and L as in ((C.138). We consider now the operator acting only on G and we compute
£H(O)e) =Ga)~ [ Ke(g-o)Gln)dy~ [ K. (1) Gln) dn
Bd(z) (:E) Bp(z) (w)mQ\Bd(z) (m)
4 4

—/ K. (n—x)G(n) dn
Bcp(z) (z)NQ2
4

2a dz) Ca _d@)
ZGJU—/ K.(n—x)G(n) dn— e 4 — —e s .
) Ba(a) () < )G V3L L
4

We used p(n) > %p(a:) > 3Le for n € B# () N\ B@(x), the integral on B@ () N
O\ B@ (z) can be estimated from above by the one on B’@ (z) and the last integral was

p(=) d(z)

estimated as in ((C.136)) and (C.137)) using e™ 4= < %eif. In order to estimate the integral
on Buaw) (r) we will expand G by Taylor and therefore we have to control the singularity
4

(cos(@))*g of the error term E?, defined in (C.128)). Let hence n € Buaw () for d(z) > e.
4

Since d(z) < x1, we know that z; > ¢ and also that n; > x1 — @ > %xl. That d(z) < 1

can be proved in the following way. Let z = {x —te; : t > 0} N 9, hence z; > 0. Then
d(z) < |z —z| = 21 — z1 < x1. We can thus estimate

d(x
cos(@(n)):n1+%6 xl—%+%5> %xl—i—éa
p(n) p(n) p(n)

3371—1-%5 1 Le 3x1+§5 3331-1-%8 3
=— = > — > = = —cos (0(z)),
4 ptn)  8pm) 4 pn) ~ 5 plz) 5
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where we used that p(n) < p(z) + @ < 2p(z) since p(z) > 21 + £ > d(z) + £ > d(z).

Similarly p(n) > 2p(z). Hence, -

WEBS‘?(}:) ) [COS_% o p_%(a:)} = <§>; (;l) % cos (0(z)) " plx) "3
N 2C

where we used in addition cos(0)p = z1+ %5 > %6. Now we are ready to conclude the estimate
for G. We proceed as we did in (C.131]) and in (C.136)) using the Taylor expansion. We have
then for L as in ((C.138|)

5
20 _dx Ca _d= aCg _d@=) 1 ac2 Ca
a(G)(x) > — e 4 — —e 8 — e ss+<112)
a()) V3L L L3 12(:05%(9)p% L
> Cla) —an
VL
Thus, we obtain once more
C(a,m,Cp,b) _dw)

LOGW)(z) > ——1———"Fe 5= . C.140
B () > =T (C.140)

Equations ((C.134)), (C.139) and ((C.140) imply the last claim (C.123)). Indeed, there exists a
constant C' > 0 independent of ¢, L, § such that for L > Ly as in (C.133]) and (C.138)) and for

0 < e < 1 sufficiently small such that L < 5_1_785, x € Css it holds

L (W) (o) > — e

This conclude the proof of the Lemma. O

We can now prove Proposition [C.5

Proof of Proposition[C-3, Let W1, be as in (C.115). For W := Y2, (W (2) + W (z))
Lemma implies that for any ¢ = 1,2, 3

Wi(x) >0 it v €
W(z) > — arctan(2) if |z > g2 t30,
W(z) < Ce® if |z;] < ez
T (z . 1
LEW)(x) > —%e s if |z < e2 %,
Moreover, Theorem |C.6|imply that there exists a constant C (€2, g,) such that \%qﬁ 1 satisfies
87

(@Y

L4 (\EqbéE) (z) > %6_86 Vo €,

where C' is the constant in (C.141f). Theorem implies also 0 < ¢4 .(z) < C(Q) < oo for
any 0 < A <1 and any 0 < Ae < g9. Hence, W, 1 is non negative and we can conclude
equation (C.110]) for a = g, for some constant C'(£2, g,,) > 0 independent of §,p € 99, ¢, L and

for L > 0 and 0 < € < 1 sufficiently small such that L > 5_1%85. O
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The properties of W, 1, imply now the boundedness of |u® — @| near the boundary 0.

Corollary C.4. Let 0 < 6 < %. There exists a constant C > 0, a large L > 0 and an o > 0
independent of x,p,e such that

(B425)

Proof. Let L > 0 large as in Proposition [C.5 and let 0 < ¢ < 1 sufficiently small such that
1

L < ¢ B for f = %. Let 6 < 1—16 and o = g. If |z —p|l < e2 with x € Q then

0<z-(—Npy) < 349 and IRp(x) - e < €2+ for j = 2,3. Let us consider W1, as defined

in (C.115). As we know, © (M, p> and u® are both uniformly bounded, independently

(z) < C (5”4—\%)

for all |x —p| < e3+40,

£

of p. Let us call K > 0 this bound. Moreover, W > § — arctan(2) := C > 0. Hence, for
all [Rp(x) - e;] > €23 we have that %Wg’L(SL') — |u <%,p) —uf| () > 0. The function

. . . _ Ad(z) 1
% . 1, is also continuous and satisfies £ £ (W. 1) > Ce?Ee=7= for all |[Ry(2) e;] < 2.

Using the maximum principle of Theorem and the estimate for the operator acting on
m (Rp(')‘el

u €

, p) — u® in Lemma |[C.9| we obtain

(B ) wlw <o (enn L)

for all |z —p| < g3 tid, O

This is a key estimate for the proof of the convergence of the exact solutions u® up to the
boundary 0f2.

C.4.4 Convergence of u° to the solution of the new boundary value problem
This last section is devoted to the proof of the pointwise convergence of u® to the solution of
the Laplace equation in 2 with boundary value u, (cf. Proposition |C.3]). We proceed defining
new regions. We define Q. := {a: €N:d(x) > 5%“5}, Y= {a: €Q:eatt < d(x) < E%H‘s}

and their union Q. = Q. U X.. We also define for 0 < ¢ < 1 independent of ¢ the set
07 :=QU{r € Q°:d(x) < o}. We recall the continuous projection mpq as given in (C.14]).

Figure C.9: Decomposition of €2
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Lemma C.11. Let 0 <e <1l and 0 <6 < %. Let C, L, be as in the Corollary |C.4 Then
it holds

sup [ (Ton () —us(z)| < C <ea + \%) + @1 (55*6‘5> : (C.142)

where @1 (r) = Ce™2 for a suitable constant C' > 0.

Proof. By Corollary there exists a constant C' > 0 independent of p € 9 such that
[u(y,p) — T (p)| < Ce™2 = @1 (y). Hence, let x € X.. Then

oo (Ta(T)) — u® ()]

<C (sa + &) + (55—65) :

where we used the result of Corollary and the fact that since £276% < d(z) < g3+

1 RTr z)\T)-€e _1
then we have that e 2160 < ’%()1 < g 3t

3—65>1>0. O

<

o (o (0)) — 7 (T2 )|

. Moreover, since § < %6, we have that

We recall first the definition of v as solution to the Laplacian (cf. (C.58))

{ —Av(z)=0 x€Q,
v(p) =Ux(p) p € .

Clearly by the uniformly continuity of U, we have that v € C* (Q)NC (ﬁ) We call ws its
modulus of continuity. Further, we need to consider another function, harmonic on the larger
domain Q7

—Avy(z) =0 x €,

V(x) = Uoo (maa(x)) x € 00°.

We recall that mgq : 9027 — 0N is a continuous bijection if o > 0 small enough and therefore
vy € C®(Q7)NC (W) Denoting w its modulus of continuity a simple application of the
maximum principle for harmonic functions implies sup,cq |vs(z) — v(x)| < w(o). Indeed,
vy — v is harmonic on ) and thus the maximum must be attained on 0f2. Hence, using that
Toq is a bijection we obtain

o) = () < max (vg(2) — 0(w)) = max (vo(mo0(a) — vo(@) Swl(@),  (C143)

since |z — maq(x)| = o for x € 90Q7. The same can be estimated for v — v;.

Lemma C.12. Let x € Qe. Then

- C
€5 (05 =) ()] < C(Q,g)e " (7 +2) + pad (C.144)

g

for some constant C (€, g,) > 0 and € > 0 sufficiently small.

Proof. We already know that in general we always have the estimate |Lg (u) (x)] < Ce ¢

(cf. Theorem @ . Since for z € . the distance to the boundary satisfies d(z) > e2t0 we
estimate for these points

15, () (z)] < Ce™ % < Ce™3:2 < Ce3ee2 M = e3P, (C.145)

o546
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where g = 7—45>0f0r5< i

Let us consider now the operator Lg, acting on v,. We apply as usual the Taylor expansion
to vy (n) = va(az)—i-vmva(a:)-(n—x)—i—%(n—x)TViva(:c)(n—:c)+E3(n, x). Since x € B, (z) C Q°
for all x € 2 by the harmonicity of v, we obtain

[oclloe _ C

o‘|a| - 0"04

)

3
o Vg |l oo
070, (@) < C(la)) L2l — ja))
g

where we used that v, attains its maximum on the boundary and that ., is uniformly
bounded. Hence, we calculate for z € 2. and ¢ > 0 sufficiently small

1£o (vo) (

2|
K. (11— 2) |v0(@) + Vavo (@) - (n—2) + 2 (1 — 2) V2up(@)(n — z)| dn
/ [ 2

'/K —x) E3(n, )d‘
|yl

C s Ce? s
<Uo(x)/ K. (n—ux) d77+€/ ¢ dy + i / i dy
0— BC

c g c 471—52
Bita) @) B0 vl

\y\

Ce3 T
Lo i lyl
05 Jgrs 47r5 €

d(x) Ce?
<ot (1421 O,
g g

(C.146)

where we used the symmetry of the kernel for the first order term, the fact that v, is harmonic
for the second order term, the boundedness of fooo 3 dr and the fact that Q¢ C B d(x)( x).

Equations (C.145)) and ( m yield m O

Lemma C.13. Let x € ¥ and € > 0 small enough. Then the following uniform bound holds

00 (2) = (2)] < (@) +ws (3¥99) 4 C <ea + \1E> +an (e370).

Proof Let x € ¥.. Then, d(z) = |z — moa(z)| < 34 Hence, [v(x) — Uso (Mo ()] <
wa (62+46) Thus using equation (C.143) and Lemma we conclude

|05 (2) = u* ()| < vg () — v(@)] + [0(2) = Too (Taq(2))| + [Ueo (Ta0(2)) — u®(2)]

9&ﬂ+m(¢“ﬂ+0<ﬂ+y&>+@(&%§, (C.147)

With an application of the maximum principle on 2. := Q. UY, we can prove the conver-
gence of u® to the harmonic function v € — 0.

Theorem C.7. u® converges to v uniformly in every compact set.
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Proof. As we mentioned above we will use the maximum principle for the operator £g_. We
start estimating for z € Q. this operator acting on v, — u. Thus, for € > 0 sufficiently small

L5, (ve — ) (2)| <IL5 (vo — u®) ()] + oo Ke (n =) (v5(n) —u(n)) dn
d(x) € Cce3 O ¥ 1
<Ce = (1 + 7> +—F + —exp| - / s dn (C.148)
o o € 2 o\ [m— 7|
. _ 3
<o F (4 5) 4 L o@e
o o

where we used Lemma the fact that if n € Q\ Q. and 0 < ¢ < 2725 we have

5+46
|z —n| > 5%+46(1 — %) > % and that d(z) > 245 Moreover, we used that Q \ Q. CQ
and that for any n € N there exists a constant C,, such that |z|"e~1*l < C,,. We chose here
o< 7—12 and n = 9.

We now set for C' > 0 the maximum between the constants appearing in estimates (C.147))

and ((C.148])

_ = 1446 o L - (1-65
KS—C’<52 —&—;—i—;%—w(a)—i-wg(s? )—i—C(& +\/Z>+W1(82 ))

Analogously to Theorem we define

)= K205 | (0 o)+ 0o | [1- — a1 —L || ]

1 (42’ 1 (48’

where C1(§2) := 2 max, g 2> 42 diam ()44 diam (Q)+4 and Cy(€2), C3(Q) are independent
of e. We denote d. := dist(z, 9§2:). We claim that ¢ is a supersolution for £g . This is true
because the geometrical properties of )., in particular its regularity and the estimate for the
radii of curvature, are identical to those for 2. More precisely, if € < g sufficiently small the
minimal radius of curvature R, for 0, satisfies g < R. < R. Moreover, d.(z) < d(z) and

therefore || V2d:||op < W for pu € (0,1) and d.(z) < £p. Hence, Cy, C3,7, ju can be chosen
2

as in Theorem Thus, ¥ has uniform upper and lower bound independently on € and all
calculations we performed in Lemma and Lemma apply also for £g_(¢)(z). Hence,
since d.(x) < d(x) we estimate using equation ((C.93])

Lo, (V) (x) = K. (e‘dz(:) + 62) > K. (e‘% + 52) : (C.149)

We remark that ¢ > 8K.C3 by the definition of C;. Hence, multiplying ¥ by K =
max{1, ﬁ} we have K1) > K.. We apply now use the maximum principle for £g_ acting on
Ki—(vo—u). Indeed, K¢)(z) > |vs(x)—u®(z)| if z € X, by Lemmal|C.13]and the definition of
K.. We notice also that estimates ((C.148)) and (C.149) imply £g (Kt — (vs(z) — u*(x))) (7) >
0 as well as £ (K¢ — (u*(x) —vs(z))) (z) > 0if z € Q.. Hence, using the maximum princi-
ple for the operator £ we conclude |u® —vs| < K¢ < CK, for z € €, and for some constant
C(%, K, g,) since ¢ is bounded (cf. Theorem [C.6]). Thus,

CK. —vy(z) <u(z) < CK: + vy(x) (C.150)
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for all z € Q.. Since ;13%) K.=C (w(a) + \%L), we obtain

C <w(o) + \/15> — vy (z) = liminf v (z) < limsupu®(z) = C (w(a) \1@> + v ().

e—0 e—0

Letting first L — oo and then o — 0 we conclude

v(z) = liminf u®(z) < limsup u®(z) = v(x)
=0 e—0
and hence

;i_r}(l) u(z) = v(x)

for all € Q. The convergence is not only pointwise but also uniform in every compact set.
Let indeed A C Q be compact. Then there exists an £y such that A C Q. for all ¢ < g(. Since
CK_. is independent of z € Q and |v—v,| < w(o) uniformly in z € Q equation ((C.150) implies

sup [u®(z) —v(z)| < CK:. +w(oc) — 0
€A

ase — 0, L — 0o and ¢ — 0 in this order. Hence, Theorem follows. O

We end this section with the following corollary which shows the convergence as € — 0 of
the solution (I, T}.) of the problem (C.6)) to the vector (B, (T),T), where 4noT* = v is the
solution to the boundary value problem ((C.58)). This result implies Theorem |C.1

Corollary C.5. Let (I5(z,n),T.(x)) be the solution of the problem (C.6) and let v(x) be
the solution of (C.58). Then T. converges to T = (L)l/4 uniformly in every compact set.

dmo
Moreover, I(x,n) converges to B, (T (x)) uniformly in every compact set K C £ as a function

with values in L= (S?, LY(Ry)).

Proof. The convergence of T, to T is a direct implication of the previous Theorem and
of the definition of u® = 47woT2.

The convergence of the radiation intensity to the Planck distribution follows from an
application of the dominated convergence theorem. Indeed, from equation , changing
the variable ¢ — é we see that

|a:7x9(ac,n)|

‘SC—Q (ac,'n)| e
E(z,n) =g, (n)e” = + / et B, (Tw(z — etn)) dt.
0

Hence, for any compact K € () there exists some g such that K C €. for all ¢ < gy9. Thus,

‘I‘ - zg(m,n)|

_1 _1
> 7260 5 o3
&

for all z € K, n € S? and € < 9. Moreover, for £y small enough the set
1
A= {x—TﬂZ.%’EK,TLGSz,TG [0,602+76]} cQ

is compact. Therefore by the uniform convergence in compact sets of T, we conclude with the
dominated convergence theorem that

| i)~ Bur@) v
0
|z—zq(zn)]

o |zfcv (z,n)‘ e
< / gu(n)e” v+ / e uf(z — etn) — v(z)| dt
0 0

E_%+75 oo
e”tdt + (v ey + Ivllew) /
)

1
< gl + 0 = vlow | e 0
0

_1
2
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uniformly in n € S? and in the compact set K € €. Notice that we used also the uniform
boundedness of the sequence u®. ]

C.5 Diffusion approximation for space dependent absorption
coefficient

We could prove in the previous sections the convergence of the initial boundary value problem
to the solution of the Laplacian for constant absorption coefficient. In this section we
will show an analogous result for the case, when the absorption coefficient depends on = € €2,
but it does not depend on the frequency.

C.5.1 The limit problem and the boundary layer equation

We assume, as we did throughout the paper, Q C R3 to be a convex bounded domain with
C3-boundary and strictly positive curvature. From now on we also assume o € C3(Q) with
0<cy<az) <|ales :==c < oo. We define @ € C3(R) to be the extension of « in the
whole space with 0 < ¢y < @(z) < ¢; and @ | = a. For conivience we will denote @ by «a.
We assume g, to satisfy the same assumption as in the rest of the paper, namely g,(n) > 0
with fooo gv(n) dv € L= (82). We study the limit as € — 0 of the following boundary value
problem

n-Vil, (x,n) = *@ (B, (T (z)) — I, (z,n)) =€,
Ve - F=0 z € Q, (C.151)
I, (z,n) = g, (n) x € 0dQand n- N, <0.

We proceed in the same way as in the case of constant absorption coefficient. Following the
computation in Section 2.1 we obtain the limit problem in the interior  for u(z) = 4woT*(x)
as the elliptic equation
1
—div | —=Vu(zx) ] =0. C.152
(st 7-) N
For the boundary layer equation we argue similarly as in Section 2.2. Let xzg € 0f) and let

Rz, be the rigid motion in (C.13]). We rescale z = a(;O)Rgol(y) + 29 for y € @Rwo (Q)

and we define g, (n) = g, (Rotz(n)). Moreover, since « is a C3-function we also have for &
sufficiently small that a(x) = a(zg) + @O(‘?JD’ and hence taking ¢ — 0 we obtain once
again for N = Rot, (N, )

n-Vyl, (y,n) = (B, (T (y)) — 1o (y.n)) y € Ry xR,
Vy, - F=0 y € Ry x R?,
I, (y,n) =73, (n) y€ {0} xR and n- N < 0.

This implies, that the boundary layer equation for w(yy,p) = 4roT*(y) is also in this case
given by the integral equation (C.22)

W

ﬁ(y17p) _/ dn K(yl — n)u(Thp) = / dy/ dn gy(,n)e |n.Np|,
0 0 n-Np<0

where K is the normalized exponential integral. Hence, the whole theory developed in Section
3 is still valid and can be summarized by the Proposition (C.3]).
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Before moving to the rigorous proof of the convergence to the solution of the elliptic
equation given in (C.152]) we remark that the function U, (z, p) :=u (@RP(:L') . el,p> solves
the integral equation

—2@izn| a)|e-em, G|

7 a(p)e 7 _ [~
U= [ in e Ut = [T [ angutoe
(C.153)

C.5.2 Rigorous proof of the convergence: equation for v and properties of
the kernel

We can now move to the proof of the convergence of the solution to the problem (C.151))
to the elliptic equation . We will follow all arguments given in Section 4 and change
them were needed. Hence, first of all we find the integral equation that the sequence u®(z) =
4T (x) associated to the solution I (x,n) of satisfies. We follow the computations
of Section 4.1. Let x € Q, n € S?, zq(z,n) € JQ the unique intersection point of the line
{x —tn : t > 0} with the boundary. Let s(x,n) = |x — zq(z,n)| and let us denote for x,z € Q
by f[x’z] a(§) ds(€) the integral along the line connecting = with z, i.e. f[x’m(%n)} a(§) ds(§) =

fos (@n) a(x — tn) dt. Solving the first equation in (C.151)) by characteristics we obtain

— [ () s(x’n) a(z—1n) —t
I5(z,n) = g, (n)e ratm) "o O 4 / el 2ezmar T =) B op g,
0 g
Therefore, analogously as in Section 4.1 using that the flux is divergence free together with
the first equation in (C.151f), equation (C.3)), the characteristic solution of I¢ and changing
from spherical coordinates to space coordinates we obtain the following integral equation for
uf(z) = 4mo T (x)

— 28 gs(€) o ‘ N
£ _ a(n)e ] e £ _ / / - j[a:,z (a:,n)} g ds(g)
u®(x) /Q e p— ut(n) dn = ; dv . dn g,(n)e Q . (C.154)

For x,n € R? we define the kernel K. by

a(p)e Jien S 45O

drelx — n?

K. (x;n) = (C.155)

Notice that K. has been defined in the whole R? extending o by @. We remark that K.(z;n)
is not symmetric, i.e. K.(x;n) # Kc(n;2). In the following we summarize some properties of
the kernel K.

Proposition C.6. The kernel K. defined in (C.155)) has integral equal 1. Moreover, it can
be decomposed in the following three different ways:
(i) Let z,n € R3, then K.(z;n) = K?(x)(a: —n) + RZ(z;n), where

oz(x) _a(z)|z—n|
Ko@) (p gy = 2 °

Moreover, the remainder satisfies

cglz—n| _nl2
coe” {(|x—n|+'x;7') =l < VE
1

|RE (zsm)| < Cleo,c1) 5
: Arelx —nf? lz —n| > .
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(i) Let x,n € R? and p € 0Q with |v — p| < g3+ for & > 0 very small. Then K (x;n) =

KW (x —n) + RE(x;m), where the remainder satisfies
_co\xfm
cpe €
RY(x; <C _—
| 5(33,77” = (60701)47%\1' — 77’2
—nl2? — 195
(=l e =+ 2 Bl ) e — ) < 342
1 |z —n| > ezt

(iii) Let x,m € R, then K.(z;n) = Kg(z)(ac —n) + KMz —n) + K2(z —n) + R¥(x;7), where

la )e_awx*m iz — 1|
T ) — are = o — )
Kl =) = —5 o Vea(e) - (=)
and e_a(x)lw—n\

2 —_— :7&‘ . —

K2 =) = g Vaale) - ()

Moreover, the remainder satisfies

coe” ol lz—nf® | |z—n/*
—— s |z —n| < /e

a4t & =) > V.

dme|z—n|?

(C.156)

Notice that (iii) is a refinement of (i).

Proof. We start proving that the integral of K. is 1. We compute changing to spherical
coordinates as n = x — rn

I[x r E — r a(z—tn
/ a(nf ‘ 1 ’2 / dn/ dr az T’n)e i alz—tn) gy
R3 e — 1N S2

/ dn/ dr ——e J sz :/ dn — (1 —e Jo” sz_m)dt) =1,
S? S2 47

since a > ¢g > 0.

We now proceed with the decompositions of the kernel. We start with claim (i). To this
end we consider first of all |z — 7| < y/e. We can expand by Taylor and get

T(x —n))drle —n|  ofz)z — 1| <\:v—77|2>
= + 0 .

9 9

1 —_
Mmzawwwnm—m>md[;“x

£
(C.157)
Since |z — 1| < /¢ we can conclude

a(§) a(z)|z— — 2
oy “ds(e) _ o=l <1+(’) ('x E”‘ >> . (C.158)

By assumptions ¢y < a(x) < ¢; and hence (C.157) and (C.158]) imply claim (i) in the case

|z —n| < /. In the case |z — n| > /e we use the rough estimate

colz—n|

<26 e (C.159)

_ a(§) a(z)|z—n|
a(n)e e SO g (z)e T
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Concerning claim (ii) we argue similarly. Let p € 0 and |z — p| < £272 Let us first of

all consider |x —n| < 8%"’25, then |n —p| < ezt for e > 0 sufficiently small. We expand «
again by Taylor around p. Hence, similarly as before

a(n) = a(p) + O (jn —p|) and
a(é) o xT—1 — 2 — — 0160
¢ S S s(e) _ ezl <1+O<\w 0 + |z — pllx 77!>>. (C.160)

3

Using on one hand |n — p| < |n — z| + |z — p| and on the other hand a rough estimate as in
(C.159) we conclude also the proof of claim (ii).

It remains to show claim (iii). We assume again first of all |z — | < \/e. We expand «
using Taylor. Since a € C’g’ (R?’) all terms in the computation below are well-defined. Hence,
we see

a(n) = a(z) + Vea(z) - (n —2) + O (jz — n|?) (C.161)
and

1 1
! /0 oz — 7( — n))drle — 7] =~ /0 o(z) + 7V,0(z) - (n — 2) + O (|z — nf?) drlz — 1

9

Thus, this implies for |z — n| < /¢ the estimate

_ a(§) a(z)|z—n| 1 — _ 3 _ 4
e Jiwmy S dsE) _ -z <1 — 5 Vaa() (0~ plz=ml - 1o (1:;: 8”' L2 5277‘

(C.162)

Equations (C.161) and (C.162) imply the decomposition K.(z;n) = K (I)( n) + Kl(x —
n) 4+ K2(z —n) + R*(x; 77) and the estimate on R? when |z — 1| < v/€, while a rough estimate

|
similar to (C.159) and the well-known inequality e~1*l|z|* < Cpe” 3 imply the claim (iii) for

v —n] = V= 0

This proposition is one of the key results which will allow us to generalize the results
obtained in the previous section when the absorption coefficient depends smoothly enough on
the space variable. There are two very important consequences. First of all, the Banach fixed
point theorem guarantees a unique continuous bounded solution u®. Indeed, the continuity
of the function ﬁ and its integrability in € together with the uniform continuity in « and

_ a(§)
uniform boundedness of e S S d5(9)

selfmap, where we consider

' (&)
S2

Moreover, since the integral on R? of the kernel K. is 1, arguing as in Section 4.1 we conclude
that A7 is a contraction.

imply that the operator A7 : C(Q) — C(1) is a

The second consequence is that we can prove for the integral operator L£g(u)(x) := u(x) —
Jodn K.(x;n)u(n) comparison properties identical to the one in Theorem (Maximum

principle). Hence, v in (C.154)) is non-negative.
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C.5.3 Rigorous proof of the convergence: uniform boundedness of u°

Next we generalize Section 4.2 for the case a(z) € C3(Q). We want to show that the sequence
uf is uniform bounded in . As we have seen in Section 5.2 the maximum principle of Theorem
holds. We want to apply it with a suitable supersolution. Indeed, using the notation
ed. = d(z) as in Lemma |C.8 we see f[x’m(x’n)} O‘(f) ds(&) > M > ¢ode(z) and thus
125 () ()] < [lgllre™c0% ).

The supersolution we will consider is similar to the one constructed in Theorem
However, it is now not true anymore that there exists a constant C' > 0 such that Lg(C —
|z|2) > 2¢? for every x € Q. This can be already been looking at the expected limit elliptic
operator L = —div (ﬁvx), for which the inequality L (C — |$’2) > 0 holds for arbitrary
functions « depending on x only for small values of |z|. We remark that the supersolution
constructed in Theorem contains two parts, namely a multiple of C' — |z|? and a function
proportional to the function 1 constructed in Lemma The role of the function ¢ is
to control the value of the operator £ near the boundary 0f2. The contribution of % is
relevant only in the region where e~% () > ¢2. We will see that the function  still gives a
supersolution for the new operator £, (up to an error of order €2). Therefore, in order to
prove the analogous of Theorem we need to replace the function C' — |z|? by exponential
functions.

Theorem C.8. There exist suitable constants 0 < p < 1, 0 < vy(u) < %, C1, Cy, C3 > 0,
A > 0 large enough and there exists some €9 > 0 such that the function

I AN I .
cod(z) \ 2 copR)? ’
1+ (222 1+

3 3

o(2) = Cyllglhy | (P + Cr =)+ | | 1=

for a ANb = min(a,b), R > 0 the minimal radius of curvature, D = diam(Q)) and d(z) :=
cod(x)

dist (x,00), satisfies L, (P°) (x) > ||gllie” = in Q uniformly for all e < e9. Moreover, the
solutions u® of (C.154)) are uniformly bounded in .

Proof. We will use the notation of Theorem and Lemma [C.7] and Notice first of all
that

K (=) < Ke(in) < KO — ) (C.163)
where we used the notation of Proposition Moreover, using the decomposition of claim (i)
in Propositionwe can always estimate for any n € N the integral [os |RZ (x;n)||(n—2)|™ dn
by

24+n
T n c n—x n
[ Rl - dn <Clae) [ Ko@) ( - ) dn
R3 |z—n|<\/€ €
1 Cleo,er) / K (z — n)|(n — )" dn
|z—n|>+/€
<C(co, 01)5n+1/ e (1 4 7) dr 4 C(co, 61)5"/ e "r" dr

0 <o

NG

_ <0
<C(co, cl,n)en'H + C(cg,c1,n)ee 2vE < C(cy, cl,n)en'H,

(C.164)
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where we used e~ 1?l|z|™ < C,,,. Let now x € Q. Let 29 € 9Q be a point such that |z — zq| =
d(x). Then we estimate with the help of Proposition

= [ ankan = [ anKien =2 [ K@ )

xQ Cl
—c1de () < d < M
- K(y)dy > { @t de(@) < Mo,
Cl1J -0 0 Vx S Q.

This estimate will play a crucial role the proof. We proceed considering the function ¢(x) =

e — e Tt is not difficult to see that for 2 € Q we get () > 0. Moreover, expanding by
2 . 3

Taylor e’ = %1 —1—)\6)‘2’1(771—3;1)—1—’\76)"”1(771—;1;1)2+E3(m; n) with |Es(x;n)| < %e’\D|x1—m\3

we compute

L5 (e“’l) == / K. (z;m)e™dn
Q
=1 Kc(x;n) dn — e 1 / K (z;m)(m — x1) dn (C.165)
Qc Q

)\2
- 56”“ /QKE(SU;W)(m —a1)? dn — /QKs(fC;n)Es(fB;n) dn.

The first term on the right hand side can be controlled by e*”. For the second term we use

the decomposition of claim (i) in Proposition the symmetry of the operator K¢ @) and
the estimate (C.164)). Moreover, we remind that Q¢ C Bg(x) (x). Hence,

A /Q K. () (m — 21) dip =

ar [ K@ =) =) did [ Relwm)n —a) i (C.166)

c1 _ code(®)

<Agee” 2 N 4+ Olco, e1) A2,
¢
0

For the third term in equation (C.165]) we can proceed as follows using the decomposition of
claim (i) of Proposition [C.6| and ((C.164)

A2 A
?ekxl /Ke($§n)(n1 _ $1)2 dn = ?ekxl / K?(x)(m — 77)(771 — x1)2 dn
Q R
2

A2 A
e [ KO ) = w0 d+ S [ Rl - ) dy
Qe Q

2e2 g2
Z 5 )\26)\501 o 72)\26>\z16
3¢t g

_ code (x)
T —c(cp, 1) A2 e,

(C.167)

Finally, using the estimate (C.163|) for K. we compute for the term containing the error
E3(z;m)

/ K (xz;n)Es(x;n) dn < )\36)‘DC(CQ,61)€3/ e "3 < Cleo, c1)Ne*PCleo, c1)e®.  (C.168)
Q R3

Hence, (C.166)), (C.167)) and (C.168) imply for A > 0 large enough and 0 < € < 1 sufficiently
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small

2¢? code (@)
6 (eAD _ 6)\I1> > )\2 Az C(C()ycl))\e)\xl (56 Od
3c2
- C(C(Ja C1, >\a D)Eg
[£0) e ()
S { —Ajee” 3 if d(z) < g—gln (%) ,
z 9 .
Age if d(z) > ln (1),

code (x)
+e2 42N 2 )

where Aj(cg,c1,A, D) > 0 and As(cg, c1, A, D) > 0 are constants independent of .

We proceed estimating the operator actingon ¥(z)=[1— ——— |A[1 - ——].
i st proringon 49 - (1 i ) 1 (1

Arguing similarly as in Lemma we can show that for ¢ > 0 and 0 < 7 < % small

enough and ¢ < €1 < RT“?) sufficiently small there exists constants As(R,$,u,y) > 0 and

A4(R, p,y) > 0 such that

1 : Ry
ey 10 <d@) <3
LoW) (@) 2  —Aye? if 4 < d(x) < Ry,
0 if d(z) > Rp.
The proof works following the same steps of Lemma Indeed, for the regions {d(z) > Ru}

and {0 < d(z) < Me}, for M = ﬁ, the proof does not change. We use the estimate (C.163|)

for K. and the fact that its integral in R3 is 1. The constant v must be chosen sufficiently
small so that v < V”MCO For the regions {Me < d(z) < @} and {R“ <d(z) < Ru} we use

again the Taylor expansion, the estimates on K., the fact that e < B2 gnd M = HQ. Beside

the fact that K, has integral 1 in R? we use its decomposition K, = Kg (@) + R? according to
claim (i) in Proposition and the estimate for the remainder. In every computation
where we used the symmetry of the kernel, e.g. for the first term of the Taylor expansion, we
decompose K. and apply the symmetry argument for K¢ @) and estimate the remainder. We
omit the details of the proof, since the computations are similar to those in Lemma

We now finish the proof of Theorem Let €9 < &1 such that % > = ln( ) for all

0 <e<eg Let Cy = 2’4724. Moreover, since (1 + 22)?e”2 — 0 as  — oo there exists some

My > 0 such that if d. (z) > My then
_Alge_codg(w) i CQAg 5 > CQA3 5 > CQA3 e—cods(df)'
(L4 (code ()))” — 2(1 + (code (2))?) 12

Let Ci > 0 satisfy C; > Alcl . Then for all d. () < My we obtain

CoVeq My

code (x)

C _
Qﬂmzqf%%>mw 2
1

Finally, taking 03 = mm{ , 02A3} we get the desired lower estimate

cod(x)

Lq (99) () = [lglhe™ =

We conclude the proof of this Theorem applying the maximum principle of Theorem to
the continuous function ®¢ — u°.

O]
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Remark. We notice for further reference that we have obtained a stronger estimate than
_cod(z)
LG (9°) () > |lgllie” =, namely

e @R if d(x) < 2 1n (1)
£a(@)@) 2 lolh ) &+ iy TEN(E) <d@) < 2 lghe’, (€169
&2 if d( ) > f
since m >e” — g >e?if d(x) < i—s In (1). This estimate will be important at the

end of the paper.

C.5.4 Rigorous proof of the convergence: estimates of u*—u near the bound-
ary 0f2

In this section we will extend the results of Section 4.3 also for the case of space dependent
absorption coefficient. We will show a slightly different result than the one in Section 4.3.
We will prove that U.(z,p) as defined in is a good approximation of u®(x) in a
neighborhood of p € 99 of size close to £3 istead of 2. We will use once more the maximum
principle of Theorem We start with the estimate of Lg, (UE(-, p) — uE).

Lemma C.14. Let p € 052 and let R, be the rigid motion defined in (C.13)). Then the
following holds for x € Q, § > 0 sufficiently small and independent of € and a suitable
0< A< % and constant C' > 0

i (a (a0 0) — ) )

Proof. We start with the rough estimate for « € €). The operator can be estimated by

L8 (Ue(a,p) —uf(2))| < L4 (Uela,p))| + L4 (u(2))].

e iflz—p| < g2,

< CemAcdz() { L, vzel (C.170)

As we have seen in Section 5.3 it is always true that |£g (u®(z))| < |lg|lie™ cd=(z)  Hence, we
have to consider U.(x,p) = Uoo(p) + Ve(x,p) with V (z,p) = Us(x,p) — Uso(p) and thus by

colRp(z)-eq]

LemmaC4‘V xp|<C'e_ 2¢

By the geometry of the problem we can estimate \Rp(x) -e1| > d(z). Indeed, let z;,, € OS2
be the unique intersection point of the line {z + tN, : ¢ > 0} with the boundary 052, i.e.
xp =« +tpNp. Then, since €2 is convex,

Rp(x) - e1] = (x = p) - (=Np) = (z —xp) - (=Np) = tp = & — p| > d(2). (C.171)

Hence, using also that |x — n| > |d(n) — d(z)| we compute
L6y (Uo))| < el) [ Kelwin)dn + Cem 304 € [ Ko (e #400 ay
Qe Q

e}
<Clean 1) felle™ 4 [ e dr g B
0

_ cole—nl

e 2e €0 €0
+ C(co, c / — 2@ dn+Ce_2d5(m)/ Kc(z;n) dn
(0, 1) d(n)<d(z) dmelx — nf? d(n)>d(z) )

<C(co, 1, [Tsolloc)e™ 24,
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1
We now prove the estimate when |z — p| < £272° In this case we use the decomposition

K, = K2P) L RP in claim (ii) of Proposition Similarly as in (C.164])) we can estimate
/ |RE ()| — n|" dn < Cco, e1)ee 32, (C.172)
R3

. . 1
Hence, using the decomposition above we compute for |z — p| < g2t

1£5 (Ue(z,p) — u(2))|

oo} . a(g) ) a(p)‘z'fwn (L,’I’L)|
/ dV / dn v (n)e f[z,zg(z,n)] € ds(f) o / d]/ / dn gy(n)e_ : P
0 s2 0 n-Np<0

+/ dn K?(p)(w—p)Ue(n,p)Jr/ dn | R (z;m)|U.(n)
I,\Q Q

=+ Ir +Is.

<

We estimate now these three terms. Analogous to Lemmal|C.9|we decoqlpose S? :11/{1 Ul UlU3.
For the term I; we only have to notice that if n € U; then |zq—2| < e2T9(C(Q)ez +1+6%) <
2379 for ¢ > 0 sufficiently small. Hence, w < 4e¥ < 1 for any & = 2 — t(z — zq),

0 <t <1 and e > 0 sufficiently small. Thus, we obtain using the Taylor expansion on a(§)

as we did in (C.160))

o0 a(p)lz—zg(z,n)| a(p)|:cfznp(z,n)|
It lyy, S/ dl// dn g,(n) e~ c —e” c
0 U
oe - a8 4 a(p)|z—ag (z,n)|
+/ dv | dn g, (n) | Tmaten) 75 4O _ - mEEae
0 Ui

a(p)|lz—zg (z,n)|
<O lgllec’e ™= + Cllgle [ dn e 1 < (@) goc’em 0,
251

where to estimate the first term in the first inequality we used Lemma[C.9] specifically equation
(C.106)), and to estimate the second term we expanded a(§) at & = p. To estimate the
contributions in the regions Uy and Us, the estimate f[x’m(x,n)} @ ds(&) > —Cow
together with the result of Lemma implies the bound on I;. The term I can be handled
exactly as in Lemma Finally, for I3 we use the uniform boundedness of u(y,p) and

equation ((C.172)). This implies

15, (U-(z,p) — w5 ()| < C(Q, 0o, 01, g)e%e %) 4 Ceat2,

code (z)

We conclude by interpolation. Indeed, if d(x) < i—gln (6_%_5), then e2720 < =%
code (x) code (x)
while if d(x) > ;% In (5_%_(5) we use the global estimate to get e~ 2~ < ez e T

It only remains to adapt the supersolution W, j of Proposition As we anticipated
at the beginning of Section 5.4 we are going to2 prove that w is a good approximation of u®
in a neighborhood of p € 9Q of size close to €3. First of all we notice that if § < 1—12 then
% > % + 26 and hence we have also that

s (c(54250) )

The result we prove is the following

)

. 2
< Ce—Acode () 1 lf |z —p| > 5;’
e if |z —p| <es.
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Proposition C.7. Let p € 09, 0 < A < % the constant of Lemma . Let L > 0 large
enough and 0 < & < 1 sufficiently small. Let 0 < § < % Then there exists a non negative
continuous function We 1, : Q8 — Ry such that

Wer>C>0 for |Ry(x) - ei] > g3t

ﬁ?} (Wa,L) (1') > Ce e_%(x) for "Rp(x) . ei’ < €%+5;

2
0<W, <C <6°‘ + %) for |Ry(x) - ei] < e§+25,
for some constant C > 0 and o > 0.

This proposition implies arguing as in Section 4.3, the following corollary (see Corollary

C.4).

Corollary C.6. There exists a constant C' > 0, a large L > 0 and an o > 0 independent of

x,p, € such that
_(Bp() e > : ( 1 )
u o] —utl () <C e+
< £ P (z) VL

In order to adapt the supersolution W, j, of Propositionin this case we start considering
a new slightly different geometrical setting. Once more we denote for simplicity z; = R, (x)-e;.

for all |z —p| < £3+20,

2
We define now for i = 2,3 the radii pi(z) = \/(m + %5)2 + (ml + 5%‘*‘5) and the angles
Hf(x) given by cos (in) = p%(x) (wl + %5) We construct then the function W, r, using now

these definitions for pi(x) and 6 (z) analogously to Section 4.3

_+CEu, (C.173)

1
87

3 ~
- C
Wei(o) = 32 (W @) + Wi () + 7z

7

where ¢4, = 7 the supersolution defined in Theorem C,C > 0 some suitable constants

and W = FE(2)+ G5 () + H () given by the auxiliary functions defined in (C.111)),(C.112)
and ((C.113)) adapted to the new geometrical setting. Analogously to Section 4.3 we define the
following subsets of €2 for ¢ = 2, 3.

2 2 2
ch .= {x ez < —e3or |z < e3t0 gy > g§+6};

(2
2 2 2

C, = {x €eQ: z; >3 or || < e3 0 x> 5§+5};
2 2

Cs = {3: €Q: x; <estand |z < 3t for i = 2,3};

2 2
Cios = {a; €N |zl < £3120 and 2y < €§+25} .

Also Lemma [C.I0] can be extended. We can prove using the geometrical setting above and
the defined functions and sets the following Lemma.

Lemma C.15. Assume p € Q, 0 < ¢ < 1, L,§ as indicated in Proposition [C.7. Let x; =
Rp(z)-e; fori=1,2,3. Let W as above. Then there exist a constant o > 0 depending only

7
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on 0 and a constant C > 0 depending on S0, g,, co and c1 but independent of € and p and
suitable b > 0 and L > 0 such that for i = 2,3

WE(z) >0 in Q, (C.174)
Wi(z) > g — arctan(2) in CE, (C.175)
Wi(z) < Ce® in C; 25, (C.176)
| £ (W) () —\%e%dém in Cs. (C.177)

Proof. As in the proof of Lemma it is enough to prove it for W = W, . Again we
consider p = py, 0 =05, FF = Fy, G = G5, H = H,, Ca5 = Ca95 and C = C3. We only
have to show claim , since all other claims work exactly in the same way. The only
thing that is needed is that £3+20 = 20540 — %:5 | I this case we have 8= 1%125 > (0 and

< (b)F

In order to prove we follow the strategy of Lemma We expand hence by
Taylor the function W putting together equations (C.126)), (C.127) and . Exactly as
in Section 4.3 we consider for x € Cs the three cases p(x) < Le, p(z) > Le with d(z) < ¢
and p(xz) > Le with d(z) > e. For each of these situations the same estimates of the error
term E3(n,z) as in holds. We substitute for W(n) in the formulation of Lg(W)(z)
the Taylor expansion. For all terms containing the first, second and third derivatives of W we
argued in Lemma by the symmetry of the kernel. In this case is not possible anymore.

Hence, for that terms, we decompose the kernel K (z;n) = K2 (x —n) + R%(x;n) according
to claim (i) of Proposition For K. @) e use the same arguments as in Section 4. For
the terms with the remainder R we estimate in a different way. We notice first of all that if
x € Cs, then

plx) < 26510 < 3 (C.178)

taking ¢ > 0 sufficiently small. Since p > Ze and cos(6(z))p(z) > Se we recall also that for

n>1

n n+2
e |VIW ()] SC’F% +b0CH——5— + aC’Gl;.
p"(x) p 2 () L zenp(x)

This implies, using the estimates (C.164]) and (C.178]) and p > %5 that

C(co,c1)e? <CF5”1 gntl N aC(;>
p(z) pnt

VI @) [ dn R @n)lle = al" <

C(co,c1)e* [ Cpe™t gntl aCq p(z)\?
= bC
P\t ) et )T
C(co,c1)et <CF5"_1 gntl aCq >
< +bC
p4(a:) pn—l H n—i—l(x) Ln_%
C(co,c1)et < bCy an>
<———|Cr+——5+—F).
p*(z) USRNG5
X 5 3
Hence, since pf—(x) = (ﬁ) ’ <ﬁ) ? all arguments and estimates we had in the proof of

Lemma for the first case when p(x) < Le can be obtained also for this function W and
for a € C3(Q). For the other two cases, when p(x) > Le with d(x) < € or d(z) > ¢ we need
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also to add to the assumption a > b the assumption a = 2b (or even a = b+ 1). Then the
term coming from the integral

C(Cg, C1 )2()0@*54
VLpt(x)

can be always absorbed taking L large enough by the term coming from the Laplacian of H

a(zx)

when integrating the second derivative term of the Taylor expansion with the kernel K¢

Le. it is absorbed by 5= (x) p5(4 y 2 326b ps(;) The remaining arguments and computation are

similar to the one in the proof of Lemma [CI0] We thus refer to the that proof which implies
Lemma [C.15 O

- ViG] [ dn R @mlla ol > -

Arguing as in Section 4.3, Lemma [C.15| implies now Proposition [C.14] for the supersolution
W1, as given in equation ((C.173)). In this case we have to use Theorem instead of Theorem
[C.6l

C.5.5 Rigorous proof of the convergence of u° to the solution of the new
boundary value problem

We are now ready conclude the proof of the convergence of u® to the function v, solution of
the boundary value problem

{ —div (ﬁvxv(fc)) =0 zell, (C.179)
v(p) = Too(Pp) p € 00

To this end, we generalize Section 4.4 for the case o € C? (ﬁ) Again, we decompose {2
ir; new regions. In this case though, their distance from the boundary will be of the order
€3. Since the results in this last section are analogous to those we obtained in Section 4.4

we use the same notation. Hence, we define in this case Q. := {x €Q:d(x)> 53+25}

Y = {x €05t < d(z) < €§+26} and their union Q. = . UX.. We also define for
0 < o < 1 sufficiently small independent of € the set Q7 := QU {x € Q°: d( ) < o}. Recall
the continuous projection 7o as given in and the estimate !Rﬂm z) el‘ > d(x) as
we have seen in . Then as in Lemma we can prove the following result.

Lemma C.16. Let 0 < ¢ < 1 sufficiently small, C, o, L, 0 < 6 < % according to Corollary
1[C. 6. Then .
1
SUp |t (moq(x)) —ut(x)| < C 50‘4—) + C(cg, g3~ 40,
sup [t (o (o) ()] < € (= + =) + Clenc)
Proof. We combine the estimate in (C.171)) with Lemma , we use the Corollary the
fact that 0 < § < % and the following estimate
sup [Ueo (maq (7)) —u®(z)|
TEY,

< sué) [tso (ma(2)) — Ue (2, mo0(x))| + sué) |U: (z, maq(z)) — u® ()] .
TE2ie rE2

O]

Similarly to Section 4.4 we consider the function v,, solution to the boundary value prob-
lem

e [ = g
{ le(a(x)vaU(x)> 0 zeQ, (C.180)

v(2) = Too(Ta02 (7)) r €007,
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where we consider the smooth extension of « as defined at the beginning of Section 5.1.
Since @ € C3(R3), maq is a continuous bijection and 7., is Lipschitz, the theory on elliptic
regularity assures that v, uniquely exists and it is also three times continuously differentiable,
ie. v, € C?(Q7)NC (Q7). For the same reason also the function v defined in belongs
to C3(Q) N C(2). We denote again by w the modulus of continuity of v, and by wo the one
of v. Moreover, the elliptic equation satisfies the maximum principle, hence for all z € Q2 we
can estimate

[0(2) = v (@) < max [v (mon(x)) — v (@)] < w(o),

We can now prove a suitable new version of Lemma

Lemma C.17. Let 2 € 0., 0 < 6§ < % cmdﬂzlfTG‘S > 0. Then

cpd(z)

125, (05 — ) (2)] < C(Q, gy, o, c1)e "2 (eﬁ + Cgs> +C(Q,0,c0,¢1),

for some constants C (2, g,,co,c1) > 0 and C(Q,0,c0,¢1) and 0 < e < 1 sufficiently small.

Proof. Since z € (). then d(xz) > £5129, Hence, as we have seen at the beginning of Section
5.3 we obtain for § as in the Lemma

cod cpd ﬁ

1£5 (u®) (x)] < lgllie™ = < C(gu,co)e™ 2 €.

We consider now the operator acting on v,. Since 2 C Q7 there exists a constant ¢, > 0

depending on v, such that sup sup||VZus|lec < ¢r. We expand v, in £ with Taylor as
0<n<3z€Q

Vo (1) = Vo (@) + Vave (@) - (n — 2) + 5(1 — ) T Vive(2)(n — ) + E3(, x), where | E3(n, z)| <
colr —mn|®. We want to use the expansion of v, together with the fact that this function solves
the elliptic equation as given in . In the case of constant coefficient, the estimate on
the operator was the result of the symmetry of the kernel. Indeed, the integral in R? of the
term with the first derivative in the Taylor expansion was zero and for the term with the
second derivative we obtained the Laplacian, which was in that case also zero. As we have
already noticed, when the absorption coefficient « is space dependent the kernel K. is no
longer symmetric and moreover v, solves a more general elliptic equation.

Our strategy now is to find a decomposition of the kernel K. in such a way that we can
recover the elliptic equation and with a remainder which gives errors of the order
3. This decomposition is given by claim (iii) in Proposition We recall K.(x;n) =

K (x—n)+ KLz —n)+K2(x—n)+ R*(x;n). Analogously as we have computed in (C.164)

we see in this case

/ RE(5m)|a — | dn < C(co, er)e™*. (C.181)
R3

With this decomposition we recover the elliptic equation. Indeed, using equation (C.129)) we
compute

62

0 =) Vave(z)(n - z) = 302(2) Ave (),

(C.182)
where we used that ! and K2 are antisymmetric while (n— )" V2v,(z)(n— ) is symmetric.

/R3 dn <K§“(x)(:c —n) + Kz —n) + Kz — 77)) %(
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Before moving to the term containing V,v,(z) - (n — x) we notice that for any symmetric
function F(z —n) we can compute

/RS dn F(z —n) (Vza(z) - (n = 2)) (Vave(2) - (1 — 7))

=Y dal@)due(a) [ dn Pl =nn— ol -a);
(C.183)
+ 3 da(@in(a) [ dn Fla =)y - )

1
—Vea(e) - Vav(o) [ dn o= n)ly -
R3

where we used the symmetry of F. Hence, since K¢ (@)

IC% and ICE and equation ((C.183)) we conclude

is symmetric using the definition of

[ dn (K29 =)+ Ko =) + K2 = 1)) (Vavla) - (=)
_a@)|z—n|

[ (- ) (9.0 - 0) (Vatate) - (- )

(z) 2e
a(@)|z—n]|
i (@) 1 ey :
=5 Vz * VgUs d -
3V (@) - Vou (:c)/RS g dme|x — n|? <04(:L‘) 2e I =l
i Ve Vo) [ an T (1) e = S Va0t Vo)
“3ad(z) TN s 7747T|17]2 9 )M = 3ad(z) v Valolt):
(C.184)
Hence, equations ((C.182)) and ((C.184)) imply
[ dn (K29 =)+ Ko = ) + K2 )
R3
1
< (Toolo) - 012 + 50~ ) Vunla)ln - o)) (C.185)

i (B Tl g ) = s (L)) =0

We are ready now to conclude the estimate of the operator acting on v,. Using indeed that
|z —n| > d(x) for n € Q° we compute

Lo (vo) (2)]

<|v

[ Ko=) [0r(@) + Vuvn@) - (1= ) + 51— ) Voo (a)(n — )| dy
2

—xE?’(n, o)

Sva(x)/e( p )Ka (n— =) dnJrC(ca)/]Ra dn }(x;n)‘ (lz = nl + |z — nl?)

el

0o et ae) [ (bl ol bl @
de (7‘)
3 et lyl _cd@) [ g 3
+ 0(6076170)6 / dy < C(Co,Cl,U, Q)e 2e (5 + 5) + 0(007CI>U)€ )
rs 4med €
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where we first used d(z) > 6§+26, then we decomposed the kernel according to claim (iii)
in Proposition ‘C.6|7 we applied the result in (C.185)), the estimate for the remainder R? as
given in lC.1811 and finally the estimate K. < C(co, c1)Kg°. This ended the proof of Lemma
IC.17] O

Similarly as in Lemma Lemma the maximum principle for elliptic operators
and the uniform continuity of v imply the following result

Lemma C.18. Let x € X, and € > 0 small enough. Then the following uniform bound holds

0p (2) — 05 (2)] < w(0) + wo (s%+25> rC <sa n &) + Cco, e1)es ™,

We have now all elements for completing the proof of the convergence of u® to v.
Theorem C.9. u® converges to v uniformly in every compact set.

Proof. We argue exactly as in Theorem [C.7] applying the maximum principle to the operator
Lg,_ . To this end we see first of all that

5—1
C(co,c1,9) e”s / 1 3
dn K.(z n) |vs(n) —u® < ——exp| — d < Ce”,
/Q\QE n Ke(zn) [ve(n) (n)] E 5 oo U

5f2§+25

for C'= C(co, c1,92, g > 0 and where we used |z —n| > £5— for n € Q\ €. and ¢ sufficiently
small and the well-known estimate |z|"e~1*l < ), with n = 13 and § < —. Hence, Lemma

implies for z € Q. and 8 = 1%65
_ cd(=)

|£5, (Ve —u®) (z)| < C(Q, gy, co,c1)e” = (55 + C'J&?) + C(Q,0,c,c1)e>.

Moreover, Lemma, assures that

1
on(e) ~ (@) < o)+ (5920) .0 (24 ) 4 Clan,ea)ed
VL
for x € X..

As we have seen in (C.169) the supersolution ®¢(z) satisfies also £§, (®°) (z) > Ce?. Hence,
we refer now to the proof Theorem which works here in the same way just replacing the
supersolution with the suitable ®° defined in Theorem Since the arguments are the same
we omit the details. O

We conclude with the corollary about the convergence as e — 0 of the solution (I5(x,n), Te(z))
of the problem (C.6) to (B,(T),T), where 4noT = v is a solution to (C.179). This corollary
implies once again Theorem We will omit the proof since it relies on the same arguments
used in the proof of Corollary

Corollary C.7. Let (I5(z,n),T.(x)) be the solution of the problem (C.6) and let v(x) be
the solution of (C.179). Then T. converges to T = (L)l/4 uniformly in every compact set.

4o
Moreover, IS(x,n) converges to B, (T (z)) uniformly in every compact set K C § as a function

with values in L>=(S?, L*(Ry)).



Appendix D

Well-posedness for a two-phase
Stefan problem with radiation

Abstract: In this paper we consider a free boundary problem for the melting of ice where
we assume that the heat is transported by conduction in both the liquid and the solid part
of the material and also by radiation in the solid. Specifically, we study a one-dimensional
two-phase Stefan-like problem which contains a non-local integral operator in the equation
describing the temperature distribution of the solid. We will prove the local well-posedness of
this free boundary problem combining the Banach fixed-point theorem and classical parabolic
theory. Moreover, constructing suitable stationary sub- and supersolutions we will develop a
global well-posedness theory for a large class of initial data.

D.1 Introduction

In this paper we study a one-dimensional two-phase free boundary problem which considers
the melting of ice due to conduction and radiation. Specifically, we study the situation in
which R3 is filled by a material in its liquid and solid phase. The moving interface is the
surface of contact between the liquid and the solid and it changes its position according to
the melting of the solid or the solidification of the liquid. The temperature of the interface
equals the melting temperature Ty, of the material, while the temperature of the liquid phase
is larger than Tj; and the temperature of the solid phase is smaller than Th;. We also
assume that the heat is transferred by conduction in both phases of the material, similarly
to the classical Stefan problem. In addition, we assume that in the solid phase the heat is
transferred also by radiation. This is equivalent to the assumption of a transparent liquid
phase, where the material does not interact with the radiation, and of an opaque solid phase,
where both absorption and emission processes take place.

To be more precise, we consider a model in which at the initial time ¢ = 0 the liquid
phase of the material fills the negative half-space {x € R : z; < 0} and the solid phase fills
the positive half-space {x € R® : 1 > 0}. Hence, the interface is at time ¢t = 0 the plane
{0} x R%. The model that we study is a one-dimensional free boundary problem obtained
under the further assumption that the temperature depends only on the variable z1 and that
both phases have the same constant density.

253
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t=0 /
3

/]
T>Tym % T < Ty
T =T\
1
Conduction T2 Conduction
Radiation

Figure D.1: Tllustration of the considered model at the initial time ¢t = 0.

In the case where the heat is transferred by conduction, the evolution equation for the
temperature is given by the well-known heat equation

Cowu = K u, (D.1)

where C' > 0 is the heat capacity of the material and K > 0 is the conductivity of the material.

When the heat is transferred also by radiation we have to include in the model, besides the
terms describing heat conduction, the ones associated to the radiative transfer equation, i.e.
the kinetic equation for the density of radiative energy. Let us consider first a body Q C R3
interacting with radiation. Defining by I, (¢, z,n) the radiation intensity, i.e. the density of
energy carried by photons with frequency v > 0, at position 2 € €2, moving in direction n € S?
at time ¢ > 0, the radiative transfer equation is given by

1
=0, (t,x,n) +n- VI, (t,x,n) = o), —all,(t,z,n)
c

+ < K(n,n' )L, (t,z,n') dn' — I,(t, z, n)> )
S2

where K is the scattering kernel and of,, o and o are the emission parameter, the absorption
and the scattering coefficient, respectively. They are used in order to describe the emission,
absorption and scattering of photons, which are the processes involved in the interaction
of radiation with the matter. In this paper we neglect the scattering process and we set
o), = 0. Emission and absorption are the only processes through which the radiation changes
the temperature of a material, although scattering could change the spatial distribution of
radiation. Moreover, we consider local thermal equilibrium, i.e. we assume that at any time
t > 0 and at any point x there is a well-defined temperature. Under this assumption, the

emission parameter takes the specific form of = 2B, (T(t,x)), where B,(T) = 2hy® o

c2
ekT —1
is the Planck distribution of a black body. Furthermore, we consider in this paper only the

Grey approximation with constant absorption coefficient, i.e. we assume that the a? does not
depend on the frequency v nor on the space variable z.
Thus, defining a? = «, the radiative transfer equation we will study takes the form

%@L,(t, 2n) 40 Vol (han) = a (By(T(t ) — L(t,n)). (D.2)

The evolution of the temperature due to the radiation process is given by the energy balance
equation

1 o0 o
CoT(t,x)+ -0 (/ dl// dn L,(t,:n,n)) + div </ dl// dn nL,(t,:n,n)) =0 (D.3)
¢ 0 2 0 2
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coupled with the radiative transfer equation (D.2)) and with suitable boundary conditions.

Turning back to the free boundary problem, we assume that the temperature depends
only on x1. Therefore, the interface is given by the plane {s(¢)} x R? normal to the x1-axis.
In this paper we assume that there is no external source of radiation. Mathematically, we
consider as boundary condition for the radiation at the interface

I, (t,(s(t), z2,23),n) =0 if ny >0, (D.4)

where n; = n-e; for n € S2. We emphasize that radiation can escape the solid, i.e.
I,(t,s(t),n) # 0 for ny < 0. Since the liquid is transparent, the escaped photons do not
interact with the liquid and they do not change their direction. Specifically, the escaped ra-
diation cannot return in the solid. This is the reason why in absence of external sources the
incoming boundary condition at the interface is given by . Moreover, since we are study-
ing a problem where the heat is transferred by both conduction and radiation we may assume
that the radiation intensity solves the stationary radiative transfer equation and consequently
that in the time derivative of the total radiation energy is negligible. Indeed, since the
photons travel with speed ¢, i.e. speed of light, the radiation intensity stabilizes in a much
shorter time than the characteristic time required for significant changes of the temperature
due to the transport of heat by both conduction and radiation. Finally, the evolution equation
for the temperature in the case of heat transfer due to conduction and radiation takes into
account the heat production rate due to both processes and it is a combination of the heat
equation and the energy balance equation for the radiative transfer equation,

i.e. in this case
CoT(t,x) — KO?T(t,x) + div (/ du/ dn nL,(t,x,n)) =0. (D.5)
0 S2

The interface moves according to the Stefan condition, i.e. the energy balance law at the
interface, which is given by

5(t) = % (K50, T(t, s(t)) — K1n, T(t, 5(8)7)) | (D.6)

where Kg and K7, are the conductivity of the solid and the liquid, respectively, and L is the
specific latent heat. Notice that the Stefan condition is the same as the one for the classical
Stefan problem. This can be explained by the fact that the intensity of radiation I, in the
liquid is given by the constant continuation of the radiation intensity at the interface. Indeed,
the liquid is assumed to be transparent, i.e. the radiation is still present and it passes through
the liquid region without interacting with it. In other words, in the liquid the temperature
evolves also according to for I, solving with @ = 0. Note that in the case in which
I, is constant, e.g. in the liquid, the divergence term disappears and is equivalent to
(D.1). Therefore, the Stefan condition, according to which the discontinuity of heat flux at
the boundary is proportional to the speed of the motion of the interface, is given by
since the flux of radiating energy is continuous. Defining by Cs and C'f, the heat capacity of

the solid and the liquid and putting together equations (D.1f), (D.2)), (D.5)), (D.4]) and
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we study the following free boundary problem

( CLOT(t, 1) = K02 T(t,x1) x1 < s(t),
CsOyT(t,x1) = Kg02 T(t,x1) — div ([;° dv [eo dnnl,(t,z,n)) x1 > s(t),
n-Vyl,(t,x n) =a(B,(T(t,x1)) — I,(t,z,n)) x1 > s(t),
I(t,z,n) = x1 = s(t), n1 >0, (D.7)
T(t,s(t)) = Tar x1 = s(t),
T(0,2) = To(x) 1 € R,
8(t) = 1 (K05, T(t,s(8)") — K05, T(t,s(t)7)).

We emphasize that the main peculiarity of the model is that only the solid is emitting
radiation. This is due to the assumption of a perfectly transparent solid. Another interesting
problem would be to consider in addition a non-trivial external source of radiation heating
the solid from far away, i.e. to set as boundary conditions

(t, (5(t), 29, 23),n) = g,(n) >0 if ny > 0.

In this case we expect to observe superheated solid, i.e. regions in the solid phase where the
temperature is greater than the melting temperature.

Finally, we mention that in the upcoming paper [38] we continue the analysis of the
problem presented in this article constructing traveling wave solutions for , which are
the natural candidates to describe the long time asymptotics for the solution to .

D.1.1 Summary of previous results

In this paper we consider a free boundary problem similar to the classical two-phase Stefan
problem modeling the melting of ice assuming in addition that the heat is transferred by
radiation in the solid. The pioneer of the study of such free boundary problems was J. Stefan,
after whom these problems are named, in the late 80’s (cf. [135]). The same person worked also
on heat radiation developing the well-known Stefan law, otherwise called Stefan-Boltzmann
law, which states that the total radiation of a black body is proportional to the fourth power
of the temperature (cf. |[133]). In this subsection we revise important results on both the
theory of free boundary problems and of radiative heat transfer.

Starting from the work of J. Stefan, the one and two-phase Stefan problem for the melting
of ice has been extensively studied in both one-dimensional and higher dimensional versions,
and different definitions of solutions were considered, such as classical solutions and weak
enthalpy solutions. The first are defined as strong solutions of the Stefan problem, while
the latter are defined as the weak solutions of the enthalpy formulation of the free boundary
problem.

The well-posedness theory for classical solutions to the Stefan problem has been consid-
ered for example in [55}[56,123] showing the local well-posedness via a fixed-point equation for
integral equations of Volterra type. The global well-posedness is proved applying the maxi-
mum principle. In [56] another approach involving the Baiocchi transform is also considered.
In [59,/60] a well-posedness result based on the study of a suitable variational inequality is
presented. Other results about the well-posedness theory for classical solutions can be found
in [26,27,/106]. In [56,/106] the asymptotic behavior of the one-dimensional one-phase problem
is considered and it is proved that the temperature is given by a self-similar profile as t — oc.
Important results about the theory of weak (enthalpy) solutions can be found in [57], for the
two-phase one-dimensional problem, and in [58], for the higher dimensional one and two-phase
problem.



D.1. INTRODUCTION 257

An important difference between classical and weak enthalpy solutions is in the context
of supercooled, superheated and mushy regions. Regions of liquid (or solid) at a temperature
T < Ty (or T > Typy) are denoted in the classical theory supercooled (resp. superheated)
regions. In the absence of such regions, weak and classical solutions are equivalent. In the
enthalpy formulation the onset of mushy regions, i.e. {(¢,z):T(t,z) = Ty} with positive
measure, is allowed, whereas supercooled or superheated regions cannot appear.

Concerning the study of mushy regions for Stefan problems with volumetric heat sources,
in [51] the authors give a clear distinction between classical and weak enthalpy solutions
and introduce the notion of classical enthalpy solutions, which allow the formation of mushy
regions. In [89] the authors consider the classical solutions to a one-dimensional two-phases
Stefan problem with volumetric heat sources and show the formation of regions of supercooled
liquid or superheated solid. Other examples of studies of the formation of mushy regions
are [20,50,,90,|/117,142./143].

Moving to the transfer of heat by radiation, this problem has been widely studied starting
form the seminal works of Compton [31] in 1922 and of Milne [109] in 1926. The mathematical
theory behind the interaction of photons with matter deals with the study of the radiative
transfer equation, as given in . The derivation and the main properties of this kinetic
equation can be found for instance in [29}|108},/114,125\|152].

Also in recent years many different problems were considered, such as well-posedness
results, the diffusion approximation and the combination of radiative transfer with other
existing models. In [3583] the authors proved the well-posedness theory for the stationary
radiative transfer equation. Amnother extensively studied problem is the so-called diffusion
approximation, i.e. the limit of the radiative transfer equation when the mean free path of
the photons is very small. See for instance [13,/14,36,137] and the reference therein.

The radiative heat transfer has been also considered in problems concerning more involved
interaction between radiation and matter. For instance, problems studying these interactions
in a moving fluid can be found in [69,/71,/108,/152]. We refer to [34,/81] and the reference
therein for problems considering models of coupled Boltzmann equations and radiative trans-
fer. Moreover, also problems where the heat is transported in a body by conduction and
radiation and homogenization problems in porous and perforated domains, where the heat
is transported by conduction, by radiation and in some cases also by convection, have been
studied in several works. We refer to the literature of our previous work [36].

Finally, models of melting processes assuming transport of heat by conduction and ra-
diation has been considered numerically in some engineering applications, for instance in
[28,/124,(129}/1301/140]. There, free boundary problems concerning phase transition due to both
conduction and radiation are numerically analyzed and several one-dimensional models con-
sidering one, two, and three-phase Stefan-like problems are formulated based on experimental
results. Another relevant numerical application, which has been extensively studied in recent
years, is the analysis of free boundary problems modeling the vaporization of droplets where
the heat is transported by radiation and conduction. For example in [2,,84192,/126,128(145]150]
numerical simulations show that the radiative heat transfer plays an important role in the
vaporization of droplets.

D.1.2 Main results and plan of the paper

In this paper we study the well-posedness theory for problem and it is structured as
follows.

First of all, in the next subsection we will perform some rescaling obtaining an
equivalent version of the problem which we will consider for the rest of the paper, while
in subsection we clarify some notations that we will use throughout this paper.



258 APPENDIX D. WELL-POSEDNESS FOR STEFAN PROBLEM

In the following Section using Banach fixed-point theorem and classical parabolic
theory, we show a local well-posedness result, which can be summarized as the following

Theorem D.1. Let Ty € C%'(R) be the initial temperature satisfying the condition
To(x) > T if <0, Tp(0) =Ty, To(x)<Tr if x> 0.

Under suitable assumptions on the regularity of Ty in Ry there exists a time t, > 0 such that
there ezists a unique solution to the problem (D.7) fort € [0,t.]. Moreover, the temperature
satisfies

To(z) > Ty if o < s(t), To(s(t)) =Tn, To(x)<Ta if x> s(t).

In addition to the local well-posedness theory, in Section we will also prove a more
general global well-posedness result, which applies for a large family of initial data. The
following theorem will be proved constructing a suitable family of sub- and supersolutions
and applying the maximum principle to the parabolic equations in .

Theorem D.2 (Global Well-posedness). Let Ty as in Theorem . There exists a large class
of initial data for which there exists a unique global in time solution to the problem .

As we will see in Section[D.3] the assumptions on the initial data concern the upper bound
on the initial temperature of the liquid.

D.1.3 Some scaling

In this subsection we rescale the problem obtaining an equivalent problem in order to
reduce the number of parameters. In this paper we will not assuming a positive source of
radiation. Nevertheless, we remark that the computations we perform in this subsection can
be also adapted in the presence of a non-trivial source of radiation.

First of all we reduce the radiative term and the radiative transfer equation to a non-local
integral term. To this end we solve

n-Vil,(t,x,n) =a (B, (T(t,x1)) — L,(t,z,n)) x1 > s(t),
I,(t,z,n) =0 x1 = s(t), ng >0,

by characteristics. This procedure is similar to the computation in Section 2.2 of [37].

y(z,n)

Z1

x3 >

s(t)

7
7

Figure D.2: Illustration of the characteristics.
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We define for (¢,z,n) € (0,00) x {£ € R3: &1 > s(t)} x S? the point y(t, z,n) € {s(t)} x R?
to be the intersection of the half-line starting from x and moving in direction —n and we
denote d(t,z,n) to be the distance of = to the interface {s(t)} x R? in direction —n. We are
hence considering

y(t,z,n) = {s(t)} x R*N{z —tn:t >0} and
d(t,,n) = |z —y(t,z,n)| such that =z =y(t,z,n)+d(t,z,n)n.

We also define d(t,z,n) = 0o if n; < 0. An easy application of trigonometry shows also that
d(t,z,n) - cos(f(n,e1)) = x1 — s(t),

where 6(n, e1) is the angle between the unit vectors n and e; = (1,0,0). This implies that
d(t,x,n)ny =x1 —s(t) ifn; >0.

Solving the radiative transfer equation by characteristics we hence obtain for x; > s(t)
d(t,x,n)
I(t,x,n) = / draexp (—art) B, (T(t,x1 — ny)).
0

As we pointed out above, I, is not zero on the liquid, i.e. for x1 < s(t), but is constant to the
radiation intensity at the interface. Thus,for z; < s(¢) we have

Lt 2,1) = Ly <0y /O draexp (—ar) By(T(t, s(t) — mn1)).

This proves also the previous claim about the continuity of the radiative flux through the
interface.

While div ([;° dv [s dnnl,(t,z,n)) = 0 for z1 < s(t), a similar computation as in [37]
shows for z1 > s(t)

o] S E —
div </ dy/ dnnL,(t,a:,n)) =dnoaT(t,z1) — 47raa/ anT4(t,n),
0 S2 s(t)

where E(z) = f@T %dt is the exponential function. This can be proved using that

e—a\/y2+52 00 e—a\/y2+p2 (9] e—a\/y2+r
/ = 27?/ dp p 7T/ dr———
R2 0 0

d _— _—- =
E y2+€2 y2+p2 y2+r
oo —Qz o0 —z
:27r/ dzS :27r/ dzS—.
|yl z alyl  *
Therefore, we can write the system (D.7)) as follows
CLatT(t,l’l) = KL8§1T(t,a:1) T < S(t),
CsOT(t, 1) = Ks02 T(t,x1) — Amoad [T)(¢, 1) @1 > s(t),
T(ta S(t)) =Ty I = S(t)a
T(0,z) = To(x) 1 € R,
S(t) = % (KsaxlT(t, S(t)+) - KLaJ»‘lT(tﬂ S(t)_)) )

\

where
o0

I,[T|(t,z1) = T4(t,x1) — /(t) dn 5

aky (Oé‘.%l — U’)T4(t 77)
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Notice that we have obtained a system of equations depending only on the space variable z.
In order to simplify the reading, we write = instead of .

Next, we see that we can assume without loss of generality Cs = Kg = 4noca = 1. To
this end we define 7 = 4Z7%¢ and ¢ = ,/4}2"0‘35 Let us also consider T'(t,z) = T(7,&) and
S

5(r) = ,/4}2”0‘3( ). In this way we obtain

droo oo

T (t,x) = Cs orT(r,€) and agT(t,x):Tsagf(T,f).

Defining & = 4/ 4faaa we see also that for the radiation term a change of variable gives

O R )
i~ aEl( Ks \/47”;“(30—77)>
=T(r€) ~ [ dn e ‘ r (T’ T”)
(t) s
—rir) - [ PO D () = T,

5(7)

We see that §(t) = 0/ o558 (475"%) > Kéf:mo‘é(T) and also

1 _ Ks |dmoa ~ Ky,
1 (s0n, T s(0)7) = Kp0a, Tle5(07) = 15 [0 (0T(r.5(0)%) = Lokt (7))
Moreover, we define also K = % C , and finally L = CLS With the change of variable

above we obtain under this notation

;

Co,T(t,€) = K&?T(r,g) £ < 5(7),
0, T(r,€) = T (7,€) = La[T](.€) £€>5(t),
T(r,5(r)) = Tnr §=35(), (D.8)
17(0,€) = Th(&) £ER,
| 3(r) = £ (0T(7,35() ") = KOT(7,5(7)7) ) -

In order to simplify the notation we will write E =z, t =7, T =T, § = s, @ = a, and finally
L=1L.

In the following we will study the problem in a spatial coordinate system which is
at rest. Therefore we now perform a change of variable. To this end we define y = x — s(¢)
and we set T'(t,z) = T(t,x — s(t)) = T(t,y). The time derivative becomes

T (t,x) = 9T (t,y) — 5(t)0,T(t,y).
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Furthermore, the radiation term I[T] is

LT\, z) =T(t,z) — / ) anT4(

°  aFE(alr — s(t)

o0

t,n)

=T4<t,.%' _ S(t)) _ /(t) dn : - (77 - S(t))‘)f4(t,n _ 8<t))
:T4(t,x B S(t)) _ /OOO dé.aEl(OéLT _2 S(t) - §|)T4(t,f)

~Tity) - [ a PP =D — 1)

In order to simplify the notation we will write T = T and we obtain the following system

0T (t,y) — 5(t)0,T(t,y) = £IT(t,y) y <0,
AT(t,y) —5()9,T(t,y) = 0;T(t,y) — L[T](t,y) y >0,
T(t,0) =Ty y =0, (D.9)
T(0,y) = To(y) y €R,
L 5(t) = £ (8,T(t,07) — K9,T(t,07)).

The rest of the paper is devoted to the study of the free boundary problem in its equiv-
alent formulation .

D.1.4 Some notation

Let U C R. Throughout this article we will denote by C*#(U) the space of k-times continuous
differentiable functions f with

< Q.

_ : |08 f (=) — 95 f(y))|
11l = poax, (Sgp \@%f\) R S
We remark that f € C*8(U) has all k derivatives bounded.

In a similar way we consider the space C;’ f ((0,7) x U) to be the space of functions f €
CY((0,7) x U) with continuous derivatives @ f € C°((0,7) x U) and dLf € C°((0,7) x U)
forany 0 < j <mnand 0 <[ < k. Notice that the functions and their derivatives are continuous
up to the boundary but their norms have not to be bounded.

Moreover, for 0 < a < 7 the space C’g;rﬁ’kH ([a, 7] x U) is the space of functions f €

C* ([a, 7] x U) with

t,x

8if <ocofor0<I<k

sup ‘atjf’<oofor0§j§n and  sup

[a,7]xU la,T|timesU
and with
n —on ok f(t,x) — OFf(t,
sup ’at f(t7$) 8gf(37x)| and sup ‘ xf( .ZL‘) :;f( y)‘
t,s€(a,r), zeU |t - 8’ z,yeU, te(a,r) |.7) - y|

In particular, if 2(n + ) = k 4 J the derivatives of the function f € ngﬁ’ﬂé ([a, 7] x U)
satisfy also agaif € C%([a, 7] x U) for all 2j +1 < k and 3,6 € [0,1).
Finally, when we write that the domain of the functions v; is Ry (or [0, +R]) we always

mean that v; is a function on R_ (resp. on [—R,0]) and that vy is a function on Ry (resp.
on [0, R]).
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D.2 Local well-posedness

In this section we prove the local well-posedness theory for the free boundary problem .
Later, in Section we will extend the result for a large class of initial data for which a
global well-posedness result will be proved. In the following subsections we will show with a
fixed-point argument the existence of a unique solution for small times. Further on we will
show the regularity and some properties of the solutions.

D.2.1 Fixed-point method

We show the local well-posedness for the system . We will moreover denote by T3 the
temperature defined for ¢ > 0 and y < 0 and by 75 the temperature defined for t > 0 and
y > 0. Hence the system can be rewritten as

(0Tt y) — 309, Ti(t,y) = BO2Ti(t,y) y <0,
O Ta(t,y) — ()0, Ta(t,y) = 92Ta(t,y) — La[To](t,y) y >0,
Tl (t,O) = Tg(t, 0) = TM Yy = O, (DlO)
11(0,y) = To(y) and T5(0,y) = To(y) y €R,
§(t) = 1 (0,To(t,07) — KO, Ti(t,07)) t>0
s(0) = 0.

Theorem D.3. Let T € Cl?’l(R) be bounded and positive with Ty(0) = Ty, To(y) > Tar if
y < 0 and To(y) < Tar if y > 0. Let also Ty |p, € C*(Rs) with bounded first and second
derivative. Then for a time t* > 0 small enough there exists a unique bounded solution
(T1, Ty, s) € Cg’yl(((),t*) x R_) x 62;((0,t*) x Ry) x CL((0,t*)) solving the problem in

distributional sense.

Proof. We follow the same strategy used by Rubenstein in [123] and by Friedman in [55]. We
will construct with the help of suitable Green’s functions the (implicit) solution formula for
T1, T> and s and we will use a contraction argument in order to show the existence of a unique
solution.

In order to simplify the computations we consider the equivalent problem for uy := 171 —T
and ug := To — Ths. Hence we consider the system

Orur (t,y) — 3(6)Dyur(t,y) = &02u(t,y) y <0,

O Ta(t,y) — 5(t)dyua(t, y) = dgua(t,y) — Ialus + Tl (t,y) y >0,

u1(t,0) = u2(t,0) =0 y =0, (D.11)
u1(0,y) = uo(y) and u2(0,y) = uo(y) y €R,

$(t) = 7 (Oyua(t,07) — Kyuy(t,07)) t>0

s(0) =0,

\

where ug := Ty — Ty satisfies ug(0) = 0 and ug > 0 if y < 0 as well as ug < 0 if y > 0.
Let
G(2,&,a(t — 7)) = ®(x — & a(t — 7)) — ®(x + & a(t — 7))

be the Green’s function for the half space Ry, where ®(z,s) = ﬁ exp (—Z—z) is the funda-

mental solution of the heat equation. Recall that with the help of the Green’s function G the
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solution of the following Cauchy problem on Ry or on R_

Ow—ad>v=f x>0resp. <0,
v(0,t) =0 t>0,
v(z,0) =go(x) x>0resp. z <0

has the integral representation
it = [ G and+ [ [ 56716 eati —r)irde
on R, and
0 0 ot
o) = [ w©C e+ [ [ 1666 alt—)rde

on R_. Hence, we obtain for u; and uy the following identities considering $(¢)0,u; resp.
5(t)Oyuug — In[ua + Thy] as sources

0
w(t,y) = / wo(€)G . €, wt)de + / / P)eur (7. €)G(y, . w(t — 7))drde,  (D.12)

where we used the notation kK = %, and

ua(t, y) :/0 0(§)G(y,&,t) d§+/ / T)Ogua(7,£)G(y, &, (t — 7))dTdE
- / / Llus + T)(7, )Gy, &, (t — 7))drd. (D.13)
0 0

We now have to differentiate these expressions with respect to the spatial coordinate in order
to find an expression for 5. We recall that

9yG(y, & alt = 7)) = =0 (B(y — & a(t — 7)) + ®(y + & at = 7)) = =0g(y, &, alt — 7)),

where g(y,&, a(t — 7)) = ®(y — &, a(t — 7)) + (y + &, a(t — 7)). This implies on one hand

0
ayu1<t7y) :/_ 85”0(5) a\y, 57 K/t d£ / / 85”1 T, g afg(y ga (t - T))d’l'df, (D14)
where we integrated by parts
0 0
| (et nt)ds = [ deua(€gly. ¢ nt)i

since up(0) = 0 and g — 0 as |§| — oo for every fixed y.
On the other hand we have also

Byua(t, y) = /0 Do (€)g(y. €, 1)dé — / / )0 (r, €)0eg (. £, (t — ))drde

+ /0 /0 Lfus + Tag) (7, €)Peg (4. €. (t — 7))drdé. (D.15)
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Hence, $(t) is given by

</ Deup(€)g(0T, &, t)dE — / / 7)Ogus (T, €)Oeg(0T, &, (t — 7))dTdE
0
+ / / Lofus + Tar)(7,€)0eg(0F €, (t — 7))drdé — K / Deun(€)g (0™, &, wt)de
0 0 —00

LK / / Peur (7, €)0eg (0™, €, (t—r))d7d§). (D.16)

Equations (D.12)), (D.13) and (D.16)) define the operator £(u1,us,$), for which we will show
that there exists a unique fixed-point in a suitable set. This will conclude the proof of the
existence of a unique solution for small times. Indeed, since s(0) = 0 the solution to the

problem (D.11)) is given by <u1,u2, fo dT) Before defining the space in which we will
work and proving the contraction property for the operator £, we collect some key estimates.

First of all since 0¢®(y — &, a(t — 7)) = 255(;33) : 1(t_ 7 eXp (— 4‘3(256-)

> > €—y 1 ly — &P
/O I(?gg(y,&,a(t—f))ldfé/o 2t =) Vimat 5 P <—4a(t_7)> de

> &4y 1 ly+¢P
+/0 2a(t—7)1/47m(t_7) exp< 4¢L(75—7')>al5

) we estimate

B /y E‘— T) WGXP <_4a(‘tgf T)) d
o0 2
- /y 2a f'— 7) 477@1(75 T) P <_4a(|f‘_ 7')) at

- ¢ L €1 o
_/0 a(t — ) Adra(t — 1) p( 4a(t—r)>d§_ 7Ta(t—7-)’ (D.17)

where we used the change of coordinate & = £ — y resp. £ = £ + y and the fact that the
resulting function is even. In the very same way we can estimate also

0 1
/ 10e9(y, &, a(t — 71))| dE <

ma(t —7)
A direct consequence of these estimates are the following results

o rt t 1 B 1 ti _ 2\/1?
[ st o —mpiacar< [ —ar= o [ = 20 01y

where we used Fubini’s theorem and (D.17]). Analogously we also have

0 t
[ [ estorg.ate — i dear <% (D.19)

Another important estimates are the following ones
|16 att =g < [ @y - €alt =)+ B+ galt - g
00 Iy
=2 & a(t—71))dE+ (& alt —7))d
| weat i [ ot a -
:2/0 D& alt—71))dE = / a(t —71))d¢ =1, (D.20)
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where we used the change of variables £ = £ — y resp. £ = £ + y and the fact that ® is a
non-negative even function with integral 1. The same holds on the negative real line

0
|16 gatt - g <1. (D.21)
Similarly, using the definition of g(y, &, a(t — 7)) we compute
| ot gate=mnids < [ al.ate—rie =1 (D.22)
and
0 00
| lotvgate—mld < [ alg.ate - mag =1, (D.23)

We define now the metric space for which we will apply the Banach fixed-point theorem. Let
us first introduce the notation that we will use throughout this section. On Cg yl ((0,t*) x Ry)
0,1 = max{||f||co, ||8nyCo}. Let 6 € (0, 1) and let

[[uollx 1+ K |Juollx
——— and —_ .
01,02>1_0a11 C3 > I 1-¢

We consider the following closed metric space

we consider the norm

Acy o,05 = {(ul,uQ, 8) €Cly ((0,t7) x R) x €y ((0,8%) x Ry) x CO((0,1%)) -

wmmschmmus&wwmsa}

with the metric induced by the norm ||(u1,ug, $)||4 :=
the following operator acting on A

L: A=Ac coe, — Cy ((0,87) x R1) x Cpyy ((0,8%) x Ry) x CO((0,¢%))

(u17u2>$) = (ﬁl((’ul,UQ,S)),ﬁg((’u,l,’u,g,3)),£2((U1,U2,$))),
where we defined according to (D.12)), (D.13]) and (D.16))

0
c«mmwmww—/ uo(£)G yam&+/ / ) 0eus (v, €)G(y, €, w(t — 7))drde,

ﬁﬂ%ﬂm%@@Z[; @)yft%+/ / )0cus(r, )Gy, €, (t — 7))drde
—A(Amm+nmmm@@u—mm%

and

,Cg((ul,UQ, </ 8511,() 0 f t) f
/ / 85162 T, f 85g(0+ &, (t—T))def
') t 0
+/(/hWﬁJMU@%Wﬁ§@~WW%—K/ Deug(€)9(0 €, mt)d
0 0

+K/ / T)Ocu1(T,£)0:g(07, &, K(t T))def) .
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With the help of and and using the properties of the Green’s functions, it is not
difficult to see that the operator is well-defined. We prove next that choosing a time t* > 0
small enough and for C7, Cy, Cs large enough the operator is a self-map. To this end, we
need to estimate the norms of the three components of L.

We assumed

luo|l1 = max { [[uo||co, [|yuollcom_y, |1Byuollcom, ) } < oo

Recall that « > 0, K > 0, L > 0 and x > 0 are all constants. Combining the triangle
inequality as well as Holder’s inequality with the estimate (D.21]) we can conclude

0
121 ((u, u2, )| oo <lluollco sup / Gy, €, k)| dé
o<t<t*

—00

: ot D.24
+ [lutllo,1l$]lco sup/ /’G(y,f,ﬁ(t—T))‘def (D-24)
0<t<T J —00 JO

<lluolly + ¢ [urflo.x I8l co-

Before moving to the estimate for the second component of the operator £ we have to consider
the radiation term I,. Using [ ElT(g)df =1 and |a + b|* < 8a|* + 8|b|* we obtain

aF(a
falua + Tarlleo = sup | [ 2D )4 Ty = () + T
0<t<t*,y>0|J0
* aFbr(
<|(ug + Tar)*|| o sup (/ i ))dn—i—l)
0
<16 (||uz]* +T;*4) :
(D.25)
Hence, using now (D.20)) we obtain similarly as in (D.24))
1£2((u1, uz, 8))llco < lluolls +t* (luzllo,ill$llco + 16]luallgy + 16T5) - (D.26)

We now estimate the norm of the derivative of the first two component of L. Notice that
OyL1(u1,ug,) is given by the right hand side of , while 0yLo(u1,us2,) is given by the
right hand side of . Hence, using this time and , we obtain in a similar
manner as

18,£1((u1, uz, 8o < Juolh +fx/?*||u1umu &llco. (D.27)
Analogously, (D-22), (D-18) and (D:25) imply
) 2 )
10,2 ((w1,w2,8)leo < Nl + Ve (ualloallsllco + 16wzl +16T) . (D-28)

Finally, combining (D.27)) and (D.28) we have

(v, o < (04 K)ol

2
=Vt ‘ 16 16753 ) ). (D.29
S (ualloa$hoo + o [8lo + 161y + 1673 ) ). (D29
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Therefore, for (u1,us,$) € A combining (D.24)), (D.26)), (D.27), (D.28) and (D.29) we obtain

2
Ia(Cur,um, o < ol + (# + —2=viF) i,

\/27?\/?> (C2C5 +16C3 + 16T7) |

1 L2((u1,uz2,3))lloa < [luoll1 + (t* +

and finally

1 2 K
I€a(tur,un, oo < 7 (14 Bl + Ve (Cacat 2

7 \/Eclcg +16C4 + 16Tj\1/[>> .

Then defining

1 0 6 00, 1[ymo\® 1 V700,
to = — min 35 I — 7l
6 Gy 16C3 16T, 205 ) 76 3274,

L2762 1N\? (Ve N [ Cs \? [ C5 \?
t3 = min ~ ’ ) )
64 c,) \kcy) \16ct) \ 167y,

we conclude for t* < min{ty,ts,¢3} that

and

[1£1((ur, u2,8))llog < C1, - [[£2((u, ug, 8))llon < Co - and  [[L3((u1, u2, 8))llco < Cs,

and hence £ maps A into itself. We show now that for t* > 0 small enough £ is also a
contraction. To this end we assume (uy,us, $), (41, i2,s) € A. First of all we consider the
radiation term. Using that a* — b = (a — b)(a® + a?b + ab® + b®) = (a — b)p3(a,b) and that
p3(a,b) < 2(Jal® + |b]?) we estimate

||Ia[ug + TM] — Ia[ﬂg + TM]HCO

/0°° O‘El(o‘(zy_”))(m(t, n) — ta(t,n))ps(uz + Tar, @ + Tar)(t,m)dn

= sup
0<t<t*,y>0

— (ua(t,y) — u2(t,y))p3(uz + T, t2 + Tar)(t,y)
* aBi(a(y —n))
2

<2|jug — uzllo,1 (lluz + TarPllog + a2 + Tarl?]o,1) sup </ dn + 1)
y> 0

<32(C3 +T3)) |luz — a2llo,1-
(D.30)

Hence, using triangle inequality as well as (D.21)) and (D.19)) we see

L1 ((u1,uz, 3) ((u1,a2,8))]l0q

/ / P)eur (r,€) — () e (7. €)) Gy, £, w(t — 7) dmlg\

O<t<t* y>0

sup
0<t<t*,y>0

\/E) (ClHé — §HCO + C'3||u1 — ﬂl”O,l) .

/ / s (7. ) — 5(r)eur (7,€)) Begy, €, w(t — 7) dfdg\

2
<|[t'"+ —
(r+ =
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Similarly, using (D.30)), (D.20)) and (D.18) we have

1L (s, . 8)) — Lo(n, iz, 8)) o < (t n }ﬁ) (Callé — Fllco + Calluz — o)

+32(C3 +T3)) <t* + ;ﬁ) ||

Finally, combining the results for the derivatives we obtain

[1£3((u1,u2,$)) — L3((G1,12,5))]|co < V£ (C1]]5 — 5]l co + Csllur — o)

\/FK(CQHS

2
NI
(C3 4 Tip)|luz — u2llo,) -

fL

Hence, we have

1 £((u1, uz, 8)) — L((@1,T2,5))]la < (t* TR/ \/t>*> Csllur — i lloa

N rL
n (t* n T\/;«+ ;L\/?> (C3 +32(C3 +T3)) |
H (v ) o (v v+ L) 1= e
Let A € (0,1). We take
r= mi“{“’t%’f?” o <Aﬁor ) (A@LY’?) (Cs +32<Acs 1))

AT ? AWAL ?
6(Cs+32(C3+T3) ) "\6(Cs+32(C5 +153,)) )

e e (seren) (o)

It is now easy to see that L is a contraction with

||£((U1,UQ,$‘)) ‘C((ulau27 ))”A < )‘H(ulau?a ) (@1,@2,§)HA.

Thus, an application of Banach fixed-point theorem yields the existence of a unique solution

(u1,u2,5) € Acy 0,05 to the fixed-point system defined by the equations (D.12)), (D.13) and
(D.16). Moreover, this is the unique solution in the sense that if (1,2, S) € Aéy oG

is another fixed-point solution on [0,#*] for (C1,Cs,C3) # (C1,Co,C3), then (u1,us,$) =
(U1, 1, 5) for all t < {t*,#*}. We notice that by construction (ul,u2,f0 dT) solves the

problem (D.11)) in distributional sense. Notice that § satisfies the Stefan condition strongly.
Thus, the theorem is proved. O

In the next subsection we prove that the unique distributional solution found in Theorem
is also a classical solution with Holder regularity.
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D.2.2 Regularity

In this section we show that the local distributional solutions u; € C2 yl ([0,T] x R_) and
ug € Cg yl ([0, T] x R4) of the parabolic equations

Orur(t,y) — 5(6)dyur(t,y) = &0qur(t, y) y <0,
Opua(t,y) — $(1)9, ( y) = Ogua(t,y) — Lafuz + Tul(t,y) v >0, (D.31)
ul(t, 0) = UQ( 0) y =0,
u1(0,y) = uo(y) and UQ(O y) = uo(y) y € R.

are strong solutions, ie. u; € Ctly2 ((0,t*] x R_) and uy € Ctl; ((0,t*] x R4). Moreover,
we will show that these solutions have also locally Holder regularity in the sense that u; €
C149/2:249 (¢ *] x Ry) for any € > 0 and for some & € (0,1). To this end, we will use the
following classical result for the heat equation (cf. [91] p.273).

Proposition D.1. Let ®(z,t) = me T ]1t>0 be the fundamental solution of the heat equa-

tion. Then for F € C6/26 ([0,t*] x R), ¢ € C**(R) and g € CH9/%([—00,t*]) the following
estimates are true

[ * Flli45/2,.245 < ¢l Flls/2,55

D *y olli45/2,245 < cllells (D.32)

and
10y® *t gll116/2.24+5 < cllgllivs, (D.33)

where in (D.32)) we mean
By pltn) = [ POy~ & 00

and in (D-33)

t
0,04 9(ty) = [ 9(r)d, (.t~ )i
—00
Moreover, if g € C19/2([0,t*]), then 9,® %, g € Ci;6/2’2+5 ([e,t*] x R) for all e > 0.
We remark that the last statement can be proved following the estimates in [91]. The

proof of the regularity of the solutions u; and us follows from classical parabolic theory. Nev-
ertheless, we recall the key estimates that we will use.

Lemma D.1. Let ¢ € CH(R). Then
pxy B, 1) € CLP ([0, X R) (D.34)

with
1% *y (I)]t,l/Q < ||‘P/||oo and [80, *y (I)]y,Lip < ||90/||oo-
Moreover,

14+1/2,24+1 *
pxy ®(,t) € Cr PP ([e, 1] X R)

for any e > 0.
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Proof. We see that by a change of variables ) = E%ty we obtain
e~ /4

s, D(y,t) = + Vtn) ——dn.

wy(y)/ch(y n)mn

A simple computations shows as well as the estimates for the Holder seminorms. We
remark that |\/a — vb| < |a — b|'/? for all a,b > 0. In a similar way we can also see that for
any € > 0 the function ¢ %, ® has the claimed higher Hélder regularity on [e,¢*] x R. For
example, we see integrating by parts that

35490(6)@@5,15)%‘ _p

JEGEE mm&'

ne "/ V2[¢'lls
' / (y + Vin) ——=-d¢| < =
Vint Ve
In a similar way we can prove the estimates for d;p *, ® as well as the one for the Holder
seminorms. O

Further we will use also the following result

Lemma D.2. Let G(y,§,at) = ®(y — &,t) — ®(y + &, at) be the fundamental solution of the
heat equation in the half-space. Let also f+ € Cg’; ([0,t*] x Ry). Then

fexGe PP (0,1 x Ry)

for any o, B € (0,1), where we define

t
fi*Glty) = /0 [ Fer )G att ~ )i
+

Moreover, the norm of fi * G in the space Cgé2,1+6 ([0,¢*]

a, 3.

Proof. Tt is enough to prove this Lemma only for f = f. € Cg’; ([0,t*] x R4) and a = 1.
Using that —0gg(y,&,t) = 0,G(y, €, t) and equation we have already seen that f* G €
Cg’yl ([0,¢*] x R4) with norm bounded by ||f * Gllog < Cmax{t*,vtx}| fllco. Now we only
need to show the Hélder regularity of f*G. Let hence 0 < s < t < t*. Since if s <t — s, then
|t| + |s| < 3|t — s| so that |f = G(t,y) — f* G(s,y)| <3|t — s]|| flle by (D.20), it is enough to

consider s >t — s.

x Ry) depends only on ||f|leo, t*,

. €)B(y + €.t — 7)dedT — /0 Fr. By + €, 5 — 7)dedr

Ry R,

t s
Wie [ [ e nldear il [ [ o265l dear
L A A L
<3 clt — o
. e+ Vs
il [ [ etyrer-n g e s ) Vi dedr
<N fllo (4+V2) Vel = ]2,
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where we used that t —s < s —7if 7 < s — (t — s).We turn to the Holder continuity of
the spatial derivative. Let us consider 0 < x < y. Since dyf * G is uniformly bounded in
[0,t*] x R4, we have only to show the Holder condition for |x —y| < 1. Let hence |z —y| < 1.

If t < |y — z|? then by (D.18) we see that

< C[|flooVt < Ol fllooclz = yl-

t
/0 [ 17,9 Geow. 6.1~ 7) — degla 6.1 — 7)) drt

Let now t > |z — y|2. Using that if |y & ¢| > |z £ £], the following estimate holds

|8§<I>(y:|:§,7')—8§<1>(3::|:§,7)|§|x_y|<1>(y:l:§,7)+|x—y|7|$i£<13(:cj:§,7)|yi£|+|xi£|
21 2T 47
|z — | xEE lz—yl* | |z —yl
< — .
< Py, m)+ P \/§’T 32 T

We estimate for any 5 € (0,1)
t
/ / £t =7.6)] |06y = &, 7) — 0eB(a + €, 7)| dedr
0o Jry
lz—yl|?
< / / F(t = 7€) |0cB(y + €,7) — Ded(a £ &, 7)| dédr
0 Ry

t
+ / / [t —7,6)] 06Dy £ €,7) — Oed(a + €, 7)| dédr
lz—y|? JR4

t

|lz—yl 1
< 2Hf||c>o/ / 0@ (&, 7)| dédr + 2C|| f|oo| 2 — y] —dr
0 R lz—y[> T
¢ _ 148
<2 lole =3l + 20 el —ol? [ 7 Far
lz—y|2
= ||.flloo “(1—B)/2 3
<Nl _
<O max {1, oy
where we also used that |z — y| < 1. O

Finally, we will also use the following result, which can be found in [91].

Proposition D.2. Let £ € {R,R.}. Let u € Cto"i/HB ([0,t*] x E). Then Oyu is %-H&lder
m time.

Proof. We refer to Lemma 3.1, Chapter II of [91]. This proposition can be proved in an easier
way using that for any z,y € E and any ¢, s € [0,t*] we have the following estimates

u(t,y) = u(t,z)0pu(t, z)(y — z) + O(jz — y|**#) for any t € [0, 7]

and
lu(t,z) — u(s,z)| < Cls —t|* for any € E.

Thus,we conclude
| «

yl

choosing |z — y| = |t — s|ﬁ. O

[Ozu(t, z) — Opu(s, )| < Cy + Calz —y|P < Ot — 5|14

|t -
|z —
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We are now ready to prove the following Theorem.

Theorem D.4. Let ug € C%! (R) be bounded with ug(0) = 0, ug(y) > 0 ify < 0 and ugp(y) < 0
if y > 0. Moreover, let § € (O,%) and ug |Ri € C?%(R4). Then, for a time t* > 0 small
enough there exists a unique solution

(u1,uz,8) € C2 ((0,67) x R) x G ((0,¢%) x Ry) x CH([0,¢7])
to the problem (D.11). Moreover,

(ur,uz, $) € L0 ((0,87) x R2) x €2 ((0,4) x Ry) x C2([0, 7))

for § < 1. Furthermore, for any e > 0 it is also true that u; € 63735/2’2%([5,?] x R_) as well

as up € C;Zé/m%([e,t*] x Ry).

Proof. We have to show that the fixed-point solution (u1,ug, s) found in Theorem has the
desired regularity. We already know that the interface s(t) = fg $(T)dr solves in a classical
sense the equation

5(t) = % (Oyu2(t,07) — Kdyui(t,07))

with initial value s(0) = 0. Moreover, s € C1([0, *]).

We will now show that (u1,u2) € €7 ((0,#*) x R_) x Cyr7 ((0,¢*) x Ry). This will imply
that they solve the parabolic equations strongly in (0,t*] x Rx. For the fixed-point
solution (ui,us2,s) of Theorem we define the sources

Fi(t,y) = 5(t)0yui(t,y) for y < 0

and
Fy(t,y) = 5(t)0yua(t,y) + Io[ua + Thslfor y > 0.
We will show that F; € C%/2%([0,¢*],Rx), this will imply the regularity of the functions w1, us.

We first show that uq, ug are %—Hélder in time. To this end we define

Sy Juwly)y=<0 )y 20
W“”‘{—wem yso M4 ) {—mem y<0

Since the continuous function wug satisfies uy € C2’6(Ri), then g ; € CY 1 (Ry). Hence, Lemma
D.1|implies that g ; *, ® € C}}f’”%[@, t*] x R4) as well as tg; *, ® € C;ZUMH([&, t*] x Ry)
for any € > 0. We also know that F; € Cg’; € ([0,¢*],Ry). Therefore Lemma implies that

FixG e C%ZH’B ([0,t*],Ry) for any a, 8 € (0,1). Thus,

up = ug; ¥y P+ Fix G € C%ZHB ([0,t*],Ry) for any o, B € (0,1).
This result has two important consequences. First of all, Proposition implies that the
functions dyu; are g—Hblder in time for some § € (0, %) Indeed, it is not difficult to see that
for any 0 < § < % there exists «, 8 € (0,1) such that % = ¢. This implies also that the
derivatives 0,u;(t,0) are %—Hélder in time and thus by definition $(t) € C%2([0,#*]). This
yields further a better regularity for Fy, indeed Fy € /219 ([0,+*],R_).

A similar result can be shown also for Fr. We first of all remark that since us is bounded,

then (ug + Th) € C3;2’1+’8([0,t*],R+) for any o, € (0,1). Thus, we have to show that
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Iofug + Tag] € C¥29([0,t*] x Ry). Clearly, it is §/2-Holder in time, since us is so. For the
space variable we use that F; € L'(R) N L?(R), hence by interpolation also E; € LY(R) for
any q € [1,2]. Let b > a > 0, then for any ¢ € [0, 1/2] we have

/ ®B(andn < Jla— B

Therefore, for v € C%°(Ry) and y > = > 0 we estimate

[ 50 (Brlaty = ) - Eifato - )

-5 nmonan— [ Got o+ o) By

—T

: '/_z Pl (V4 9) =+ ) dn' * ‘/_z = Er(an)v (n + y)dn
< ot sl — o’ + Sl Brll o fo —yl’. (D.35)

Hence, we can conclude that In[us 4+ Ths] € C¥/2%([0,¢*] x Ry) and consequently that Fy €
CO/29([0, 1] x Ry).

In order to prove finally that (uj,uz2) is a classical solution to (D.31)) we use that any
bounded solution w; € Ct{ ’;([O, t*] x Ry) of the heat equation
8twi(t7 y) - 8511)1(15, y) = -Fl(t7 y) (07 t*) X Ry
wi(0,y) = uo(y) y € Ry (D.36)
w;(t,0) =0 t € [0,t*]

can be written both by
w; = Ug; ¥y P+ F; G

and by the sum w; = v; + h; of two functions v;, h; solutions to an inhomogeneous heat
equation in the whole space and a homogeneous equation in the half-space, respectively.
Let us consider the even extensions of F;

_ Fi(t <0 _ Fy(t >0
Futy) = 4 T ) y<0 Fy(t.y) = 2(ty) vz
Fi(t,—y) y>0 Fy(t,—y) y<O.

Then, F; € C%/%9(]0,t*],R). By Proposition and Lemma we see that
_ = é é
vilt,y) = (o #y @) (t,y) + (Fr+ @) (t,y) € Gy """ ([e, 7] x R)
for any € > 0. Thus, v; € C;’;((O, t*] x R) is a strong solution to

dvi(t,y) — davi(t,y) = Fi(t,y) (0,*) xR
v;(0,y) = to(y) yeR

Moreover, since v;(t,0) = (F; x®)(t,0) by Proposition we see that v;(¢,0) €
C1 5/2([0 t*]). Thus, by Proposition [D.1{ we can conclude that

hi(t,y) == 2(8,® %, v(-,0)) (t,y) € CL* 0 ([e,*] x Ry)
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for all ¢ > 0. Using the property of the double-layer potential (cf. [91]) we obtain that
h; € Ctl”yg((O, t*),R4) is a strong solution to

athi(ta y) - 8§hz(ta y) =0 (Oat*) X IR:I:
hi(O,y):O yGRi
hi(t,0) = —vi(t, 0) t € [0,

Thus, it is not difficult to see that w; = v; + h; is a strong solution of (D.36) in the interior
(0,t*) x Ry. Moreover, w; is the unique bounded solution of (D.36)) and it has the same
integral representation of u;. Hence u; = w; and using the regularity of v;, h; we conclude

ui € CL2((0,¢%),Ra) and w; € CF7* 0 ([, ] x Ry) for all € > 0.

D.2.3 Maximum principle

The local solutions u1, us were obtained as u; = T; —T)s, where T} is the melting temperature
and T, T, are the solutions to (D.10]). Since the temperature is a non-negative quantity, we
want to show that the solutions 7; are non-negative as long as they are defined. Moreover,
we expect that in the liquid, i.e. y < 0, the temperature satisfies 77 > T while in the solid
(y > 0) the temperature satisfies To < Tj;. In bounded domains the maximum principle
yields these results. Since we are working on an unbounded domain we will first consider
some suitable problems in bounded domains, where the maximum principle assures the desired
properties of the temperature, and then we will show that their solutions converge to u; and
u9, the solutions to the problem in the whole space.

For R > 2 we fix ng € C°°(R) with the property that np = 1 if |y < R — 1 and
ng = 0 if |y| > R and |n| < 1. Moreover, we choose nr with |[7]lec < 2 as well as
max {[|[7%loo, |75 ||co} < C for a fixed constant C' > 0 independent of R. We will consider uf?
and uQR solutions to

dyuft — 50 ufl = kdJufl uf — 30yult = Ofult — IR [ull + Ty

ult(t,0) =0 (0,t.) x (—R,0) ult(t,0) =0 (0,t,) x (0, R)
wB(t,—R) =0 and R Ry 0

uf'(0,y) = uo(y)nr(y) ug*(0,y) = uo(y)nr(y)

(D.37)

IB[W](t, y) = vi(t,y) — fOR 2E1(a(y — n))v*(t,n)dn and § is the time derivative of the moving
interface s, which is together with u;,us of Theorem [D.4] the unique solution of problem
(D.11)) for ¢ € (0,t,). We will show the following Lemma.

Lemma D.3. Let R > 2. Let ug be as in Theorem[D.J) and let nr as above. Then there exist
a time 0 < t, < t* small enough and independent of R such that there exist unique solutions
ult € C;’;((O,t*) x [~R,0]) and uf € C;’;((O,t*) x [0, R]) to which satisfy the Holder
regularity

ult € P ([0, 8] x [R,0]) and uft € €}/ ([0,4.] x [0, R])

with uniformly bounded Holder norms.

Let also u; be the solutions to (D.11)) of Theorem then there exist two subsequences

uZR" which converge to u; as n — oo uniformly in every compact set and pointwise everywhere.
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Proof. We consider the Green’s function for the heat equation on the interval [—R,0] and
[0, R] given by

Gr(y, &, at) = Z Oy — & —2nR,at) — ®(y + £ — 2nR, at).
nez

Let FE(t,y) = $(t)9yult(y) and FE(t,y) = $(t)9,ult(t,y) — IF[UE + Ty)(t,y). We obtain the
following fixed-point representations for the solutions to (D.37)

ut'(t,y) =Li(ui)(t,y)

0 ~ 0 [t ~
— / o (E)nr(€)Cr(y, €, kt)dE + / / FR (7€) Gy, & nlt — 7))drde,
—RJO

—R

(D.38)

and

R B R [t 3
Bt y) = LR (t,y) = / o (€ (€)Crly, €, t)dE + / / Ef(r,€)Crly.€. (t — ))drde.
" o (D.39)

We will prove the existence of a unique fixed-point for the operators defined by £ : A% —
¢y, ([0,t.] x [0, R]) and £§ : AF — ¢ ([0, t.] x [-R,0]) for all R > 2, where

AR — {u e ) (10,t] x [~R,0]) : JJullos < Cl}

and
AF = {uechy ([0,t] % [0,R]): |lulos < C2}

for constants (1 — 0)C; > 4||ug||1 for a fixed 6 € (0,1).

First of all we see that it is possible to extend in an odd manner ugngr to the whole real
line. Indeed, we can consider as usual the odd extension of the initial value as

Ry _ ) uo(y)nr(y) “Rsy<0 L -r ) w@)nr(Y) 0<y<R
U0,1(y) = an Uo,2(y) =

—uo(—y)nr(—y) 0<y<R —uo(=y)nr(~y) —R<y<O.
We define

ﬂgl(y) = ﬂgl(y + 2nR) and ﬂgQ(y) = a§2(y +2nR) for y € [-(2n + 1)R, (—2n + 1)R]

One can easily see then that

0

(a5 (1)) () = / wo(€)nr(€) Gy, &, kt)dE

-R
and
R R ~
(@l 90 )) (t9) = [ wol€)nn()Cnly. €. 1)
Similarly, it is not difficult to see that with a change of coordinate

(2n+1)R
|D(

4R,
| [Gntr.g.an)|ac < 2%/ By~ €,at) + [0y + ) dE <2 [ [8(6.at)lde <2

2nR
(D.40)
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The same estimate holds for the integral in [—R, 0]. In the same way we have also

(2n+1)R

/ 0,Gr(y. &.an)| de < Z/ e (y — €. at)| + 0By + €, at)| d€

2v/2
< Q/R 0 (&, at)ldg < = (DA1)

Thus, for u;, v; € AF we have

. 2t
1EE () los <Alluoll + 2]8]00Ca <t* i ) and

VE (D.42)
128 2 loa <4llwoll +2 (13l0oC2 + 2 (Co + Tan)*) (b + V2H)
and _
18 (ur) — LR n)lox < 2lélloollen (t* + “ﬁ) (D.43)
as well as
128 (w2) = £5 (w2)llo < 2z = wallo (I3l + 16 (C5 + TH)) (8 +V2E) . (D.AY)

Since the estimates (D.42)), (D.43) and (D.44)) do not depend on R, there exists 0 < t, < t*
independent of R and small enough such that by the Banach fixed-point Theorem there exist
unique fixed-points uft € CO 1([O t. x [-R,0]) and ult € Cg’yl([(),t*] x [0, R]) of the operators
L and L8 of (D.38) and ¢D 39)), respectively.

Adapting Lemma |D_| to the Green’s function G one can prove that for any function
fe € CPO([0,1,],]0,%£R)) the convolution fu x Gr € C/*'7([0,4.],[0,£R]) for any o, 8 €
(0,1). We omit the proof since it an easy calculation based on the proof of Lemma m 2| and
on a suitable change of variables as in estimates (D.40)) and (D.41]). This result together with
Lemma applied to the odd extensions TL& for i = 1,2 implies the desired Holder regularity

ult € 10,8, x [~ R,0]) and uff € )17 ([0, 4] x [0, R])

for any § € (0,1). Moreover, the Hélder norms are uniformly bounded in R. Indeed, || F¥||o <
1C15l00 and || Fff|lce < [|C28]l0 + 2(Ca + Tar)* and hence Lemma [D.1] and Lemma [D.2] yield

F;
||qu||(5/2,1+(5 < max {Cla ||U0||1,C (t*at(l ) /2) Hl _H:;O} for i = 1a 2a

where C (t*, tgﬁl_é)m) > 0 does not depend on R.

Before proving that the functions uR are also classical solutions to , we prove the
convergence result. Let us extend ul* for |y| > R by a function @l* € Cé/2 1+6([0,t*],Ri)
with norm HafH(;/Q 1o < 2f|uf 52,146 Then the uniform boundedness of the Holder norm
implies that 4% is a compact sequence in Ca/ 2 1+O‘([O, t+], [a, b]) for every compact set [a,b] €
R+ and for a < §. Therefore, for any sequence R, — oo a diagonal argument yields the
existence of a subsequence R, , which we will denote for simplicity by R,, and of a function

U; € Cg’;([O,t*] xRi)N o/ ([0, 4,] x Ry) such that

loc

af" — 4; and 83,71?” — Oyll; as n — 00
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uniformly in every compact set and pointwise everywhere.
We show now u; = w;. It is not difficult to see that wgng, — up pointwise for y € R.
Notice that also u (y) — @i(y) and d,u (y) — 9,1 (y) for R, > |y| and n — oo, and that

Ry ()
/0 %El(a(n —&)) (qu" + TM)4d77 - /0 %El(oz(n — &) (a2 + Tar)* dn| = 0 as n — .

Hence, we see that
Flin(t,y) — Fi(t,y) = $(t)0,u1(t,y) for y < 0 and n — oo
and
Efn(t,y) — Fa(t,y) = §(t)0yuia(t, y) + Lu[dz + Tarlfor y > 0 and n — oc.
Using that

éRn (ya g? at) = G(yv 57 at) + Z G(y - 2TLR, {7 at) - G(y7 fa at) as n — o0

In|>1

we can conclude using Lebesgue dominated convergence theorem that the functions @; solve
the integral equations

ai(t,y) = /R wo(€)G . €, ait)de + /0 /R Fir.€)G(y.& ai(t — 7))drd,  (D.45)

where a; = k and ao = 0. An easy application of Banach fixed-point theorem shows that
(D.45) has a unique fixed-point for bounded functions in Cg yl ([0, t,], R4 ) with bounded deriva-
tive. Thus, since u; solves also (D.45]), we can conclude that u; = u;.

Finally, we prove that the functions uf? are classical solutions to the heat equations (D.37).
Clearly, by Lemma |D.1| we have that ﬂgfi x* D € Ctl’;réﬂ’%é([s,t*] x [0,£R]). We need to

prove the differentiability of FF « Gr. First of all we notice that because of 9;Gr(y, &, at) =
aﬁgG r(y, &, at) we only need to show that there exists the second spatial derivative since also

R N R
lim ER(t - & g)GR(yv 57 as)d§ = hH(l) FzR(t -5 g)q)(y - 57 ae)df = F‘iR(t y)
E— 0

e—0 0

for any y € (—R,0) or y € (0, R). Thus, we compute using the change of coordinates as in

[O-10) and (01D

t +R B
/ / FzR(t -7, g)ajGR(ya 55 (LT)dng
0 0

<

t R N
/O /O (FP(t —7,8) — Ff(t — 7,y)) 02GR(y, &, ar)dédr

t +R B
+ / ER(t - T y) / 8§GR(Z/7 57 CLT)dédT
0

0

t t +R
<2||FF; / / |y—£\5!a§<1><s,m>|+\ / FR—1y) [ 92Cr(y. ar)dédr| < .
0 R 0 0

We remark that we obtain the first term since |y — (n 4+ 2nR)| < min{|y — 7|, |y + 7|} for
any 7 € [—2nR, (—2n + 1)R]. Moreover, the boundedness of the first term is a well-known
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property of the fundamental solution of the heat equation. The boundedness of the second
term is a classical result in parabolic theory which combines the fact that

t +R
/ FR(t—1,9) 852@(3/ + & —2nR,ar)dédr
0 0

< Ol Ffloo

t
/ Fl(t —7,y) (0:®(y £ R — 2nR,at) — 0:®(y — 2nR, ar)) dédr
0

and the fact that the tail of the series fg fOiR lagég(y,g,m')‘ dédt converges. Finally, the
Hoélder continuity of FZ-R is due to the Holder regularity of uf% and of $ as well as to the convo-
lution with the exponential integral as in (D.35). Thus, we conclude that uf’ € Ctl’ ’yQ((O7 ty) X
[~R,0]) and uft € c}j((o, ty) x [0, R]) are classical solutions of (D.37). O

This approximation result will be used in order to show that u; > 0 as well as 0 < ug <
—Ty. Before applying the maximum principle though, we need to show that the maximal
interval of existence of the solutions for the original equation can be approximated by
the one of the solutions to . This is due to the uniform convergence in compact domain
of any subsequence of solutions to . Thus, the norms of the convergent sequence are
uniformly bounded in time.

Lemma D.4. Let [0,t*] be the mazimal interval of existence for the solution (u1,us,$) to the

problem (D.11)). For any e > 0 there exists a sequence (u?i,ué%%) solving (D.37) on [0,t* —¢]
with

£

R
u; " — U asn — o0
uniformly in every compact set and for i =1,2.

Proof. We argue by contradiction. For any sequence {R,}, . with R, — 00 as n — oo we
define the maximal time of existence of the sequence uf” by

t«(Ry) :=sup {t* >0: uZR" exists in [0, t,], for all n and i = 1, 2} .
By the convergence result of Lemma we know that ¢.(R,) < t*. Hence we consider
t :=sup{t«(R,,) : R, is an increasing diverging sequence} < t*.

If ¢ = t* then Lemma is proved. Indeed, by the definition of ¢ for any ¢ > 0 there exists
an increasing diverging sequence RS such that t,(RS) >t —e = t* —e. Thus, taking a suitable
subsequence we conclude the lemma.

Let us assume that £ < t*. Let also § > 0 and let RS be an increasing sequer;ce such

— RTL
that t, (Rfl) >t —§. By Lemma |D.3| there exists a subsequence Rka such that u, " — u;

uniformly in every compact set. We hence see by the convergence result that the norms of
19
kg

U -

. ¥ are uniformly bounded on [0, ¢, (R)] by the (bounded) norm of u; on the larger interval
S

Ry, .
time [0,¢]. Thus, the solutions u, "* can be extended for larger times so that

t (R;ik) >t, (Ri) +0(F) >t -6+ 6(1),

where 6(t) > 0 depends on the norm of u; on [0,#] and not on §. Since § is arbitrary we obtain
the contradiction ¢ > ¢ + (). This concludes the proof of this lemma. O]
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We can now prove with the maximum principle the following proposition.

Proposition D.3 (Properties of the solution). Let ug € CP(R) be as in the assumptions of
Theorem [D.4. Let (u1,us,3) be the local solution to of Theorem [D.]) for t € [0,t*],
which is the mazimal interval of existence. Then uy > 0 and =Ty < ug < 0. Moreover,
ui(t,y) >0 for ally € (—a,b) C (—00,0] and —Trr < ua(t,y) <0 for ally € (—a,b) C [0, 00).

Proof. As we have seen in Lemma [D.4] for any s > 0 there exists an increasing diverging
sequence {R;}, such that the solutions w; B of exist on the interval [0,¢* — ¢] and
converge to the solutions u; uniformly in every compact set.

First of all, for any R > 0 we apply the classical maximum principle to the functions uf’

and uf solving the parabolic problem (D.37)) on the bounded domains [0, t.(R)] x [~ R, 0] and
[0,t.(R)] x [0, R]. Where for the sake of readability we denote ¢, = t.(R) the maximal time

of existence for the solutions uf, uf.

Let us first consider uf. Then, since ug(y)nr(y) > 0 for all y € (—R,0) and uf(¢,0) =
ufi(t—, R) = 0 for all t € (0,t,), the strong maximum principle for the parabolic equa-
tion solved by uf* implies that the minimum is attained only at the parabolic boundary, i.e.
ufi(t,y) > 0 for all (¢,9) € (0,t.] x (—R,0). Let now £ > 0. Using Lemma and the point-
wise convergence result of Lemma we obtain wu;(t,y) > 0 for all (¢,y) € [0,t* —¢] x R_.
Thus, since € > 0 is arbitrary, we conclude w;(t,y) > 0 in [0,¢*] x R_. Let us now consider
(a,b) € R_. On one hand by assumption we know that ug(y) > 0 for all y € (a,b), on
the other hand we have just seen that ui(¢,a),ui(¢,b) > 0. Applying once more the strong
maximum principle to the parabolic equation solved by solution u; on (0,t*) x (a,b) we can
conclude that also uy(t,y) > 0 for all y € (a, b).

We now pass to the analysis of uf. Let us assume that uf(t,y) < —T) for some (t,y) €
[0,t.] x [0, R]. Then, since uo(y)nr(y) > —Ta, there exists a tog € (0, %], the first time such
that a yo € (0, R) exist with uf(to,yo) = —Tn. Hence, uf(t,y) > —Ty for all 0 < ¢ < g
and y € [0, R]. This implies dyus'(to,y0) < 0, dyus(to,yo) = 0 and also djud (to,yo) > 0.
Moreover, on the one hand (ug(to,yo) + TM)4 = 0 and on the other hand there exists an
interval (0,41) € (0, R) such that uf(to,y) > —Tus. Hence,

0 = dyuy (to, yo) — $(t0)dyus’(to, yo) — Doud'(to, yo) + I [ug" + Tar)(to, yo)

R
< / %El(a(y — ) (WS (to,y) + Tar) " dy <.
0

This contradiction implies u£(t,y) > —Ty for all [0,t,] x [0, R].

Let now (to,y0) € [0,t.] x [0, R] be such that o n?a[x R]u B(t,y) = ul(to,yo). Assume first
t4]x[0

that (to,yo) S (O,t*] X (0, R) Then, Btu2 (to,yo) >0, 0 u2 (to,yo) =0 and 82u§‘(t0,y0) <0.
Moreover, since ug > —T we have also (u2 (to,yo) + TM) > (ug(t, y) + TM)4.
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This implies

0 = drus (to, yo) — $(t0)dyuz (to, yo) — Ooud (to, yo) + 15 [ug + Tar)(to, yo)

0 a © o
- </_oo g Brlaly = m)dn + /R S Ei(aly - n))dn> (uf(to, o) + Tas)*

0
+ / %El(@(y - 77)) |:(u§(t07y0) + TM)4 — (UQR(to,y) + TM)4:| d7]
R

> (/_oo %El(a(y —n))dn + /Roo %E1(a(y - n))dn) (udt(to, yo) + TM)4 > 0.

This contradiction yields that the maximum is attained at the parabolic boundary, i.e.
ul(t,y) < max{uo(y)nr(y),0} =0 forall (t,y) € (0,t.] x (0, R).

by the initial condition u£(0,y) = nr(y)uo(y) < 0 for ally € (0, R) we conclude that uf(¢,y) <
0 for all (¢,y) € (0,t] x (0,R). Let € > 0. Using once more Lemma and the pointwise
convergence result of Lemma[D.3|we obtain —Th < ua(t,y) < 0 for all (¢,y) € [0,t* —e] x R.
The erbitrary choice of € > 0 implies again that =T < ua(t,y) < 0 for all (¢,y) € [0,¢*] xR4.
To prove that also =T < ua(t,y) < 0 for all y € (a,b) C [0,00) we apply the maximum

principle to the function us again. Let R > b and assume that : I?II[I }uz = —T. Since
0,61 [0,R

uo(y) > =Ty for all y € [0, R] and ua(t,0) = 0 and ua(t, R) > —Tas, there exists tg > 0 the
first time for which there exists some yo € (0, R] such that ua(to,y0) = —Tas. Hence,

0 = Jyua(to, yo) — $(to)dyu2(to, yo) — 35162(%, yo) + Lo [ua + T (to, yo)

< [ 5B al =) (ualto,) + Tw)' dn <o

where we used that us > —Tjs and that the strict inequality holds in a set of positive measure.
This contradiction implies that wua(t,y) > —Tis for all y € (a,b). Let us assume now that

0 H]la)[( . ug = u2(to,yo) = 0 for a (to,yo) € (0,t*] x (a,b). Since us(t,a),us(t,b) <0 for t >0
g% X a,

we see that

0 = dyua(to, yo) — $(to)dyua(to, yo) — Byua(to, yo) + Ia[uz + Tas](to, yo)

Rale! o
> 1l [ G Biaty =) (uatto) + Ty = 7y (1= [ S Eanyan) > .

where we also used yg < b. Thus, since also ug(y) < 0 for y € (a,b) we conclude that
ua(t,y) <0 for all y € (a,b).

D.3 Global well-posedness

In this section we will show that for a class of initial data, the system has a unique
global solution in time. Our aim is to construct a function w € C%1(R) twice continuously
differentiable in Ry such that w(0) = 0 and such that u; < w on R_ and ug > w on R4. This
would imply global well-posedness. Instead of considering the shifted temperature u; we will
now study the original temperature T; = u; + T)y.
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Theorem D.5 (Global Well-posedness). Let Ty € C%'(R) with Ty Ry € C?9(Ry). Let also
To(0) = T, Tar < To(y) fory < 0 and 0 < To(y) < Tar fory > 0. Then, if in addition

supTy < Ty + KT2 and mf To > 0, there is a unique global solution (T1,Ts,s) of (D.10} m
R_

Theorem will be proved applying in a suitable way the maximum principle. We will
also need the following Lemma, which will be proved at the end of this section.

Lemma D.5. Let Ty be as in the assumption of Theorem . Let w € C%L(R) be defined by

TM—%—’:(I—exp(%y)) for y <0
w(y) = Tm fory=0 (D.46)

T3 67302y

w(y) = Tare~2Y (1 — 1202 + 1202 ) fory > 0.

3/2

. . T3, 34\ Y2
Then there exist C1,Co > 0 satisfying Cy > 2\[, Cy > ( M ) with T~ (Cy) < Cy <

/ 2_ 75
't (Cy), where TT(Cy) = Loz 25;01 TM, and —%Cg < a < 0 such that Ty < w on R_,
To > w on Ry and sup |0,Ty(y)| < |0yw(0F)|. Moreover, for any R > 0 there exists a > 0
Ry
such that |To(y) —w(y)| > a for all ly| > R.
We prove now Theorem with the help of Lemma

e T3/ 73,41\ /2
Proof of Theorem[D.5 Let C1,C2 > 0 satisfying Cp > 2\[, Ccy > < M ) such that
202 _
[=(Cy) < Cy < TH(Cy), where I'H(Cy) = Lax V;M(jl ¥ Let us also consider a solution w

to
.

/Q@Zw - Ciow=0 y<0
2w+ Crdyw > w' y>0
w(0) = Tas

8yw(0 ) > —FCQ
dyw(0t) > —LCy

| w >0

A simple ODE argument, solving the first equation for v = w’ and integrating, shows that on
the negative real line w is given by

w(y) = TM—C<1—exp<Cf;1y)> for y <0,
1

for some o € R with —%CQ < a < 0. Hence, d,w(y) = ae®/® <0
For y > 0 we consider the function

TS TS —3Cay
w(y) = Tage (1 e )

1202 + 12C3

T2 .
We see that w < Tare~?Y as well as w > 0, since Cy > 21‘\%. Moreover, the function w

satisfies
w” (y) + Caw'(y)

T3, T3 1
= Ol (1 1202> g The 0 = Ciyee (1 N 12]\042) — 37 e
2

_ _ 4
— Tj‘lle 4Chy _ (TMe Czy) > wl,
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Notice in addition that w is monotonically decreasing, since

T3 1
"(y) = —CoTpre ¥ (1 — M) — Tl e <.
W) 2Me 1202) ~ 30, M¢

Finally, we see that d,w(0") > —LC). Indeed, we need to show that

T 1 A4C3Ty + T4
w'(0)=—CoTy + 24 — T8 = _ACodm Ly

A _LC
120, 30, M ic, - MR

which is equivalent to show that
4C3Ty — ALC1Cy + Ty < 0.

_ LC1E4/L2CE-T},

Tor and since by assumption C; >

5 1/2 3/2 3/2
TJ%;H we see that I'*(C;) are well defined with T+ (Cy) > Tf‘g > IM_ Hence, we

23
conclude w’(0) > —LC4 using that by assumption

Since the two roots are given by I'*(C})

F_(Cl) <Oy < F+(Cl).

Let us now consider T; = Ty + u; the solutions of considered in Theorem [D.3
and and in Proposition on the maximal time interval [0,¢*]. Let us assume that
t* < oo and that (71,75, $) cannot be extended for ¢ > ¢*, otherwise it is already the global
in time solution. We will show that ||T||oc < C(w) < o0, ||0yTillec < C(w,t*) < oo and
|$]lcc < C(w) < o0, where the sup-norms are taken on [0,¢*]. This will imply that the
solutions can be extended for ¢ > ¢t* as we did in Theorem and and hence t* = co.

Lemma implies that for the initial value T as in the assumption of the Theorem there
are C1,Cy > 0 satisfying the prescribed conditions such that Ty(y) < w(y) for y < 0 and
that To(y) > w(y) for y > 0 and such that |w'(0¥)| > sup |9, To(y|). Thus, by the uniform

Ry

continuity of T; —w € 63722’1/2([0, t«] x Ry), by the positivity 8, (T3(0,y — w))|,_o > 0 as well

as by the fact that for any R > 0 there exists a > 0 such that |Tp(y) —w(y)| > a for all |y| > R,
there exists a positive time tg < ¢* such that T (¢,y) < w(y) for y < 0 and Ta(¢,y) > w(y) for
y>0and 0 <t <ty Let us define

to = inf{t € [0,¢¥] : Jy # 0 such that T1(¢,y) = w(y) if y < 0 or Tr(t,y) = w(y) if y > 0}.

Let us assume that ¢y < t*. Then, since T1(¢,0) = Ty = w(0) = T»(¢,0) we have 0 >
OyT1(t,07) > d,w(07) as well as 0 > 9, T5(t,07) > 9,w(0T) for ¢ € [0, ¢o]. Hence, for t € [0, to]
we obtain that —C1 < 5(t) < Cy. Let us also denote by L£i(v) = dv — 5(t)dyv — kd2v for
y < 0 and Lo(v) = 0w — 5(t)0yv — 851) +v* for y > 0. We note that,

L1(w) = —(5(t) + C1)dyuw(y) > 0.

Hence, £1(T1 — w)(t,y) < 0 for all (¢,y) € (0,tp] x R_ and T1(t,y) — w(y) < 0 for (t,y) €
{0} x R_ U (0,%p) x {a,b}, where (a,b) C R_. An application of the maximum principle
to the bounded function T} — w on domains [0,%p] x [a,b] for any [a,b] € R_ shows that
Ti(t,y) < w(t,y) for all (t,y) € (0,t,] x (a,b) for any (a,b) € R_.

Moreover, for y > 0 we see

Lo(w) = —(w"(y) + Cow'(y) — w'(y)) + (C2 = 5()dyw(y) < (C2 - §(t))dyw(y) < 0.
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This implies

Lo(To)(t,y) — La(w)(t,y) > /OOO %El(a(y — )Ty (t,n)dn > 0.

Hence, if for R > 0 there exists some yo € (0, R) such that T5(to, yo) — w(yo) = 0 we obtain
the contradiction

0 < L2(T2)(to, yo) — L2(w)(to, y0) < 0.

This is because 9;T(to,y0) < 0 as well as Ta(to,y0) — w(yo) = 0 would be a minimum in
space. Thus, T5(t,y) > w(y) for all (¢,y) € (0,t0] x (a,b) for every (a,b) € R;. Hence, by the
definition of ¢ follows that ¢ty = t* and

1 Tillo0 < max {{|lwlloc, Tar} < o0

Moreover, since T;(t,0) = Ty = w(0) we have that 0 > 9,T;(t,0%) > 9,w(0%) and hence by
construction
I5]|c0 < max{C1,Cs} < oo.

We will now show that also the norms of 9,7; are bounded. We will use the maximum
principle applied to the equation solved by 0,7;. Before considering those equations we
shall argue that 9,T; are indeed twice differentiable. This follows using classic parabolic
theory. Let ¢ > 0 and v > 0 be arbitrary. We have already shown in Theorem that
T; € Ctl;(s/Q’QM([%,t*] x Ry) DC%Z’HB([O,t*],Ri), for § € (0,4] and o, 8 € (0,1). One can

prove that T; € Ci;5/2’3+5([5,t*] X [+, £00)) since é@ng € Cgf’é ([5,t*] x R_) and
502Tr—ATS0,T) + %TZ‘\‘/[El(a-)
T 3 §/2,0 ([E 1= o
+4 [ SEi(aly =) T3 ()0, Ta(, n)dn € C 5] X |50) )
0

Since the computations are similar to the one in Proposition Lemma and Lemma
we omit the details. Hence, differentiating the equations satisfied by T;, we obtain that
0y0;T; exists and it is continuous. Furthermore, differentiating the representation formulas
and using classic parabolic theory again, we conclude that the derivatives 0;0,T; exist and
that they are continuous for every t,y € [e,t*] x [£7v,+00). Thus, 0,0,T; = 0,0,T; at the
interior of (0,t*] x R4. Differentiating the operators £; and Lo we see that 9,1} solve

L1(0yT1)(t,y) =0fort >0, y <0,
L0,To)(t,y) = %T;;El(ay) >0 and £3(0,T5)(t,y) =0 for t >0,y > 0,

where we defined
£4(0) = 0 = 50,0 ~ v +4TS0 —4 | SEv(al~ )Tl
as well as
L3(v) = B — §(t)0yv — O + 4T5v — 4 /0 N S Bl = )T m)o(,n)dn — ST Ex (o).

Let us consider for ¢t > 0 the functions ¢4 (t) = FO,w(07)(1 4+ ¢). It is easy to see that
L1(¢+) = FO,w(0™) and therefore ¢, is a supersolutions while ¢_ is a subsolution for £;.
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Moreover, ¥ < 9,T1(0,y) < ¥4 as well as _ < 9,T1(t,07) < 4 for t € [0,¢*] and y < 0.
We define

to = inf {to € [O,t*] : Hy() <0 s.t. ayTl(to,y(]) = ¢+(t0) or 8yT1(t0,y0) = '(/)7 (to)} .
Let us assume that ¢ty < t*. Then, by the uniform continuity of 9,71 -4 € C1/2 1/2([0, t*IxR_)
and since sup 9,71(0,y) > dy,w(0~), we know that ty > 0 as well as yp < 0 Let us assume
yeR_

that yo < 0 is the smallest such that 0,7 (to,y0) = ¥+ (to). Then, 0;(0yT1 — ¥+ )(to,y0) > 0
as well as 9,T1(to,-) has a maximum in yy. Thus,

0> L1(9yT1 — 94)(to, yo) > 0.

A similar contradiction is obtained applying the maximum principle to 9,71 — 1 assuming
that 0,T1(to,y0) — 1—(to) = 0. Hence, we conclude that ¢y = t* so that

10y T [loo < 0yw(07)[(1 +#7) < 00

We now consider 9,T5. Let us define p_ = 0 w(0+) TRt - (. Then, since 0 < foo O‘El( (y—
m)T5(n)dn < T3, we see that

Li(p-)(t,y) < AT3 (8, y)p-(t) < 0.
Moreover, ¢_(0) < s%p 0yT5(0,y) for y > 0 as well as ¢_(t) < 9,T»(t,07) < 0 for ¢t € [0,t*].
€
We remark that 0, ;2 —+g0 €, 1/ 21/ 2([0, t*] x Ry ). Defining again via uniform continuity
to = inf {tg € [0,t"] : Jyo > 0 s.t. 9,Ta(to,y0) = ¢—(to)} > 0,
assuming ¢y < t* and applying the maximum principle to £3(9,T2 — »-)(t,y) > 0 at (to, yo)

we obtain a contradiction. Indeed, (9,7> — ¢—)(to,y) > 0 so that (9,7 — ¢—_)(to,%0) is a
minimum. Hence,

0< £0,T2 = - )t0w) < ~4 [ G Er(aly— MITEm)(O,T2 — o) (ko) < 0.

This contradiction implies 0,T5(t,y) > 8yw(0+)e4T1:\)’4t* for all t € [0,%.]. Let us now define

Y 3 a
0 ==l [ de [ e L))

where n € C°([0,00)) with 0 < np < 1, n(z) =1 for y € [ ,3] and n(z) =0 for y > 1. A

simple computation shows —T%, < g(y) < 0 as well as —% < ¢'(y) < 0. We remark that
g € COV2(R,). Moreover, for y > 0 the function g solves

—9"(y) —g'(y) = Tﬁ%El(a(y))n(y)-

We also consider the function h € C%1/2(]0,#*]) given by

T C 1 T C 1
h(t) = ||8,w(0M)| + T1; + TM <1 + 1; + 4T§4>} ATt _ TM (1 + 1; + 4TA34>
> [|0,w(07)| + Ty ] Tt > [18,w(0%)[] €Tt 4 |g(y)| > 0
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Using the estimates $E(a(y)) < 1 for all y > £ and —3(t) < Cy we compute for ¢ (t,y) =

h(t) + g(y) > |8,w(01)|e*Titt > sup |8,T2(0,y)| > 0 the following
yeR Y

£ 1) t) =00h(t) + 4Tt )0 )(t.9) — [ G Brlaly = m) T (o
+ (=3() + D9y9(y) + 5 T Eray)(n(y) = 1)
>0:h(t) — 4T3 T, — (C1 + 1)T§4 — T4 > 0.
For this estimate we used that ¢ < 0 and h > 0. We also notice that by construction

0yT>(0,y) < w4 (t,y) as well as 9,T5(t,0) < 0 < ¢ (t,y) for t € [0,¢*] and y > 0. Using the

uniform continuity of 9,75 — 4 € Ctl’ 22’1/ 2([0, t*] x R4) we define

to = inf {t() S [O,t*] s Jyo < 0 s.t. 8yT2(to,y0) = g0+(t0,y0)} > 0.

Assuming ty < t*, arguing by continuity and applying once more the maximum principle to
L3(8,T> — ¢+)(t,y) < 0 at (to,y0) we obtain a contradiction. Indeed, we use that (9,12 —
©4)(to,y) < 0 and therefore (0,15 — ¢4 )(to,yo) is a maximum. Thus,

0> L%((’?yTg — (p+)(t0, yo) > 0.

We finally conclude that

180y Toloe < |18y w(0)] + Ty + TM (1 + 12 + 4T]:\34)} et
Therefore, (11,15, $) can be extended for ¢ > t*. O

Finally, we prove Lemma

Proof of Lemma[D.5 By our assumptions on Tp we can fix some 6 € (0, 1) such that sup 7p <
R

Ty + TLAj’;(@ Let us also define

3/2 5 1/2 3/2 5 1/2
Ty, Iy, +1 | Ty +1 Oy T 0y To| K
C’g>max{ r- (<M> >, M ’( b +1) 7sup| yTo| Sup| yTol }

2\/3’ L2 2 2T R, T ’ R_ L(l *9)

0 2T9,CY 0
and let us denote f_c2 (y) = Tn + (12}?;(2” <1 — e n 2y> for y < 0 and ffz (y) = Tare=C2Y

for y > 0. Then, since 0 > 8,75(0~) > 3,f*(07) and 0 > 9,To(0*) > 8,£2(07), by
monotonicity there exist constants §1(CY),d2(CY) > 0 such that

To(y) < f2(y) for y € (—61(CF),0) and £ (y) < Ty(y) for y € (0,6,(C)).

We remark that since Cy — &2 (y) is increasing in Cy > 0 for y < 0 and since Cy +— fo (y)
is decreasing in Cy > 0 for y > 0 the estimates Tp(y) < fe (y) and fo (y) < To(y) are valid
in the intervals (—&1(CY),0) and (0,52(CY)), respectively. Thus, defining

L 1 1 9T
Cy = o SR N 1
S R TR () n(z)’52(cg) . inf Ty
+
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we see that f¢? (y) > To(y) for y < 0 as well as To(y) > fo (y) for y > 0. Moreover, we notice
that Cs < oo by assumption on Ty. We now choose o = —% and C1 = QT%C'Q. Notice

To+1 1/2
2

that by definition C; > (
defined by (D.46) satisfies

w(y) = fC(y) for y < 0 and w(y) < fo (y) for y > 0.

. Then, for the chosen constants Cy,Cs, a the function w

Thus, we have found constants C7, Cy > 0 such that
w(y) < To(y) for y < 0 and Tp(y) > 0 for y > 0.

Notice that by construction for any R > 0 there exists a > 0 such that |Ty(y) — w(y)| > a for
all |y| > R. Moreover, by definition

(1—60)LC,

10yw(07)| = la] = ——

> sup |9,To| and |9,w(07)| > CoTas > sup |0, To(y)).
R_ Ry

3/2

. . T
Finally, since C > ~&~ we conclude

3

T
8yw(0+) =-CyTy <1 + 48@) > —2C5Ty = —LC1,
2

which implies I'~(C;) < Cy < T'T(C}) as well as the fact

_ (1—-0)LCo L
0 )=a=-—~"—""2""2> _ (.
w(07) =« K K2
We also remark that the considered class of initial data is optimal for the argument in
Theorem involving w as a barrier function defined in (D.46]). Since we can take Co

arbitrary large as Cy = % — 0o we obtain

Ly N T T3
w(y) < Thye = for y >0 and uw(0") = ——— 1+ 4 — —o0 as € — 0.
€
Ty, T3 - K
Moreover, C7 > £ (1 + %) so that d,w(0”) = —|a] > —7; = —cc as € — 0 and
kL 1 1
T “(1- -1
w(y) < M+K016< eXP(ﬁ?/))
HLQ 1 Cl /ﬁZL2
T 1-— — T
<M+KTM<1+T;°C1€2>< exp<ﬁy>>—> M+KTM
4

as ¢ — 0 and y < 0. Moreover, §(t) € (—o0, 00).
O

Remark. Observe also that the class of initial values Ty considered in Theorem is optimal
for the argument presented in the proof of the Theorem. Indeed, instead of considering for
y > 0 the subsolution w” 4+ Cyw’ > w?, we could have considered the solution to

w(y) + Cow'(y) = wi(y) y>0
w(0) =Ty

w(y) =0 as y — 0o
w >0

(D.47)
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That such a solution exists can be proven considering the variational problem given by the
functional ) .
o 7)
I(w) — / eCQy <| yw2(y’ ) + w Efy)) dy.
0

By the direct method of calculus of variations one can prove that there exists a unique mini-
mizer of I on the closed convex set

A={g>0:g¢ w2 (]RJr;eczydy) NnLP (R eC2ydy) , 9(0)=Tw}.

Since then e%yg e L®NC%/2(R,) it also follows that if g € A then ILm g = 0. The unique
Y—r00

minimizer w € A is also bounded by Ty, since I[min{w,Ty}] < Ifw] < I[min{w, T}
Moreover, w solves weakly the following variational inequality

—0y (BCanyw(y)) + w4(y)602y >0,

and is a weak solution of —8, (e“2Y0,w(y)) + w*(y)e“? = 0 in the region w > 0. With the
weak maximum principle it can be also shown that {y > 0 : w(y) > 0} = Ry. This implies
that the unique minimizer w is a weak solution of

—0y (€¥0,w(y)) +w(y)e™ = 0 in Ry.

Using elliptic regularity we obtain easily that since w € L® n C%/ 2(Ry) also w* € L™ N

C%1/2(R,) and hence locally w € C’itl/Q(RJF) so that iterating this argument we have w €

C*(R4+) N L*(R4). Thus, w is a strong solution solving the boundary problem ([D.47).
Finally, the solution w of is unique. This is a consequence of the strong maximum

principle.

Let us assume now again that Cy = % is arbitrarily large. Then using the rescaling y = en
and w(y) = w(en) = w(n) we see that the leading order of w solves as e — 0

w"(n) +@'(n) =0 n>0
0(0) = Ty

w(n) =0 as n — 0o
w >0

Hence, w(n) = Tar (e7"). Thus, w(y) = T (e*y/e) at the leading order, so that we need to
take

Ty
Cr > —
1 L )
which implies for y < 0 as above that
kL 1 kL?
w(y) < T + - <Ty+ as e — 0.

K01€ KTM
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Appendix E

Traveling waves for a two-phase
Stefan problem with radiation

Abstract: In this paper we study the existence of traveling wave solutions for a free-boundary
problem modeling the phase transition of a material where the heat is transported by both
conduction and radiation. Specifically, we consider a one-dimensional two-phase Stefan prob-
lem with an additional non-local non-linear integral term describing the situation in which the
heat is transferred in the solid phase also by radiation, while the liquid phase is completely
transparent, not interacting with radiation. We will prove that there are traveling wave so-
lutions for the considered model, differently from the case of the classical Stefan problem in
which only self-similar solutions with the parabolic scale z ~ v/t exist. In particular we will
show that there exist traveling waves for which the solid expands. The properties of these
solutions will be studied using maximum-principle methods, blow-up limits and Liouville-type
Theorems for non-linear integro-differential equations.

E.1 Introduction

In this paper we continue the study of the free-boundary problem presented in [39] considering
a one-dimensional Stefan-like problem which describes the melting of ice (resp. the solidifica-
tion of water) under the assumption that the heat is transported by conduction in both phases
of the material and additionally by radiation in the solid. To be more precise, we are studying
the problem in which R? is divided in two regions, one liquid region with a temperature T
greater then the melting temperature Th; and one solid region with 0 < T < Tjs. At the
contact surface between the two phases the temperature satisfies T' = Tj;. This surface moves
as the solid melts or the liquid solidifies and it is thus called moving interface. Analogously
to the classical Stefan problem, the heat is transferred by conduction in both the liquid and
the solid phase. In addition we assume that the heat is transported also by radiation only
in the solid. Equivalently, we assume the liquid to be perfectly transparent not allowing any
interaction with radiation.

At the initial time ¢t = 0, the liquid is considered to fill the half-space R? = {z € R3 :
z1 < 0} and the solid to fill R} = {z € R? : z; > 0}. Thus, the interface is initially the plane
{0} x R2. Furthermore, we assume the temperature to depend only on the first variable, i.e.
T(t,z) = T(t,z1). This implies that the interface is described by the plane {s(t)} x R? for all
t > 0 and the problem reduces to the study of a one-dimensional model.

289
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t=20
3

T>Ty yi T < Ty
T =Ty
1
Conduction z2 Conduction
Radiation

Figure E.1: Illustration of the considered model at initial time ¢t = 0.

We also assume the material to satisfy local thermal equilibrium (i.e. there exists a well-
defined temperature for all ¢ > 0, € R3) and we consider the case in which the scattering
process is negligible. Hence, the interaction of photons with matter is described in the solid
phase by the (stationary) radiative transfer equation, which under the further assumption of
constant Grey approximation (i.e. o =const.) writes

n-Vel,(t,z,n) = a(B,(T(t,z)) — I,(t,z,n)) v >0, x> s(t), ncS* t>0, (E1)

where [, is the radiation intensity , i.e. the energy of photons with frequency v > 0, at
position z € €2, moving in direction n € S? at time ¢t > 0, and B,(T) = Q}CLZ ,wl is the

Planck distribution of a black body. '

In the transport term of equation the term containing the time derivative of I,
ie. %&Lj(t,x,n) has been neglected since the characteristic time scale required in order to
obtain significant changes of the temperature is much larger than the time scale in which the
radiation intensity becomes stable. This is due to the fact that photons travel with the speed
of light.

In this paper it is assumed also the absence of external sources of radiation. Thus, since
the photons do not interact with the liquid phase, at the interface the radiation intensity has
to satisfy

I, (t,x,n) =0 if x; = s(t), n1 > 0. (E.2)

We remark that the transparency of the liquid implies that the radiation escaping the solid
(i.e. traveling with direction n; < 0) passes through the liquid without interacting with it
and hence without any possibility to return in the solid phase. Thus, radiation helps the solid
to cool faster.

Under all these assumptions, the two-phase free boundary problem that we study in this
paper is given by

CLoT(t, 1) = K02 T(t,z1) x1 < s(t),
CsOT(t,x1) = Kg02 T(t,x1) — div ([;° dv [q dnnl,(t,x,n))  x1 > s(t),
n-Vol,(t x n) =a(B,(T(t,z1)) — L,(t,x,n)) x1 > s(t),
L(t,x,n) = x1 = s(t), ng >0, (E.3)
T(t,s(t) =Twm x1 = s(t),
T(O,:c) = To(z) 1 € R,
5(t) = 1 (K50, T(t,s()") = Koy, T(t,s(t)7)),
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where Cg, Cp, are the volumetric heat capacities of the solid and liquid, Kg, K, the conduc-
tivities of the two phases and L is the latent heat. Notice that for simplicity we are assuming
that the two phases have the same constant density. For a more detailed explanation of the
derivation of and in particular of the Stefan condition for the moving interface we refer
to [39]. As remarked there, the main feature of system ([E.3) is that there is no external source
of radiation and only the solid is emitting radiation. The addition of a non-trivial external
source of radiation heating the solid from far away is another very interesting problem that
could be studied, not only developing a well-posedness theory but also examining the possible
existence of traveling waves. In this case we would consider as boundary condition

(t,(s(t),x2,23),n) = g(n) >0 if ng > 0.

Moreover, in our previous article [39] we showed that reducing the radiative transfer equation
to a non-local non-linear integral operator for 7% and performing suitable rescalings, the

system (E.3)) is equivalent to

OT(t,z) = kO?T(t, ) x < s(t),
OT(t,z) = 02T (t,x) — I, [T|(t, ) x> s(t),
T(t,s(t)) =Tyu (E.4)
T(0,2) = To(x) xr € R,
8(t) = 7 (0T (t,s(t)*) — KO:T(t, () ")),
where
*  aFi(alz) —
R e B )

for Fy(z) = f‘ZT %t being the exponential integral. Given a solution T" of ([E.4]), the intensity
of radiation is obtained solving by characteristics the radiative transfer equation (E.1|) with

boundary conditions (E.2) as
(z,n)
I,(t,z,n) = / draexp (—at) B,(T(t,x1 —mnq)) for x1 > 0,
0

where d(x,n) is the distance of € R3 to the interface {s(t)} x R? in direction —n € S?
and it is possibly infinity. In [39] a local and global well-posedness theory for has been
developed. Thus, a natural question that arises concerns the asymptotic behavior of the
solutions to as t — oo. In this paper we construct traveling waves of and we
study their properties. Therefore, considering solutions of the form T'(t,x) = T'(x — s(t)) and
s(t) = —ct for ¢ € R, in this article we study the system

coyT1(y) = 582T1( ) y <0
cd,Ta(y) = 82Tu(y) )+ [y e eI T (ydy oy >0
T5(0) =T1(0) = Ty

= 1 (K9,T1(07) — 9,T2(07)) ,

where we changed the variables according to y = = — ct.

E.1.1 Summary of previous results

This paper studies a problem arising from the combination of a classical Stefan problem with
the radiative transfer equation. It is therefore worth revising the most important results for
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these two particular problems, which as far as we know were consider together rigorously
firstly in our previous paper [39].

Starting from the seminal work [135] of J. Stefan, who also discovered the well-known
Stefan-Boltzmann law for the total emission of a black body (cf. |[133]), the Stefan problem
for melting of ice has been comprehensively studied in both the one-phase and the two-phase
formulations, in the case of classical (i.e. strong) and weak enthalpy solutions, i.e. the weak
solutions of the enthalpy formulation of the problem.

The well-posedness theory for classical solutions to the Stefan problem has been considered
in many works, like for instance [26,27, 55, 56,[59}60,106,|123], using among other methods
fixed-point equations for Volterra-type integrals and the maximum principle, the Baiocchi
transform, a variational inequality. Concerning the long time behavior of the one-dimensional,
one-phase Stefan problem, [56,/106] prove that the temperature approaches a self-similar profile
as t — oo, which is given by an error function. The works [57,58] deal with the well-posedness
theory of weak (enthalpy) solutions for the one and two-phase free boundary problem.

Another interesting question emerging for the higher dimensional local and non-local (cf.
fractional Laplacian) Stefan problem concerns the regularity of the free boundary, which can
be studied through its formulation as a parabolic obstacle problem. This has been considered
in [9,124}25,43.53].

Finally, an important class of results addresses of the formation of supercooled liquid
(i.e. liquid regions where T' < T)s) or superheated solid (i.e. T > Tjs) for the classical
solutions of the Stefan problem (cf. [89]) as well as the creation of mushy regions (i.e. where
T = Tyy) of positive measure for the weak enthalpy formulation of the freee boundary problem,
cf. [20,50,51,904117},/142,/143].

Besides the theory of free boundary problems, this paper deals also with the theory of
radiative transfer, an issue extensively studied starting from the pioneer works of Compton [31]
in 1922 and of Milne [109] in 1926. The kinetic equation describing the interaction of photons
with matter is the radiative transfer equation, whose derivation and main properties can be
found in [291[T08|[114,[125][152).

In recent years, several different problems concerning the study of the distribution of
temperature due to radiation have been considered, such as well-posedness results for the
stationary radiative transfer equation as in [35,83], diffusion approximation (see [13,/14,36,37]
and the references therein), the interaction of radiation and fluids (for instance in [69}|71,
108}/152]) and in Boltzmann gases (cf. [34,81] and the reference therein). Also the study of
heat transfer due to conduction and radiation as well as homogenization problems have been
studied, we refer to the literature of our previous article [36].

Finally, we want to mention that free boundary problems where heat is transported by
conduction and radiation have been considered numerically in engineering applications in
terms of melting problems (see for instance [28,124.129//130,140]) and in numerical applications
in the context of vaporization problems for droplets (cf. |2}84,92}/126,|128,/145./150])

E.1.2 Main results, plan of the paper and notation

In this paper we will study problem and we will see that the addition of the radiative
operator to the one-dimensional two-phase Stefan problem yields interesting phenomena which
differs from the well-known results for the classical Stefan problem. Specifically, we will also
show that there exist traveling wave solutions for the problem . This is very different
from the classical two-phase Stefan problem, for which self-similar profiles exist while traveling
wave solutions are impossible to obtain. We will show also that the interface moves towards
the liquid region, i.e. in our case $ = —c < 0, implying that the traveling wave solutions exist
only when the solid expands.
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Theorem E.1. There exists cmax > 0 such that for any ¢ € (0, cmax| there exists a solution to
the system (without initial condition), such that the interface satisfies s(t) = —ct and
the temperature is a traveling wave defined by T(y) = T'(x — s(t)) with T > Tys for y <0 and
T < Ty fory > 0. Moreover, for ¢ < 0 there exists no solution with s(t) = —ct such that T is
a traveling wave. Finally, for any ¢ € (0, cmax] and for Ty small enough the traveling waves
are unique.

We will see that also for ¢ = 0 traveling waves exist. However, in this case the asymptotic
behavior as y — oo is more involved and it has not been considered yet.

The results of Section and of Section will imply Theorem Specifically, in
Section we will show the existence of traveling wave solutions in the case of negative
speed of the interface, i.e. when the ice is expanding. While the traveling waves in the lig-
uid are given by the well-known solution to the ODE ¢ = Ay for z < 0, the existence of
traveling wave solutions in the solid is more involved. By a variational argument we will
prove the existence of such traveling waves (cf. subsection , which will be shown to be
monotonically increasing with respect to the melting temperature ((cf. subsection )
In Subsection [E.2.3] we will also show that for very small melting temperatures there exists
a unique strictly positive traveling wave solution, which also converges with exponential rate
to a positive constant as x — co. In Section the analysis of the traveling wave is carried
on. In particular several applications of the maximum principle will be used together with
blow-up limits, Liouville-type theorems, and Harnack-type arguments in order to show that
the traveling waves have a limit as © — oo. Finally, in Section [E.4] we will conclude this
paper using asymptotic arguments with a formal picture of the long time asymptotic of the
solutions to for arbitrary values of lim T(y) = T'(—o0) and lim T'(y) = T'(c0).

Yy——00 Y—00

Throughout this article we will denote by Ck’B(U ), where U C R is possibly unbounded,
the space of k-times continuous differentiable functions f with

, O f(x) — Ok f(y)|
— Yi ‘ xT xT
I fllIk.s Jmax, (Sgp\axf\) + sup

< 0.
z,yelU |$ - y|ﬁ

Notice that f € C*#(U) has all k derivatives bounded.

E.2 Existence of traveling wave solutions

In the following section we construct traveling wave solutions solving and we will prove
some important properties satisfied by such functions. First of all, we will see that the traveling
waves propagate necessarily with negative velocity. Hence, the interface is moving towards
the liquid part and the ice is expanding. This behavior is intriguing at a first glance. However,
it can be expected. Indeed, while in the liquid the heat is transferred only by conduction, in
the solid the heat is also transferred by radiation. Since a radiative source is absent in this
problem, the radiation escaping from the solid is helping the ice to cool faster.

Recall that the system has been obtained considering solutions to the original prob-
lem of the form T'(t,z) = T(t,z — s(t)) := T(y) and s(t) = —ct with ¢ € R. First of
all we see that in order to obtain the existence of bounded solutions to the problem c
must be positive, thus since $(t) = —c¢ < 0 the ice is expanding. Indeed, if ¢ < 0 then the
temperature of the liquid should satisfy

(E.6)

cdyT1(y) = kO;T1(y) y <0
T1(0) =T
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and hence 4
Ty (y) =Ty + ‘c K (e_‘%y — 1) — 00 asy— —oQ. (E.7)

Let thus ¢ > 0. In the next subsections we will prove the following theorem.

Theorem E.2. For ¢ < 0 the problem does not admit any bounded solution. However,
there exists cmax > 0 such that for any ¢ € (0, cmax] there ezists traveling waves Ty, Ty solving
(ER). Moreover, for ¢ € (0, cmax] the solutions satisfy T1(y) > T for y <0 and 0 < Ta(y) <
Ty for y >0, and the limits lim Ti(y) and lim Th(y) exist.

y——00 Yy—00

Proof. As we have seen in (E.6) and in (E.7)), if ¢ < 0 the problem (E.5) does not have any
bounded solution. Thus, we set ¢ > 0 and we see that for any ¢ and any « € R the solution

to
cayTl (y) y < 0

T1(0) = Ty
0,T1(0) = —A
is given by
A c
Ty\(y) =Ty + —k (1 — eEy> .
c
Moreover, lim Ti(y) =Ty + é/—@ . Since T3 describes the temperature in the liquid, we are
Yy——00

interested only in A > 0.

In the following subsections we will study

O2f(y) — Oy f(y) — FAy) = — [;° ZW=D pinyay >0
£(0) = T (E.8)
F>0

We will prove the existence of functions f € C%1/2(R, ) solving the problem (E.8). We will
show also that there exists cmax > 0 such that 9, f(07) < —Le for all 0 < ¢ < ¢pax. Then for

¢ € (0, cmax) and A = —%W the functions T (y) = Ta + 2k (1 - eﬁy) and Ty := f
are traveling waves solving ([E.5|).

Before moving to the existence theory for the solutions to we do the following remark.
It is enough to prove that the traveling wave solutions in the solid exists, that they are bounded
from below and have a limit only for « = 1 and ¢ > 0. Indeed, let « > 0, ¢ > 0 and Ty > 0
and let f solve . Then the function f defined by

fy) = a*? f(ay) = **f(n)
satisfies the following equation
3 f(n) —ca™0,f(n) = f(n) = = [5° PG EdE 0> 0
£(0) = Tyra=2/3 (E.9)
f=o0
This is true since 0y f (y) = 045/38nf(17) as well as 8§f(y) = a8/38%f(17). Notice also that f and

f have the same regularity. Moreover, using that » = ay and changing the variable o = z
we have

[P = D gy = [T a0 0 friagag — o [T A= figayas

0
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Hence, we see that defining F(z) = ElT(gc) it is enough to consider the solutions to
0y f(y) = cdyf(y) = f1y) = = Jo~ By —mf*(mdn y >0
f(0) =T (E.10)
f=0

E.2.1 Existence of traveling wave solutions for y > 0

Before proving the existence of traveling wave solutions for y > 0 we prove the following
technical proposition.

Proposition E.1. Let ¢ > 0 and g € COV/2(R,) with —A* < g < 0 for some A > 0. Let also
Apc={f >0 measurable s.t. [ € wt? (e"¥dy,Ry) N LP (e"¥dy,R;), f(0)=A>0}.

Then the functional

e 2 5
i) = e (L IO 1w ) a

has a unique minimizer f € Aa.. Moreover, 0 < f < A fory € [0,00). Finally, f €
C*/2(Ry) solves the ODE

Oy (Yo, f(y) = (f'(y) +g(y)) e

and satisfies the bounds

! A74 " A4 A4 A4 47147
Lf'(y| < o L ()] < and [f"]1 /2 < max ¢ 24%,2A% + +1gli/2 ¢ -

Proof. Let us define the measure p given by the density du(y) = e~ “Ydy. First of all we notice
that if f € WH2(u, R.)NL>(u, Ry), then fe~%/?Y € WH2(R,). Thus, by Morrey’s embedding
theorem fe~¢/% ¢ COV2(R,). Hence, if f € A, then f is continuous. This implies that
the condition for f € Ay . to be f > 0 holds everywhere in R; as well as the boundary
condition f(0) = A, which for general functions in W12?(;,R}) is to be intended as trace
condition, holds pointwise. These observations yield that A4 . is a closed and convex subset
of WhH2(u,Ry) N LP(u,Ry). We also remark that the trace operator for IR, = {0} is a
continuous operator with respect to the norm || - [|ypr1.2(,r, )-
Further, we notice that I, is well-defined for f € A4 . with

1 1 1
I [F1] < Sz + 5||f”i5(u) + 27”9”20-
Moreover, I,[f] is bounded from below and coercive. Indeed, using both Young’s inequality

.91/4 5
o)1) < =2 g+ LY

and Holder’s inequality

o 5/2
([Terwkan) < 5t
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we estimate

3/2 1

)€ 2 5 1 5
Iy[f] > min {107 2} (HanyB(u) + HfHLmL)) + EHJIHLL"?(M) — o0 as|[flla— o0
if g=0 and

RGN 1 g-21/4
I[f] = min {20, 2} (Hayfﬂiz(u) + HfHEiz(,L)) + %Hfﬂfis(u) I gl — o0

as || flla — oo if g # 0. Moreover, Iy[f] > 0 as well as I,[f] > —E;%—i“HgHﬁé‘r).
Therefore, there exists a bounded minimizing sequence f, € Aa. such that Iy[fy] —

; iﬁf I[f] as k — oo. The boundedness of this sequence, the uniqueness of the weak and
S A,c

strong limit as well as the fact that L?(u) C L%*(u) = (L?(n))” imply the existence of a
common subsequence fg; such that

wea. 1,2
%f e WP (u) N L ()  as j — oo.
weal m

L2
fkj4>f € LZ(M) and fkj
The closedness and the convexity of A4 . imply also f € Ag.. Moreover, the pointwise
convergence almost everywhere and the weak lower semicontinuity of the L? norm imply the
weak lower semicontinuity of the functional I,. Hence, f is a minimizer of I, i.e. I [f] =

; iﬁf [f]. In addition to that, since the functional I, is strictly convex for non-negative
S A,c

functions, the minimizer is unique.
We remark that f € Cloo’i/Q(RJr) with f(y) > 0 fory > 0 and f(0) = A. Next we prove that
f < Ty if g=0 and that f < 5A4 if g £ 0. Both claims are a consequence of the uniqueness
of the minimizer of I, in A .. If g = 0 let us consider hg = min{f, A} € A4, , since the
minimum of two Sobolev functions is a Sobolev function. Then the functional Iy acting on hg

gives

fe’e) B o 2 h5
Io[ho]:/o e cy <| 92f| ]l{fSA}+5O> dy

0 2 5
< [T ("”‘%) dy="Dlfl = inf Dl

2 €A

where we used that 0 < hg < f. By uniqueness we conclude 0 < f < A. In a similar way, if
g #Z 0 we consider hy = min{f,5A}. It is not difficult to see that

h5
Lir>54) <51 - \g\h1> =154y (5°A" —|g|) 5A
4

/ A r
<Ayrs5a 5 — gl ) 5A < Typs5a 5 —lglf ).

For this chain of inequalities we used the definition of h; and the fact that |g| < A*. Therefore
0< (5%4% —|g|) < (%4 - ]g]) in the set {f > 5A}. We conclude

o ) 2 h5
Ig[hl] = /0 e~ < y2f| ]1{f§5A} + El —|—gh1> dy

0o 2 5
< [Ter (W Do) ay—nln - i
0

5 fEAA,c



E.2. EXISTENCE OF TRAVELING WAVES 297

Hence, f = h < 5A. These results show that f € Cy(R).

We now study the Euler-Lagrange equations associated to the functional I,. It turns out
that the minimizer f is the weak solution of the following inequality

—0y (e~ YOyf) + eV y) +e Vg > 0. (E.11)

Hence, f satisfies

0< /0 T e (B, F0,0 + FHy)y) + 9w)b()) dy, (E.12)

for all ¢ > 0, ¢ € C°(R4) or also ¢ € W01’2(,u) N L3(u). Moreover, on the open set {f > 0}
the minimizer f is a weak solution of the equation

—0y (e Y0y f) + e~V (y) + e Vg(y) = 0. (E.13)

Indeed, on the open set {f > 0} for any ¢ € C°({f > 0}) the function f+ep € A fore >0
small enough. Hence

0=0A[f +ey]|,_, = /000 eV (9, fO 0 + [ ()0 () + 9(y)v(y)) dy, (E.14)

for all v € C°({f > 0}) or also ¢ € W01’2(u,{f > 0}) N L(u, {f > 0}). We remark that
equations — hold for both ¢ =0 and g # 0.

We aim to show that actually the minimizer f is a strong solution to in the whole
real line. To this end we will first show that {f > 0} = R, which implies that f is a weak
solution of in Ry, and finally we will use elliptic regularity theory for .

Let us assume that {f > 0} C Ry. Then there exists a € Ry such that f(y) > 0 for all
y < a and f(a) = 0. We have to consider two cases: first the case where f(y) = 0 in an
interval (a,a+r) for some r > 0 and second the case where f(y) # 0 on the interval (a,a+r)
for any r > 0.

Let us assume first that there exists 7 > 0 such that f(y) =0 for all y € (a,a + ). Since
f is continuous there exists 0 < ¢ < min {r, %} small enough such that f(a —e¢) =0 < 1 as
well as f(a+¢) = 0. Let us define for y € [a — ¢, a + ] the following function

f(y)—5<1—y_(2i_a)>-

It is easy to see that 0 < f<é< 1fory € (a—e¢,a+¢), f(a —¢) = fla—¢) as well as
fla+¢e) = f(a+¢€) = 0. Moreover, f(a) = % > 0. Finally, since f* < ¢ and 2¢ < ¢, an easy
computation shows

co

") +ef W)+ F)=—5 + <9 (1 - %) <0. (E.15)

Thus, —(e_cyf’(y))/ + e % f(y) < 0. Since f(a) = 0 < f(a), there exists an interval

(y0,y1) € (a—¢,a+¢) such that f(yo) = f(yo), f(y1) = f(y1) and f(y) < f(y) fory € (yo,91)-
Using the weak maximum principle we show now that this is not possible. Therefore, we test

(E.15)) with a suitable test function ¥ > 0. Let us consider the smooth solution to

{ Fg(y) — cOyb(y) = =1 (yo,1);

Y(yo) =¥(y1) =0 (E.16)
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_ y=v _ yi1—yo e“Wv0)_1
- c ¢ ecW1—wo)_1"

application of the maximum principle we see that ¥ > 0 in (yo,y1). Indeed, if ¢ would have
a minimum at y* € (yo,y1) on that point ¢ would not solve the equation, since ¢"(y*) —
c'(y*) > 0. Hence, let us consider 1) as the extension by 0 of ¢ in the whole positive real
line, i.e.

The solution is given by the explicit formula ¥ (y) By a simple

o ) U(y) v e (wo,un)
Yly) = {0 else.

Clearly 1 € Wol’z(RJr, p) N L3(Ry, u). Then,

— (e[ () P(y) + e ¥ (y)d(y) <0,

where we used that 1) = 0 on R, \ (a —¢, a+¢). Therefore, using also that the weak derivative
of 1) is supported also on [a — €, a + €] we obtain

| e (i + Fopi) dy <o (E17)
Hence, using (E.12), (E.17) and the definition of 1) we have

0< / T (0, — Py + (F— )b+ g0) dy

Y1 _
=/ (f = 1Oy (—e~¥oy) + e (f* = [ ¥ + e~ Vgibdy (E.18)

Yo

Y1 ~ _
= [ (P ) + (1 P+ vy <0
Yo
where we used also that (f — f) ‘{yo,yl} =0,0< f < fon (yo,y1) as well as g < 0. This con-

tradiction implies that f(y) > f(y) > 0 on (a—¢,a+¢). But since we assumed f(a) = 0 < f(a)
we conclude that there cannot exist any r > 0 such that f(y) =0 for y € (a,a +r).

Hence, we assume that f(y) # 0 for y € (a,a+r) and r > 0. Since f(a) = 0 by continuity
there exist 0 < 1,2 < min{r, ¢} small enough such that f(a—e1) =6 < 1 and f(a+es) = 3.
We then define for y € [a — €1, a + €3] the function

f(y)=5<1—y_<a_€1)>-

2(81 + 62)

Also in this case f satisfies 0 < % <f<é<lforye(a—ci,a+te), fla—e1) = fla—-e2),
fla+es) = fla+es), fla) >3 >0, as well as

- - co

@+ + @) =g+ T < <1 e ) ="

We now argue as in the case f(a +e2) = 0. As we have seen before, since f(a) = 0 < f(a),

there exists an interval (yo,y1) C (a —&,a + ¢€) such that f(yo) = f(yo), f(y1) = f(y1) and

fly) < f(y) for y € (yo,y1). Then, testing f — f against the function ¢ defined as the zero
extension of ¢ in (E.16)) we obtain the following contradiction as for (E.18])

0< / e (0,(f — POy + (f* — F*) 6 + g¥) dy < 0.
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This contradiction yields that {f > 0} = Ry. Thus, f is a weak solution to (E.13).

In the case where g #Z 0, we proved that f < 5A. We now prove that also f < A holds.
To this end we consider for R > 0 the function ¢(y) defined by ¢r(y) = A +4A4eW—1) > A,
We see that ¢r(0) > A = f(0) as well as ¢pr(R) = 5A > f(R). By continuity we know that
there exists some xg € [0, R] such that f(l)li}%l Yr — f = Yr(xo) — f(xo). Hence, let us assume

)

that %ng}u/}R — f = ¥gr(zo) — f(zo) < 0. Since ¢r — f ]{0 gy = 0, there exists an interval
0, '

xo € (a,b) C [0, R] in which ¢ — f < 0 and ¢r — f(a) = ¢r(b) — f(b) = 0. We also see that
ér is a supersolution for the operator L[¢] = —¢” + c¢’ + ¢* + g on [0, R]. Indeed

Llpr] = b +9> A" = A* =0

Let us consider once again the zero extension v of the function ¢ > 0 given by (E.16]) on the
interval (a,b). Then we see that

0< /O €=V (D00, D + Sk + 9(u)D(y)) dy.

Therefore we obtain the following contradiction using once more that (f — ¢g) | {ap} = 0, that
0 < ¢r < f on (a,b), and that f is a weak solution solving (E.13))

0< /O e (0,(6n — F)OyD + (6 — 1) 9) dy
b
:/ e ((¢r — f) (02 + cOy) + (68 — 1) ¥) dy
b
= [[e v (@r— )+ (k- 1) 0)dy <o

Hence, for any y € [0, R] we have f(y) < A+ 44— Letting now R — oo, we conclude
that 0 < f < A.

We finish the proof of Proposition showing that f is also a strong solution to (E.13)).
This can be proved using the elliptic Schauder regularity. Indeed, since f € A4 is bounded
and continuous, we have that f € W12(u) N L>®°(R,). Hence, f € VVI})’CZ(]RJF, dy) N L>(R4),
so that also fie=% € W 3(R,,dy) N L®°(Ry). Morrey’s embedding theorem implies that

loc
fe Cloo’i/ 2(R+), which yields also fe=% € C’loo’i/ 2(R+). Applying now the elliptic regularity
theory to the equation (E.13|) we obtain that f € C2’1/2(]R+) since also ge=% € CO/2(R,).

loc
Thus, f € C%(R,) is a strong solution to (E.13)).

We now show that f has also bounded first and second derivative. This is due to the fact
that also f’ € Wh2(u). Indeed,

o o
/ V(P +If1P) dy < / eV (|f +ef +9* +f1?) dy
0 0
A8
< 0.0 (e + % ).
Hence, e~ 2Yf" € WH2(R,,dy), which implies that e=¥(f")? is bounded since its derivative
2eY ' f" — ce~Y(f')? is integrable. Thus, the consequent boundedness of e~2¥|f’| implies

that
lim e~ %|f'|(y) = 0. (E.19)
Y—r00
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Since f solves ([E.13)), using (E.19)) and integrating in (y,c0) we obtain the desired estimate

4

1) < e [ e +g(e) ds <

Y

Moreover, multiplying (E.13) by e® we conclude that f is a C2-solution to
f'=cf' ="+ gonRy.
This yields the boundedness of the second derivative of f as

1) < ef'ly) + [ f2 () + 9(y)| < A%,

where we used also 0 < f4 < A%t and —A* < g < 0. These estimates imply that f € CI’I(R+)
with bounded first and second derivatives. Since cf’ 4+ f* + g € C%/2(R,) we conclude that
f e C*/2(R,) with Holder seminorm bounded by

"1z < max {201 lloo, cll /oo + 4IF SN Nloo + lalr/2}

4A7
< max {2A4,2A4c+ — + [g]l/Q} .

O
Let us now consider the sequence f,, € C%(Ry) with f,, > 0 such that
0y for1(y) = Oy faa(y) = fria (W) = = [~ aBly =) fa(mdn y>0; n>1
Jo " (E.20)
Jn1(0) =Ty
frt1 20

We prove the following theorem

Theorem E.3. Let Ty, ¢ > 0. Then there exists a solution f € C*1/2(R,) with f > 0 at the
interior of Ry solving (E.10). Moreover, f is obtained as the limit of the monotone increasing
bounded sequence

0<fi<fol. . <fo<fn1<..<Ty

with (fn)pen € C2Y2(Ry) with || frll2,1/2 uniformly bounded and with f, > 0 in the interior
of Ry solving the recursive system (E.20)).

Proof. We start considering the function f; solving the problem
2 fi(y) — cdyfily) — fily) =0 y>0;

f1(0) =Tnm (E.21)
f1>20

The differential equation is equivalent to the elliptic ODE
(V) = e-euph,

Hence, we consider the minimization problem of the functional

AT ((8yf2(y))2 . f<5y>5> "
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on the set

A1y e = {f > 0 measurable s.t. f e W2 (e_cydy,R+) NnL> (e_cydy,R+) , f(0) = TM} .
(E.22)
Proposition shows that there exists a unique f; € Ar,, . minimizing the functional Iy.
Moreover, fi solves and satisfies 0 < f1(y) < Ty for y > 0. In addition to that,
f1 € C>Y2(R,) has bounded first and second derivative according to

T4
F)] < 2L and | ()] < Th

and Holder seminorm bounded by

4T7,
[fil1)2 < max{27Ty, 2Tyc + 7}

We now show the existence of the solutions f,, € C*'/2(R) of the equation for n > 2.
We do the proof only for n = 2, since the very same arguments will work recursively for
all n > 2. Let us define g = — [(¥ E(y — n) fi(n)dn. We readily see that —T3; < g < 0.
Moreover, since fi € C*(R,) with bounded derivative we conclude that g € C%'/2(R,) with
the seminorm [-]; » bounded by

4T7
(g2 < max{2lglloe AL A% Fllso + oI 1 E ] 2} < max {2T4 Ay wanEuLz} .

Indeed, the normalized exponential integral has the property that £ € L4(R)for any ¢ € [1, 2],
since E € L'(R)NL2(R). This yields together with the Hélder ’s inequality that for b > a > 0
and 0 € [0,1/2]

[ Bwansia-orml

Therefore, for v € C%(R,) and y > > 0 we estimate

/0°°v4<n><E<<y—n>> (e =)o = | [0+ s = [ ot o-+-2) G
‘/x vin+y) - v'(n+ ) dn' ‘/xE (77+y)d77’

< [oYsle =yl + ot ool Bl 1) | =yl (E.23)

We remark that if v € C1(R) with bounded derivative and if |x — y| < 1, one can estimate

/Ooov4(n)(E((y—n))—E((m—n)))dn'SH Yllocle =yl + [0l | BNl 1l = yl°

since also |(y +n) — (x +n)| < 1.
Similarly as for the function f;, we will consider a suitable minimization problem for which
the unique minimizer will be fo. Let us consider the minimization problem associated to the

functional - 5 ) 5
Ig[f] :/0 e (( ny(y)) + f(g) +gf> dy

on the set Ar,, . defined in (E.22). Another application of Proposition shows that there
exists fo € C>1/2(R,) solution to (E.20) for n = 2 with

4
A<, BTy and
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1" 4 4 4T]T4 4 4T]\74 4
[f2]1/2 < max § 2Ty, 2Ty e + — + max § 2Ty, —= + Ty || Bl 2 ¢ -

Moreover, 0 < fa(y) < Ty for y > 0. A recursive application of Proposition shows the
existence of a sequence (fy),cn € C?Y2(R,) with f, > 0 in the interior of Ry solving the
recursive system ([E.20]). Moreover, for all n > 1 we have the uniform bounds

4
Fula) < Tos, 1) < 221 72(0) < T

and
7

[£1 )2 < 2T}, 2T} + T o1ty B )
nll/2 > Max My 2L ye+ c + max Ms> + MH HL2 )

where the uniform bound of the Holder seminorm is a consequence of the uniform bounds of

fo—1, fi_1 and f/_ ;. We will now prove that the solutions form a monotonous sequence

such that 0 < f1 < fo < ... < f, < far1 < Ty We only need to show that f, < f,4+1 for all
n € N. We prove it by induction. Let us consider n = 1. Then we define ¢ = fo — f; and

ai(y) = i W) + () + [T W) f2(y) + f1(y) f3 (y) > 0.

The strict positivity is due to the fact that by construction f, > 0 in any open set of Ry and
iny=0. Let R> 0. Then ¢(0) =0 as well as |¢(R)| < Tys. Moreover,

" — e’ —a1(y)e(y) <0.

Let us consider now ¥r(y) = —The“W~F). Then we have on one hand that ¢(0) —(0) > 0
as well as p(R) — 1¥r(R) > 0 and on the other hand that

Yp — clp — a1 (y)Yr = —ai(y)Yr > 0.

Hence, an application of the maximum principle to the function ¢ — ¢)r shows that there is
no negative minimum on [0, R] since

(¢ —¥r)" —c(p —Yr) —ar(p —¥r) 0.

Therefore, fo(y)— f1(y) > —Tare®@=) for all y < R. Hence, for R — co we conclude fo > fi.
Let us assume now that for n € N it is true that f,,_1 < f,,. We shall now show that f,, <

Jny1. We define o, = fri1—fn and an(y) = fg(y)'i‘ferl(y)"’f?%(y)fn-i-l(y)"i'fn(y) 73+1(y) > 0.
Moreover, since by induction 0 < f,—1 < f, we also have that

| Bw=a) (s = i) dn = o
Hence, we have once more that ¢, (0) — 1¥r(0) > 0 and ¢, (R) — ¥r(R) > 0 as well as

(Spn - ¢R)H - C(Spn - 77bR), - an(‘Pn - wR) <0

on [0, R]. We can conclude with the maximum principle that f, — fn11 > —TaheW—1) for all
y < R. This yields the claim f, > fn41.

This concludes the proof of the existence f,, € C>/2(R, ) with uniformly bounded C?1/2-
norm solving the recursive system and satisfying

0<fi<fo<..<fu< fop1 <Tn.
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We now prove the existence of a solution to (E.10). Let f(y) = li_>m fn(y). This function
n—oo

exists, since the sequence is monotone and bounded. Moreover, on any compact set [0, R]
the sequence converges also uniformly in C%>/4([0, R]) to the function f. Hence, Lebesgue
dominated convergence theorem assures that

/Oo E(y —n)fa(n)dn — /Oo E(y—n)f*(n)dn asn — oo
0 0

and the CZ-uniform convergence in compact sets implies that f € C?(Ry) N CH(Ry) N
cxY 2(R+) solves (E.10), where the C*'/2—regularity is once again a consequence of elliptic

loc

regularity theory. Finally, we prove that f € C>1/2(R,.) globally. Indeed, f € C11(R,) solves

strongly (E.10). Thus,
frecf' e gt [T EC =iy e €OV Ry,
0

where we used that the convolution of a Hoélder continuous function with the exponential
integral E is Holder continuous as we have proven in . This concludes the proof of the
existence of traveling wave for if ¥y > 0. Moreover, the monotonicity of the sequence f,,
implies also f(y) > 0 for any y > 0. O

In order to finish the proof of Theorem (E.2) we have to show the existence of such
Cmax > 0. This will be done in the following Lemma and Corollary.

Lemma E.1. Let Ty > 0 and ¢ > 0. Let f € C?*(Ry) N Cy(R4) be a solution to (E.10) with
|f| <Ta. Then f(y) > Tar for ally > 0 and 9, f(0F) < 0.

Proof. The proof is an adaptation of the proof of Hopf-Lemma. First of all, we notice that
by the maximum principle f(y) < T for any y € (0, R) with R > 0. Indeed, by assumption
we have mel%cf = Ty. If we assume that there exists yp € (0, R) such that f(yo) = Ty, we

)

obtain the following contradiction
0= £"(u0) e (wo) — Ty + /0 E-w)foin < 7 (<14 [ Bdn) <0

4
Thus, since f4(0) fo ) > Té” > 0 by continuity there exists § > 0 such that
f(6) < Ty and f4 fo 77 y )f4(n)dn > 0 for all y € (0,0).
Let us now conslder the operator £ = 82 — ¢d,. By construction we see L(f)(y) > 0 for
all y € (0,9). Fora>cand 0 <e < %f(f) we define the auxiliary function z(y) = e®¥ — 1.
Then a simple computation shows

L(f+ez)(y) >0 for all y € (0,0) as well as f(0) +ez(0) = Tar > f(5) + ().

Hence, the maximum principle for £ implies that f(y) 4+ ez(y) < Tas for all y € (0,0). This
yields that
0T +e2/(07) = f/(07) +ea <0

and therefore since v > 0 we conclude 9, f(0%) < 0. O]
A direct consequence of Lemma is the following Corollary.

Corollary E.1. There exists cmax > 0 such that for any ¢ € (0, cmax) the solution f¢ of (E.8)
constructed as in Theorem satisfies Oy f¢(0%) < —Le.
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Proof. Let ¢ > 0 and let f¢ € C*'/2(R,) be the solution to (E.8) given by f = a2/3fé~(ay),
where € is the solution of (E.10)) of Theorem for ¢ = £ and melting temperature Ty; =
7;1‘/3. Using the bound of the first derivative obtained in Theorem and the definition of
(0%

the rescaling, we conclude

- T T4
18,5 Il = %30, o < a?/ T2 = Tar,

Lemma [E.1] implies 0, f¢(0%) < 0. Thus, the set {c > 0: 9, f¢(0%) < —Lc} is not empty. We
hence define
Cmax := sup{c > 0: 9, f°(07) < —Lc}.

O]

In the next section we will prove that in the solid the traveling waves are bounded from
below by a positive constant and they converge to a positive constant as y — oo.

E.2.2 Monotonicity with respect to the melting temperature of the travel-
ing wave solutions for y > 0

In this section we will show that for y > 0 to the traveling waves constructed in the previous
section are monotone increasing with respect to the melting temperature, i.e. if f1(0) = 6
and f2(0) = 09 with 6; < 0 and fi, fo solve (E.8|), then f; < fo. We prove the following

Lemma

Lemma E.2. Let 0 < 61 < 0y and let fy, fo € C2’1/2(]R+) be the two solutions of (E.8|)
constructed with the iterative scheme in Theorem [E.3 for Tay = 61 and Tap = 02, respectively.
Then f1 < fo.

Proof. Let f1, f2 be given by the limit of the monotone bounded sequences f;* € cl/ 2(Ry)
solving the recursive problem
4
O ) = ey /I ) = (FM (W) =af(y) y>0; n>1
fH0) = 6;
>0

where
g (y) = — / E(y —n) (f ()" di.

We show by induction that f* < f3 for all n € N. This will imply the lemma, since
fily) = lim ().

Let us define ¢, = f3' — f{*. Then ¢ = 0 and for n > 1 it solves

O2on(y) — cOyon(y) — an()en(y) = hn-1(y) y>0; n>1
(pn(O) = 92 —91 >0

¢n € [—01,0]
where hn_1(y) = g5 (y) — 91 () = [;T Ey —n) (ff " ()* = £37 ()*) dn and
n 4 _ rn 4
an(y) = B IO s oy 4 )22 + 2 0) W) > 0.

f3(y) — 1(y)
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The positivity of a,(y) is given by the strict positivity of f/* in the interior of R} and in y =0
as shown before. Moreover, ¢, € [—61,62] since 0 < f* < 0; for i € 1,2 by the construction
in Theorem We show inductively that ¢, > 0 for all n > 1. To this end we consider
for R > 0 the function 1p = —0;e¢~R)_ It satisfies Yr(0) > —6; as well as Yr(R) = —0;.
Hence, on [0, R] we have

92 (uly) — Yr(Y)) — cdy (on(y) = Yr(Y)) — an(y) (en(y) — Yr(Y))

= hn-1(y) + an(V)¥r(Y) < hn-1(y) ye[0,R); n>1
©n(0) —Yr(0) >0
@n(R) - @Z)R(R) >0

Let us now consider n = 1. Since hg = 0 the supersolution ¢; — g solves

02 (p1(y) — ¥r(y)) — cdy (e1(y) — Yr(y)) — a1(y) (p1(y) — ¥r(y)) <0

An application of the maximum principle assuming the existence of a negative minimum, gives
o1 = f3 — f > —01e°W=B) for 4y € [0, R]. Thus, letting R — oo we conclude f3 > f1.

Let us now assume that for n € N we know that f;l_l > f{‘_l. We show that f3 > f1

First of all we see that by the induction step we have h, 1 < 0, since ( i 1) ( 3~ 1)
Then the maximum principle applied to the supersolution ¢, — ¥ solving

02 (on(y) — Yr(Y)) — dy (on(y) — Yr(Y)) — an(y) (¢n(y) — Yr(y)) <0

implies as before f3' < fi'. This concludes the proof of the lemma. O

In the following we aim to show that for y > 0 the constructed traveling wave solutions
are bounded from below by a positive constant. This can be proved using the monotonicity
property of the traveling wave solutions with respect to the melting temperature. We will
indeed show that for very small melting temperature the traveling wave solutions are unique,
strictly positive and with a positive limit.

E.2.3 Traveling wave solutions for small melting temperatures for y > 0

In this section we will show that for any Th; = € < g9 with €y > 0 small enough there exists
a unique solution f to which converges to a positive constant with exponential rate
y — 00. Moreover, f is bounded from below by a positive constant. We will show it in several
steps. We will first prove that any solution f obtained in Theorem for Tyy = € small
enough has a limit f., as y — oo and converges to f,, with exponential rate. Afterwards, we
will prove that both f and fo, are positive and bounded from below by a positive constant.
Finally, we will prove that for Th; = ¢ small enough there exists a unique solution to (E.&))
converging with exponential rate to a constant.

Lemma E.3. Let f be a solution to (E.10) as in Theorem . Then for Tyr =& > 0 small
enough there exists A >0, o € (0,1) and fx € [0,Tas] such that
| (y) = foo| < e Ae™

Proof. Let f be the function obtained in Theorem [E.3] First of all we notice that it is
equivalent to consider f solving the equation

05 f(y) — Oy fy) — > fHy) = =€ [7° E(y —n) f*(n)dn y >0

£(0)=1 (E.24)

f>0
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Indeed, is obtained considering f defined by ef(y) = f(y). Clearly, if f converges
with exponentlal rate to a constant foO as y — oo, then also f converges with same rate to
foo = €foo. Therefore, we will show the lemma for f. In order to simplify the notation we

will consider in this proof f = f solving (E.24).
Since f is bounded and it solves strongly (E.24]), then it solves also

) = (1= [ Bu—n o).

Hence, using that by the boundedness of the first derivative we have lim e~ f'(y) = 0, we
Y—00

obtain integrating in (y, 00)

f(y) = —e3e /yoo e <f4 / E(n—2)f'(z )dz)dn

Integrating once more in (0,y), we conclude that f solves also the following fixed-point equa-

tion
p=tee [l /5 e ( [ Bt - f4<n>) dnde. (E.25)

We define now

osc f= sup |f(y1) = f(y2)l-

(R,R+1) y1,y26(R,R+1)

Since f is non-negative and it is bounded by 1, we know that (ROEC N f <1forall R>0. For
R+

M > 0 we also define

ANM) = su 0sc .
(M) = R>pM(RR+1)f

Notice that A(M) is decreasing with A(M) < A(0) < 1. We will show that A(M) decays like

¢~%. To this end we consider for M > 0 and R > M the points y1,y2 € [R, R+ 1] (w.lLo.g.
y1 < y2) and we compute

|f(y1) — f(y2)] <53/y2 c&/ —en
= / 5/ [ B )£ ehas — 1) ane

Y2 _
ey / —en

where in the first inequality we used the triangle inequality, in the second we used that & >
and the last equality is given by integrating with respect to €. We use now that 0 < yo—y; < 1,
so that

[ Ba- 2 - s )'dndf

| B - 25 - f4<n>] di.

Y2 _ oY1 oy 1 — €729 . . .
——— =P < ey —y1| < e <exp(c)e?r.
c c



E.2. EXISTENCE OF TRAVELING WAVES 307

Thus,we can further estimate

[f(1) — f(y2)] < exp(c) / J—.

Y

I —z>f4<>z—f4<n>]dn
[ E(Z)f4(2+n)dz—f4(77)‘dn
-n

/ °° B (7 n) - P s - / 2)dz) )|

SE3exp(c) /OO 6*0("7y1)e*”d77+g3 exp(c) /00 —c(n—y1) / E(2) (f4(z +n) — f4(77)) dz|d
=1

2 Y1 i
< e 1 eple) [ e 0| [Tt (£ ) - 1) |
2 Y1 N

(E.26)

where the first equality follows by a change of coordinates z — 2z — n using the symmetry
of the kernel E and the second one is a consequence of the normalization of the kernel FE.
Moreover, the last inequality uses the boundedness of f < 1 and the estimate

(E.27)

for any a > 0. Finally, we considered 7 — y; > 0 as well as y; > M.

We now estimate the second term in the last line of (E.26). First of all, using that
|f4(a) — f4(b)| < 4|f(a) — f(b)] < 4 we can rewrite it as the sum of three integrals

e’ exp(c) /OO e~ ctn—u1) /_Oo E(z) (f*(z+n) — f*(n)) dz|d

"
o) —-M

<4¢3 exp(c)/ e_c(”_yl)/ E(z)dzdn
Y1 -

Fatep(o) [ e ) [TEE) (e ) - S| ded (E.28)

Y1 0
00 0

abexp(e) [ e [ B () - fn)] dedy

Y1 -M
<A+ Ay + Az
The first integral term can be estimated easily by
A < 2636XL(C)67M, (E.29)

C

where we used (E.27) and we solved fyolo e—cn—v) gy = % For the terms Ay and Az we will
argue in a different way. We recall that A(M) is decreasing. Hence, if z € (0,1) forn >y > M
we have |£() — f(n+2)| < A(n) < A(M) as well as | £(n) — f(n— 2)] < A(n— 1) < A(M — 1).
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Thus, using a telescopic sum for n > y; > M we compute

/0 E()|f(z+ 1) - dz—z/ (= +m) — F)|da
<Z/ (|fn+z> f(n+"7)\+Z!f(n+k)—f(77+k—1)l>dz
k=1 (E.30)

Z/ Y(n+1)dz < A\(M Z/ 2)(z + 1)dz

(M) /0 E(2)( + 1)dz < A(M),

, (E.30]) implies

where at the end we used also E(a)a < &;

Ay < 4536’(12(%(]\4). (E.31)

Similarly as we did in (E.30]), using again a telescopic sum and estimating A(0) < 1, we
estimate for n >y > M

0
| B0 - ol d:
-M
M M n
= [ @ m - fa=21d= =3 [ B f0) - 1) a:
0 n=177n"1
M n n—1
< Z/IE(z) (If(n—z)—f(n— (=) + 31 f(n— (k_l))_f(n_k)|> n
_M ) . k=1 o )
< 2/1 E(2) (A(M —n)+ > MM - k)) dz < Z)\(M —n) /1 E(z)ndz

M
SZ/\(M—TL) E(z)(z+1) Z<Z)\ / E(2)(z+ 1)dz

n=1 n—l
M M—-1
<Y AM —n)e "D <em M e N e mA(M —n). (E.32)
n=1 n=1

Hence, we have also the following estimate

sexp(c+1)

; -l—Ze” —n]. (E.33)

Finally, putting together (E.26)), (E.28), (E.29), (E.31]) and (E.33|) we obtain for M < R <
y1 <y2 < R+1

A3§4€

osc f<|f(y1)— f(y2)l

(R,R+1)

1 2 de exp(c) ex c+1M1
< 3 exp(c) (2 + -+ ) e My 453L)\(M) + 4¢3 exple+1) e "\ M
c

C C
n=1

(E.34)
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Let us take
C

8exp(c)

and let us define B(c) = exp(c) (1 + £5¢). Then taking the supremum over all R > M we
have

e<eifc)=¢ (E.35)

MM) < Be®e™ 4 Be? Z e "A(M — n) (E.36)

We now show by induction that A\(M) < 2Be e*M/2 for all € < min{ey(c),ea(c)}, where

1
2B~y

3

82(6) == (E37)

for v = 57— e/_1/2 = gz;’;’ Oe*"/2 Moreover, since 1/21/2 > ; we have v > 2. This implies

also that Be® < 5~ < 1. First of all we see that 1f M = 0 the estimates and ([E.33])
reduce to A3 = 0. Hence using (E.26)), (E.28), (E.29), (E.31)) we obtain

A0) < &3 (eXp(C) n 26’“’(0)) PRLUGY

2 c c

Thus, for € < g1 we have
M0) < Be® < 2B&.
Let us consider M = 1. In this case (E.32) and (E.33) reduce to Az = &(’;I)(':)/\(O)e_0 <

4638)(712(04_1))\(0)6_1, where we used A(0) < 1. Thus, we obtain once more for € < min{e;,ea}

A1) < Bebe™! < 2BePe /2,

Let us now consider M = 2. In this case the sum on the right hand side of (E.34) is non-zero.

We compute using (E.36)
A2) < Be*e™? + Be*A(1)e !

Using now the estimate for A(1) and that € < g5 and so that Be® < 1/4 we have

~3/2

A(2) < Be? (e_2 + € ) < 2Be3e!

Let us now assume that A(k) satisfies
A(k) < 2Be3ek/?
for k =2,..., M € N. We show that also
MM + 1) < 2Be3e~(M+1/2,

This is a consequence of the choice of 9 depending on . Indeed, by (E.36|) we have

MM +1) < Bele™ <M“>+Be3z MM +1—n)
n=1
M
< B53€_(M+1) +B€ 6—(M+1)/222_B€36—n/2

n=1

3 _(M+1) _(My1y2 2BE? 3 _(M+1)/2
< Be’e + Be’e W < 2B¢g’e s
— €
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where at the end we used the definition of  as well as Be?y < 1/2 for £ < e9. This concludes
the proof of the exponential decay of A(M). We will use this result in order to prove the
convergence at exponential rate of f. Let us consider z,y € Ry with z < y. Then there exists
A > 0 such that |f(z) — f(y)| < e3Ae=*/2. Indeed we have

[f(@) = f)| < |f(x) = f(Le D]+ [f @) = fF(yDl + =) — F(Ly))]
Lyl -1
3235361/2( ”f/2+e—y/2)+ yz |f(n) — f(n+1)|
selzl2 e ll/2

1 1/2 S €3A€—$/2’
—_— ei

< 4Be3el/2e7%/2 L 2Be

el/2

where A = 4Bel/? + 2B—“—5. Therefore, [f(z) — f(y)| < e3Ae™®/? - 0 as 2,y — oo.
This implies that for any 1ncreasmg sequence {p tnen C Ry with li_>m Ty, = 00, the sequence
n oo

f(zy) is a Cauchy sequence and hence has a limit as n — co. Indeed,

min{zn,Tm}

|f(zn) — flam)] < *Ae” 2 — 0 asn,m — oo.

Let hence, {z,}nen C Ry and {y,}nen C R4 be two increasing sequences with z,, y, — oo
as n — oo and such that

foo— = liminf f(y) = hm f(yn) < hm f(xn) =limsup f(y) = foor-
y—00

Yy—00

Let 6 > 0. Then there exists some Ny € N such that

e Ae” 2 <

min{zn,yn} 5
3 for all n > Ny

and
| foor — f(zn)| < g as well as | foom — flyn)| < g for all n > Nj.

Hence, for all n > Ny we conclude

[foom = foot| < | foor = flan)l + | foom = F(yn)| + [f (@n) — fyn)| < 6.

This implies that f has a limit for y — oo which is denoted by

lim inf (y) = limsup f(y) = Jim (y) = foo-

Yy—00

A consequence of the existence of a limit is that any sequence {f(zy)}nen defined by an
increasing diverging sequence {z, }nen has to converge to fo,. Hence, also for y € Ry we have

Tim f(y+7) = fro:
Finally, let y € Ry. We show that f converges to fo with an exponential rate.

[e'e) . A 3
f () = fool = Z|f y+n)— (y+n+1)|§Agse_g§6_2:fe/fgle_ |

wke

O]

We continue the theory for small melting temperatures showing that the solution f of
theorem is bounded from below by a positive constant. This will imply that also the limit
foo 18 strictly positive. We prove the following lemma.
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Lemma E.4. Let f be a solution to (E.10) as in Theorem[E.3 Then for Thy =€ > 0 small
enough there exists co > 0 such that

f(y) = coe for all y € Ry.

This implies also foo > coe.

Proof. As for Lemma (E.3) we consider f = ¢ f, where f solves E.24). We will show that
fly) > ¢o for all y € Ry. This implies clearly the claim of Lemma [E.4l In order to simplify
the notation, we will denote in this proof f by f. By Lemma there exist foo and A > 0

such that | f(y) — foo| < Ac®e™¥/? for € > 0 small enough. As we have seen in Lemma the
solution f to (E.24)) solves the fixed-point equation (E.25)). This can be rewritten as

— v c - —cn - — 2 2) — 4 o’ — _ 4
=t [T [T ([T B =) 00) = )+ £ e = (00 = )+ 1] e
We recall that

[(f = foo) + foo) = (F = foo)* +4(f = foo)2 foo + 6(f — foo)2f2 +A(f — o) [3 + [

Hence, using on the one hand that 0 < fo < 1, |f — foo| < 1 and that | f(y) — foo| < AePe™¥/2
we see easily that

[(f(y) = foo) + fool < fi + 1563 Ae™¥/2. (E.38)
On the other hand, using in addition that (f — fso)? > 0 as well as (f — foo)?f% > 0 we have
[(f(y) = foo) + fool* = fa — 8% Ae™¥/2, (E.39)

We can hence estimate from below f as

Yy 00 00
fly) >1 —53féo/ ecé/ ecn/ E(z)dzdnd¢
— 854 / et / ~(e+3 / E(2)e” 2dzdndé — 1554 / / 2)dndg
>1-— 2/ ecé/ e~ (rDngpde — 54 <16artanh <2> +15>/ Cg/ "dndf
0 3
g3 Y b4 1
=1-— —Sde — 16artanh ( - 15/ d
2(C+1)/06 ¢ c+%< artan (2>+ >Oezg

1 4e3A 1
>1— g3 16 artanh | = 1 )
= F <2(c+1>+2c+1<6aran <2>+ 5))

We used for the second inequality the fact that 0 < fo < 1, as well as (E.27). Moreover, for
the equality we used that for any a € [0, 1)

h
/ E(z _“Zdz—/ Ey(z) cosh(az)dz = artanh(a) )

a

(E.40)

Equation (E.40)) implies that for any ¢y € (0, 1) defining

e3 =min{ 1, /(1 — co) L4 14 (16 artanh + 15 - (E.41)
’ 2(c+1)  2c+1 2
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and choosing £ < min{eq, 2,3} according to (E.35)), (E.37)) and (E.41)), we conclude that the
function f satisfies

fy) = co.
This concludes the proof of the lemma. O
Lemma and Lemma [E-4] imply the following Corollary.

Corollary E.2. Let Tys > 0 and let f be a solution to (E.10) as in Theorem . Then there
exists X > 0 such that f(y) > X >0 for all y > 0.

Finally, we show that if Tj; = e small enough the solution of (E.10|) of Theorem is also
unique. Indeed, we show that there is a unique solution of the fixed-point equation (E.25))
converging to a constant with exponential rate. This is stated in the following theorem.

Theorem E.4. Let Thy = €. Then, for € < ey small enough there exists a unique solution

f e CP2Ry) of (EI0) with lim f(y) = feo and |f(y) — foo| < Ae™¥/2. Moreover, f(y) >
y—>OO

coe as well as foo > coe for co € (0,1).

Proof. First of all we remark that it is enough to prove the existence and uniqueness of the
solution f to the equation (E.24). Indeed, then f = ef is the desired unique solution of
Theorem We will indeed prove the theorem for f , which is denoted in the rest of the
proof by the sake of simplicity f = f.

Moreover, it is enough also to show the existence and uniqueness of the solution to the
fixed-point equation (E.25). Indeed, any strong solution f to (E.24) satisfies f € C>V/2(R.)
and it solves ([E.25]).

Let us consider for B > 1 and for A > 0 the following space

X = {1 € CyR)  1f W < B, Ifow st |f(y) — fool < A2}
equipped with the metric dy induced by the following norm

[ flla = |fool + sup €2 f(y) — fool-
yeR L

We also define the following seminorm

[flx = sup /2| f(y) — fool

yeER L

so that || f|lx = |foo| + [f]x. One can prove that (X,dy) is a complete metric space. We omit
the elementary proof.

We will now prove that the map

ﬁumn=1+?42@4me“(AwEm—a#@mZ—ﬂmOdms

is a selfmap £ : X — & and that it is a contraction for ¢ < ¢4 small enough. The Banach
fixed-point theorem will imply the existence of a unique fixed-point f solving (E.24]).
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Let now f € X. We observe that if f € Cy(Ry) then L[f] is continuous. We move
on proving that for f € X also L[f] is bounded. Indeed, using that |f| < B as well as

|f — fool < 2B, we obtain similarly as for (E.38|) and for (E.39) that
[(f(y) = foo) + fool" < foo +40B% Ae™¥/?
and
[(f(y) = foo) + fool" > fa — 20B%Ae™¥/2.
Thus, we estimate similarly as in ({E.40))

IL[fl(y)| < 1+&°B3 (2(£ ) + 24CA+31 <40 artanh (;) + 20)) . (E.42)

Hence, defining by ¢1 (A4, B) = <L + g?TBl (40 artanh (%) + 20)) and taking

2(c+1)
1, B—1
3 2 E.A4
== B\ a4, B) (E43)
we see that for € < g5 we have
IL[f](y)| < B.

We have now to show that £[f] has also a limit as y — oo, which we will call L[f]. Moreover,
we shall show that |L[f](y) — Loo[f]| < Ae™¥/2. This is the consequence of the convergence
of f to fs with exponential rate. Let us define

Lulf] =148 [T e /E e ([T B0 - a5 - ) an.

By (E.42)) we know that L£[f] is bounded. Moreover, using that
[f4(y) = fao| < 4B°1f(y) = fool < 4AB%eV

we can estimate
£ [Aly) - Loclfll < &° / T et /5 T gen
e /y"" ot /:’ e (/Om E(n—2) (F(2) = fL) dz — (F(n) - f;)) B /noo -

([ Btn-ar s - 1 ) ande

dnde

. o0 [e'e] [e'e] . B4 oo o0
3534AB3/ 655/ e~ (er1/2n </ E(z)ez/2d2+1) dnd§+63—/ 665/ e~ (T dnde
Y 3 -0 2 Jy 3
2 artanh (l) +1
< 3B3 4A 2 —y/2 3 -y
=€ 2c+1 ¢ e 2(c—|—1)e
Hence, defining
1
B3 2artanh (3) + 1 B ’
=|— |44 2 E.44
<6 A,< 2%e+1 20+ (E44)

we can conclude that there exists a limit

lim L[f](y) = Loo[f]

Y—00

such that
IL1f](5) — Loclf]] < Aev/?
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for all € < min {e5,¢¢6}, defined in (E.43) and (E.44). This concludes the proof of £ being a self-map.
We now finish the proof of the theorem showing that £ is also a contraction map.

We first prove that there exists a constant cy(A, B) such that if f, g € X, then
1£ = glx < ea(A, B)IS = gllx
We recall that if g € X, then [g]x < A and |g| < B. Hence, we have the estimate
2] (F)* = 90)*) = (F = 92) | = 2 (F0) = foo + foc)" = (90) = goo + 9u0) = (f — 92|
<e2|(Fy) = foo)' = (90) = 900)"| + /2 |4fe (F() = o) = 400 (9(y) — 9)’|
2|62 (Fy) — foo)® = 662 (9(0) — 9o0)’ | + €2 AL, ((9) — foo) — 4% (9() — 90|

< (16 + 24+ 12) AB?|foo — goo| + (32 + 48 + 24 + 4) B*[f — gl
=52AB2|fs0 — goo| + 108B3[f — g -

Thus, using that |f4 — g% | < 4B3|fs — goo| and defining co(A, B) = max{52AB? + 4B3,108B3} we
conclude that
17 = g*llx < c2(A, B)IIf — gl

Moreover, we see that [f* — g*]x < c2(A, B)||f — g||x, which implies
[(F@)* = 9@)") = (f% = 9%)| < a4, B))If = gllae™.

Hence, we estimate

exlf] ~Lalall << [ et /5 T emen ( / T B0 - 2) (1) — 61(2)) dz — (£40) g4<n>>> ' dnde
[T /:O een (/m Bl —2) (F1(2) — 4 — (4'() — 1)) da
- (£ - 1 - ' - 9)) ) - / " B2z (f1 - g;:o>\ dnde
<e’[f* —g'lx (2 artanh( >+1>/ 05/ (A2 dndg
L3 |féo ;ggo| /Ooo ecg/£ e’(C“)”dndf

2 artanh (1) + 1 1
<elcy(A,B) | 4 2
<eea(4, )( 2 gl

In a similar way we can estimate
IL[f1(y)— Llgl(y) = (Loolf] = £
<ot [e [T | ([T B2 (76 = 00 de = () = ") )|

§€3[f4 —94];( (2 artanh < ) + 1) / 05/ e (C+1/2)"dnd§
4 4 oo
+ 63|foo_goo’/ ecﬁ/ 67(c+1)"dnd§
2 Y ¢

2artanh (1) +1 3C A, B
<c¢y(A, B) (4“) 17~ gllwev? 4 220D g e

2c+1
This estimate implies easily

£171) ~ Llolin)ly < es(A, B) (4”“211(;)“ Hl)f ol
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Therefore, taking 6 € (0,1) and

1
3

Er = (E45)

0 2c+1 +c+1

2¢o(A, B) (42artanh (%) +1 1 )

we conclude that the map £ : X — A is a contraction self-map for ¢ < min{es, e6,e7} = €4, given in
(E.43), (E.44) and (E.45). Hence, there exists a unique fixed-point f of the equation (E.25)), which
solves also (E.24). Finally, f = ef € C21/2(R,) solves (E.10)). Taking now g9 = min{ey, &2, 3,4}, for
g; defined in (E.35)), (E.37), (E.41) and above, Lemma E?_a[)nd Lemma imply Theorem |E.4 O

E.3 Existence of the limit of the traveling wave solutions as
Yy — 00

We have proved in Theorem the existence for any ¢ > 0 of a traveling wave f in R
solving and with the property that that f € C%Y/ 2(R4). Moreover, as we have seen
in Corollary f is bounded from below by a positive constant as long as Th; > 0. In this
section we will show that f has a limit as y — oo.

We will proceed as follows. We will show that for any sequence {y,}nen increasing and
diverging, the sequence f,(y) = f(y + yn) has a subsequence converging to a function, which
will be denoted by an abuse of notation as w-limit. This definition relies on the similarity
with the notion of w-limit point for dynamical systems. Analogously, the w-limit set is given
in this setting by all the existing limit functions klgl(r)lo fly+uyr), ie

o m Hyk s Yo < Ykt1, Yp — 00 as k — oo,
w(f) = qf:R— R such that satisfying klim fly+ur) = fy)
—00

We will prove that any w-limit is a constant function. This will be used in the end in order
to show that f has a limit.

E.3.1 Elementary properties of the w-limits of the traveling waves

Let us consider {y, }neny C R4 any increasing sequence with lim y, = co and let us consider
n—oo

fu(y) := f(y + yn). Then f, : [—yn,00) = Ry solves for A > 0 small enough

0y fu(y) — Oy fa(y) — fu(y) = =[5, E(y—n)fa(n)dn  fory > —y,
f(_yn) =Ty
F>A>0.

Since f, € C*Y/ 2[—yp,0), by compactness a diagonal argument shows that there exists a
subsequence f,, such that f,, — f in C**([—R,R]) for a« € (0,3) and for any R > 0.

_ _ 4
Therefore f € C?(R) and by the uniform boundedness of f/, and f” we also have || f/||co < QTTM
and || f"]|oc < AT4,. Moreover, an application of the dominated convergence theorem yields

that f solves

{ 2 F(y) — Oy f(y) — F1(y) = — [ By —n)F*()dn y € R (E.46)

0< A< f<Ty.

Hence, regularity theory implies f € C%1/2(R), since the convolution E  f* € COV/2(R).
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Lemma E.5. Let f solve (E.46). Then f does not attain its supremum and infimum at the
interior, unless f is constant.

Proof. The proofis a direct consequence of the maximum principle. Let us assume that f is not
constant and that there exists y,,, € R or yas € R such that sup f = f(yar) or i%ff = f(ym)-
R

Then by the positivity of f we see that f4(y) — f4(yar) < 0 as well as f4(y) — f4(ym) > 0.
Moreover, f differs from its maximum and minimum in sets of positive measures, since f is
continuous and non-constant. Hence, we obtain the following contradictions

0= f"(uar) — cf (unr) + /R E(n—y) [F0) - F )] dn <0

if the supremum is attained at the interior or

0= " (ym) — e (ym) + /R E(— ) [F*0) — *(ym)] dn > 0

if the infimum is attained at the interior. This concludes the proof of the lemma. O

This result implies that, if f is not constant, it have to attain its supremum and infimum
at 400 or —oo. We will prove that this is not possible. We start showing that f does not
attain its supremum and infimum at +oo.

Lemma E.6. Let f solve (E.46). Then f does not attain its supremum at +oo, that is
limsup f(y) < sup f, unless f is constant.
Yy—00 R
Proof. The proof is based once again on the maximum principle. Let us assume that f is
not constant and that limsup f(y) = sup f =: A. We consider the function w = A — f > 0.
R

Y—00
Moreover, since f is not constant also w > 0 at the interior by Lemma Hence, w solves

—u"(y) + ' (y) — (A= w(y)* + /RE(y —n)(A = w(n))*dn =0. (E.47)

We will show that w(y) > 0 as y — oo, which is a contradiction with the assumption of f at-
taining its supremum at +oo. To this end we construct a suitable family of subsolutions 5(y)
with the property f > 15 and such that 15 > 0 for y € [0, Rs) for a suitable Rs — oo as § — 0.

We define the following constants. First of all we take 6 = é and R > 0 fixed so that
R+y 00
/ E(n)dn > E(n)dn  for all y > 0. (E.48)
Yy R+y

Moreover, we define ¢y = min{1, ¢} and we take (3 € ((), %0) fixed so that
artanh(48) 3 9 €0 4 (artanh(/)
—_— < = d - — 4A° (| —————=—1| <0. E.49
1 < ad S b+ 5 < (E.49)

For a suitable constant C'(3, A, #) > 0, which will be computed later, we also fix

£ < min min {4 — f(y)}, C(B,A,0) ;. (E.50)

-
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Finally, for §yp = % we consider the following family of subsolutions

0 y<—R

£ — 6eV y € [-R,0)
e — 6ePY y € [0, Rs]
0 y > Rs,

Ys(y) = (E.51)

where Rs = %ln (%) — 00 as & — 0 as well as ef — dePfs = 0. By construction, 15 < w for
y € R\ (0, Rs). We will show that on (0, Rs) the family )5 consists of subsolutions to (E.47).
However, before moving to the proof of this claim we show that equations and
are well-defined. We first show the function

R+y 00
h(y) = / E(n)dn — E(n)dn
y R+y

is a decreasing function. Using the definition of the kernel E, we notice
1
h(0) = 5 e ® 4 2RE(R) >0 for R > 0 large enough.

Moreover, li_>m h(y) = 0. We compute also for R > max{1,In(2)} =1
Y—00

W(y) = 2B(R+y) - Bly) and W= et (L m) o
= - an =—— —(z—e¢ .
Y Y Y Y % v+ R Y
Since lir% h'(y) = —oo and lim A/(y) = 0, we conclude h'(y) < 0. This implies that h is
y— y—oo
monotonically decreasing for R > 1. Therefore, there exists an R > 0 such that (E.48|) holds.

We move to the existence of 8 € (0, %) solving (E.49). First of all, let us define g(y) =

artazh(y). Then g : (0,1) — Ry. Hence, 8 € (0 C—O) is well-defined. Moreover, elementary

4
calculus implies

limg(y) =1, limg(y) =00, ¢'(y)>0with ¢'(0)=0, and g"(y)>0.
y—0 y—1

Therefore, g is a convex monotone non-decreasing function with g(0) = 1. Hence, there

exists By € (0,%0) such that ¢g(48) < % for all B < By. Moreover, the function k(8) =

B2 — LB+ 4A4%(g(B) — 1) is convex as sum of convex functions. Since k(0) =0, k (L) > 0 as
well as
/ _ & 3 4 _“
K(B) = =7 +[28+44%/(8)] — = <0

we conclude the existence of a [ satisfying ([E.49)).

We prove now that 15 are subsolutions to (E.47)) for y € (0, Rs), where the functions are
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smooth. We compute for y € (0, Rs)

— () + eW(y) — (A — () + /R E(y —n) (A — s(m)* di

=- (c - %0) B6eBY + 5eP (52 - %ﬁ) - (A — e+ 5eﬁy)4 + /_j E(y — n)A*dn
+ /: Ely—1n) (A —e+t 565")4dn + 036 E(y —7) (A — 0+ 5eﬁn>4dn
+ [T By - (A—59+5e536)4dn
Rs
<- 3%65@5@1 +oe (82— 8) — (A—20+ 5eﬁy)4 + /__RE(y —m) (A+ 56577)4 dn

0 4 Rs 4
+/ E(y —n) (A—5+6e'8’7) dp+ | E(y—n) (A—50+6eﬂ’7> dn
-R 0
o0 4
+ E(y—n) (A—59+5eﬁ"> dn,
Rs
(E.52)

where we used the definition of ¢g, the fact that A% < (A + (565")4 as well as that ePfs < ¢fn
for n > Rs. Expanding the power-law, ordering terms together and using that

/ E(n—y)e*dn = artLh(a)eay (E.53)
R «
for all |o| < 1, we compute
() + V() — (A — s()*+ /R E(y—n) (A — s(m))* dn (E.54)
<- 3%,3565%/ + 8¢y <52 - %O,B + 443 <arta2h(ﬁ ) _ 1>) (I
0 [e%)
4A3% |0 — E(y —n)dn—0 E(y —n)d Il
+ 8[ /R (y —n)dn /O (y n)n} (I3)
0 0
4A3[03— E(y —n)dn — 6> E(y — d] I}
+4A4e /_R (y —n)dn /0 (y —n)dn (I3)
0 (%)
—6A%? 9% — E(y — n)dn — 6> E(y —n)d I}
68[ /R (y —n)dn /0 (y 77)77} (Iy)
0 fe’e)
— et et — E(y — n)dn — 6* E(y —n)d I}
€ [ /_R (y —n)dn /0 (y —n) n] (I5)
0 [e%)
+ 46338V [9 — / E(y —n)e3Pm=vdpn — 0/ E(y— n)eSﬁ("_y)dn] (I}
—R 0
0 [e%)
+ 46ePved [03 - / E(y — )PV dy — 03/ E(y — n)eﬁ(”y)dn] (1})
—R 0
0 e’}
— 662e2PY 2 [92 _ / E(y — n)e2ﬁ(n—y)d,7 — 92 / E(y — 77)626(n—y)d,7] (Ig)
R 0

— 6A%5%25Y [1 - /RE(n — y)eQ’B(”_y)dn] (I9)
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— 4A83e3PY {1 — /}RE(U — y)e?’ﬁ(”_y)dn] (Iip)
— §tety [1 - /R E(n—y)e*” ("‘y)dn} ()
+ 124%6e"Y [9 - /: E(y —n)e®mYdy — 0 /000 E(y— n)eﬁ(”_y)dn] (I,)
+ 1246220V {9 - /:E(y — )P0V dn — ¢ /000 E(y — n)eﬁ(zn_y)dn] (Ii3)
— 124£%5¢PY [92 - /OR E(y — )PV dn — 62 /000 E(y — n)eﬁ(ny)dn] . (Iiy)

We proceed now estimating all different terms in (E.54]). By the choice of § in (E.49) we have

() < —?’%meﬁy. (E.55)

We now proceed estimating the terms (13)-(I2). Using the symmetry of E, the definition of
R and the choice of 6 = %, we compute

(1}) =44% {0 / " By - / o E(n)dn} _ a4t {e R:Emmn —(1-9) / o E(n)dn]

A% [—9 ( /y ey — [~ E(n)dn) 30 /y R+yE(n)dn]

R+y

< — 12430 R+yE d
< € (n)dn.
)

(E.56)
Similarly, since 1 — 63 = 12463 we have
Rty
(I}) < — 4924367 / E(n)dn. (E.57)
y
Choosing € < 246, which by the choice of § implies that ¢ < 492462, we obtain
) R+y
1) =-oae2 | [ ety [ B
y y
R+y R+y (E.58)
§6A2£2/ E(n)dn < 12A350/ E(n)dn
y Y
and
o R+y R+y R+y
(I5) = —¢' [94/ E(n)dn—/ E(n)dn] < 54/ E(n)dn < 492A6393/ E(n)dn.
y y y y
(E.59)
Hence, (£:56)-(E-59) imply
(I2) + (I3) + (I3) + (I5) < 0. (E.60)

Besides the choice of 5 as in (E.49) we use in the remaining estimates the fact that for
y € (0, Rs) the following holds true

§ePY < §evis = g < .
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Hence, we see that
(1) < 453300 < 4e35ePY,  (I1) < 46ePVE303 < 4e36ePY, (E.61)
and

e}

—(R+y) -y

-y
(I3) < 66%e2Pv¢2 (/ E(n)e*dn + 92/ E(n)ezﬂndn>

o tanh(2
< 65262'8%2/ E(n)e2’8"dn652626y52w < 9e35eM, (E.62)
—00

where we used also that g — %h(’g) is monotonically increasing. Finally, for the last six
terms we estimate
tanh(2
(I}) = 6425228 (W = 1> < 34252627 < 324256, (E.63)
(Ily) = 445335y (magg(?’m - 1) < 2e2A8e, (E.64)
h(4 1
(]111) — §54eAPy <artan(6) _ 1) < ,5356621’ (E.65)
443 2
(It,) < 12A%:6e™, (I) <124£%0ePY,  and  (I},) < 18A4g%5e7Y. (E.66)

Therefore, defining the constant in equation (E.50))

. cof
- 1
C(8, 4,0) = min { A0, s T 1547 + 324) }

and combining the estimates (E.55)),(E.60)-(E.66|) we conclude that

~04(0) + V) = (A= vsl)' + [ Bly—n) (A= dstn))*dn < = 35e < 0
for all y € (0, Rs).

We now notice that by the choice of dy we have 15, < w on R. In particular, since
Rs, = %ln(Q) the definition of € in (E.50) implies that 5, (y) < ¥5,(0) = % <won [0, Rs,| as
well as in% (w—15,) > % > 0. We remark that on {y > 0} the functions 15 are continuous.

y>

We aim to show that ¢s < w on [0, Rs] for all § < §p. To this end we assume the contrary,
i.e. we assume that there exists some 0 < § < dg such that

inf (w —5) <0. (E.67)

By construction this yields that in% (w—1s) = [mli%n] (w —1s) < 0. The uniform continuity of
y> [Ra%)

[6,80] 2 & + 15 as functions on [0, Rs] and their monotonicity (§ +— 5 is increasing) imply
that there exists
0" :=sup {5 < 0" < dp: min (w—hsx) < 0} (E.68)
[0,Rs]
such that

min (w — *) = W — + =0
[07R5}( ths+) (yo) — ¥s
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for some yy € (0, Rs«). Indeed, by construction ¢5« < w on y > Rs+ as well as ¥s5+(0) =
e — §* < w(0). Hence, we can apply the maximum principle for (E.47)) at the point yg since
on (0, Rs+) the function 15+ is smooth. We obtain the following contradiction

0 <= =) (g0) o — i) (30) — (4 —o(y)* + (A = v}
+ [ Bly—n(A-w)dn— [ Bly—n) (A= vp) dn (E.69)

s/RE@—n)<A—w>4dn—/RE@—n)(A—wr*dnsa

since by construction 0 < 15+ < w for all y € R\ (0, Rs«). Moreover, 0 < 15+ < w for
y € (0, Rs=). Thus, (A —1s+) > (A —w) > 0 on R. This contradiction implies that such * as
in (E.68) and consequently such § satisfying (E.67) do not exist. Therefore we conclude that

inf (w— ws) >
2,20(‘“ Ys) >0

for all § < dp.
This implies that for all y € [0, Rs] we can estimate w(y) > £ — §e?¥ for all § < dp. Thus,
taking the pointwise limit as § — 0 we conclude

A—f(y) =w(y) >e6 > 0.

This is clearly a contradiction to the assumption that limsup f(y) = A. Hence, f does not
Y—00

attain its supremum at +oo. ]

A similar argument shows that f, solution to (E.46]), does not attain its infimum at +oo,
unless it is constant.

Lemma E.7. Let f solve (E.46). Then f does not attain its infimum at 400, i.e.
liminf f(y) < i%f f, unless f is constant.
Y—00

Proof. We assume again that f is not constant and that lirg inf f(y) = i%f f=B>0 We
Y—00

consider the function w = f — B > 0. Moreover, since f is not constant also w > 0 at the
interior by Lemma [E.5] Hence, w solves

~"(y) + e (y) + (B +w(y) — /R By — n)(B + w(n)'dy = 0. (E.70)

As we did in Lemma we will show that w(y) > 0 as y — oo, which is a contradiction to
the assumption of lirg inf f(y) = i%f f. We will consider the family of functions s defined as
Y—00

in (E.51)) for = %, B as in (E.49) and R defined in (E.48|). Moreover, we take € > 0 satisfying

€ < min min {f(y) — B}, C(5,B,0) », (E.71)

-]

where C(f, B,6) > 0 is a constant that will be computed later. Finally, we consider § < §y =
e
7.
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By construction we see that ¥5 < w on R\ (0, Rs). Moreover, it is important to remark
that for y € (0, Rs) the functions 15 are smooth, as well as 15 are continuous on y > 0. Hence,
we can compute for y € (0, Rs) the following

— () + W4(y) + (B + s())" - /R E(y—n) (B + ds(n) dn

S (c— %0) 35eBY + 5eP (52 - %05) + (B e — 5659)4 - /_j E(y — n)Bdy
— /0 E(y—n) (B—i—e — 565”>4dn— " E(y—n) (B—l—EQ— (565’7)46177
_R 0

4
- E(y—n) (B—|—€9—5e'BR5) dn
Rs

<- 34&56669 + 6Py (52 - 04—%) + (B + e — 56/31/)4 - /_;RE(y — ) (B - 5eﬁﬂ)4 d
Rs

—/;E(y—n) <B+5—666”>4dn— ; E(y—mn) (B+69—56577>4d77

00 4
- E(y—n) <B+€9—566R5) dn.
Rs
(E.72)

As for (E.52)) we used here the definition of ¢y as well as the fact that B* > (B — 56’877)4 for
n < —R. Expanding the power-law, ordering terms together and using (E.53)), we compute

04 (0)+ V) + (B -+ s()' = | Bly—n) (B +s(n) dn (B.73)
<-— %ﬂéeﬁy + 5Py (52 —~ %0/3 +4B° (aml;l(m - 1>> (17)
0 .

+4B% [G—K%E(y—n)dn—ﬁ/o f(y—n)dn] (1)
+4Be [93 - /_l[3 E(y —n)dn — .93/0 ooE(y - n)dn] (13)
+6B2%> [92 ; /_RE(y — n)dn — 9020/0 E(y - n)dn} (13)
retlo- [ E(z: )y =0 [ By - n)dj (15)
— 46%e%Me [9 - /_(?E(y —n)e*Vdn — 0 /OOOE(y —~ n)e?’ﬁ(”‘y)dn] (I3)
— 48PV [03 - /_ By = me” Vs - 67 /0 E(y —n)e’ (”y)dn} (17)

0 Rs
+ 65220V 2 [92 - / E(y — n)e?’=)dn — ¢? E(y — n)e?0=y) dn} (12)
-R 0
— 662202 h E(y — n)e?SWs—v)ay
Rs
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Rs 0o
+6B%62* [1 — [ Em-ye?ran— | E@n—y)e*’ (R‘S‘y)dn] (13)
—o0 Rs
— a5 |1 [ B ) v (%)
R
Rs 00
+ et {1 — | En—ye?rVdn— [ B(n—y)e* (R“y)dn} (1)
—00 Rs
0 00
— 12B%5ePY [9 — / E(n—y)ePmvdn — 9/ E(n— y)eﬁ("_y)dn] (I%,)
~R 0
0 0o
— 12Be&%5ePY [02 - / E(n — )PV dn — 62 / E(n— y)eﬁ(n_y)dn] (I%3)
-R 0
0 Rs
+ 12Bed?e?Y [9 - / E(n — y)e2Pn=v)ay — 0/ E(n— y)ew("y)dn] (I%)
-R 0

oo
— 12Bfe5%e*PY : E(n — y)e2PBs=v) dp,
9

where we used that e™fs < e for any n = 1,2,3,4 and n > Rs.

Arguing as in the proof of (E.55)), (E.56)) and (E.57) we see that also

_3%
4
As we argued for (E.56) and (E.57) using that 1 — 6% = 246? and 1 — 6* = 6246 we estimate

(I7) < ==—=poe™, (I3)<0  and  (I2)<0.

2 < —1sspe [ By 2) < —623c0 [ Bn)d
(I3) < —138B% (mdn <0  and  (I%) < —623¢ (n)dn < 0.
Y Yy
(B.74)

Finally, estimating only the positive terms, using that de®? < e for y < Rs and using the
definition of f in (E.49)), we compute

(12) §468m;2(36)5363’8y < 6e30eY, (12) < 453W6eﬁy < 6e%5e, (I3) < 6e*5e™
(12) <6eB25ePY, (I3,) < 6e2Bde™, (1) < %6eP,
(I%,) <18B2cje?Y, (1) < 18B£25eY, and (I3,) < 12Be%5eP.

Hence, choosing in the definition (E.71)) of € the constant C(5, B,0) > 0 as

. cop
C(f,B,0) = min {1’ 2(18 + 368 + 2452) } ’

we conclude that
U400 + V) + (B -+ s(w)! — [ Blu— ) (B+ vstn) dy =~ 85 <0,

We see once more that by the choice of all the parameters we have 15, < w on R as well as
s, < w on [0, Rs,]. Moreover, for all § < dp it is true that 5 < w on R\ (0, Rs) as well
as Yr(0) < w and s(Rs) < w. Hence, arguing as in the proof of Lemma we see that
assuming the existence of some § < §y with

Inf (w—45) = min (w—1bs) <0
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there exists also some ¢ < 6* < §y defined by §* := sup {5 <6 <y [Enli%n] (w—1s+) < 0}
[Ra%)

such that

min (w — * ) = W — « =0
[07R5}( ths=) (yo) — s

for some yo € (0, Rs«). However, the application of the maximum principle for the equation
(E.70) to the functions w and s+ yields as in (E.69) the contradiction 0 < — [ E(y —
n) [(B +w(n)* — (B + 1s+(n))*] dn < 0. Therefore, we conclude that

i — >
Inf (w —15) 2 0

for all § < dg, so that w(y) > €0 — Y for all § < dp and all y € [0, Rs]. Thus, taking the
pointwise limit as 6 — 0 we establish

fly) = B=w(y) >0 >0,

which contradicts the assumption that lim inf f(y) = B. Hence, f does not attain its infimum
yA)OO

at +o0. O

E.3.2 The w-limits of the traveling waves are constant

Lemma Lemma and Lemma imply that the limit function f solving (E.46)) is

either constant or it takes the supremum and infimum at —oo, i.e.

i%ff = liminf f(y) < limsup f(y) = sup f.

Yy——0o0 Yy——00 R

We will show that f is constant, showing that liminf f(y) = limsup f(y). We start proving
Yy——00 y——00
the following Theorem, which is a fundamental stability result.

Theorem E.5. Let f solve (E.46)) for 0 < A < Tar. Then there exists ancg = eo(Tar, A, ¢) >0
such that for all € < gq there exists Lo(e, Ty, A, c) > 0 with the property that if

et <

then also
osc f < 3e

[L,00)

for all L > Lyg.

)

Proof. Let us assume that f satisfy OLSCL | f < e for some L > 0 and some ¢ > 0. We show
that for € > 0 small enough and for L > 0 large enough this assumption implies [osc f<3e.
,00

In the course of the proof we will also define ¢y and Lg(e).

If osc f < e, then the maximum max f =: M < Ths and the minimum min f =:mp > A
[—L,L] (—L,L] [—L,L]

satisfy
My —mp, <e.
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We now construct two suitable families of subsolutions and supersolutions, for which the
maximum principle will show the claim in a similar way as in the proofs of Lemma and
of Lemma [E.7] Let us consider the following functions

—(mL — 6) y < —L
— 5ePly—L) _
I e —de L<y<lL
= —e+ E.75
Voly) =m —e e — §ePlv—L) y € [L, Rs] ( )
_(mL - 5) Yy > R57

where Rs = +1n mi—(1=6) + L is so defined that ¢} is continuous on [L,o0). Moreover,
B 0 §

we notice that wéL is smooth in (L, Rs). We consider € < A as well as § < mp — A, so that
mp—e > 0and Rs > L, and we study the family of functions 1/}33 for 0 < &g, where dg(e, L) > 0
will be specified later. We also fix 0§ = % and ¢y = min{c, 1}. In addition we choose

B<mind L % ¢ (10 N (E.76)
24’ 27273, \ 8 77T3, '
satisfying also
62—@B+4T§’4 M_l +4T]%4 M_l <0. (E.77)
2 5 36
For ¢; = 6artanh (%) we take e < &1 defined by
. cof

= 1, A . E.78
£ mm{ "V (dey + 1661 T2, + 1272, + 12Thse1 + 6T07) } (E.78)

We also consider a fixed L > Lj(¢) satisfying

<1 + T + T ) /00 E(z)dz < /Lﬁy E(z)dz for ally > Ly, e 1" < 8% and Ly > =
0 " (0)°) Jiiuy vy ’ VB
(E.79)
We remark that g given by and L defined by are well-defined. For (8 one argues
similarly as for , while for L; we need to adapt the proof for . This adaptation
however is easy. As we proved in , one can readily see that for any A > 0

o0 N+y
A E(z)dz < / E(z)dz for N = N(A) > 0 large enough and for all y > 0.
N+y 0
3
Taking A =1+ % + (5%3 and L = w, we conclude (E.79)). Moreover, we remark that
the function
0o N+y
N— A E(2)dz —/ E(z)dz
N+y 0

is monotonically decreasing for N > N(A). Hence, (E.79) holds also for all L > L;(¢).
Finally, we set
o = (mp — (1 — 0)e)e PR > 0, (E.80)

where R, is the distance such that

1-0
e forall yel[L— R, L+ R (E.81)

fly) —mp > —
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It is important to notice that R. is independent of L. This can be proved using the uniform
continuity of f, according to which there exists R. such that f(y) — f(z) > —1;295 for all
|r —y| < Re. Finally, x = L and f(L) > my, implies (E.81)). Thus, with dp defined in (E.80|
we see that

Rs, = ;ln (eﬁRs) —R.+L.

Hence, for all y € [L, Rs,] we have by construction @Z)(;LO <mp — (1 —0)ec as well as f(y) >

my, — 1;295. This implies

5 e > 0.

Fly) =5, =
for y € [L, Rs,].
Moreover, by definition we know that ¥ < f(y) for y € R\ (L, Rs) and for all § < &o.
We remark also that ¢¥£(L) = my — (1 — 0)e < myp < f(L) as well as ¢F(Rs) = 0 < f(Rj).
Hence, 1!)5LO < fin R.

We will now show that ¢} is a subsolution to the equation (E.46) for y € (L, Rs), where
the function is also smooth.

Let us first of all assume that y € [R(; — ﬁ, R(s) N (L, Rs). We compute
5PW=1) > §ePBRs=L) =V — (;; — (1 — 0)e)e VP,

Hence,
0 < k() < (mp - (1= 0)e) (1- V7).

This implies that
— (OB () + e (wE) () + (WE )" - /RE(W —y) (wE) "
4

<(mp — (1 —0)e) (8% — B) + (mp, — (1 — 0)e)? (1 _ e_\/B)

2 _ &
<(mr —(1-0)e)* [(mf_ {a _059)5)3 + 52}
<(my, — (1= 0)e)’ [_2<mL _C(()f— 55 + 52} < (mp — (1 - 0)e)* [_ 2‘3;?4 + 62] <0.
(E.82)

We used besides the definition of 5 in (E.76|) also that (my — (1 — 0)e) < Ty, ¢ < ¢g as well
as 1 —e Il < |z|.

It remains to show that w(;L is a subsolution also for y € <L,R5 — ﬁ) Without loss

of generality we assume (L, Rs — ﬁ) # (), since this is true for § small enough. Moreover,
for all § < §p with [R(; — ﬁ, R5> N (L, Rs) = (L, Rs) estimate (E.82)) gives the result about
de being a subsolution. We collect many estimates similar to the ones made for (E.54]) and
[E.73). For the following computation we use ¢ > ¢ and that e#% < e for n > Rj, we
expand the power law, and we order similar terms together.
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— (@B () +e (@WE) @)+ @Ew)" - /R E(n—y) (vEm) " dy (E.83)

_ %ﬁéeﬁ(y*m (1213)
+ 6ePlv=L) </32 - %ﬁ —A(mp —e)® +4(my, —¢)? / B - y)eﬁ(”_y)dn>

~ (=00 (1= [y = )y ) (13)
—L
Rs

+ 6(my, —e)262e2P—L) <1 —
-L

B(n— y)ew-y)dn) ()

—6(my —)?” | E(n—y)eFomh)
Rs

Rs 00
+ §4e4By—L) <1 _ E(n— y)ew(ny)dn) — 54/ E(n —y)etPBs=1) (I3)
_L R
L 1
T (g, —2)? [ee + [ By -z [ B y)dn} (13)
—4(my, - 6)369/ E(n— y)dn
+4<mL—e>[se / B - y)(m, — <)*dn — / (- ydn} (1)
~Amy — <))’ /L E(n— y)dn
—L L
T 6(my, —2)? [w - [ B 2pan-2 [ B y)dn] (12)
—6(my, — £)2(c6)? / E(n— y)dn
+ (0)* / E(n—y)(mp, —e)*dn — / E(n - y)dn — (6) / E(n—y)d (I3)
— 4e35ePly=1) <93 — / E(n—y)ePrvdy — 93/ E(n— y)eﬁ(n_y)dn> (I3)
—L L
L 0
— 4e3e38y—1) <93 — / E(n—y)e®?0=vdpn — 9/ E(n — y)e?’ﬁ(”y)dn) (I3)
—L L
L Rs
+ 622972700 (02 - / B —y)e*" " dy — 62 / B — y)ew("_y)dn) (1)
—L L
— 6(89(5)2625(1%57[/) E(n—y)dn
Rs

L o)
—12(mp, — 6)28566@_L) (9 — / E(n— y)eﬁ(n_y)dn — 6’/ E(n— y)eﬁ(”_y)dn) (Ii)’z)
L L
L 00
—12(my, — £)e26eP 1) (92 - [ Ba- e iy -6 [ - y)eﬂmy)dn) (%)
—L L

L Rs
+12(my, — g)ed®e* V1) (9 - / E(n —y)e* ) dn — 0 / E(n—y)e* ("‘y)dn) (1)
—L L

—12(my, — )ed?ePRs=L) [ By — y)dn.
Rs
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Next, using (E.53)) and estimating (m — ) < Ty as well as 625 < m — (1 —0)e < Ty we
can compute

(1) + (1) < = F83e" V1)

h h(3
+ 5eP=L) | 52 _ 04—% + 4T3, (artarﬁl(ﬁ) - 1) + 4T3, (magﬁ(ﬂ) - 1)]

< @ﬁgeﬁ(y—m
-2
(E.84)

by the choice of B as in (E.77). Next we consider (I3) and (I3). Here we use (E.56), (E.57)
and (E.74)), obtaining

L 00
(13) < 6(my, — ¢ [(e@>2 —2 [ B im0 [~ B y)dn} <0 (B85
as well as .
@) <)== [ B-yn- ) [ B yin<o (E.56)
—L L
Using § = £ and L > L; as defined in (E.79), we also estimate
L —L L
(1) <ttne—2° [0 [ B-i+ T [ Bw-win—e [ B

<d(my —¢)? [59 /_: E(n—y)dn+ Ty /_: E(n —y)dn — 4<0 /_LL E(n— y)dn}

=4(my — €)%e0 [(1 + ?;) /_:: E(n —y)dn — 4/_LL E(n— y)dn} <0
(E.87)

and

L —L L
(I§) <4(my —¢) [(59)3/ E(n—y)dn+ Tj}/ E(n—y)dn— & /L E(n - y)dn]

<t~ )6 | (1+ (f(%g) / By )y - 124 / LL B~ )] <.

o0

(E.88)

Using artazi%("m <cforn<4,0= % as well as the estimate de’¥—L) < Ty for y < Rs we
compute furthermore

(1) < 4e3gePu—0) 2AB) s 5 op-1), (E.89)
(I3) < 4653635(3/_”2%;@ < 4T3 016800, (E.90)

(I3) < 6e2Ta0e® V=) and (I3,)+ (I3) + (I3)) < 12eT6e® Y1) (Thp(er + 1) + ¢1) . (B.91)

Finally, we have to estimate the remaining terms (I3) and (I3). To this end we recall that we
are considering the case for which Rs —y > —L and that we have chosen L > L; such that

v
e~ I1 < 2. Additionally, we also use that

eV < B1 for all B> 0. (E.92)
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We hence estimate

Rs

(I3) <6(mp — 6)252625(3/_” <1 — E(n - y)e%(n—y)dn)

—L

—L
=6(my, — ¢)%6%e2Pv—1) <1 _ artagg(ZB) +/ E(p— y)ew(”_y)dn)

+ 6(my, — £)25%e2Pv-1) E(n—y)e2P=9dp
Rs

—(L+vy) oo
<6T3,6eW=L) / E(n)e*dn + /

—00 Rs—vy

—(L+y) 00 o—=(1-28)n 2
<673 670 —1) <6 + / — dn) < 673, 5e" 00 <ﬁ2+36_6%>

(E.93)
E(n)e*” ”dn)

2 1
VB
2
<6T3,5eP L) <ﬁ2 + gﬁﬁzi) .

artanh(a)
a

We also used in the second inequality that > 1, as well as in the third inequality the
2]

estimate (1) <1 for n < —(L +y) < 0, the estimate and the inequality F(z) < %
for |z| > 1 since 372 > 1. For the fourth inequality we used (1 —28) > 2 since 8 < 2 < 75
and we concluded the fifth estimate with . In a very similar way, using again that
(1—-48) > % since 8 < i, we also have the estimate

Rs
(I4) < §tetP=D) (1 -/, E(n— y)ew("y)dn)
tanh(4 - o0
_§hetBy—L) (1 _ arazﬁ(ﬂ) + / E(n — y)etBm=v gy 4+ E(n — y)€4ﬁ(n—y)dn>
<13 56560 [ [T 1o > 48n 3 5efw-0) (B, 3 508
<Tyoe E(n)e™"dn + . E(n)e*dn | < Tyide 7-1-55524 .
- 5—Y

(E.94)
Putting now together all estimates (E.84)-(E.91) and (E.93)-(E.94), and using that § <

24
(1870 7707[1]?‘) and € < 1 we conclude for y € (L, Rs — ﬁ)

— @) () + e (Wh) () + (BEw) - /R En—y) (k)" dy

T3
<gefv=1) (—62% +& (dey + 1661 T + 1273 + 126, Ty + 6Ty ) + 7710Mﬁﬁzl4>
<§ePu=L) (D05, Dpg OVg\ 0 pgs By-L)
<o) (D54 D4 D) = ~Dgscli-b) <,

(E.95)

where at the end we used the choice of € < &; and of 8 according to (E.78) and (E.76),
respectively.

Estimates (E.82)) and (E.95) show that for all § < dp and for all y € (L, Rs) the functions
w(;L are subsolutions, i.e.

—(WF)" ) +e(@F) )+ (k)" <o.
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Since by construction wé;o < fin R with ?l)(;LO —f< —1%95 < 0 for all y > L, as well as 1,!)5L <f
for y € R\ (L, Rs) with ¢} |{L7R5} < f] LR} @pplying the maximum principle in the same
way as we did in the proof of Lemma and Lemma [E.7] and using the uniform continuity
and the increasing monotonicity of § — w(’; on compact sets as well as the fact that @Df are
subsolutions on (L, Rs) we conclude that

YE(y) < f(y) forall y € R and & < .
Hence, for any y > L we have for § < §p small enough
fy) =>mp — (1 —0)e —5ePV=E).
Taking § — 0 and thus R5 — oo yields
fly)>mp —(1—0)e forally> L. (E.96)

In a similar way we show now that f(y) < My + (1 — 6)e for y > L. We consider a similar
family of functions called {@05} which we will prove to be supersolutions. In this case we
define

QTM—<ML+E) y < —L
yef=L) ¢ -L<y<L
veSW=L) — ¢f L<y<R,
2T — (M, +¢) y> Ry,

Ph(y) = Mp+e+ (E.97)

where R, = %ln <2TM*(M§+(179)8)> + L. We consider also ¢ < Ty and v < Ty — My, so

that 2Ty — My —e > 0 as well as R, > L. We remark that since f does not take supremum
and infimum at the interior, Th;y — My, > 0. Moreover, we notice that this family of functions
is continuous on (L, o00) as well as smooth on (L, Ry). For a y(e,L) > 0 defined later we
study the family of functions {1/1,%} for v < 9. We also fix as usual 0 = % and cgp = min{1, c}.

Additionally, we choose
. |1
< -, —
¢ mln{ 19 }

such that
artanh(4¢) 3 o 9 3 (artanh(4()
—_— < = d —(-¢"—15(2T] — -1 . E.
i <2 an 2{ ¢ 5(2T) 1 >0 (E.98)
We also consider € < g5 defined by
. Cco 1 2
= 1, Ty, — A E.
£2 mm{ M T @y 1 28T 5 (E-99)

We notice that ¢ depends only on ¢, so that 9 = e2(c, A, Ths). Moreover, we study the family
of functions for L > Lo(e,Tys) satisfying

2T (2TM)2 (QTM)?) (QTM)4) /oo /y+L2
1+ + + + E(z)dz < E(z)dz for all y > L.
(1425 + G+ o+ o) [, Bee< [T :
(E.100)

We remark that such ¢ as in (E.98) and such Ls as in (E.100)) exist, as we have seen already
several times. Moreover, ([E.100) holds true for all L > L.
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We will also consider yg = (21 — (M + (1 — 0)e)) e “Fe, where R. is once again the
distance such that My, — f(y) > —%5 for ally € [L— R., L+ R.]. By the uniform continuity
of f and since f(L) < My we know that such R, exists and it is independent of L. Moreover,
by definition we obtain

R,, = R.,
which implies that for all y € [L, R,,] we have
1-6
Vi) = fly) > —5—¢ >0,

since ¥l > My + (1 - 60)e and f(y) < My, + 5%

We also remark that by construction we have that for all v < g

WE(y) > fly) forally e R\ (L, R,)
and also L (L) > My > f(y) as well as 2(R5) = 0 < f(R,). Thus, wﬁo > fin R.
We now show that the functions ¢WL are supersolutions to the equation (E.46) for y €
(L, R), the interval where the functions are smooth. This will be done in the spirit of (E.54)),

(E-72) and (E-83). We use that —eS(=1) < —e¢(Bv=L) for all > R, we expand the power
law, and we rearrange the terms. Moreover, using also ¢ > ¢y we obtain

)" W +e () )+ @) - [ Ba—u @hm)'a (E.101
>t et (2<—c +4(M + ) = 4(My, + 2) / E(n = y)et” y>dn) (1)

+ 4(My, + e)yPeX W) <1 — / E(n— y)e?’“"‘y)dn) (I3)
—L
+6(Mp, +2)*y%e*h) (1 - / E(n- y)eQC(”‘y)dn> (13)
L

4 AedD) < / By — )t y)dn> (4
L

—4(Mp, +¢)? [59 + / E(m—y) 2Ty — (M +¢)) dn — 6/ E(n— y)dn] (I3)
—00 —L

+4(My, +¢)3c0 /00 E(n—y)dn
L » .
a(Mp + o) [(eef” [ By en - (e -2 [ B y)dn} (18)
oo —L

+4(Mp, +€)(e)? /Loo E(n—y)dn
-L

L
+6(Mr, +¢)? [(50)2 - / E(n—y) 2T — (Mg, +¢))* dn — &° /_L E(n— y)dn] (I7)

—0o0

~ oMy efe)* [ B )
L
+ (0)* / E(n—y) 2Ty — (M +¢))* dn—ﬁ/ E(n—y)dn (Ig)

L
69/E77y
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— 4e3yey=1) <93 / E(n—y)et Y dn — 93/ E(n—y)ett— y)dﬁ) (I3)

—1—45073 3C(Ry— / E(n—y)d

o CoM (9 - / E(n—y)e* ¥ dn — 6 / E(n— y)e?’C(”_y)dn) (Io)
.y L

36<(R”L)/ E(n—y)dn
R,

L R
+ 6%y 0 <92 - / E(n —y)e* ¥ dn — 6 / " B( - y)GQC(”_y)dn) (1)
—L L

— 6(c0)%eX D) / E(n—y)dn
Ry

—12(My, + €)%eyesW—L) (9 — /
-L

L Ry

E(n—y)es"Ydn -6 / E(n— y)62<(”‘y)dn) (Ity)
L

+12(My, + ¢)%ef~yeS 1) / E(n—y)dn
Ry

L R
— 12(My, + €)ey®e* W0 (9 - / E(n —y)e* " ¥dn — 6 / " B( - y)GQC("‘y)dn) (I3)
.y L

+ 12(My, + €)efry2eX n=1) / E(n—y)dn
R
L R,
+12(Mp, 4 )e?yet V1) (92 - / E(n —y)e"dn — 6° / E(n - y)e“"y)dn) (1)
-L L
— 12(Mp, 4 €)e26?y2eSF—L) / E(n—y)dn.
R

~y

We now proceed to estimate all the terms. First of all, using the identity (E.53]), the estimate
(Mg, +¢) < 2T as well as the definition of ¢ in (E.98]) we compute

(1) + () (1) + (1) 2 FretmD e (D 2 - aomye (22 1))

¢
42Ty )R D) <artanh(3§) B 1>

3¢
h(2 h(4
— 6(2Ty) 2221 (artagC(O _ 1) 4 At A1) (artaZC(C) B 1)

> D el 4 ef0-D) <020< — ¢ - 4(2Ty)? (ma‘nmo - 1))

4¢
—4(2Typ)3yeS L) <artanh<4<) _ 1)

4¢
~6(2T7) e <arta2?(40—1) (2Tg)Pyes v =H) (m;?(‘@_1>
5V el ( ¢~ 2~ 15(2T)° (W—l)) > D ettt
(E.102)

where we used also that { — — 1 is a monotonically increasing non-negative function

and that yeSW—L) < 2T for y < R,.

artanh(¢)
¢
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We estimate the terms (I3), (I¢), (I7) and (I3). We compute using 6 = 1 and the choice

of L > Ly asin
L L
(1) + (1) > —4(My + &) [se | Ea-wan+ [ Bw-y)@n- 01 +e) dn}
L - =L
F16(My, + £)20e / B = )dn+ 6(My +2)*(c0)’ / E(n — y)dn

L
oMy +)? [/ B =) (T — Oy + <)+ [ B~ yyan]
—4(ML+6)3€0[<1 2TM>/ E(n—y)dn — 4/ E(n— ydn]

+6(My, +¢)? [59 / E(n—y)dy — (2Tw) / E(np— y)dn—s/ E(n— y)dn]

L

>4(Mp, + €)? {395 /

LE(n_y)d}_(SML"‘E [ / E(n— ydn}

L
2
~o(0a, < [ B - yan (20142~ ) >0
-L
(E.103)
for € < €9 as in ([E.99)) since My, + ¢ > \. Since % > %, in a similar way we can estimate

L L
(I + (1) > — 4(My + <) [@se)?’ [ B+ [ B <2TM>3dn}
- L - L
— 12404 + )62 [ Bln-pydn+ ) [ By
—L —00
L L
—/ E(n—y) (2TM)4dn—€4/ E(n—y)dn
oo -L

L L
>4(Mp, +¢€)(e0)? [123(95)3 /_L E(n- y)dn} — & /_L E(n — y)dn,

so that
4 4 5 [* 492
@) + (1) 2 [ By (1500 +2) <) >0, (E.104)
~L
We estimate the last terms using artazlg(4<) < 5 as well as ve¢W—1) < 2Ty,
(I3) > —4303e WD) > _deyeCW=0) (Th) > —426(2Tny)2yeSv— D), (E.105)
(I})) > —6e2y2eX - L)artaglgm > —9¢(2Ty)yet W1 (E.106)
and similarly
(If2) + (Iis) + (114) _12(2TM)5’Y€ (Wb (2(2T) + 18) (E.107)

Finally, using ¢ < €2 as given in and combining the equations (E.101))-(E.107) we

conclude that w,’% are supersolutions in (L, R,), ie.

— (W5 () + e (1) () + (WX ()" - /RE(U ) (WEm) dn > DD > 0
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for all y € (L, R,).

We recall that by construction 1/1430 > f in R with zﬁ% f>3% > 0forall y> L and
7#5 > ffory € R\ (L, R,) with d},e ‘{L,RW} > f |{L,R . Hence, once again arguing with the
maximum principle as we did in the proof of Lemma and of Lemma we conclude, by
the uniform continuity of v — ¢§ on compact sets and their decreasing monotonicity, that

Wh(y) = fly) forall y € R and v < o,
since wﬁ are supersolutions on (L, R, ). Hence, for any y > L we have for v < 79 small enough
Fly) < Mp+ (1= 0)e +yeS@ 0.
Finally, taking v — 0 and thus R, — oo we conclude
fly) < Mp+(1—0)e forally > L. (E.108)

Let us now define eo(Ths, A, ¢) = min{ey,e2} for e; and ey defined in and (E.99), re-
spectively. For any given € < g9 we define also Lo(e, T, A, ¢) = maX{Ll, LQ} where L1, Lo

are given in (E.79) and (E.100|), respectively, and 6 = %

The estimates (E.96) and (E.108) yield the proof of Theorem Indeed, we have just
proved that, if f solves (E.46)), there exists some o(Tn, A, ¢) > 0 such that, if

[oLscL]f<6

for e < g9 and for L > Lo(e, T, A, ¢), then

[Bsc)f<ML+(1—6?)€—mL+(1—0)5:(3—20)5<38,

where we also use that mp < f(L) < M. ]

In order to use Theorem we need to have functions satisfying the oscillation assump-
tion. The next lemma shows that there exist sequences of functions satisfying both (E.46))
and the oscillation condition.

Lemma E.8. Let f solve (E.46) for 0 < A < Thys. Let us assume that f is not constant. Then

there exist {xytnen and {&treny monotonically decreasing sequences with lim x, = —oco as
n—oo
well as lim &, = —oo satisfying
k—o0

lim f(z,) = supf and kli_{n f&) = iﬁf f

n—o00
Moreover, they satisfy

lim osc f(z,+-)=0 and lim osc f(&+-)=0

n00 [~ L,L] k—00 [~ L,L)
for all L > 0.

Proof. Since f is not constant, according to Lemma Lemma and Lemma [E7] it has
to attain its supremum and infimum at —oo. Hence, there exist monotonically decreasing

sequences {x, }nen and {& }ren satisfying

lim z, = —oco, lim & = —o0, lim f(x,)=supf and lim f(&) = inf f.
n—00 k—o0 n—00 R k—o0 R
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We now prove the statement for the supremum. We define f,, = f(x, +-). Then f,, solves the
same equation by the translation invariance of this equation. Moreover, f,, € Cc21/2 (R).
Thus, by compactness for a € (O, %) there exists a subsequence f,, = f (CL‘n]. + ) — g
in C%%(R) in every compact set and hence uniformly everywhere. Moreover, g solves also
(E.46). By regularity theory we see that g € C>'/2(R).
It is important to notice also that
g(0) = lim f (zp,) =sup f >supg > g(0).
J—00 R R

Since g attains its supremum at the interior, it is constant according to Lemma Thus,
Jn; = 9= s%p f uniformly in every compact set.

Let ¢ > 0 and L > 0. By the uniform convergence in [—L, L] there exists Ny(e,L) > 0
such that for all j > Ny we have

5
1(fr; = 9) I,y oo < 3

We thus conclude that

O0SC
[_LﬂL}

fnj =

g -

min_f <8—|— —i—i—s
—L 55 99 -

[ 2 2

This proves lim [OLSCL] f(2n; +-) = 0 for all L > 0. Thus, the sequence {Z;}jen = {Zn, }jen
J—00 [— ,
satisfies the statement of Lemma concerning the supremum.

Using that any solution to which attains its infimum at the interior is constant
according to Lemma [E.5] we conclude the proof of this lemma repeating the same arguments
for the sequence fr = f(&x+-), for which a subsequence converges uniformly in every compact
set tog:i%ff. O

Finally, Lemma [E.§ and Theorem together with the previous results in Lemma [E.5)
Lemma and Lemma imply that the solution f to (E.46)) is constant.

Theorem E.6. Let f solve (E.46) for 0 < A < Tys. Then f is constant.

Proof. Let f solve (E.46]). Let us assume that f is not constant. By Lemma Lemma
and Lemma there exist {z,}nen and {&k}ren monotonically decreasing sequences with
lim x, = —oo as well as lim & = —oo satisfying

n—o00 k—00

lim f(x,)=supf and lim f(&)=inf f.
n—00 R k—o0 R

Let also € < g9 be arbitrary and L > Ly(¢) for €9 and Lg(g) as in Theorem According to
Lemma there exists Ny(e, L) such that

osc f(xp+-) <e foralln> Ny.
[_L7L]
Since by the translation invariance f(z, + -) solve (E.46|) with A < f(z,, + ) < Tps, Theorem

implies that
osc f(xn+-) <3e forall n > Np.
[L,00

Thus,

[ osc )f(a:n +:) <4e forall n > Np.
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Similarly, there exists Ko(e, L) > 0 such that

: osc )f(fk +:) <4e forall k > K.

Hence, for any n > Ny and k > Ky it is either z,, — & > 0 or & — z, > 0. In the
first case we estimate |f(&x) — f(xn)| < [ 0sC )f({k + ) < 4e, while in the latter situation

,O0

|f(zn) — f(&)] < [_%SC )f(:zn + ) < 4e. Therefore,

£(3) = £(€)] < e for all j > max{No, Ko}.
Taking now the limit as j — oo we conclude

sup f —inf f < 4e.
R R

Since € < g9 was arbitrary, this implies that sup f = i%f f and hence f is constant. O
R

E.3.3 Existence of a positive limit of the traveling waves as y — o

We now finish this section proving that any traveling wave solving (E.10)) for y > 0 has a limit
as y — oo. We first of all need to show a corollary to the stability result in Theorem [E.5

Corollary E.3. Let f solve (E.10) according to Theorem [E.3 for 0 < X < f < Ty and
¢>0. Let e < eo(c,\,Tar) and Lo(e, A, Tar, ¢) be as in Theorem [E.5, Let also a > Lo(e) and
fly):=fla+vy). Then f:[—a,00) = Ry solves

o

P )+ ef ) + ) - / E(n— ) (n)dn = 0 (E.109)

—a
with f(—a) =Ty and 0 < A < f < Tw. Moreover, if

f < Lo(e) < L <
[PLS&] f<e for Ly(e) a
then .
osc f < 3e.

[L,00)

Proof. Tt is easy to see that f solves (E.109)). In order to simplify the reading we use the same
notation as in Theorem Let hence m and My, being the minimum and the maximum
of f on [—L, L], respectively. Moreover, 5, ¢ > 0, 6 < dg and v < =y are defined for f as

in Theorem Let finally ¢} as in (E.75) and 1?5 as in (E.97). We argue that @DJL]I[_G,OO)
and w'%]l[fa,oo) are subsolutions and supersolutions for the equation (E.109) on (L, Rs) and
(L, Ry), respectively.

Indeed, by definition 1/15]1[_%00) = ¢} since Lo(e) < L < a and ¢¥ = 0 for y < —L. This
implies that
oo

/ T B —y) (¢Em) dn = / E(n—y) (k) dn = / E(n—y) (k)" dn.

—a —L —o0

o0

Hence, for y € (L, Rs) the functions 1/15L]l[,a’oo) are subsolutions for the equation (E.109) with
V51 g00) < f on [—a,00) \ (L, Rs), ¥f |(r.rsy < (LR} 8 well as F T[_q ) < f on
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[—a, 00).

Similarly, 1,[)5]1[_0”00) < d)€ since Lo(e) < L < a and ¢§ = 2T for y < —L. This implies
that

[e o]

B0 () dn < [ B - (@Ew) o

Thus, the functions 1/15]1[,&700) are supersolutions for the equation (E.109) for y € (L, Ry).
Moreover, they satisfy 1/)5]1[_@’00) > fon [—ac0) \ (L, R,), 1#5 |{L7Rw} > f’{L,RW}’ as well as
1/15]1[,&00) > f on [—a, ).

Hence, as we saw in Theorem [E.5] an application of the maximum principle and of the
uniform continuity on compact sets of the families of sub- and supersolutions with respect of
0 and -y, respectively, implies

0scC f < Je.

L,c0)

O]

Finally, we can prove the convergence of the traveling wave to a positive constant as
Yy — 0.

Theorem E.7. Let f solve (E.10) according to Theorem [E.3 for Tay > 0 and ¢ > 0. Then

there exists a limit
lim f(y) =: foo > 0.

Yy—00

Proof. By Theorem Lemma and Theorem we know that f > X > 0 for some
A > 0. Let us take {z,, }nen and {&, }nen two diverging monotone increasing sequences such
that
lim f(z,)=limsup f(y) =: foo and lim f(&,) = liminf f(y) =: fc.
Nn—00 y—00 n—00 y—00
We notice that foo, foo € [A\, Ths]. Up to subsequences we know that f(z, + -) and f(&, +
-) converge to constant functions, as we have proved in Theorem We denote these
subsequences x,, and &,. Hence, we have
lim f(x, +-) = foo and lLim f(& +9) = fo
n—oo —

n—o0

uniformly on compact sets. Therefore, for all L > 0 there exists Nyo(L) such that x,,&, > L
for all n > No(L) and such that

osc f(xn+-)—0 and osc f(§&+:) =0 asn— ooandn > Ny(L).
(-L,L] [~L,L]
Let now ¢ < eg(c,\,Tar) and Lo(e,c, A\, Ths) as defined in Theorem and in Corollary
Then there exists Ni(e, Lo(e)) > 0 such that x,,&, > Lo(e) for all n > Nj. Let also
L € (Lo(e), min{zn,,&n, }). Then there exists Na(e, L) > Nj(g) such that

. . > .
[Pfi]f(x"+)<€ and [—()ES:]f(fn+)<€ for all n > Na(e, L)

We remark that Lo(¢) < L < min{x,,&,} for all n > Ny(e, L). Then by the Corollary [E.3| we
can conclude that

osc_f(zn+-) <3e and [SSC)f(ﬁn +:) <3¢ forall n > Ny(e, L).

L,00
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This implies that
|f(zn) — f(&,)] < 4e for all n > Ny(e, L). (E.110)

Indeed, let n > Na(e, L). If x,, — &, > 0 we compute
£(6) = F@] < g flgn+) < e,

while if £, — x, >0

|f(zn) — f(&n)| < _ose )f(:cn +) < 4e.

,O0

Taking the limit n — oo in (E.110]) we obtain
0 S ffoo - fﬁ S 455
which implies that f has a limit, since € < ¢ is arbitrarily small, i.e.

f;:fﬁ:foo-
]

E.4 Formal description of the long time asymptotic for arbi-
trary values of T'(+00)

In this last section we conclude giving the expected behavior of the solution to the Stefan
problem as t — 0o. We remark that what we present here is formal.

Theorem shows the existence of ¢pax > 0 such that for any ¢ € (0, ¢pax) there exists
traveling waves T1(z + ct) =: T{(y) and T2(z + ct) =: T5(y) solving the Stefan problem for
s(t) = —ct. The first problem we should solve concerns the uniqueness of the traveling waves.

Problem E.4.1. Prove or disprove that for any ¢ € (0, cpax) and T > 0 the traveling waves
T7,Ts solving ([E.5) are unique.

Notice that it is enough to have the uniqueness of the traveling wave in the solid solving
ES. c
Recall that lim 75 > 0 and lim 77 =Ty — %ﬁz(oﬂ_ Moreover, we notice that also
Yy—00 y——00

for ¢ = cmax there exist traveling waves. Indeed, T5™* exists by Theorem [E.3| By definition
OyTs™>(0%) = —Lemax. Thus, since 9,77 (07) = 0, in this case the traveling wave is
constant in the liquid part, i.e. Ty™> = Tjy.

Also the existence of a traveling wave T3 solving for ¢ = 0 is an important problem
that should be considered.

Problem E.4.2. Prove or disprove that there exists a unique traveling wave T3 solving ([E.8))
for ¢ = 0. Moreover, T20 converges to a positive constant as y — oo.

Remark. The existence of T9 can be proved as follows using an iterative argument. First of
all the function

Wl

A 2 1/ 23
= ———5,whetre A= ——~and B=_ | — | ,
h (B+y)s V9 3 <TM)

is a solution to f' — f{f = 0 on Ry with f1(0) = Ths. Moreover, f; is monotonically decreasing
with li_{n fily) = 0. It is also possible to show the existence of a monotone sequence 0 <
Y—00
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i< fo< .. < fan< fno1 < ... < Ty solving for n > 2 equation for c = 0. In
this case though, the variational principle method we used in Proposition does not work.
Nevertheless, knowing for n > 2 the existence of f,_1 € CO’I/Z(RJr) with f1 < froo1 < T,
the method of sub- and supersolutions (c.f [49]) can be implemented in order to find for any
R > 0 a solution f* € C%/2(|0, R]) of the boundary value problem

(B () + (fEW)' = [ Ely—n)fii(mdn  ye(0,R)
fE0) = Tm
FE(R) = fi(R).

Indeed, f1 and Tjs are sub- and supersolutions of the operator L(u) = —8§u + 4T3, u and the
function A — —A\* 4+ 4T\ is increasing for A € [0, T]. Moreover, since || f||oo < Ths as well
as ||8§ fE|s < T4, we conclude that £ € C%1/2([0, R]) with uniformly bounded norm with
respect to R. Hence, taking the limit we prove the existence of a function f, € C*!/ 2(Ry)
solution to for ¢ = 0. Since the monotonicity argument in Theorem applies also
in this case, such a monotone sequence exists. This implies the existence of a traveling wave
solving for ¢ = 0 and y > 0. However, the uniqueness and the existence of a positive
limit are more involved problems.

This remark shows that 73 exists, moreover, 9,75 (07) < 0 by the Hopf-principle. Hence,
in the liquid the traveling wave TY solves 9217 = 0 with 77(0) = Ty and 9,T{(07) = %.
Thus, we obtain

TO +
lim T{(y) = Thr — 0,73(07)

. . 0 _
lim o Y with yggloo 1Y (y) = oc.

These observations lead to the following open problem.

Problem E.4.3. Prove or disprove that for any 7T, € [T, 00| there exists a unique ¢ €
[0, cmax] such that in the liquid the traveling wave T} of Theorem satisfies

lim TY(y) = T-oo-
A Ti(y) =Too
On the contrary, in the solid we already know that there exists & > 0 such that for any

¢ > 0 the traveling waves satisfy yli_)rgo T5 =T, > 0. Therefore, we cannot expect that T}, can

attain all the values in [0, T)/] for ¢ € [0, cmax]. Nevertheless, we can reach any value in [0, T/]
if we include an additional layer in which the radiative transfer equation is approximated using
the diffusion approximation. More precisely, we expect to approximate the evolution equation
of the temperature by an equation of the form

Ty = Tow + (T)

xrx

in a domain x > s(t) where T' changes in a length scale much larger than 1.
We conclude the final picture of the asymptotic of the solution (77,7%,s) to the Stefan
problem (E.4) as ¢t — oo with the following claim.

Given T_ o € [T, 00] and T, € [0, Ty] there exist ¢ € [0, ¢max] and functions T, Ty with
the following properties:

(i) s(t) = —ct;

(ii) 77 is the traveling wave of Theorem (E.3) for y < 0 with lim T7(y) = T ;
Yy—>—00
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(iii) T» is given by the traveling wave T§ of Theorem (E.3) for y > 0 and by a self-similar

profile F' connecting 7T}, to T, which solves

—EF'(2) — F"(2) - 5 (F4(2))" =0

F—o00) = Tt (E.111)
F(oo) =T
T
-------- ; s [/ L
i ********************************************************** Ty
5,
5 i
; A S

) z
Figure E.2: Illustration of the expected profile as t — oco.

Remark. The self-similar profile F' and equation ([E.111]) can be expected due to the diffusion
approximation of the radiative transfer equation. Indeed, let us define Th(x,t) = F (%) =
F(z) for x > —ct as t — oo. Then, using the Holder regularity of 75 we compute for the

radiation term

()L )

—F(2)" - /OO oBilaln = Vid) <z + ’7_;/&)4@

—ct 2 \f

> Ey(an) n O2F4(2) n? ‘77|2+6
=F 4_ 0[7 F4 F4 n o;r(z)n”

(2) /_ct_Z\/i 5 (2) + 0.F*(2) v 0 (7
(o) 4 00
:F4(Z) / aEl (an) dn . 8zF (Z) / Mndn
ct+2Vit 2 \/E ct+z/t 2
+ W/OO abian) 5, 4O [ B (am) | 240 gy
ST P S . ‘

Using that

t/ E(n)dn ~ te—let=vl) / Em)|n)**dn < 0o and
a(ct+zv/t) t—00 —00

vt E(n)ndn ~ \/E(Oé(ct + z\/f) + 1)e—a(ct+zx/f) — 0,
alct+zv/t) P

we conclude multiplying by ¢ and letting ¢ — oo that

t (F <\2>4 — /000 En—x)F <\ZE>4d7]> v (.93;;42(2)/2 E(n)n*dn = %83}74(2).

Finally, we recover (E.111|) observing that 0, F (%) = —2F'(2) and &2F (%) = 1F"(z).
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