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Zusammenfassung

Diese Dissertation behandelt die Periodengeometrie in Kompaktifizierungen der Stringtheo-
rie des Typs IIB im Kontext der supersymmetrischen Flussvakua und der Kondensation von
Schwarzen Lochern. Als zentrale Fragestellung untersuchen wir, wie Ubergiinge zwischen Fami-
lien von Calabi—Yau Mannigfaltigkeiten die vielen a priori verschiedenen Kompaktifizierungen
miteinander verkniipfen. Wir zeigen, dass Fixpunktloci im Modulraum der komplexen Struk-
tur unter geeigneten diskreten Symmetrien eine rationale Aufspaltung der Perioden innehaben,
welche erforderlich ist fiir Modulistabilisierungen auf symmetrischen Loci und des Weiteren
eine Einbettung bekannter Flussvakua in Mehrparametermodelle bewirkt. Wir vereinfachen
die Suche nach Flussvakua in vierdimensionalen Einparameter-Kompaktifizierungen zu Attrak-
torpunkten auf deren Yifan-Yang Riicktransport. Entlang singuliren Komponenten des Mod-
ulraums identifizieren wir Einparametermodelle welche durch sogenannte ,strong coupling®-
bzw. ,conifold“-Uberginge entstehen. Im zweiten Fall glittet eine Kondensation von Schwarzen
Lochern die Singularitit und fithrt zu einer gemischten Coulomb/Higgs-Phase mit einer in-
duzierten integralen Periodenstruktur. Wir kategorisieren Uberginge in Genus-1-Faserungen
tiber torische Basen welche durch reflexive Polygone beschrieben werden und identifizieren neue
Verbindungen zwischen mehreren Familien. Ein Formalismus wird vorgeschlagen und unter-
stiitzt durch Beispielrechnungen, der mutmaBlich-integrale Periodenbasen fiir alle (n > 3)-
dimensionale nicht-entartete Calabi—Yau Familien konstruiert.

Abstract

This dissertation investigates the period geometry in compactifications of type IIB string theory
on restricted moduli spaces in the context of supersymmetric flux vacua and black hole conden-
sations. The guiding question of this work is how transitions among families of Calabi—Yau mani-
folds connect the vast number of seemingly different compactifications. We show that fixed-point
loci in the complex-structure moduli space under suitable discrete symmetries furnish a rational
splitting of periods, which is necessary for symmetric moduli stabilisation and embeds known
flux vacua into multi-parameter models. We reduce the search for flux vacua in compactifica-
tions on one-parameter Calabi-Yau four-folds to attractor points on their Yifan-Yang pullback.
Along singular components of the moduli space, we identify one-parameter models arising in
strong coupling and conifold transitions. In the latter case, black hole condensation smooths out
the singularity and gives rise to a mixed Coulomb/Higgs branch with an induced integral pe-
riod structure. We categorise the transitions in genus-one fibrations over toric bases described
by reflexive polygons and identify new connections among several families. A formalism is pro-
posed that constructs conjecturally integral period bases for (n > 3)-dimensional non-degenerate
Calabi-Yau families, which is supported by exemplary computations.
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Chapter 1

Introduction

One of the most profound questions in modern physics is about the existence of a theory unifying
quantum theory with Einstein’s theory of gravity. In the second half of the last century, a proposal
was developed replacing point-like particles by strings, which are one-dimensional extended ob-
jects that trace out two-dimensional world-sheets in spacetime instead of single world-lines. The
vibrational modes of the classical string are lifted to operators in the quantum theory that excite
its ground state and characterise its physical properties such as spin and mass. In the origins of
the bosonic string as a description of hadron interactions, the massive excitations matched the
affine relation between total spin and mass squared of the Regge trajectory. Additionally, the
closed string has a massless spin-two excitation, which was unexpected in hadron physics and
only later identified as a graviton candidate. Order-by-order finiteness of string theory makes it a
UV-complete theory of gravity, which is non-renormalisable as a point-particle theory. The UV
divergences in quantum field theory come from short-distance interactions, which are absent in
string theory due to finiteness of the string length Ig. Strings are not the only dynamical object
in the spectrum: an open string ends on (p + 1)-dimensional objects called Dp-branes, which

themselves are dynamical objects.

In point-particle quantum field theories, one builds a Lagrangian from empirical evidence of
experiments and tunes the parameters—such as couplings or masses—to fit the observations.
This is in stark contrast to string theory, where the only free parameter is the string length. The
string coupling gs = exp(¢), for example, is determined by the vacuum expectation value of the
dilaton field ¢. String scatterings replace the sum over Feynman integrals by smooth world-sheet
integrals with vertex operators. The different channels are incorporated in a single expression,
which was the motivating description for the dual resonance model of hadronic interactions.

The ground state of the bosonic string is a tachyon and it destabilises the vacuum. By introduc-
ing fermions as superpartners to the bosonic fields, one can remove the tachyon after a projection
that furthermore renders the spectrum spacetime-supersymmetric. By 1985, five consistent su-
persymmetric string theories were developed that have either N = 1 or N = 2 supersymmetry.
For them to incorporate Einstein’s concept of relativity, one finds that they are consistent only
in ten spacetime dimensions instead of the four we can observe. It follows that the six internal
extra dimensions should be compact and small in relation to sizes accessible to us. The Kaluza—
Klein momentum modes become massive with Mgk ~ 1/R and decouple in the effective theory
as the characteristic length R shrinks. Strings can, however, also wind around the cycles. The
masses of winding states scale as R/IZ. The large volume assumption Is < R implies that both
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1. Introduction

momentum and winding states become increasingly heavy. The excitations of the string have
masses Mg ~ 1/lg and are then heavier than the momentum modes. In the low-energy approxi-
mation of supergravity £ < 1/R, all these states can be integrated out and the spectrum consists
only of the ground states. During the compactification on a flat manifold, e.g. a six-torus, a sin-
gle Majorana—Weyl spinor with 16 real supercharges in ten dimensions decomposes into four
Majorana spinors in four dimensions with four real supercharges each. It follows that super-
string theories on T yield N = 4 or N = 8 theories in four dimensions. Internal spaces with
non-trivial holonomy group break part of the supersymmetry. Preserving supersymmetry in the
four-dimensional theory restricts the internal manifold to possess covariantly constant spinors,
which is equivalent to the holonomy group to be contained in SU(3). Spaces with this property
were known to mathematicians under the name Calabi—Yau manifolds. We will reserve the name
for manifolds whose holonomy group is precisely SU(3), which have a single pair of covariantly
constant spinors of opposite chirality. Their existence imply that the manifold is furthermore
Ricci-flat and thus a solution to the Einstein field equations in a vacuum. The compactified the-
ory then has the same N = 1 or N = 2 symmetry as in ten dimensions. Supersymmetry can,
for example, be halved by orientifold projections or broken completely by giving generic back-
ground values to the field strengths. In the years after 1985, dualities among the superstring
theories were identified that relate, for example, the strongly coupled regime of one with the
weak coupling region of another. For us the most important duality is mirror symmetry, linking
type IIA compactifications on a Calabi-Yau X with type IIB on its mirror manifold X . Before the
turn of the century, all five were recognised as different limits of an eleven-dimensional theory
called M-theory. In this work, we will mostly work with a theory called type I1IB and its non-
perturbative extension F-theory. Type IIB has an SL(2,7Z) symmetry that connects its strongly
and weakly coupled regime. This is manifested in F-theory by geometrising the responsible scalar
as the complex-structure modulus of an elliptic curve, which is naturally invariant under the
symmetry. F-theory compactifications to four dimensions demand complex four-dimensional
Calabi-Yau manifolds with a genus-one fibration as internal spaces. The geometry of the com-
pactification manifold describes a large part of the four-dimensional physics, such as spectrum
and coupling strengths. The massless scalar fields parametrising the vacuum configuration are
called moduli. Cycles of suitable dimensions yield fields in supersymmetry multiplets reduced
from the ten-dimensional field content. The volume of such cycles determines the coupling of
super Yang—Mills theory on D-branes wrapped around them. On D3-branes, the complexified
coupling is given by 7 = Cy +ie~? and one identifies the expectation value of C with a f-angle.

The absence of massless scalar fields in the standard model requires a potential that assigns
vacuum expectation values to the moduli and removes them from the effective theory by making
them massive. For the moduli parametrising the complex structure, such a potential is obtained
by fixing the cohomology classes of the field strengths F3 and Hs . The cohomology class is rep-
resented by a flux, which yields the integrals of the field strengths over internal cycles. Supersym-
metry puts restrictions on the allowed choices of flux configurations and Calabi—Yau manifolds
with a suitable Hodge structure furnishing a flux vacuum are special. For families of Calabi-Yau
manifolds with a single complex structure modulus, the specific value of this modulus corre-
sponding to a manifold with a supersymmetric flux configuration is an attractor point. This is
because the equations governing the condition involve Calabi—Yau periods and are equivalent to
that of the attractor mechanism, which dictate its value for the existence of a BPS black hole
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in the four-dimensional theory. Attractor points are the analogue of points of complex multi-
plication on elliptic curves and feature interesting arithmetic properties. Similar identifications
in multi-parameter families are more involved and all known loci of flux vacua on Minkowski
backgrounds originate from symmetry properties of the moduli space.

Looking at the vast number of distinct Calabi-Yau three-folds, it might seem impossible to
identify the internal space which explains the observations in experiments. Even before Calabi—
Yau manifolds became of interest to string theorists, mathematicians were aware of transitions
between two topologically different families. At so-called conifold points, the manifolds look like
a cone with base S% x S3. At the singularity, one has two choices to regularise the space: either
one glues in an S? or an S3. These correspond to manifolds with different Hodge numbers and
the two possibilities connect the moduli spaces of two distinct families. In type IIB theory, the
topology determines the numbers of hyper- and vectormultiplets. At the singularity, hypermul-
tiplets become massless and appear in the effective theory, which give mass to some of the vector
multiplets via the Higgs mechanism. The hypermultiplets correspond to extremal black holes
in the effective theory and the curing of the singularity is hence called black hole condensation.
The resolution S2 — S? is called conifold transition, while the degeneration of $? — S3 is
called strong-coupling transition, due to its identification with strongly coupled type 1IA theory.
One should note that these transitions here are schematic and that, in general, there are multiple
cycles shrinking simultaneously subject to relations in homology. Several examples have been
found that connect two moduli spaces in this way and it is an open conjecture that the ambiguity
in the vacuum choice is resolved by an interconnectedness of all Calabi—Yau families.

We will study supersymmetric flux vacua and black hole condensations in type IIB compacti-
fications. Both phenomena arise along special loci in the complex-structure moduli space, which
are smooth in the first case and singular in the second. The thesis is partly based on the following
joint work.

 [1] “Calabi-Yau Period Geometry and Restricted Moduli in Type II Compacti-
fications” by J. Diicker, A. Klemm and J. F. Piribauer, JHEP 07 (2025), p. 225,
doi: 10.1007/JHEP07(2025)225.

* [2] “Geometry and Arithmetic of Transitions in Type II String Theory”
by P. Blesse, J. Diicker, A. Klemm and ]. F. Piribauer, In preparation.

In [1], we studied the relations between symmetries of the moduli space and flux vacua on their
fixed-point loci. Section 5.6 and Chapter 6 are based on this article. We identified the flux con-
ditions of type IIB compactifications with those in F-theory on its antisymmetric-product lift. A
construction for a cohomology basis was given that transforms under the Gauss—Manin connec-
tion in block-anti-diagonal form, which has further application in the computation of Feynman
integrals in the form of iterated integrals. The article in preparation [2] gives an identification
of strong coupling and conifold transitions as Hadamard products of the fibre and base of the
fibration. We connect a variety of types of Calabi—Yau families and furthermore give a geometric
realisation of an integral period structure on the Hadamard products. The results of chapter 7
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1. Introduction

will be part of this article. Unless otherwise indicated, the material reproduced in this work are
the author’s own work.

The quantities we compute and analyse are typically period integrals, i.e. pairings between the
homology and cohomology. A holomorphic description of the complex structure is obtained by
the integrals of the unique (n,0)-form Q(z) over a fixed topological basis in homology. These
periods are coordinates for the complex-structure moduli space. Due to Griffiths transversality,
the derivative under the Gauss—Manin connection acts on the vector space of periods as a linear
operator, which can be reduced to the scalar differential equation called Picard—Fuchs equation.
This information is encoded in the generators of the Mori cone of the family. For Calabi-Yau
families embedded in toric ambient spaces, we extracted them together with the topological data
given by integrals of the Chern classes with SAGEMATH. All other computations were performed
in MATHEMATICA. A SAGEMATH code for the computation of toric data and MATHEMATICA imple-
mentations for the integral basis construction of Chapter 5 and the decomposition of the middle
cohomology under quotients in section 6.1 are available upon request. The Yukawa couplings in

the Batyrev coordinates given in eq. (5.4.50) were obtained with a MATHEMATICA program written
by Albrecht Klemm.

We begin with a brief review on Calabi—Yau manifolds in chapter 2, focusing on constructive
methods for embeddings in toric ambient spaces. This is followed by a minimal introduction to
string theory, its unification and flux vacua in chapter 8. The chapter ends with a discussion of
black hole condensation as the string-theoretic realisation of strong coupling/conifold transitions.
Chapter 4 reviews the period geometry for Calabi-Yau families of dimensions n < 3. The math-
ematical tools to describe periods in higher dimensions are collected in chapter 5. There, we also
propose a novel formalism to construct integral bases in n > 3 and supplement it with examples.
This will furthermore allow us to give a canonical splitting of the period matrix into a unipotent
and semisimple part in the last section. The restriction to smooth loci in the moduli space in
terms of supersymmetric flux vacua is the topic of chapter 6. We analyse the fixed-point loci of
finite order symmetries and show that, there, the F-terms for orthogonal directions are satisfied
automatically and explain how the rational splitting of the periods can be used to construct flux
vacua. We derive the equivalence between vacua conditions on a four-fold compactification with
that in type IIB on its Yifan-Yang pullback. The period structure of an F-theory flux vacuum
found in [1] is identified as a Hadamard product. This general phenomenon of a shrinking cycle
describing a transition to a fibre product is utilised in Chapter 7 to categorise strong coupling and
conifold transitions in the context of black hole condensation in type IIB string theory.

We extend the study of Picard-Fuchs differential equations governing the local period struc-
tures to higher genus moduli spaces in Appendix A. The first genus-zero invariants of certain
two-parameter (n > 4)-folds are listed in Appendix B, obtained with the formalism of Chap-
ter 5.



Chapter 2

Families of Calabi—Yau manifolds

String theory introduces Calabi—-Yau manifolds in a natural way by demanding supersymmetry
after a compactification of extra dimensions. For reasons we will discuss in chapter 8, they are
defined in a ten-dimensional spacetime, which must therefore include six small, compact dimen-
sions that are invisible to us. It turns out that the geometry of these extra dimensions is tightly
constrained by the requirement of supersymmetry in four dimensions. These conditions for the
internal six-dimensional space precisely align with the definition of Calabi—Yau manifolds: Kihler
manifolds with vanishing first Chern class. Although the definition involves some mathematical
groundwork, their properties allowed mathematicians and physicists to develop immensely pow-
erful techniques to discover their astonishingly rich structure. We will begin this section with a
brief review of the formal definition of these manifolds in section 2.1 and continue with a practical
introduction to their description as embeddings in toric ambient spaces in section 2.2. In sec-
tion 2.3, we will end with a more detailed view on the special case of hypersurfaces in projective
spaces and give the definition of quotient families used in later sections.

2.1 Preliminaries

Calabi-Yau n-folds are complex n-dimensional manifolds with further structure, which we will
review here briefly. The lecture notes [3] serve as a good reference for further study. Given a
complex manifold with complex structure .J : TX — T X, i.e. J?> = —1 with vanishing Nijenhuis
tensor, it is called hermitian if it has a metric that is invariant under J in the sense that it satis-
fies g(u,v) = g(Ju, Jv). The complex structure J splits the tangent bundle into eigenspaces,
where Je; = ie; and Je; = —ie;. In these coordinates, the hermitian metric can be written as
ds = gupdz*"dz” . In real coordinates, one defines Jyn, = J,2gan with Jpn = —Jpm , giving the
components of a two-form

1
W= iJmndxm Adz™. 2.1.1)

Such a complex manifold is called Kéhler, if w is closed, meaning dw = 0. In this case, w is
called the Kdhler form. Closedness implies that the metric components can be written in terms of
a Kdhler potential K as

Gup = 0,05 K . (2.1.2)

The metric is independent under a shift of the Kéhler potential with a holomorphic function f(z)

that maps
K(z,2) — K(z,2) — f(2) — f(2) (2.1.3)

called Kihler-gauge transformation.



2. Families of Calabi—-Yau manifolds

The complex structure splits the exterior derivative into a holomorphic and anti-holomorphic
piece d = @ + 9 and thus the de Rahm cohomology groups

H"(X,C)= P H(X), (2.1.4)
p+q=r
where HP4(X) is part of the Dolbeault cohomology. Note that the Kihler form w is part of
HYY(X). The complex dimensions of H?(X, C) is the i-th Betti number b and we write for the
dimensions of the Dolbeault classes h?? := dim HP4(X) . Complex conjugation and the Hodge
star operation act as symmetries and identify

Her(X) = HPI(X) =2 H' P P(X). (2.1.5)
While there are many equivalent definitions of Calabi—Yau manifolds building on the above, we
define it as having trivial first Chern class ¢1(T'X) = 0 (we will comment on the other definitions
further below). This path to Calabi—Yau geometry includes an instructive review of the adjunction
formula used to obtain explicit geometric models.

The total Chern class of the tangent bundle is built from the Riemann curvature as

iR

o(TX) = det (1 + 1> 2.1.6)
27

and vyields invariants of the manifold under smooth deformations. For the tangent bundle, the

Chern roots z; are given by eigenvalues of i R/2m and allow for an expansion as

n n
o(TX) = +2(TX)) =1+ «(TX), (2.1.7)
i=1 i=1
where the Chern-classes ¢;(TX) are integral classes in H*(X) (due to R being a (1,1)-form)
and are given by the i-th elementary symmetric polynomials in the Chern roots z; . For smooth
manifolds, the Chern classes integrate to integers and thus

ci(TX) € H¥(X,Z) N H*(X). (2.1.8)

Since we will mostly deal with the Chern classes of the tangent bundle TX, we will sometimes
omit their argument in these cases. More precisely, using the formula det(A) = exp(tr(log A))
on eq. (2.1.6) yields, for example, 2mc; = itrR and 2(27)%c; = trR? — (trR)2. For mani-
folds that are defined inside an ambient space as the zero locus of a single polynomial restriction
(hypersurface) or several of such (complete intersection), the adjunction formula allows for a sim-
ple computation of these invariants using intersection theory on the ambient space. While the
origins of this formula involve some technicalities, the end result boils down to a simple Taylor
expansion. There, the normal bundle Ny = TP|x /T X is defined as the quotient of the tangent
bundle of the ambient space P restricted to X by that of the hypersurface X. These bundles fit
into the short exact sequence

0—TX —TP|, — Nx — 0, (2.1.9)

which implies that the Chern class satisfies the relation

c(TP)

o(TX) = Ny

(2.1.10)
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2.1. Preliminaries

For a hypersurface X being in the divisor-class ©, the normal bundle is a line bundle with D as
its first Chern class and thus ¢(Nx) = 1 + D, which generalises with eq. (2.1.10) to the complete
intersection of r divisors D; to ¢(Nx) = [[;_;(1 + D;). To apply eq. (2.1.10), one expresses
Dy in terms of the divisor classes of the ambient space. In the next subsection, we will see an
example of how this works when the latter is toric. The numerator of eq. (2.1.10), i.e. the total
Chern class of the toric ambient space, is then given by ¢(TP) = [[,(1+ D;), where j enumerates
all toric divisors D; . For the case when PP is a weighted projective space with weights w;, one finds
D; = w; H for H the hyperplane class. The above is sufficient information to construct the sim-
plest Calabi—Yau n-fold families: Consider the ambient spaces P"! with D; = H,1 < i < n + 2.
According to eq. (2.1.10), a hypersurface in P**! with H-degree k has total Chern class

(1 € H)n+2

TX) =T %m

=1+ (n+2—k)H+O(H?). (2.1.11)
Such families have vanishing first Chern class if and only if £ = n + 2. For n = 1,2, 3, these
are the degree-three hypersurfaces in P2, degree-four in P? and so forth. Possibly the most
popular example is the family of quintic hypersurfaces in P* used in the seminal work on mirror
symmetry [4]. In this way, one also obtains the higher Chern classes as a degree-k polynomial in
the toric divisors D; .

One can extend the above in two ways: consider embeddings in products of spaces and gener-
alise hypersurfaces to complete intersections. For the first, one uses that the Chern class is mul-
tiplicative and the numerator of eq. (2.1.10) generalises to the product of the individual Chern
classes. By successive application of the adjunction formula, several restrictions are represented
by the products of the normal bundle’s Chern classes in the denominator. In this work, we will
encounter complete intersections in products of (weighted) projective spaces P, with weights w.
One denotes them (or their mirror) by the configuration matrix

IP’% w} c Wl
: , (2.1.12)
Py

1
wy | W Wi

where each column (w;

then translates a vanishing first Chern class to

)j corresponds to one hypersurface restriction. The adjunction formula

> wh=wjll, Vi (2.1.18)
=1

In other words, the rows of the degrees wzj in eq. (2.1.12) must add up to the sum of weights of
the projective space on the left. A common abbreviation for complete intersection Calabi-Yau is

CICY.

While (i) ¢4 = 0 is a sufficient Calabi—Yau condition for a Kihler manifold, there are five
further equivalent conditions (see for example [5])

(ii) The canonical class K x is trivial.

(iii) Each Kihler class of X has a unique Kihler metric with vanishing Ricci tensor R;; = 0.

7



2. Families of Calabi—-Yau manifolds

(iv) There exists a unique (up to normalisation), nowhere vanishing, holomorphic (n, 0)-form

called €.
(v) The holonomy group is contained in SU(n).

(vi) There exists a globally defined pair of covariantly constant spinors (g, €), which are of the

same/opposite chirality if n is even/odd.

As is common in the literature, we will furthermore restrict Calabi-Yau manifolds to be con-
nected and to have the full SU(n) as their holonomy groups. As we will study only compact
manifolds, the first condition implies dim H%?(X) = 1 and the latter excludes products of lower-

dimensional examples.

The original conjecture by Calabi [6] states that, for any Kihler manifold with vanishing first
Chern class, there exists a Ricci-flat Kihler metric. This was proven by Yau in [7]. The physicist’s
interest in these manifolds was sparked by Candelas, Horowitz, Strominger and Witten [8] who
showed such manifolds can be used in the compactification of ten-dimensional string theory to
a four-dimensional theory with N = 1. Supersymmetry also demands the existence of covari-
antly constant spinors on the internal manifold. If the holonomy group is precisely SU(n), there
is only a single pair of such spinors and each supersymmetry generator of the original theory
yields one generator upon compactification. For product manifolds, additional constant spinors
yield further supersymmetries. One can furthermore show that forms in H%?(X) correspond
to covariantly constant forms, which cannot exist for full holonomy as the only invariant repre-
sentations of SU(n) are in the trivial H%9(X) and antisymmetric H™"(X) representation. With
eq. (2.1.5), this implies, for example, that the Hodge diamond of a Calabi—Yau three-fold sim-
plifies to

1
0 0
0 htt 0
1 h! h?1 1. (2.1.14)
0 it 0
0 0
1

The description of H"~%!(X) as the complex-structure moduli space’s tangent space goes back
to Kodaira and Spencer [9]. As we saw in the beginning of the subsection, the complex structure
J tells us which directions on the Calabi—Yau are holomorphic and which are anti-holomorphic.
Changes in the complex structure correspond to elements A € H%!'(X,TX), where A rotates
one holomorphic index of .J into an anti-holomorphic one. Contracting A with the (n, 0)-form §2
corresponds to an isomorphism H%! (X, TX) = H"~11(X). These deformations in H"~11(X)
correspond to infinitesimal deformations and, a priori, could be corrected by higher order terms.
Due to Tian [10] and Todorov [11], one knows that the complex-structure moduli space for
Calabi-Yau manifolds is unobstructed, i.e. that these deformations can be integrated to give com-

plex structures.

The other important moduli space of Calabi—Yau manifolds is that of the Kihler structure. De-
formation to the Kihler form (2.1.1) are given by real forms in H! (X, R), whose real dimension
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2.2. Compact Calabi-Yau manifolds in toric varieties

is given by A1, Positivity of the metric furthermore restricts w to lie in the h!-dimensional
Kihler cone, as we will see in the next section. In string theory, one complexifies this cone to
account for the R-R B-field, cf. section 4.3.

In section 3.1, we will identify these moduli spaces with the vector- and hypermultiplet moduli
spaces of type Il compactifications on Calabi—Yau three-folds. The mirror conjecture states that
each Calabi-Yau X comes with a mirror partner X where the complex-structure moduli space
of X is locally isomorphic to the complexified Kihler moduli space of X and vice versa. We will
return to this identification in later sections.

2.2 Compact Calabi—Yau manifolds in toric varieties

Many families of Calabi—Yau n-folds can be described in terms of reflexive (n + 1)-dimensional
reflexive lattice polytopes. In fact, all these polytopes together with their polar duals correspond
to mirror pairs of such families. The toric ambient space constructed from such a polytope
has a natural anti-canonical divisor class —KC and a generic global section P of the associated
line bundle Ox(—K) has Calabi-Yau manifolds as its zero locus. Here, we will briefly repeat
the results of Batyrev [12] most useful for us and give two examples illustrating the methods of
this formalism. We will also review the extension to complete intersection Calabi—Yau families

(CICY) due to Batyrev and Borisov [13, 14].

Let A be a convex lattice polytope in the integral lattice Z" ' containing the origin. The polar
dual is defined as the subset in the real dual space as

A°={zcZ""' @R| (zly) > ~1Vy € A}. (2.2.1)

One calls A reflexive if A° is again integral, i.e. if all its vertices are in Z"*1. Due to (A°)° = A,
these then constitute a pair of reflexive polytopes. As a simple example, consider the polytope
sketched in Figure 2.1a

A = convex hull{(1,0), (0,1), (-1, -1),(0,-1)}. (2.2.2)
With equation eq. (2.2.1), we find the conditions for the dual polytope
x>—-1,y>—-1, z+y<1,y<1, (2.2.3)

leading immediately to the polytope in Figure 2.1b. Since its vertices are integral, (A, A°) is a
pair of reflexive polytopes.

The ambient space Pa is constructed from a reflexive polytope A equipped with a triangula-
tion that is fine, star and regular. Explicitly, this means the triangulation includes all points of A
(except for those in facets, see below), every maximal simplex contains the interior point, and all
resulting cones have unit simplicial volume. We denote the fan constructed from this triangula-
tion by ¥(A). The generators {v; |i € {1,...,s}} of this fan correspond to the coordinates z; of
Pa. As will be demonstrated later in this section, one can safely disregard generators terminat-
ing at points located within codimension-one faces (facets) of Pa. This is because their divisor
{p = 0} does not intersect the Calabi—Yau manifolds and we can consider the patch p # 0 and set

—9—



2. Families of Calabi—-Yau manifolds

(a) Original polytope A (b) Dual polytope A°

Figure 2.1: A pair of reflexive polytopes corresponding to families of elliptic curves.

p = 1. We denote these one-dimensional cones generating the fan by ¥(1). The Stanley—Reisner
ideal Z(X) is generated by the divisors

for index sets I = {iy,...,ix} where {v;};c; does not generate a cone in £(A). Let us assume
that there are m relations among the generators v; given by

0=> Qivi, Q€ Matoxm(Z). (2.2.5)

=1

Then, the coordinates z; obey the scaling relations
Quj(N) : (@1, as) = (Ahimy, . A@ig)), AeC™ (2.2.6)

The matrix @ is also called charge matrix and gives the continuous part of the toric group. For
non-regular fans, it contains a discrete subgroup given by Z"*!/N, where N is the sub-lattice
N C Z"*! spanned by the generators v; over Z. For the regular triangulations considered here,
we may write the toric variety corresponding to the fan X(A) as

o2

Pa 0

(2.2.7)

In general, the ambient space depends strongly on the fan X(A), which is left implicit in our
notation.

We return to the example polytope A in Figure 2.1a. The space Pa is described by four
coordinates x;, with the two scaling relations coming from linear dependencies of the vertices

Q1 (A) : (21,22, 23, 24) = (Ax1, A22, A3, 24) , (2.2.8)
Qx2(A) @ (21,72, 23, 24) = (T1, A 22, 73, A T4) . (2.2.9)

There is only one regular, fine, star triangulation consisting of the zero-dimensional cone given
by the origin, the rays towards the vertices as the one-dimensional cones and the top-dimensional

— 10—



2.2. Compact Calabi-Yau manifolds in toric varieties

cones are the four triangles separated by the one-dimensional cones'. The Stanley—Reisner ideal
is generated by
r1=23=0 and x9=24=0. (2.2.10)

The toric variety Pao is generated by eight coordinates with 8 — 2 = 6 scaling relations. As four
of them lie in facets of A°, we can ignore them for the construction of a fan and, for the patch

we are interested in, again obtain four variables with two scaling relations.

An important ingredient for the period geometry of a Calabi—Yau manifold is the Kiihler form
w € HY'(X,R). By mirror symmetry, the complex-structure moduli space M. (in which we
are interested the most) is identified with the complexified Kihler moduli space of the mirror
HY(X, C). A Kihler form w of X is defined by the conditions

/ Wb >0 (2.2.11)
Sk

for all homologically non-trivial k-dimensional subvarieties S, C X, 1 < k < n. More precisely,
one speaks of the Kihler cone generated by h!»! forms .J; € HY1(X, R), where w = 2?2111 t;J;
with Kihler moduli ¢; € R~ . We will explain the construction of this cone as the dual to the Mori
cone. For a more rigorous treatment, see the original derivation in [15] or, for the application to

Calabi—Yau manifolds, [16].

As an example, we consider the polytope A corresponding to the weighted projective space
Ps.2.21.1 with vertices

Pt b At ]

v1 = (1,0,0,0), ve = (0,1,0,0),
v3 = (0,0,1,0), vy = (0,0,0,1), (2.2.12)
vs = (—6,—-2,-2,-1).
Computing the scaling relations eq. (2.2.6), one readily verifies that the space is indeed Ps 22.1.1.
This space contains a singular curve at 4 = x5 = 0 and to construct a fan describing a resolved

ambient space Pa, we need to subdivide the polytope which, besides the vertices and the origin,

also contains the two points
Ve = (—3,—1,-1,0), v&=(—1,0,0,0). (2.2.13)

The vertex vg = (v4 + v5)/2 lies on a two-dimensional cone and comes from the resolution of
the singular curve [17]. On the other hand, v = (2v5 4 213 4+ v4 + v5)/6 is contained in the
facet spanned by these four vertices and can be ignored. The Mori cone consists of all curves in
the ambient space and is generated by the irreducible curves C;. The latter are represented by

vectors ‘ '

10 = (<15 07,10, (2.2.14)
@)
' J
l(()l) = C;-K with £ = — ), D; the canonical divisor class. To find these intersection numbers, one

The integers [’ are the intersection of C; - D;, where D; is the divisor class of {z; = 0} and

"For more complicated (also higher-dimensional) polytopes, the following SagEmMaTH commands can be used

pc=PointConfiguration([(0,0),(1,0),(0,1),(-1,-1),(0,-1)1)

pc.restrict_to_star_triangulations((0,0)).restrict_to_fine_triangulations().triangulations_list()
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2. Families of Calabi—-Yau manifolds

identifies them as strictly convez, piecewise linear (SCPL) functions u(v) on the extended polytope
A = {(1,v) | v € A} with the following property: For each (n + 1)-dimensional simplex o C A,
we assign variables u; to each of the vertices 7y = (1,0), 71, . .., 7, and denote an element in o
by v = coip + . . . + ¢u . Then, in each simplex, an SCPL function u(v) = coug + . . . + cpuy, is
described by a vector w,, with

u(v) = (w,,v), ifveo, (2.2.15)
u(v) > (w,,v), else. (2.2.16)

We return to the example polytope of eq. (2.2.12) to see how these inequalities give rise to the
Mori cone. The polytope A has the vertices

1/0—(1 0,0,0,0), v =(1,1,0,0,0),
1,0,1,0,0), i3 =(1,0,0,1,0),
= ) 3= ( ) (2.2.17)
7y =(1,0,0,0,1),  75=(1,-6,-2,—2,—1),
g = (1,-3,—1,-1,0).
Let us first consider the simplex with vertices o, . . ., 74. Inverting the conditions u; = (w,, ;),
1 <4 < 4, implies that
w, = (ug, —up + u1, —ug + Uz, —ug + U3, —Uy + Usg). (2.2.18)
Then, the inequalities u; > (w,, 7;), 5 < i < 6, read in terms of the variables u;
0 < —12ug + 6uy + 2us + 2uz + uy + us , (2.2.19)
0 < —6ug + 3u; + us + ug + ug . (2.2.20)

Choosing the simplex with vertices 7y, 1, s, U5, g, we find the more stringent condition

0 < —2ug + ug + us, (2.2.21)
0 < —6ug + 3uy + uo + us + ug . (2.2.22)

Note that eq. (2.2.19) is a consequence of egs. (2.2.21) and (2.2.22). To obtain the Mori cone,
we write the restrictions as 0 < (w,, l( )> For each simplex o, these integral vectors l((,i) span a
cone. The Mori cone contains those vectors that satisfy the positivity bound globally and thus
consists of the union of all these simplices. Here, we find that the other simplices do not extend

the cone described by eqgs. (2.2.21) and (2.2.22) and we conclude

1 — (—6;3,1,1,0,0,1), (2.2.23)
1® =(0;0,0,0,1,1,-2). (2.2.24)

To find the dual basis in H!(X, R), i.e. the Kihler cone, we pick two independent divisor classes,
say? D; and Dg. The Kihler divisors D1 and Dy are defined implicitly by

Dl o Dl
<D2> -4 (136) o AEMe(Q), (2.2.25)

2In this example, D; and D4 would of course be orthonormal to IV and {®. To exemplify the methods we
purposely make a poor choice.



2.2. Compact Calabi-Yau manifolds in toric varieties

T
1= 51 -A —>A:1 20 . (2.2.26)
0 -2 6 \1 -3

Before computing the intersection numbers of the divisors D;, we want to give some relations
among the toric divisors D; obtained from the polytope® A. Writing D = >; Div;, we have
0 = (D,v), Yv € R™. This gives us the relations

where duality means

1

§D1 =Dy =D3 =2D5+ D = Dy, (2.2.27)
The intersection number of n divisors D;,, ..., D;, is given by |v] Z 74 ] Thus, we have
2
Dil = (2’U1T,V’Qr, u?,T, Vg\ + \UlT,UQT,Ug,Va )/3 =3 (2.2.29)
—_—
=0
1

DDy = (v, vs ,vd i) /3= 3 (2.2.30)
D?D2=DiD3=D3=0. (2.2.31)

To obtain the intersection numbers on the Calabi—Yau manifold, we must intersect the three-fold
intersection with the anti-canonical class (also called hypersurface class) —/C, which, in this ex-
ample, is given by 6 D1. Here, we have (D$)cy = D3(6D;) = 4 and, equivalently, (D3Ds)cy = 2
while the other two vanish. We will omit the subscript “CY”, since it should be clear by dimen-
sionality which intersection is meant.

We mentioned above that the Calabi—Yau hypersurfaces are given by the zero loci of sections
of the anti-canonical bundle. We note that the entries lf, i > 0, reflect the relations eq. (2.2.6) of
the vertices. So for Pa to be a well-defined function of P, it transforms homogeneously under
a scaling x; — )\lgk)xi for all k, where l(()k) gives the weight. Then, in the example above, for Pa

to be a section of the anti-canonical bundle, it must obtain a factor A% under the scalings
QN p): (z1,...,26) = (AN o1, Ao, N3, g, s, A2 ), (2.2.32)

where we used eq. (2.2.27) to express Dg as D1 — 2D5. To find an explicit expression of these
sections, we turn to specific coordinates of the space. All (n + 1)-dimensional toric varieties Pa
contain an open subset that is isomorphic to the algebraic torus (C\{0})". We denote these affine
coordinates by* ¢1, ..., t,+1. For any Weil divisor D = Epez a,D,, its sections are given by
characters from lattlce points of the polytope [18]

Ap={zeZ"" @R]| (zly) > —a, Vp e (1)} . (2.2.33)
For the anti-canonical divisor —KC, we have a; = 1, Vi, and therefore

A =A°. (2.2.34)

#Note that, by considering the extension A instead, one additionally obtains an equation Do = K = — 3.7, D
4These are not to be confused with the mirror maps of section 4.3.

— 18—



2. Families of Calabi—-Yau manifolds

In the torus patch of Pa, the sections of the anti-canonical bundle are given by the Laurent

polynomials
Pa(a,t)= Y awt”, ap€C, (2.2.35)
VOEAO
where the above characters are given by t*° = tlllf ...t;"". In the toric coordinates x;, these
polynomials take the form
Pa(a,z)= Y ape ] alflit. (2.2.36)
VPEAS  pes(1)

All Calabi—Yau manifolds obtained by tuning a,. in Po together form a family, which we some-
times denote by a calligraphic letter X'. Hypersurfaces in weighted projective spaces are often-
times written as X = PP, [d], where d = ), w; for a trivial canonical bundle.

To see why we were allowed to omit in X(1) rays p’ ending in facets, let p’ € 3(1). The unique
vertex v, € A° with the property (p'|v;,) = —1 for all points in the facet of P’ will then give
rise to the only term in (2.2.86) with x,/-exponent zero. This means that the divisor , = 0

intersects the hypersurface for

v, )+1
0=ry| =a, 11 Gl (2.2.37)
o peS(\{p'}

The inner product of 1/;, with any element in the face dual to V;, is also —1. Denoting the vertex
opposite to this face by p*, the condition simplifies to 0 = z,~. But since vertices cannot share
a simplex with points in their opposite face in a regular triangulation, the Stanley—Reisner ideal
contains the set {x,« = x,, = 0} and the intersection is not part of the ambient space. If there
are several vertices not part of the facet of p/, still, one of them needs to be zero for the monomial
to vanish. Also in this case, the Stanley—Reisner ideal excludes these loci from the ambient space.
Therefore, the entire hypersurface can be described in a patch with z,, = 1. This argument for

a single point inside a facet extends to multiple such points.

Instead of hypersurfaces, one can also consider complete intersections of 7 polynomials in an
n + r dimensional ambient space. The idea is to decompose the anti-canonical bundle into a
tensor product of line bundles £;. The joint zero locus of their sections Pa, is called a complete
intersection. It follows from the adjunction formula and the fact that the first Chern class of the
tensor product is the sum of the line bundle’s divisor classes that the complete intersection is
indeed Calabi-Yau. From the point of view of the polytope, it was shown in [14] how to obtain a
suitable decomposition of the anti-canonical bundle: For two polytopes A; and Ay in RY, their
Minkowski sum is given by

A+ DMy ={v+w|veA, we Ay} R (2.2.88)

If an (n + r)-dimensional reflexive polytope has a Minkowski decomposition into r lattice poly-
topes A, containing the origin,
A=A1+...+ A, (2.2.39)

then the sections Pa,; give rise to Calabi—Yau manifolds on their intersection

{Pa,=...=Pa, =0}. (2.2.40)
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2.2. Compact Calabi-Yau manifolds in toric varieties

This decomposition is also called a NEF (numerically effective) partition, due to the divisors of
the corresponding line bundles being NEF. Since the polytopes A; are not reflexive, we cannot
simply take their polar duals to obtain the mirror family. Instead, the mirror construction by
Borisov [18] proposes a mirror polytope

V=Vi+...+V,, (2.2.41)
where the summands in this Minkowski decomposition are defined by
Vi={z e R | (z,y) > —1Vy € A; (z,2) >0Vz € A;,j#i}. (2.2.42)

For an approachable review with an example pair of such partitions, see [19]. In this work, we will
restrict ourselves to CICYs in products of (weighted) projective spaces Pa = @f:l Py, [16] with
w; the projective weights. We denote the dimension of P, by d; and assume that wg, 11 = 1.
Then, the (mirror) polytope is given by

A=Ay x...x A, CRY x ... x R% (2.2.43)

where A, is the convex hull of the d; + 1 vertices e;, 1 < j < d;, and (—w; 1,...,—w;q,). To
obtain a NEF partition, one decomposes the set of vertices v; ;, 1 <7 < r, 1 < j < d;, into sets

Ui_, Ei, where the total weight w]@
condition given in section 2.1. As an example, let us consider the K3-family given by the mirror

of
2
< P 2.0 ) (2.2.44)
P2’13

1 4
vy =(1,0,0,0), o =(-1,0,0,0),
vs = (0,1,0,0), w4 =(0,0,1,0), (2.9.45)
Vs = (070707 1)7 V6:(07_2>_17_1)7

of vertices in A in the set E; is subject to the Calabi-Yau

The polytope A has the vertices

where 11 and vy describe the P! and the remaining four Py 13. Noticing that 3 is the coordinate
with weight two, we obtain the NEF partition given by

{Vl , Vo, V4} U {V3 , Us, Vﬁ} , (2.2.46)

where the first set describes the polynomial (2 1)7" and the second one (0 4)T. To obtain the
Mori cone, we proceed similarly to the hypersurface case above. We consider a simplex o in the
polytope A, say the one with vertices v, v3, v4 and vs. Then, we consider the extended polytope
A with vertices (e;, vj), where i = 1,2 depending on in which set of eq. (2.2.46) the vertex lies,
and (e;,0) for i = 1,2. In contrast to the case before, we now have two “origins” (e;,0), which
are parametrised by the variables ug;. The condition for piecewise linearity implies

2o = (U1, U2, U1 — UoL, U2 — U2, U — U2, Ug — U02) - (2.2.47)
Then, the conditions for vo, v5 # o imply

0 < —2ug1 + u1 + ug, (2.2.48)
0 < —up1 — 4uge + 2us + ug + us + ug . (2.2.49)
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2. Families of Calabi—-Yau manifolds

More generally, CICYs of the form eq. (2.1.12) with coprime® weights always have a Mori cone
generated by

Z(Z) = (—wl-l, ceey —w{ 5 0, ce ,O,wivl, sy Widi 41, 0, cee ,0) > (2250)
where the parts to the right of the semicolon have disjoint supports; that is, none of the other
I-vectors have non-zero entries at positions where {9 does. Note that the Calabi-Yau property
is again reflected in the vanishing of the sum over all components of each (). The defining
(Laurent) polynomials P, are constructed as for the hypersurface case. An example can be
found in section 4.4, where we will use the explicit form of the sections to compute the so-called
fundamental period of the above CICY.

There are several equivalent definitions of a hypersurface becoming singular. For example,
singularities are given by points in the moduli space where the Jacobian 0; Pa; drops in rank. For
a hypersurface, this happens at

0=Par=0;,Px, VpeX(l). (2.2.51)

This is equivalent to saying that the tangent space is of larger dimension than the Calabi-Yau
itself, corresponding to a point where the tangent space is ill-defined. The singular locus can be
obtained from the polytope A [20] (see also [21]): For each face of A (this includes A itself)
whose points are linearly dependent, we denote the entries of the kernel matrix by s;;, where
1 < j < |X|. Note that, as in the above, points inside facets will be ignored in this analysis. In a
suitable basis, this matrix gives rise to Batyrev coordinates (defined later in eq. (4.4.8))
- F N
=Y a", (2.2.52)

Jj=1

where the a; correspond to the deformations aye of Pa. Then, the singular locus is parametrised
by (A1 :...:As) € P""! subject to

I r Sij
=) (Z sijk> . (2.2.53)

j=1 \k=1

One finds the discriminant locus as the vanishing of a polynomial in the Batyrev coordinates by
eliminating the variables \; from eq. (2.2.53). Let us consider the example CICY K3 family with
polytope and NEF partition as in eqs. (2.2.45) and (2.2.46). Extending the polytope A with the
NEF partition to A as explained above, we obtain the two Mori cone (cf. eq. (2.2.50)) generators

1M = (=2,0;1,1,0,0,0,0), (2.2.54)
1) = (-1,-4;0,0,2,1,1,1). (2.2.55)

From the whole polytope, we obtain from eq. (2.2.53) the relations

A2 A
1 1 2 2
_ - 2.2.56
: (2)\1 + )\2) PR 64 (2)\1 + )\2)7 ( )

SIf the weights are not coprime one might need to desingularise the space first, which introduces exceptional
divisors. Each of these divisors will give rise to another [-vector and Batyrev coordinate. This is also the origin of the
two Mori cone generators in egs. (2.2.23) and (2.2.24), where one desingularises the space by including vs.
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where we eliminate A\; and )y to obtain the discriminant factor
Ay =428 — (14 642%)2. (2.2.57)

The three points related by [(}) are also contained in lower dimensional faces of A, which is not
true for those of {?). From these faces, the coordinate \; in eq. (2.2.53) cancels automatically
and we immediately obtain the second and last factor

Ay =1—42". (2.2.58)

2.3 Hypersurfaces in weighted projective spaces and their quotients

In section 2.2, we showed how to obtain hypersurfaces and CICYs as the vanishing loci of certain
sections from reflexive polytopes. The complex-structure moduli space consist of the deforma-
tions Pa (cl. egs. (2.2.835) and (2.2.86)) parametrised by the a,o. The Calabi-Yau does not
change, when we perform a change of variables in the ambient space. It follows that there is a
redundancy in the description of the moduli space in terms of the a0, which we will account for
in this subsection. Here, we will restrict ourselves to hypersurfaces in weighted projective space.
This allows us to describe the complex structure moduli space in more detail and, furthermore, to
introduce the notion of a quotient family. The latter acts as a framework to compute the mirror
family as first done in [22].

Let X be a family of Calabi—Yau manifolds given by the zero locus of a section Pa of the
anti-canonical bundle of a toric variety P as introduced in section 2.2. The moduli space®
My is given by the polynomial deformations a, of the defining polynomials Pa, modulo the

automorphisms of the ambient space Pa

_ Dy Def({Pa, = 0})
= Wiz AP . (2.8.1)

Mz,

The identity component of the automorphism group of Pa consists of coordinate scalings and
so-called roots [23]. The other components are obtained via suitable coordinate permutations.
By the definition of Pa in eq. (2.2.7), the automorphisms are given by those of C*\ Z(A) which
commute with the action of Q. This implies that coordinate scalings are part of Aut(Pa). Roots
deform the coordinates by suitable monomials of the others, preserving homogeneity under the

scalings. This follows from commutativity with @ and thus they are given by
x; — x; + pa, for degQ(xD) =degg(v;), peC. (2.3.2)

For example, let us consider the family of degree-six hypersurfaces X = P31 1.1.1[6]. The torus

It ik it

action is given by

Q: (21,2, 23,74, 75) — (N1, \xo, Az3, Ay, Azs), A € C* (2.3.3)

%From now on, we will always refer to the complex-structure moduli space when writing about “the moduli space”.
Consequently, we drop the subscript “c.s.” and indicate the correspondong family instead.

17—



2. Families of Calabi—-Yau manifolds

Besides the five rescalings, we have the roots

5
T1+— X1+ Z A§}€)mjwk, (2.3.4)
7,k=2
5 .
szt Y AV ie{2,3,4,5). (2.3.5)
j=2,j#i

Since Aﬁ) is symmetric, it has ten degrees of freedom. Adding these to the 3-4 = 12 parameters

of Ag.i) and the five scaling relations, we have
dim(Aut(Pa)) =22+ 5 = 27. (2.3.6)

A simple counting of monomials with Q-degree six tells us that there are 130 deformations of
X. In this way, we find

h*1(X) = dim(My) = 130 — 27 = 103. (2.8.7)

In practise, the automorphisms of the ambient space allow us to transform z in a way such that
the defining polynomial becomes of the form

Pa(a, ) = Po(z) + ) ajdef;(z) 2.3.8)
J

with dim My monomials defj(z). The infinitesimal coordinate transformations give equiva-
lences among monomials of lower degree, generated by {0, Pa(a,z)}i. These elements span
the Jacobian ideal Jac,(Pa) of Pa. In eq. (2.3.8), all monomials of Py, are inequivalent over
the Jacobian ideal, which, for a generic hypersurface with all deformations present, generates the
same equivalences as Aut(Pa).

Another way of taking into account the reparametrisations of the ambient space is the removal
of monomials in (2.2.86) that correspond to points inside codimension one faces of A°. A point
7° inside a facet yields a relation 0 = 9,, Pa with p the vertex with (p,v°) = —1 for all v° in
that face. This relation allows us to set the monomial parametrised by azo to zero. Besides these
polynomial deformations, there are also non-polynomial deformations. Denoting the points in
the interior of a face 8 by [(#) and the total points of the polytope by [(A), Batyrev derived the
following formula for the number of complex-structure moduli

N N R SRR GRS DR OR COR R 8

codim(0)=1 codim(0)=2
where the number of Kihler parameters is obtained by applying eq. (2.8.9) to its mirror
UL (XA) = R B (Xpo) . (2.8.10)

A similar combinatorical formula for the number of moduli 2?~%! in CICYs can be found in
[14]. One can consider the Calabi—Yau family in a patch where coordinates not corresponding
to vertices are non-zero and use the scaling relations to set them equal to one. For hypersurfaces
in weighted projective space, this implies that the defining polynomial in eq. (2.2.36) becomes
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2.3. Hypersurfaces in weighted projective spaces and their quotients

a function of n + 2 variables z;. For the degree-twelve hypersurfaces in Pg 22 1.1, we needed to
introduce the coordinate xg to regularise the ambient space. There, the dual polytope A° gives
rise to the restriction

Prn=a :c‘ll+a2x‘;’x2+a3 x?xix6+... . (2.3.11)

In the patch zg # 0, we can use eq. (2.2.82) with © = vV Azg to set 25 = 1 and recover the
degree-twelve hypersurfaces in Pg 2 2 1,1. This model is discussed in much detail in [17]. We will
compute the periods of its mirror Xac in section 4.4.

For the rest of the subsection, we will restrict ourselves to hypersurfaces Py, . w,,,[d] in
weighted projective spaces with weights w; and wy,+; = 1 where the moduli independent term
of the defining polynomial is Fermat, i.e. given by

n+2 n+2
Poz) =Y 2" with d=w. (2.3.12)
i=1 i=1

After dividing out the automorphism group of the ambient space, the family X still has a residual
symmetry group G consisting of discrete phase symmetries that act on the variables z. We will
consider the extension G, which also acts on the moduli a such that the defining polynomial is
invariant under its action. This allows us to see G as an automorphism of M . We denote an
element g in G (or § in Q) by Zy, : (b1, - - ., Bny2), which then acts with a = e2mi/P a5

;: x> g(x;) = Pixy, B e{0,...,d—1}, ©.5.18)
def; (z)
aj ajm s

where g acts on the deformation monomials multiplicatively. The action of G on the moduli
is such that it cancels the phase obtained by def;(x) and renders the defining polynomial Pa
invariant. Since these symmetries identify points in the moduli space corresponding to equivalent
hypersurfaces, it is natural to study the moduli space modulo these symmetries. Elements of
this quotient then represent closed paths in the moduli space, which, owing to the flatness of
the Gauss—Manin connection (cf. section 4.2), yield monodromy actions dependent only on the
cycles” homotopy class. We will revisit this topic in section 6.1.

With this residual symmetry group, we can construct new Calabi-Yau families over fixed-point
loci of a subgroup S C G: We refer to the part of the moduli space that is invariant under the
induced action of S as Inv§(./\/l;g). Then, we define the quotient of Xz by S as

;f = 7! (Invg(M)) (2.3.14)

The invariant slice Inv§(M x,) 1s nothing more than My with a; = 0 for all moduli a; that
transform non-trivially under S. For the defining polynomial in (2.8.8), this means that only the
invariant deformations appear in the defining polynomial of XA/ S,

To make this more explicit and draw the connection to the mirror construction by Greene and
Plesser [22], we consider a hypersurface in a weighted projective space. The abelian symmetry
group G is isomorphic to

GgZd/un X ... XZd/wn+2. (2315)
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2. Families of Calabi—-Yau manifolds

There is one factor coming from the projective scaling of the ambient space, which is called
the quantum symmetry Q. The mirror group H used in the mirror construction is given by the
elements in G / @ which leave the symmetric deformation ag (coming from v° = 0 and belonging
to H?:Jrf x;) invariant.

As an example consider the family X = P41 111[8]. The defining polynomial has phase

byt

symmetries G 27y x Zs generated, for example, by

Zs :(1,0,0,0,1)
Zs:(0,1,0,0,7) p H| . .
Zsg : (00107) ¢/Q,
Zs : (0,0,0,—1,0)

Zs : (41111)}@

The last generator corresponds to the scaling symmetry of the ambient space while the second to
last Zg does not act trivially on [ ], ;. Its action on the modulus 9 is given by ) > exp(27i/8) ¢
The quotient family X'/ H is described by the polynomial

5
Py ($,x) = of + a3 + a5 + 2§ + 25 — 8¢ [ [ s, (2.3.16)
=1

where we ignored the monomial z3z3x322 that can be removed with the element in the Jacobian
ideal 0 = 0y, Py, /i (¢, z). Coming from the mirror side directly, this monomial comes from
a point inside a facet: Due to eq. (2.2.34), the polynomial defining the mirror is given by the
polytope defining Py 1 1,1,1, which has vertices ey, ..., eq and (—4, —1, -1, —1). One easily shows
that above monomial comes from the point (—1, 0, 0, 0) inside the facet generated by the last four

vertices.

While we will ignore deformations coming from points inside facets in the rest of this work,
it is interesting to see how the machinery eliminates the redundancy when they are included. In
section 4.4, we will introduce the Picard—Fuchs differential equations giving a local basis for the
periods. At the so-called MUM point, the solution structure to this differential ideal is highly re-
stricted. The holomorphic and single-logarithmic periods are homogeneous coordinates for the
complex-structure moduli space and there should be A”~1! of the latter. Omitting points inside
facets, for n > 1, we get exactly h”~ 5! Batyrev coordinates and h"~ ! solutions that are of the
form log 2°4+O(z). No restriction of the Frobenius structure is necessary at the single-logarithmic
order and the differential ideal is generated by operators of order greater than one. The structure
for including points inside facets is very similar to the case of elliptic curves. In the latter case,
h%1 = 1 and multiple Batyrev coordinates should give rise to only a single single-logarithmic
period. It follows that operators of order one exist that restrict the solution space to a single holo-
morphic and one single-logarithmic period. If we were to include the point (—1,0,0,0) in the
toric description of the model above, we would, besides the operator of order four, also find an
operator of order one. While the number of solutions remains the same, the Batyrev coordinates
give a redundant parametrisation of the moduli space. However, the periods still act as proper
coordinates and are not affected by this toric aspect.
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Chapter 3

String theories, M-theory and F-theory

String theory originated in the 1970s in the context of strong interactions: The force field be-
tween a quark-antiquark pair subject to colour confinement can be described as a quantised
bosonic string, whose excitations reproduce the potential between them. Shortly after the four-
point scattering amplitudes due to Veneziano [24], Virasoro [25] and Shapiro [26] in the late
1960s, a stringy interpretation was given independently by Nambu [27], Susskind [28] and
Nielsen [29]. A precise description of the quantised bosonic string was given in 1973 [30],
which is consistent only in 26 spacetime dimensions and whose groundstate is tachyonic. The
removal of the latter went hand in hand with the introduction of the supersymmetric string due
to Ramond [31], Neveu and Schwarz [32] after performing the GSO-projection onto a super-
symmetric spectrum named after the authors of [33]. The first time string theory was proposed
to be a unifying theory including the graviton as its massless spin-two excitation was in 1974
[84]. The rest of the century was shaped by two superstring revolutions: The discovery of gauge
and gravity anomaly cancellation for ten-dimensional supergravity with gauge group SO(32) or
Eg x Eg due to Greene and Schwarz in 1984 [85] initiated the construction of the two heterotic
superstring theories [36]. Shortly after, supersymmetric theories in ten dimensions were found
to allow for supersymmetry in four dimensions when compactified on Calabi—Yau manifolds [8].
After some years of extensive research in the field and the discovery of mirror symmetry in 1990
[4], unification of the five superstring theories as different limits of M-theory sparked the second
superstring revolution. U-duality as a unification of S- and T-duality between the string theories
was proposed [37] which lead to the construction of M-theory [38] (see also [39]) by Witten in
1995. Polchinski [40] showed that D-branes are fundamental objects that source the R-R fields
and are half-BPS, meaning that they satisfy the BPS bound and that the effective world-volume
theory on the brane has half the supercharges of the bulk theory. Further evidence for M-theory
was provided with the duality between its decompactification on S! /Z and the strongly coupled
Eg x Eg superstring [41]. In 1996, Vafa furthermore manifested the S1.(2, Z)-symmetry of type
IIB theory in the geometric construction of its non-perturbative extension called F-theory [42].

This chapter sets the stage for the findings on supersymmetric flux vacua and conifold transi-
tions in chapters 6 and 7. We begin with a minimal introduction to the five superstring theories
together with M- and F-theory in sections 3.1 and 3.2, followed by a review on effective N = 1
four-dimensional theories from type II orientifold compactifications. The moduli of the inter-
nal manifold can be stabilised by giving background values to the n-form fields (fluxes) with
n = 3,4 its complex dimension. For the study of flux vacua, we review the conditions for un-
broken supersymmetry in both type IIB and F-theory in section 3.4. Families of Calabi-Yau
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manifolds are connected by transitions at singular points of their moduli space. Mathematically,
this corresponds to two topologically different desingularisations, which was identified with the
condensation of extremal black holes in type IIB compactifications [43]. Section 3.5 gives a brief
mathematical and physical account of these transitions.

3.1 Superstring theories

Bosonic string theory as a conformal field theory on the world-sheet has critical number of di-
mensions D = 26, where it becomes anomaly-free and negative-norm states are absent. In
its classical description, the D bosonic fields are coordinates for the string in spacetime. The
world-sheet theory can be supplemented with fermions to realise world-sheet supersymmetry.
In superconformal gauge, the resulting CFT is given by [44]

1 2 N (e%
s=-o [ <a,aaxuaaxu T2 m) . (8.1.1)

The superstring has critical dimension D = 10, which follows from the central charge of the
ghost CFT with central charge ¢ = —15: The Weyl anomaly can only be cancelled by the D
bosons with their D fermionic superpartners, which contribute % and 1 to the central charge,
respectively, demanding D = 10. During the derivation of the equations of motions for the
fermionic fields ¢* with NN boundary conditions, the vanishing of the boundary term allows
for two sectors. Without loss of generality, we can redefine the fields such that both sectors
have ¢/ (0) = 4" (0) and the difference lies at the other string end. The Ramond sector (R) is
described by a positive sign in ¢/ (1) = £¢* (1), while a negative sign yields the Neveu-Schwarz
(NS) sector. The spectra of these sectors differ: The ground state in (NS) is a tachyon and
the first excited level consists of a massless SO(8) vector representation (8,), whereas the ground
state of (R) is massless and contains one SO(8) spinor and co-spinor representation (8;58.). The
Gliozzi-Scherk—Olive (GSO) projection [45] assigns to each state the eigenvalue of (—1)f with
the fermion number F and singles out those with either (—=1)f = 1 or (=1)¥ = —1. For (NS),
one demands (—1)F = 1 to remove the tachyon from its spectrum leaving two choices for (R).
Besides removing the tachyon, this projection furthermore renders the surviving spectrum space-
time supersymmetric and restores invariance of the one-loop partition function under SL(2, Z).
The closed string spectrum is given by the tensor product of two open strings’ spectra. The above
translates to two inequivalent theories called type IIA and type I1IB, where the difference lies in
the relative sign between the GSO projections in the two (R) sectors. Denoting the fermion
numbers of the left- and right-moving sectors by F and F, respectively, type IIA corresponds to
the choice (=1)F = —(=1)F and IIB to (—=1)F = +(—=1)F. Before listing the massless spectrum
of these two theories, we list the tensor product decompositions that appear here

8,8, =162835,, (3.1.2)
8y @8y =1028®35,, , (3.1.3)
8, ® 8, = 8, & 56, (3.1.4)
8y @ 8y/c = 85 B 56/ . (3.1.5)

Equation (3.1.2) produces a scalar (dilaton), an antisymmetric rank-two tensor and a symmetric
traceless tensor (graviton). The (35+/_) in eq. (3.1.3) are rank-four selfdual/anti-selfdual anti-
symmetric tensors and (56, ) is an antisymmetric rank-three tensor. Lastly, the representations
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(56./5) include the gravitini of given chirality. It then follows that the massless states of type IIA
are collected in

bOSOniC: [1 D 28 b 35‘](NS,NS) &b [Sv &b 56"](R,R) s

(3.1.6)
fermionic:  [8; ® 56c}(NS,R) D [8 @ 56s](R,NS) )

where the subscripts denote the sectors the representations originate from. Here, it is important
to note that the chiralities of the gravitini (and dilatinos) are opposed and the theory is thus non-
chiral. The bosonic spectrum consists of the dilaton, the metric and the B-field in the NS-NS
sector together with a one- and three-form C and Cj5 in the R-R sector. This is in contrast to

the massless spectrum of type 11B:

bosonic:  [1 @ 28 @ 35,](ysng) P [1 © 28 @35, ]Ryp) 3.1.7)
fermionic:  [8, ® 56(?](1\'S,R) @ 8. ® 56(?}(R,NS) . -

Due to equal chirality of the gravitini, this theory is chiral. While the NS-NS sector has the same
field content as type IIA, the R-R sector now contributes a scalar (axion) Cp, a two form Cy and
a self-dual four-form Cy. The choice (—1)F = (=1)F in type IIB treats the left- and right-
moving sectors symmetrically. The open string theory arising from the quotient of type 1IB by
this symmetry is called type I, due to its N = 1 supersymmetry. The surviving spectrum is

bOSOHiCZ [1 @ 35\/](‘\15"\15) D [28](R,R) 5 (3 1 8)

fermionic:  [8. @ 56c](NS,R),(R,NS) )

which is supplemented by massless gauge bosons of an SO(82) gauge symmetry coming from
the inclusion of 82 D9-branes that cancel the R-R charge of the O9-plane. In section 3.3, we will
review the orientifold projections for the compactified theories to realise N = 1 four-dimensional
vacua from type IIB theory. There are two further string theories that are heterotic, meaning that
they treat the right moving sector as the 10D superstring and the left-movers as the 26D bosonic
string. The difference in dimensions is accounted for by compactifying the 16 extra-dimensions
in the left sector on a 16-torus 76, The internal momenta of the latter need to lie on an even
self-dual lattice for modularity of the torus partition function. In 16 dimensions, these are given
by the root lattices of Eg x Eg and Spin(32)/Zs. Depending on the choice of the lattice, the
resulting theory has gauge symmetry Eg x Fg or SO(32).

The reappearance of the gauge group SO(32) leads us to dualities between these five super-
string theories. In fact, type I has been shown to be dual to heterotic SO(32) with inverse coupling
strengths [46, 47, 48]. These kind of relations between weakly and strongly coupled regimes are
known as non-perturbative dualities. Further example are given by self-duality of type IIB (S-
duality) [49] and the duality between type IIA on a K3 and heterotic on T%, where the gauge
group of the heterotic theory is reflected on the I11A-side by Hy(X, Z) of the K3 [88]. Compact-
ifying the latter duality further leads to a strong-weak relation between type IIA on K3-fibred
three-folds and heterotic on 7% [50], where the singular locus in the three-fold’s vector mod-
uli space mapping to the weak-coupling limit is thus called strong-coupling discriminant [51].
These perturbative dualities are in contrast to those that relate theories by their order-by-order
expansion in the string coupling, which exchange, for example, the two heterotic theories [52]
and connect type IIA with type IIB [58] by compactifying both theories on circles with inverted
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radii (T-duality). In the latter case, circle inversion flips the chirality of the ground state in (R),
which exchanges their spectra. Above connections among the five string theories led Witten to
formulate an eleven-dimensional unification called M-theory [88], which has N = 1 supergrav-
ity as its low-energy limit. We will introduce this theory in section 3.2 as a decompactification
of strongly coupled type IIA. Furthermore, we will give a brief review of the non-perturbative
extension of Type II1B, which is described elegantly by F-theory [42] created by Vafa. For the rest
of this section, we will return to the type Il theories and review their description of supergravity
in ten dimensions.

In the low-energy limit where the mass scale 1/v/a’ becomes large, the type II theories reduce
to ten-dimensional N = 2 supergravity theories with 32 supercharges. The field content is
described purely by the massless sector, while all other excitations decouple. As we discussed
above, both theories feature a dilaton ¢, a B-field and the metric g, from the NS-NS sector.
The field strength of the B-field is denoted by H3 = dBy and for the fields in the R-R sector
we write Fj, 1 = dC),. Up to normalisations, their interactions are fixed by supersymmetry. The
bosonic action is given by summands from the NS-NS and R-R sectors together with a Chern—
Simons term

S = Sns-Ns + SrR-R + Scs- 3.1.9)

The NS-NS sectors for IIA and IIB are the same and their contribution to the action is given by
1 1

Sxsns = = [ dz'%/=ge* ( R+ 40,0 0"¢ — | Hs|? (8.1.10)
2K 2

with R the scalar curvature and the gravitational constant relates to the string parameters as

263, = (27r)70/4g§. The dilaton parametrises the string coupling as gs = €. In type 1A

supergravity, the remaining two terms are given by

A 1 .
SUR =~z [ de'v=g (1Bl + 1F?). 3.1.11)
10
1
%?Z—ﬂy By ANFyAFy (8.1.12)
10

with Fy :== Fy — C; A Hs. The self-duality of the five-form field-strength in type IIB cannot be
enforced by a covariant action and give an additional constaint. The two remaining terms in the
action are given by

1 - 1 -

SkeR =~ /dxlO\/fg <|F1|2 + B+ 2|F5\2) , (3.1.13)
10
1

Qg”:—qgr CiNHs N Fy, (3.1.14)
10

where the R-R term uses Fy = F; — Cy A Hs and F5 = F; — %Cg ANHsz+ %Bg A F3. The equations
of motion for the latter are given by

dFs = H3 A Fy (8.1.15)

with the additional self-duality constraint F5 = 5. In the Einstein frame, the action of type
IIB supergravity becomes manifestly SL(2, R) invariant, where (¢Y%) € SL(2,R) acts on the
axio-dilaton

T=Cotie® (3.1.16)
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as a Mobius transformation while (F3, H3) behaves as a vector. In the full string theory, the
mixing of F3 and Hs supplements the fundamental string by (p, ¢)-strings with p units of Bs-
charge and ¢ units of Cy-charge, where the charges (1,0) correspond to the fundamental one.
These BPS objects exist for all coprime integers (p, ¢), where non-coprime charges represent
stacks of them. Charge quantisation implies the breaking of the symmetry group to SL(2,Z)!.

The (p 4+ 1)-form fields are sourced by Dp-branes, which are extended objects in p spatial
dimensions on which open strings end. These branes are non-perturbative, as their tension

1
- gS(QW)Pa/(PJrl)/Z

TDp 8.1.17)

is anti-proportional to the string coupling and they are infinitely heavy at weak coupling. The
field content of the two supergravity theories implies the existence of Dp-branes for p even (odd)
in type IIA (IIB). The string coupling can also be given as g = 7p1/mp1 and the strong-weak
duality of the SL(2,Z) duality in type IIB exchanges the fundamental string with the D1-brane
coupling to Cy instead of Bs. The latter is also called “D-string” and corresponds to the (0, 1)-
string above. The D0-brane will play an important role in the introduction of M-theory in the
next section.

3.2 M- and F-theory

The dualities among the five superstring theories discussed in the previous section motivated Wit-
ten to formulate M-theory [38] with eleven-dimensional supergravity as its low-energy limit. Of
the five superstring theories, the two heterotic and type I posses N = 1 supersymmetry whereas
type Il has N = 2. In ten dimensions, these correspond to 16 and 32 supercharges, respectively,
where 16 is the number of components of the smallest Majorana-Weyl spinor. Theories with
more than 32 supercharges include particles whose spins exceed two, which leads to inconsis-
tencies [54, 55]. As the smallest Majorana spinor in D = 11 has 32 components, M-theory
with N = 1 has maximal supersymmetry. A spinor in four-dimensions has at least four real
degrees of freedom and reducing M-theory (or type 11) to four dimensions without breaking any
supersymmetry would lead to N = 8.

Starting from strongly coupled type IIA, a state with N units of DO-brane charge and mass
N/gsal/? can be seen as a Kaluza—Klein excitation of the supergraviton in eleven dimensions
compactified on a circle with radius R = gga!/?. The strong-coupling limit of type IIA theory
can therefore be seen as a decompactification to eleven dimensions, called M-theory. The bosonic
field content of the low-energy theory is given by the metric and a three-form potential A3 with
field strength G4 = dAs. The fermionic counterpart is formed by the single gravitino. The
bosonic part of the supergravity action reads

1

1 1
_ de''v=g (R - Lic,P _/A 3.2.1
§= gz [ 'V g<R 51Gl > 5 | AsnCanGa (8.2.1)

with k17 the eleven-dimensional gravity constant. After the above Kaluza—Klein reduction on
the circle, the metric yields the ten-dimensional metric, the dilaton and C4, while A3 reduces

' Another indication for the breaking to SI.(2,7) is invariance of the contribution of D(-1)-branes to the path

integral of the form 2™,
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to C3 and By . The electric and magnetic sources for A3 are formed by M2 and M5 branes,
respectively. Upon reduction, the wrapped and unwrapped branes give the brane content of type
ITA (except for DO, which comes from KK-modes). Furthermore, the fundamental string arises
as an M2 brane wrapping the circle.

The strong-coupling extension of type IIB is called F-theory [42] and builds on the transfor-
mation properties of the axio-dilaton (3.1.16) to interpret it as the complex-structure parameter
of an elliptic curve. We refer to [56] for a review on the matter. The two extra dimension are
however fictitious and their sole purpose is to allow for a non-perturbative description. Starting
with M-theory ona T2 = 5114 X S}B where the radius of the first circle is R4 = gsa'/? (see above),
this theory is T-dual to type IIB theory on a circle with radius R; = o//Rp. As the elliptic
curve degenerates to zero volume with Rg — 0, type IIB decompactifies to ten dimensions.
This description is generalised by considering instead elliptic fibrations over bases B, where the
axio-dilaton becomes a function of the coordinates of B. Elliptic fibrations over complex d-
dimensional compact bases allow for a compactification to a (10 — 2d)-dimensional theory. For
a compactification on an elliptically fibred compact K38 (d = 1), the points of degeneration, i.e.
the zeros of the elliptic curve’s discriminant, mark the positions of 7-branes in the uncompacti-
fied dimensions. The fibration can be brought into WeierstraB-form y? = 23 + o f(u) = + g(u)
with discriminant A = 27f3 — 4¢%. For the base to be a P!, one shows that 24 7-branes are
required and that A must be of degree 24. The axio-dilaton is subject to a monodromy trans-
formation during transportation around a 7-brane and its conjugacy class determines the type
of the so-called (p, ¢)-brane and the Kodaira fibre type. Resolving the singularities introduces
intersecting P's whose intersecting graph is a Dynkin diagram determining the gauge group. In-
tersections of such loci in the base, i.e. singular loci in co-dimensions two and three yield matter
and Yukawa coupling, respectively. The properties of singularities in such fibrations are used for
model building with realistic gauge sectors. F-theory relates to type IIB in the Sen limit [57, 58]
in the following way. One starts from the coeflicients of the WeierstraB-equation in the form

f=Cn—3h%, g=h(Cn—2n%+C?x (3.2.2)

with h, n and x functions of the base coordinates u. It follows that C' — 0 describes weak coupling
in which the discriminant is given by

A =—C?h*(n” +12h x) + O(C?) . (3.2.3)
The locus (n? + 12k x) = 0 describes the positions of D7-branes and h = 0 that of O7-planes.
This limit is also reached from compactification of type IIB on the double covering of the base

h—¢& =0 (8.2.4)

with an orientifold projection acting on the internal manifold as £ — —&. We note that not all
F-theory models exhibit a weak coupling limit [59]. While hypersurface three-folds of the form

(3.2.4) can be described naturally as a Sen limit, the range of possible upflifts was enlarged by
the articles [60, 61].

3.8 Effective theories from Calabi—Yau compactification

To obtain theories describing our four-dimensional spacetime, the ten-dimensional superstring
theories discussed in the previous sections need to be compactified on a six-dimensional man-
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3.3. Effective theories from Calabi—Yau compactification

ifold. In the seminal article [8], the authors provided a description of this internal space and
showed that ten-dimensional N = 1 is reduced to four-dimensional N = 1 precisely when it is
given by a Calabi-Yau three-fold, i.e. a complex three-dimensional Kihler manifold with vanish-
ing first Chern class (cf. section 2.1). In terms of supercharges, compactification on Calabi—Yau
n-folds reduces their count by 1/2%~1. The 82 or 16 supercharges in ten dimensions thus be-
come 8 and 4 in D = 4, which again corresponds to N = 2 and N = 1. Note that F-theory has
the same amount of supercharges as type I1I1B (32), which reduces to four supercharges or N = 1
in compactifications on elliptically fibred four-folds.

The spectrum of type II theories on Calabi—Yau three-folds is given by one gravity multiplet
together with both vector- and hypermultiplets whose count is determined by the geometry of
the Calabi-Yau. More precisely, type IIA has (h*! + 1) hypermultiplets, where the “+1” refers
to the universal one, and h%! vectormultiplets. Type IIB has (h'! 4+ 1) hypermultiplets and h?*
vectormultiplets. Supersymmetry implies that the scalars of both types of multiplets do not mix
and that the moduli space is a direct product. Denoting the number of hyper-/vectormultiplets by
N,y the moduli space of vectormultiplets is so-called? special Kihler and of complex dimension
ny and the four real scalar degrees of freedom in the hypermultiplet yield an nj,-dimensional
quaternionic space. In type IIB, the vectormultiplet moduli space is described by the complex-
structure moduli, whereas the scalars in hypermultiplets descend from ¢, Cy, Co and Cy and are
supplemented by the complexified Kihler parameters of the metric and B-field. Below, we will
consider an orientifold projection that removes the two-forms Bs and Cs from the spectrum and
breaks half of the supersymmetry. The scalars of the chiral multiplets in N = 1 are then given by
the axio-dilaton and A%' complex-structure moduli together with h'! real Kihler moduli from

the metric and h'! real scalars coming from Cy, combining to A'! complex moduli.

It is conjectured that each Calabi-Yau X comes with a mirror partner X, where the vectormul-
tiplet moduli spaces of type IIA on X and type IIB on X are locally isomorphic. While, at the
time of this writing, mirror symmetry has not been proven, strong evidence for it was established
and it has been verified in special cases such as hypersurfaces in toric ambient spaces [62].

One important aim is to reduce the number of free moduli by giving background values to
the field strengths H3 and F3 (fluxes), which turns the theory into gauged supergravity [63] and
yields a scalar potential [64, 65]:

V= el [ N"gAB D WDEW - 3| (3.3.1)
AB
with the Gukov—Vafa—Witten superpotential

W:/GMQ, (8.3.2)
X

where we defined G5 := F;—7H3 and the sum runs over all scalars z# . In M/F-theory, where we
already have N = 1 supersymmetry, the scalar potential V' is built from the four-fold equivalent

2The term “special” refers to special geometry, cf. section 4.6.
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of eq. (3.3.2)
W = / G4 N Q (3.3.3)
Y

with Y the Calabi-Yau fourfold and G4 the field strength for As. This results in a similar scalar
potential as in eq. (3.3.1) where the 8 is exchanged with a 4. The total Kihler potential K, is
defined below (3.3.6) and depends on the axio-dilaton and both vector- and hypermultiplets. As
discussed in section 2.1, it yields the Kihler metric

dAB — 7Kmr (384)

and furthermore the covariant derivative D4 = 04 + 94 K,o . Fluxes either break N = 2 com-
pletely or leave it untouched [66] and a breaking to N = 1 presupposes an orientifold projection
[67], see [1] for a more careful review of the following. We consider an O3/07 orientifold
projection (inverting an even number of complex coordinates on X) and demand h?! = n%t,
bl = hi_’l under the induced action on the cohomology. In this way one obtains h?! complex-
structure moduli fields and the axio-dilaton, while By and C5 are removed from the theory and
the Kihler moduli now describe h'! scalars in the chiral multiplet. At tree level, they are given

by

T, = —hy + %caﬁwﬁm, (3.3.5)

where the real moduli v, and h, come from the metric and Cy, respectively. The Kihler potential
is then given by
Klol = Kcs + K-r + KKS . (336)

At zeroth order in o/ and gs, the contribution of the axio-dilaton reads
K. =—log(—i(t —7)) (3.8.7)
and, seeing v, as functions of T,, and h, one writes for the Kihler moduli term
Ky, = —2log (camvavﬁzﬂ) , (3.3.8)

This form of the total Kihler potential allows one to derive a “no-scale property” effectively
cancelling the contributions of the Kihler moduli with the term —3|W|? in eq. (8.8.1). This
simplification is however broken by corrections in o’ and gs. The complex-structure Kihler
potential K is a function of the complex-structure moduli and will be given in eq. (4.1.14).

The action for type IIB supergravity implies a no-go theorem, which follows from the ten-
dimensional Einstein equations for a compactification on a warped background and prohibits
non-zero values for G3. To still generate a scalar potential in the above way, one needs to in-
troduce brane sources to the action [68]. For a Dp-brane filling the uncompactified dimensions
and wrapping a (p — 3)-cycle E in the internal Calabi-Yau manifold, this additional term is of the

form

Sloc = _TDp /IR{4 Hdép—i_l v—g+ TDp/4 Cp+1 (3.3.9)
xE

RexE

with the Einstein-frame tension Tp,, given by

Tpp = |Tpp|eP=39/4 (3.8.10)
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for positive-tension objects. This introduces another term in the equation of motion for the

self-dual field strength F5 (3.1.15)
dFs5 = H3 A F3 + 263,Tpaps (8.3.11)

with p3 the density of O3-planes and D3- and D7-branes. The coupling of the latter to Cy comes
from a world-volume flux F on the D7-brane and is described by [, C4 A Fy A Fy. By integrating
eq. (8.3.11) over the internal Calabi-Yau, we find the tadpole constraint

/ H3 A F3 = —2r%,Tp3Q3 (3.3.12)
X

with the total D3-brane charge Q3 = [ p3. We will not be concerned with specific brane con-
figurations and simply demand a non-zero L.h.s. to avoid the no-go theorem above.

The eleven-dimensional low-energy limit of M-theory is described by the action in eq. (3.2.1).
It obtains quantum corrections of the form

0S = —Tve /A3 N Xg, (3.3.13)
with an eight-form Xg given in terms of the curvature two-form

1 1 1 2
Xg = | ==trR* — — (trR?)" ). 3.3.14

57 (2n) (192 TR g () > ( )
As in the case of type 1IB, one introduces source terms for M2 and M5 branes to allow for non-
zero GG4. The equations of motion for its field A3 then read

1 . .
dxGy = —5G NGy~ 267, Thia (Xs +> Qs + > Qus8” A A3> - 3.3.19)

To derive a tadpole restriction for four-fold compactifications, we need to integrate eq. (3.3.15)
over the four-fold Y. The Xg-form can be expressed in Pontryagin classes which translate for a
Calabi—Yau geometry with Chern classes ¢; to

1

= To3 (c‘ll — 40%02 + 8ciecz — 804) , (3.3.16)

X3

Since ¢1(Y) = 0 and its Euler number is defined as x = fy ¢4, one derives the tadpole restriction

1 X
Nyvz + / Gy NGy = . (8.8.17)
4/4,%1 TMQ X 24
Here, our searches for fluxes are restricted to 4% [ GanG4 < 55, which allows to reconstruct
K11T\12 X 24

the number of M2 branes.

3.4 Flux vacua criteria

In the previous subsection, we mentioned that background values for F3 and H3 give an N = 1
superpotential V' (3.3.1) in the four-dimensional effective theory. Generically, these fluxes break
N = 1supersymmetry obtained from N = 2 after the orientifold projection. For a general metric

— 99—



3. String theories, M-theory and F-theory

background, the vacuum expectation values of the supersymmetry variations for the gravitino 1,
and the chiral multiplet superpartners xy* to the scalars z4 read (cf. [69], section 18.2)

(034 = _;ieKmﬂgABpBWPLE ~0, (3.4.1)
1
(OPLu) = Dy (Pre) + 52 W7, Pre = 0. (3.4.2)

The first equation yields directly the F-term equations for the moduli fields
K 2Dy =0. (3.4.8)

In the case of a Minkowski background, the covariant derivative in eq. (3.4.2) of the supersym-
metry parameter € vanishes if its is chosen to be constant and one is left with

efo/2) = (Minkowski) . 3.4.4)
Generally, however, this leads to a Killing spinor equation for € with the gravitino mass
my e = X2 (3.4.5)
A solution to this equation exists only for a cosmological constant given by[70]
A =—=3m3, = =3 WP, (8.4.6)

in which case the gravitino is shown to have two polarisations (physically massless) and super-
symmetry is unbroken. In the string picture, negative cosmological constants arise, for example,
due to D3-branes wrapping euclidean four-cycles and thus introduce terms in the superpotential
that are dependent on Kihler moduli. A proposal to lift an AdS vacuum constructed that way
via anti-D3-branes to a dS vacuum is known as KKLT mechanism [71]. While configurations

with W # 0 can lead to AdS vacua, in this work, we will consider only Minkowski vacua with

eq. (3.4.4).

To translate these conditions to properties of the Calabi-Yau geometry, we express the flux G
in a homology basis T';

W:/G/\Q:gTEH, Hi:/Q, (8.4.7)
r;

with dual-intersection form X and periods II, cf. section 4.1. Equation (38.4.7) holds for both

three- and four-dimensional compactifications, where g3 = f3 — Thg in the former case. The

fluxes must satisfy a Dirac—Zwanziger [72] quantisation condition which requires the entries of

f3 and h3 to be integral. In M-theory, Witten’s flux quantisation condition [73]

G+ CQ(QY) e HY(Y,Z) (3.4.8)

requires special attention for four-folds with odd cy-integrals. Returning to the vacuum con-
ditions in eqs. (3.4.3) and (3.4.4), we consider ranges of the moduli fields where K and K
are regular. While varying the complex structure, when necessary, we perform a Kihler gauge

transformation (2.1.8) such that the prefactor e~ Ket

is regular and can be omitted. The vacua
conditions then translate into a splitting of the integral Hodge structure as we will see in the

following.



3.5. Black hole condensation

We begin by considering compactifications on three-folds X. The F-term condition for the
axio-dilaton 7 requires

0=D,W =0, W + (0, K, )W

:—/Hg/\Q,
X

where we used W = 0 for the second equality. Inserting this back into the definition of the

(3.4.9)

superpotential (3.3.2) also yields
0:/ F3NQ. (3.4.10)
X

In terms of cohomology classes, these equations imply that both F3 and Hj are orthogonal to
H%3(X). Since these are real fields, the same is true for H*°(X). The tadpole condition in
eq. (8.8.12) requires that h7'Y f # 0 and antisymmetry of ¥ thus implies that 2 and f must be
linearly independent and span a rank-two lattice A in the middle cohomology H?(X,Z). More
precisely, the latter splits as

H3(X,Z) =A@ At (8.4.11)

with A € H3(X,Z) N (H*}(X,C) ® HY?(X,C)). Schematically, this splits the Hodge struc-
ture into (0,1,1,0) @ (1,h?! — 1,R%! — 1,1). The flux vacua we study in this work lie along
codimension one loci in the moduli space. If one finds two fluxes f and h along 2¥* = 0, the
F-terms for the remaining vector moduli 24, A # vac, are satisfied automatically as W is flat in
these directions. The only further restriction follows from D, vw..W = 0, which puts a restriction

on the axio-dilaton
o fX F3 /\ DZVHCQ

A _vac
T\Z z =0)=-— .
(=" ) [ H3 A DoacQ | ey

(3.4.12)
For h*! = 1, type IIB flux vacua are also called attractor points due to their appearance in the
description of extremal black hole solutions in supergravity [74].

For four-fold compactifications, supersymmetry implies additionally that G4 must be self-dual,
which can be enforced by an additional superpotential for the Kihler moduli in terms of the

Kihler form J
wht :/ JANJNGy. (3.4.18)
Y

The Kihler F-terms 0 = 9;Wb! then guarantee J A G4 = 0, i.e. that Gy is primitive. The same
flux conditions of egs. (3.4.3) and (3.4.4) translate to a similar yet different Hodge splitting on
four-folds. Together with reality of the flux, they restrict the configurations to G4 € ng’?m (Y)
and we are left with a decomposition of the primitive middle cohomology

(0,0,1,0,0) @ (1, A%, A22 — 1,131 1), (3.4.14)

» "¥prim

3.5 Black hole condensation

There exist connections between the moduli spaces of (some) families of Calabi—Yau manifolds
in the sense that one can shrink cycles and resolve the singularity by gluing in a cycle of different
dimension. Such transitions between two families change the Hodge numbers and have been
known to Mathematicians since the 1980s [75, 76]. Reid’s conjecture [77] that all families are
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connected in this way is still open and, so far, has only been shown for CICYs in products of
projective spaces [78]. Locally, such transitions can be understood as two different resolutions of
a conic singularity. Following [79], a conifold fibre of a three-fold family looks like the zero locus

S w?=0. (8.5.1)

> wi=e (8.5.2)

with a parameter € > 0. Instead, one can perform a change of variables to express (3.5.1) as

X U
XY - = =0. .
uv det(v Y> 0 (8.5.3)

One can perform a small resolution/blow-up by including a P! 22 §? parametrised by (A1 : \2)

X U\ [(n) ,
(V Y) <A2> = 0. (8.5.4)

Note that eq. (8.5.4) reduces to eq. (3.5.8) away from the singularity. Looking at a conifold

at the singularity

fibre, there are two ways of desingularisation that lead to different families of manifolds. In other

words, the singularity allows us to travel from one family to another.

In the seminal work [43], Greene, Morrison and Strominger found a physical realisation of
such transitions in type 1IB string vacua with D3-branes wrapping vanishing three-cycles, re-
lating compactifications on different Calabi—-Yau families X. The article was built upon Stro-
minger’s description [80] of three-branes wrapping vanishing cycles and producing massless
black holes curing their singularities. While the vast number of possible compactifications made
the search for realistic vacua seem intractable, these findings gave new hope that all such vacua are
in fact connected. The results were extended to type IIA vacua on mirrors X, where D2-branes
wrapping vanishing two-cycles can give rise to non-abelian gauge-symmetries and localised mat-
ter [81, 82, 83, 84].

In the type IIB picture, the number of vectormultiplets is given by h?! and the hypermultiplets
are counted by A (plus the universal one). Due to [80], three-cycles wrapped by D8-branes
correspond to BPS hypermultiplets, whose masses are thus proportional to their 2-volume. Ap-
proaching a conifold, there is an S3 shrinking to zero size. At this singularity, one finds that the
BPS hypermultiplet from the D3-brane appears in the effective theory. Importantly, the hyper-
multiplet is charged under the U(1) vector V! coming from reducing Cy on the dual cycle to the
vanishing T'. Reducing the four-form in a cohomology basis (ar, 1), Cy = VI Aag 4+ Vi A BT
yields the coupling

"3 Ci=usl'nN F[/VI. 3.5.5)
——

I'xy 0%
=qr1
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One can resolve the singularity in the Coulomb branch? by giving a vev to the hypermultiplet.
Via the Higgs effect, the vectormultiplet becomes massive by absorbing the hypermultiplet. In
general, there are several, say k, vanishing three-cycles that satify r relations in homology. Still,
for each of the k vanishing cycles, there will appear one massless hypermultiplets in the effective
theory. After giving vevs to the hypermultiplet scalars, & — r (then massive) vectormultiplets
disappear and r additional massless hypermultiplets remain in the spectrum. Turning on these
vevs leads one from the Coulomb branch to a mixed branch with a Higgs-branch direction. In
[48], the authors identified such a transition for the quintic hypersurfaces where 16 S’s subject
to one relation in homology vanish. The dual model with A>! = 101 — 15 = 86 and A1! = 1 +1
was identified with the octic hypersurfaces in Py 52 1,1. In section 7.2, we will study the period
geometry of these transitions in detail and catalogue those arising in genus-one fibrations over
bases described by reflexive polygons.

After this discovery, similar results were found in type IIA compactified on Calabi—-Yau three-
folds, where D2-branes wrap vanishing two-cycles. Ignoring the graviphoton, the gauge group
U(1)""" coming from reducing C on H1(X) is enhanced to U(1)""' =" x G, where r is the
rank of G, whose Cartan matrix is given by the negative of vanishing cycles’ intersection numbers
[81]. The group G is of the same Dynkin type as an ADE surface singularity over a curve C'in the
three-fold that is resolved by the intersecting two-cyles. If their intersection is of type Ay _1 over
a genus g curve C, there are additionally ¢ hypermultiplets in the adjoint representation [82].
Similarly to the findings in F-theory (cf. section 3.2), at points on C where the gauge-symmetry
enhances due to another two-cycle that shrinks to zero size, localised fundamental matter ap-
pears [85, 84]. Mirror symmetry allows one to study these gauge enhancements in type I1IB on
the mirror family. In this language, the loci of shrinking of the two-cycles translates into van-
ishing periods representing the associated Kihler parameter t* under the mirror map. The locus
of enhanced gauge symmetry is then again described by a Calabi—Yau families whose topological
data follow from the prepotential at t* = 0. It is gratifying to observe that this transition is exact,
in the sense that the instanton corrections re-sum to that of the gauge-enhanced theory on the
mirror family. We will review these transitions and their period geometry in section 7.1.

3The Coulomb branch describes the moduli space for vanishing vevs of the charged hypermultiplets. Note that the
hY! + 1 hypermultiplets from the closed string spectrum are neutral.
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Chapter 4

Period geometry for elliptic curves, K3 surfaces and CY

three-folds

4.1 Periods and the middle homology

In string theory compactifications, understanding how Calabi—Yau manifolds vary as one moves
in moduli space is essential, both mathematically and physically. Crucially, each point in this
moduli space represents a different geometry and transitioning between these points reveals how
physical quantities, like D-brane charges or coupling constants, change continuously. To track
these changes systematically, one uses periods, integrals of the unique holomorphic form over
topological cycles on the Calabi-Yau manifold. These periods encode physical data, such as cen-
tral charges of D-branes or couplings in the effective theory, and evolve smoothly across the
moduli space according to special differential equations known as Picard—Fuchs equations. From
this perspective, the Gauss—Manin connection emerges naturally as the tool that captures how the

middle cohomology, including brane charges and fluxes, transform as the geometry varies.

First, let us consider a specific Calabi—Yau manifold X. There are two important pairings
for the description of the complex structure and with it the middle (co-)homology: There is an
intersection form! in homology between cycles

S Ho(X,Z) x Hy(X,Z) = Z, 4.1.1)

which represents how two of them intersect or are linked, and a pairing between the homology
and cohomology, whose components give the so-called period matrix

II: H,(X,Z) x H(X,Q) — C. (4.1.2)

To give the components of these two forms, we introduce a topological basis for H,,(X,Z) con-
sisting of cycles I';, 1 < ¢ < by, . The term topological means that these cycles are invariant under
small? deformations of the complex structure, which will be of importance when considering
variations of the Hodge structure. In components, we have f]ij = I, NT;. Let us denote the
dual basis to {I';}; in cohomology by {77}, satisfying fFi v o= (5f We note that this is not the
Poincaré-dual basis denoted by n; € H" (X, C) where

/'y:/'y/\m, Vy e H'(X,C). 4.1.3)
r; X

"We will use the term intersection form for both = and 3. It should be clear from the context whether it relates to
homology or cohomology.
2Globally, the cycles are subject to monodromy transformations.
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These have the same intersection form as the cycles
/mAmzim (4.1.4)
X

while the dual basis v = %%, we will mostly use yields an intersection form in cohomology
given by the inverse of this matrix. First, note that

(5;-:/ 'yi:/ 'yi/\nj:Zik/ nk/\nj:Zikf]kj, 4.1.5)
r; X X
implying ¥ = 21, Furthermore, the dual pairing is given by
/ YAy = Eikzjl/ e A = XY (4.1.6)
X X

Some authors choose to use the Poincaré-dual basis, which for three-folds give an expansion of
the (3, 0)-form with a negative sign between the A- and B-periods. In this work, we only use the
basis ¢ with expansion of  given by

Q:%/Q. 4.1.7)
r;

We conclude that the intersection form in homology 3 induces a pairing in the middle coho-

mology as

Y: H'(X,Q) x H"(X,Q) — Q,

iy , . A (4.1.8)

4 :/ YAyl = (ThHE,
X

In (0odd) even dimensions, the non-degenerate pairings 3 and 3 are (anti-)symmetric. In sec-
tion 5.8, we will construct bases for the homology that bring 3 into a particular simple form (cf.
eq. (5.3.14)). In this basis, the second pairing IT is trivially given by Hij = fFi o 63 To
extract data about the complex structure of the manifold, it is useful to use a different basis for
the cohomology. From section 2.1, we know that there exists a unique holomorphic (n, 0)-form
Q. We call periods the integrals of this form over the cycles I'; , which we collect in the period vector

H:AQ_ (4.1.9)

Having discussed the intersection form and period integrals for a single Calabi—Yau manifold X,
we now consider what happens as the manifold itself varies smoothly in a family X. These have
been introduced in section 2.2 and we recall that they are defined over their complex-structure
moduli space M. by the map

T X — M. . (4.1.10)

Let 28, 1 < i < R" b1 be local coordinates on M, . The Calabi—Yau manifolds are given by
fibres of 7, which we denote by X, = 7~!(z). As we move continuously through the moduli
space, the holomorphic top form Q(z) changes smoothly, causing its period integrals to vary as
well. This leads directly to the concept of variations of Hodge structures [86, 87], where one
studies precisely how the decomposition of the middle cohomology changes as we vary moduli.
In this broader picture, the intersection form ¥ remains constant (since it is topological), while
the periods evolve, governed by differential equations known as Picard—Fuchs equations. Before
we get to the latter, we must introduce some more structure.
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The moduli space M. is typically not smooth but contains singular points or loci, where the
fibre X, becomes a singular manifold®. From the point of view of the periods, singularities are
characterised by cycles growing or shrinking to infinite size. A typical example is the conifold,
where an S™ shrinks to a point. One must then resolve these singular loci (e.g. by so-called blow-
ups) to ensure that the proper transforms Ay, of all discriminant components together with the
exceptional divisors introduced to resolve the singularities have normal crossings. The periods
II are multivalued functions on the resolved moduli space, as becomes apparent seeing them as
solutions to a Picard—Fuchs system of differential equations, which we will discuss in more detail in
section 4.4. There, we describe methods obtaining local solutions and patching these together to
a global basis of periods. Moving along a closed path around a singular locus, this branch structure
is reflected in a non-trivial monodromy action II + M II for M a b,, x b, matrix. For a general
basis of the periods, these matrices are complex. However, for many applications, one needs a
basis that has only rational or even integral monodromy matrices. For an arithmetic discussion
and computation of a local {-function, for example, one needs rationality of the basis, while for
applications in physical theories, the Dirac—=Zwanziger quantisation condition demands integral-
ity of the basis. We will continue using the notion of ’rationality/integrality of a period basis’,
meaning that all monodromy matrices have rational/integer entries. The whole purpose of sec-
tion 5.3 is to give a description of obtaining integral periods for families in any dimension. Since
the matrix ¥ represents the intersection of a topological basis, it is not affected by monodromy
actions

My M =%. (4.1.11)

For odd dimensions, the monodromy group of an integral basis is a subgroup of Sp(b,,Z)*.
For even dimensions, we call the integral matrix group with relation eq. (4.1.11) O(X,Z) . The

moduli space is Kihler (cf. section 2.1) and its so-called Weil-Petersson metric® is given by
9i5 = 8zi837K(g, Z) , (4.1.13)

where the Kihler potential K is defined implicitly by
e—K:i”/QAQ:i”HT2H>o. (4.1.14)
X

Due to the additional special geometry structure in n = 3, there, the moduli space is called special
Kihler. Positivity of the above is the special case p = n, ¢ = 0 of the Hodge—Riemann bilinear
relations

ipq/a/\a>0, a € HP(X) (4.1.15)
X

31t is important to note that singularities of the differential equations describing the periods may also come from
poor choices of coordinates for a patch of the moduli space. An example are the (smooth) Fermat hypersurfaces,
where the differential equations obtain an orbifold singularity.

*In appendix A.1, starting from a specific modular congruence sub-group, we derive a Picard—Fuchs system with
this monodromy group over the fundamental domain with genus one.

SWith the covariant derivative introduced in eq. (4.2.18), we find

giy = —i"0; <eK/ 8j§AQ) = —i"e (&K/ 90N Q +/ ajﬁmm)
X X X

= —ineK/ 83’5/\ Xi:_ineK/ Y;/\Xi-
X X

Due to the Hodge-Riemann relations (eq. (4.1.15)), independence of the choice of basis for the tangential space

(4.1.12)

implies that g;5 is positive definite.
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The overall sign in eq. (4.1.14) is a matter of convention. Here, it suits the choice of ¥ in
eq. (5.8.15). The expression for g;7in eq. (4.1.18) presumes a connection—called Gauss—Manin
connection—on the vector space of periods. We will introduce it in section 4.2 and show that
eq. (4.1.13) indeed defines a metric by defining a covariant derivative D; on the moduli space.

The Kihler-gauge freedom of eq. (2.1.8) corresponds to a moduli-dependent re-scaling of the
holomorphic form Q(z) — e/ Q(2). To preserve holomorphicity of Q in the moduli, f must
itself be holomorphic. Another way of phrasing this is that Q(z) is a section of a holomorphic
line bundle £ over the moduli space M. and e ¥ is a section of L ® L.

4.2 Rational middle cohomology and Gauss—Manin connection

In [88], Griffiths showed that, for Calabi-Yau manifolds X, embedded in toric ambient spaces
Pa, one can obtain their rational middle cohomology from rational forms defined on Pa \ X .
While this result has been generalised to complete intersections [89] (see also [90]), we will restrict
the review to hypersurfaces. This will hopefully suffice to convey the idea and spare the reader
from technicalities. We will follow the discussion of [91].

We denote rational p-forms on Pa \ X; by AP(X). Given an n-cycle I" on X, the elements
in A"*1(X,) yield differential forms under the residue map and we have

1
27T1/T(F)¢:/FR€S(¢>7 4.2.1)

where T'(I") is a tubular neighbourhood of I" in Pa \ X. It turns out that this constitutes a map
from the cohomology group H(X,) = “33:7&(5)) to the primitive middle cohomology group of
the hypersurface -

Res: H(X,) — H"(X.,C). (4.2.9)

Here and in the following, we consider the complexified middle cohomology. Splitting the co-
homology class above into those of forms with poles of order k along X,

An+1(XZ>
X,)=—k 2 4.2.3
M) = o) 423
one obtains a filtration
Hi(X,) C ... CHpr1(Xz) = H(XL) . 4.2.4)

The result of Griffiths’ theorem is that eq. (4.2.2) maps the filtrant Hy1 into the k-th Hodge
filtrant F* in

F(X,)C...Cc F'(X,) = H"(X,,C), (4.2.5)
with '
Fi(X,) =@ H"(X,). (4.2.6)
j=0

The differential forms are invariant under the scaling relations of the ambient weighted projective
space. It follows that, under the residue map, homogeneous polynomials of degree kd correspond
to an element in F*(X,, C). The kernel of this map is given by the Jacobian ideal, spanned by
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the derivatives of the defining polynomial w.r.t. the coordinates of the ambient space. To obtain
a one-to-one map, we consider the ring

x17~- xn+2]kd c
R. 4.2.7
@ o) (4.2.7)
where C [21, . .., Tp42];, denotes the polynomial ring of weighted degree kd. From the filtration
structure one deduces that each summand is generated by A" %* monomials. We end up with
the map
Res . C [wl, PR 3$n+2]kd N Hn_k7k(XZ)
: P 2) s
Jac(P2) 0 (4.2.8)
_ [
Q — PRk Res [Pkﬂ} ,
where we use the projection P"~%* into H"~%*(X,) and the volume form
n+2 ‘ -
= Z(—l)zwixi dzy A .. Adx; Ao Adxpao, omitk. 4.2.9)
i=1

As a special case, we find that the holomorphic (n,0)-form on a hypersurface can be con-

Q=R 4.2.10
es = o7 ?{ P ( )

with T encircling the hypersurface. The derivatives of € with respect to the complex-structure

structed as

moduli generate the horizontal middle cohomology. For three-folds, all forms in the middle
cohomology are primitive since 'Y = 0. In higher dimensions, the horizontal cohomology is
just a subset of the primitive cohomology, which itself is only a subset of the middle cohomology.
The derivative has the effect of increasing the exponent of P and consequently maps the residue
into the next filtrant. So, for example, we have

2:Q(z) € H™(X,,C) @ H" 1 (X,,C). (4.2.11)

Since the cohomology is finitely generated, we obtain an expression for the variation of Hodge
structure on the Calabi-Yau family

(0, — Aj)a =0, aecH"X,Q), (4.2.19)

called the Gauss—Manin connection. In mathematical terms , the filtrants F7(X}) of eq. (4.2.5) fit
into locally free constant sheaves F? over the moduli space [92]

Foc...cFr, (4.2.18)

where F" is the holomorphic vector bundle R"7,(C) @¢ Opy,, with R, (C) the n-th derived
functor of 7, capturing the middle cohomology. The periods are flat sections of this connection

V:F'— F"@ Q. (4.2.14)

with Q}Mm the bundle of one-forms on M, . Following a path in the moduli space, the periods
are transported parallelly w.r.t. V. The statement that derivatives map into the next filtrant is
called Griffiths transversality and reads in this language

VFP C FP o)y . (4.2.15)



4.8. Periods as moduli space coordinates and mirror symmetry

In fact, the periods can be calculated by solving the system of differential equation eq. (4.2.12).
Oftentimes, it is easier to transform this system to a higher order but scalar system of equations.
These so-called Picard—Fuchs differential equations have been studied extensively and we will review
some techniques for solving them in section 4 .4.

Returning to eq. (4.2.11), we want to express the derivatives of ) as
9:(z) = ai(2)Q(2) + xi(2), with xi(z) € H" (X, C). (4.2.16)

By using orthogonality of the H" PP and HP""~P for p # ¢, we derive an expression for «;
0K e = ai/ aQnQ= / QN0 =a;e . (4.2.17)
X X

Since e & > 0 (4.1.14), we can define the covariant derivatives
D;: HYMF(X,C) —» H L (X C),

(4.2.18)
vy = 0y + (0 K) Y.

The generators of H"~1!(X, C) are denoted by y; := D;Q2,1 < i < h" 1!, The term covariant
is meant w.r.t. the Kihler gauge symmetry Q s efQ for holomorphic functions f, cf. section 4.1.
We recall that, under this symmetry, the Kihler potential transforms as K — K — f — f, which
implies that the classes y; transform covariantly:

x = (0 + 8K —0;f)e’ 1 =el x. (4.2.19)

With the same argument, we can let H'"~1(X,C) be generated by X; = ;Q2, where the
complex-conjugated derivative reads D; = 9; + 9;K.

Griffiths transversality (4.2.15) implies that derivatives of ©(z) of order less than n have no
contributions of H%"(X). Consequently, these forms wedged with Q cannot give a form in H™"
and their integrals over X vanish. At order n, however, the integral produces non-trivial functions

0 if |
/aIQ/\Q— if|Z] <n, (4.9.90)
x Covin(z) 1T =1

in the moduli:

These so-called n-point or Yukawa couplings Cj, .. ;,, are sections of £22 @ Sym?® (T*Ms.) with
T* M. the holomorphic cotangent bundle of M. We will introduce them from a physical
standpoint in section 4.5. Importantly, in the Batyrev coordinates we usually express the Picard—
Fuchs system in, these couplings are rational functions. For any dimension n, they can always
be written as products of three-point functions, as one might expect seeing these couplings as
correlators in a conformal field theory. This decomposition is dictated by the Frobenius algebra
structure, which we will discuss in section 5.1.

4.3 Periods as moduli space coordinates and mirror symmetry

So far, this section was concerned with the geometry of a single family of Calabi—Yau manifolds.
In chapter 2, we discussed the observation that many such families come in mirror pairs. The
astonishing connection between the mirror partners is that the complex-structure moduli space
of one is locally isomorphic to the complexified Kihler moduli space of the other. The complex-
ification of the latter is a stringy effect and we will comment on it below.
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In section 2.2, we first introduced the Kihler cone with generators J; as being dual to the irre-
ducible curves C;. These parametrise the deformations of the metric §g;7 while the deformations
of mixed index entries §g;; are described by H%!(X,TX) = H*!(X). In closed string theories,
there are further massless scalar degrees of freedom coming from NS-NS sector, more precisely,
from the antisymmetric rank-two tensor. These are the components of the B-field (also called
Kalb—Ramond field). We can encode both the deformation 6 B;; and dg;5 in the real and imag-

inary parts of the complexified Kihler parameters t. The volume of a two cycle C(¥) is given

by
vko</ w. 4.3.1)
c(k)

Note that one might call v* the un-complexified Kihler parameters, as w = v'.J;. We define the
complexified Kihler form by
we=DB—-iw, (4.3.2)

where, again by duality of J; and C(), the complexified Kihler parameters are given by

1 1
K _ ko k
b= (2mi)2a/ /C(k) we (2mi)2a/ (b e ) 4.3.3)

We choose a normalisation such that the coupling of the B-field to the world-sheet appears in
the string theory’s path integral as a factor® [93]

]. .0
exp (27”)/ /ch) = exp (27r1t nz) , (4.3.4)

where the integers n; give the expansion of ¥ in C). From eq. (4.8.4), we deduce the B-field
shift symmetry
t—t+1. (4.3.5)

The volume v¥ of the cycle C*¥) w.r.t. the Kihler form w is encoded in the complexified Kihler
parameter tF as

ok = ﬁlmtk. (4.3.6)
As we will see shortly, the volumes ¢ are the coordinates that mirror symmetry relates to the
complex-structure moduli of the mirror manifold. The above defined the complexified Kihler
cone for three-folds motivated by string compactifications to four dimensions. In the follow-
ing, we will give coordinates for the complex structure that are mapped to the ¢* under mirror
symmetry. This identification works for all Calabi—Yau mirror pairs and is not limited to three
(complex) dimensions. For n > 3, the periods and the couplings obtain corrections of the form

eq. (4.8.4) which vanish in the large volume limit v* — oo.

This limit is of particular interest to us, since, there, the identification between the Kihler
moduli space of X and the complex-structure moduli space on the mirror X becomes exact.
This limit corresponds to the MUM point of the B-side and we will see below how the logarithmic
period structure gives rise to the mirror map between these two moduli spaces. The periods of the
unique (n, 0) form Q over the topological basis 7¢ have, at the MUM point, one regular solution

and A"~ 11 ones with single-logarithmic divergences. These cycles are called A-cycles and we
5The coordinates T4 of [93] is related to our ¢* by ¢t* = 4;22, .
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index this set A’ by uppercase Roman letters I, .J, ... € {0,..., h" b1} whereas lowercase letters
are reserved for the indices in {1,..., A"~ 5!}, By a local Torelli theorem, the periods of © over

the cycles A’ give coordinates on the complex-structure moduli space which we define as
X1(z2) = / Q(2). (4.8.7)
Al

We emphasise that the cycles Al are topological and independent of the moduli z. The co-
ordinates X' are homogeneous due to the Kihler gauge freedom Q — e/Q. Inhomogeneous
coordinates are obtained by normalising the functions X' by the fundamental period X°. In
section 4.4, we will see that (in a suitable Kihler gauge) the fundamental period is of the form
X0(2) = 1+0(2). Due to the work of Deligne [87], one identifies X* with the single-logarithmic
solutions of the form X%(z) = log(z*)X%(z)/(27i) + O(z). We note that the absence of a con-
stant term makes this choice unique. It follows that the inhomogeneous coordinates are of the
form

_ Xie) _ log(2)
X0(2) 27

ti(g) + 0O(2). (4.3.8)

The conventions are such that the coordinates ¢ are exactly those we introduced for the Kihler
moduli space. We verify that z° — 0 yields Im¢; — oco. Locally, eq. (4.8.8) is invertible, allowing
us to express the Batyrev coordinate as z' = ¢* + O(q) with ¢' = exp 2mit’.

The mirror maps t* have the important property that they are flat coordinates on the moduli
space and that the covariant derivative D; we introduced in section 4.2 becomes the ordinary
derivative 0; in these coordinates. This will be an elementary ingredient for the analysis of the
CY-Frobenius algebra in section 5.1 and the construction of a canonical cohomology basis in
section 5.6.

4.4 Picard—Fuchs differential equations and their global solutions

In this section, we give an account of the computation of the complex vector space of periods of
Q(z). We reserve the symbol II for the periods over the integral basis I introduced in section 4.1
and use w for an arbitrary set of generators over C. It will be the topic of section 5.3 to find
linear combinations of w that yield II. While one can, in principle, solve the Gauss—Manin
differential equation eq. (4.2.12) to obtain periods w(z), it is usually easier to solve the equivalent
(higher-order) scalar differential system called Picard—Fuchs system. The information of the
matrices {4, }; can be packaged into a differential ideal generated by operators {Egk) (2) }j . As
these are rational in the moduli, we can always normalise them such that they are polynomials in
the logarithmic derivatives §; = 2°0.: of order k

@) =33 ainalz) 220 (4.4.1)

with 28 = [[,c, 2" and 6" = [],., 0" for some degree o € N. The ideal has the property that
the solution spa?:e is precisely the vector space of periods. A crucial piece of information is that
il a period is annihilated by a differential operator, then so are all the other periods. Having an
expression for one period, we can therefore obtain elements in the ideal systematically by starting

— 4] —
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at k = o = 1 and working ourselves up in the k-o-grid. A set of operators generates the ideal
if the solution space is exactly bP°"-dimensional. There is a useful approximation of how many
operators one typically expects at each order k. Before explaining this, we should discuss the
general solution structure given by the Frobenius method.

Given a Picard-Fuchs system, we are now interested in computing solutions, i.e. a local basis
for the periods, to this ideal. At any point z = 0 in the resolved moduli space, there always exists
at least one solution of the form

h2:1
aP(z) = [J(z)™ f(2) (4.4.9)
=1

with f(z) = (1 + O(z)) a power series in the moduli. Applying Egk) (z) on this solution, we
obtain the indicial equations by demanding that the coefficient to lowest order in 2z vanishes for all

operators

k
> airgor=0. (4.4.3)
|r|=0

The solutions «; are then called indicials at this point z = 0. In models with more than one
modulus, these equations typically do not restrict the possible set sufficiently to fix the leading
order behaviour of the periods completely. In any case, the indicial equation helps us forming
an ansatz of the form eq. (4.4.2) where we solve for the coefficients of f(z). If an indicial « is
degenerate, i.e. it is a higher-order zero of the indicial equation, the Frobenius method tells us
that there exist solutions

k
@) =" PH ) (log(2)) o, (4.4.4)
1=0
where P*~% are rational polynomials of order k — i and Ug)) = wg)). At generic (non-singular)

points in the moduli space, there exist b power series solution to the differential ideal. The
monodromy representation around a divisor z* = 0 is obtained by considering the leading order
behaviour of the local solutions z and mapping

log(z") = log(z%) + 2mi and (%)% s e2™i(z4) (4.4.5)

The monodromy matrices M; express the transformed periods in terms of the original ones
w = M;w. Clearly, the monodromy around non-singular points is trivial and its matrix repre-
sentation is the identity. The families of Calabi—Yau manifolds that we study always have a point
of maximal unipotent monodromy, also called MUM-point, with

(M; —1)*£0, k<n, (4.4.6)
but (M; —1)"™ =0. (4.4.7)

The indicials at this point are all zero and there are h»~** solutions with a k-fold logarithmic
pole for0 < k <mn.

From now on, the coordinates z will always be defined to have the MUM point at their origin

z = 0. Given a geometric realisation of the underlying Calabi—Yau family as a hypersurface
or CICY in a toric ambient space, it is known how to obtain such coordinates in terms of the
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deformation parameter of the defining polynomial(s). In section 2.2, we reviewed these kinds of
families and found generators of the Mori cone {9, These tell us, how to construct the Batyrev
coordinates z in terms of the parameters a,, of the sections, cf. eq. (2.2.36),

(@)
|A I
I =
= @ -
H£:1 (_aOk)lOk

As in section 2.2, 1 is the codimension of the Calabi—Yau in the ambient space and subscripts 0x

z (4.4.8)

refer to the points (e;,0) of A and to the entries of [ (@) left of the semicolon, respectively.

The rule of thumb for the expected number of operators generating the ideal mentioned above
works as follows: The Frobenius method creates (m+]f _1) solutions in m variables of logarithmic
order k. In many—but not all—cases, an operator of order %’ yields one restriction at logarithmic
order k’. Furthermore, one can multiply the operator from the left with a logarithmic derivative
to obtain further restrictions at higher logarithmic order. With the knowledge of the Hodge
structure, one can then make an estimate of how many operators at which order one needs. We
stress that, in general, this estimate is neither sufficient nor necessary. Instead of trusting the
predicted set of operators, one should always verify that no further solutions to the PFDI exist,

see for example [16]. Even then, a smaller set of operators might generate the PFDI, see the

PFDI of X2 in [1].

By construction, each (n + r)-dimensional toric space contains an open set that is isomorphic
to the algebraic torus (C{0})"*". We expressed the defining sections P, in coordinates for this
patch in section 2.2. The torus contains the real (n + r)-cycle T"*" = |t;] = ¢, which, for
suitable values of the parameters a;, is a tubular neighbourhood of the complete intersection.
The generalisation of section 4.2 to CICYs implies that we have a period given by

T 1 n-+r dt:
wo(z) = / —_— —. (4.4.9)
Tt g Pa(2,8) 5 ti
This period can be evaluated via an expansion for small parameters z and the residue formula. It
is commonly referred to as the fundamental period. We present two example computations: one
for a hypersurface and one for a CICY.

Let us first consider the hypersurface in P,a) with A® the convex hull of the points in
eq. (2.2.12). With eq. (2.2.35), the defining polynomials are given by

as Qg
+ .
24312t titats

Pa, (a,t) = ag + a1ty + azta + astz + asty + (4.4.10)

We use the freedom to re-scale the variables ¢; and Py itself to set a; = 1,0 <4 < 4. From
the [-vectors in eqs. (2.2.23) and (2.2.24) and eq. (4.4.8), we obtain the relation

as = (21)222 and ag = z'. 4.4.11)

Finally, we expand

L ! —i(—t— __Z )k (4.4.19)
PAl_l—(—tl—...— 2! )_ ! t1t2t3 ’ o
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Equation (4.4.9) tells us that an expansion of wq(z) is given by the terms in eq. (4.4.12) inde-
pendent of any ¢;

i (2) = 1+ 242" +2520(=1)% 4 5040(2")%2% + 369600(21)% + O(2%) . (4.4.18)

Fora CICY example, we return to the polytope A®) of eq. (2.2.45). The NEF partition eq. (2.2.46)

implies that the two restrictions are given by

a

P, = a1 +arty + — + asls, (4.4.14)
1 tl

Py = ao: + sty + asts + a6 (4.4.15)

25ty

Re-scalings as for Py 1) leave as and ag as independent moduli, which are related to the Batyrev
coordinates via the [-vectors

as = 2! and ag = 2°. (4.4.16)
The product of the restrictions has the expansion
= o, (i) ()
S - t— oty by — by — (4.4.17)
Py Py@ kthQ:O t1 t3tsty
and the terms independent of ¢ give the fundamental period (up to factors of 271)
w(()Q) (2) = 14228 + 1222 + 6(21)% + 722122 + 420(22)> + O (53) . (4.4.18)

As mentioned above, the fundamental period can be used to compute differential operators in

the Picard-Fuchs ideal.

The period w(z) can be given directly in terms of the Mori cone generators. By solving the

hnfl,l

general integral eq. (4.4.9), one finds the fundamental period in an m = parameter model

in codimension r with |A| = §

[T T+ 300, Oz ”J) i
wo(z) = = (z7)". (4.4.19)
ng\l:gl i DL+ 2000 lz]) i) jl_Il

The differential ideal annihilating this period is a special case of a Gel'fand—Kapranov—Z.elevinskii
system [94], which is determined by the generators of the Mori cone. However, the operators
coming from this description do not yield the generators of the Picard—Fuchs system and one
needs to factorise them first. While this by itself can be computationally expensive, these fac-
torised operators do not even need to generate the Picard—Fuchs system, as was discussed, for
example, in [16]. In our experience, it is much easier to expand the period eq. (4.4.9) to a suf-
ficient order and search for differential operators with an ansatz of the form eq. (4.4.1) directly.
The explicit form of the GKZ differential operators allows to give the solution wy(z, «) with open
indicials o. While the indicial equation demands all of them to be zero, this structure allows to
construct the whole solution space via the Frobenius method by taking derivatives w.r.t. these
indicials before setting them to zero. To obtain the b PP periods with logarithmic order p, one
must take linear combinations of the solutions similar to the restriction of sheaves we will discuss

— 44 —



4.4. Picard-Fuchs differential equations and their global solutions

in section 5.3. We again experienced that a direct computation of the periods by first computing
the PEDI and then solving for the solutions by making an ansatz of the form eq. (4.4.4) is in
general significantly faster than computing derivatives of the I'-functions appearing in wg(z, «).
For this reason, we will not discuss the GKZ, system in more detail and refer the reader to the two
references mentioned above instead.

Having obtained the PFDI and a local basis for the periods w at the MUM point, we need to
perform an analytical continuation of this basis throughout the moduli space. While this seems
unnecessary for the local basis @, it will be of importance for the integral basis IT we will construct
in section 5.3, since the known methods allow only for its construction at the MUM point. To find
local solutions at a different point u = 0 in the moduli space, one expresses the operators in the
PFDI in terms of the coordinates u and solves for solutions satisfying the indicial equations of the
transformed PFDI. Oftentimes, one considers solutions in a neighbourhood of the intersection
of m = h» b1 = dim M., discriminant factors A;. As discussed in section 4.1, one must
ensure that these singular loci have normal intersection, since, otherwise, one might not be able
to express all solutions in terms of (logarithmic) power series as in eq. (4.4.4). If the regions of
convergence of two solutions do not intersect, one must choose points between them to form a
chain of such regions that intersect. Assuming that solutions @ and @ at the points z = 0 and
u = 0 have overlapping regions of convergence, there are two ways to obtain the transition matrix
T, 4 satisfying

w=T,,@ (4.4.20)

at points where both solutions converge: one can either evaluate the period matrices’ of the
solutions at a single point in the intersection or demand that eq. (4.4.20) holds at b,, points in
the intersection. We note that, away from the MUM point, there does not exist a prescription of
the local period matrix and one needs to carefully choose linear independent derivatives of the
solution vector. For this reason, we used exclusively the latter method of evaluating the solutions
at different points. Due to the finite precision of the solutions, it is important to pick points that
are sufliciently close to each other. For an application to two-parameter three-folds, see [17, 95],
and for a similar study of a four-fold, see [1].

The computation of periods and the description of the complex-structure moduli space sim-
plify immensely in the one-parameter case with h,,_1 1 = 1. There, the Picard—Fuchs ideal is
generated by a single operator in the modulus z. For dimensions n > 3, it is possible that not all
classes in the middle homology are one-dimensional. In the terminology we will introduce in sec-
tion 5.1, these are said to have degenerate Frobenius algebra. In contrast to the non-degenerate
case with hy,_p, = 1,0 < p < n, where the differential operator is always of order n + 1, the
degenerate cases have higher-order operators. Besides the n + 1 solutions of the indicial equa-
tion at a = 0, there are further solutions with different indicials. In [96], the authors constructed
four-fold families with Hodge structure (1,1, 2, 1, 1) and showed that the Picard—Fuchs operator
is of order six (instead of five). Next to the five periods with indicial zero, there is another power
series solution with indicial one. We expect that similar families exist in higher dimensions.

"These period matrices for a local solution @ are generalisations of the Wronskian of the one-parameter case. To
obtain b,, independent solutions, in general, one must let specific linear combinations of derivatives act on the solution
vector. We will discuss this further in section 5.6.
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Non-degenerate one-parameter families are a vast field of study by themselves. For three-
folds, the term Calabi—Yau operator was coined in the article [97], which allows for a natural
generalisation to higher dimensions. The defining properties are motivated by those that are

known to have a geometric realisation. An irreducible operator

n+1
£m+( Zp" )L € Z[z, 0], (4.4.21)

is a Calabi—Yau operator, if it
« is of Fuchian type,
* is essentially self-adjoint,
* has at least one MUM point,

* has integral coeflicients in the fundamental period @(z) = 1 4+ O(z) and the coordinate
q(z) — 627rit(z)

 and has integral instanton numbers.

Let us explain what each of these points means: the singularities of the operator are the zeros of
Pn+1. An operator is Fuchsian [98], if all singularities 2z are regular, meaning that the orders of
the poles satisfy ord., (p,/pn+1) < n+ 1 — r. The adjoint of an operator is w.r.t. the standard
inner product (f, g) = [ fgdz and given by

n+1
LUV (z) =3 " (=0.) ai(2). (4.4.22)

1=0
An operator is essentially self-adjoint, if there exists a function a(z) with which
LOaf(2) = (=1)"Hal™+DV £(z) (4.4.23)
holds for all sufficiently differentiable functions f(z). Let us normalise the operator such that
Pn+1 = 1. Then, we can compare the coefficients of 97 f(z) on both sides of eq. (4.4.28), yielding

o (z) = - _21_ 1pn(z) a(z). (4.4.24)

In general, the solution a(z) is an algebraic function. Oftentimes, roots indicate an unsuitable
Kihler gauge or that the differential system is defined over a branched cover of P!. In section 4.5,
we will see that the Yukawa couplings of one-parameter families satisfy the same differential equa-
tion and we can therefore identify «(z) (up to a constant normalisation) with the n-point coupling
C...... Above integrality conditions concern the coeflicients of wy(z) and the exponentiated mir-
ror map q = exp 2mwit (see (4.3.8)) as a power series around z = 0 and the instanton numbers.
We postpone a discussion of the latter to section 4.5. In short, the coupling C.,. . expressed in
terms of the mirror coordinate ¢ (or ¢) obtains exponential (or power series) corrections, whose
coeflicients (after a re-summation) are identified with curve-counting invariants, called instanton
numbers. Integrality of w(z) and the instanton numbers presume a suitable normalisation of z

and of «, respectively.
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A prominent database for Calabi-Yau three-fold operators was created by the authors of [99,
100, 101] and can currently be accessed at [102]. It is customary to express the operator in
logarithmic derivatives § = 28, and normalise to be of the form £t (z) = "+ 4 O(z).
The singularities z; are given by the poles of «(z) together with a possible singularity at infinity.
These, together with their indicials, are summarised in the Riemann symbol, which we write as

0 o - -
P n+1) ) . , 2P (4.4.25)
0 apyt

Much of the local structure can be read off from this expression. The indicials indicate special
points such as MUM-, conifold-, K- and orbifold points. While the first three all have logarithmic
divergences and thus infinite order monodromies, orbifold points are characterised by having
finite order monodromies, whose exact order can be read off from the indicials.

4.5 Yukawa couplings

In the analysis of Calabi—Yau operators in section 4.4, we encountered a function «(z) which we
claimed is related to an n-point coupling C.. .. There are in fact four different couplings that,
in the context of heterotic string theory, correspond to the Yukawa couplings between massless
fields transforming in certain representations of the gauge group. For a review on heterotic string
theory and its effective theory, see e.g. [44, 98]. When compactifying heterotic Eg x Eg string
theory on a Calabi-Yau three-fold, one needs to embed the spin connection SU(3) in this gauge
group. In this process, one of the Ej is broken to

Eg — SU(3) X EG, (451)

where Ejg is the commutant with SU(3) inside Eg. The matter content in the four-dimensional
theory descends from the adjoint representation 248 of Eg, which splits under the symmetry
breaking (4.5.1) as

248 — (3,27) +(3,27) + (1,78) + (8,1). 4.5.2)

The four-dimensional field content arranges itself—among others—into h%! and h'! charged
chiral multiplets transforming in the 27 and 27 representation, respectively. There are also
b' (X, End(T X)) neutral chiral multiplets in the singlet 1 of the Eg part of the gauge group.
These fields can interact via four Eg-invariant triple couplings, also called Yukawa couplings, given
by (273), (27°), (13) and (27 27 1), where the first two utilise the fully symmetric invariant Xiijk
of Eg. In this work we will only be concerned with these first two.

The h%! chiral superfields in the effective theory transforming in 27 are described by the
cohomology classes u() € HY(X,TX) = H>'(X). To express their Yukawa couplings (273)
explicitly, recall that

H"YP(X) = HO(X,TX) (4.5.8)
and, with p = 1 for n = 3, we write u(9 = ul@&dii. The isomorphism eq. (4.5.3) consists of

contracting these elements with Q € H39(X) to obtain u}i)QiStdi‘I_/\ da* Adzt € H*Y(X). Their
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Yukawa coupling is thus given by

(0:0;04) 273, = / 1 P Qrgda” A da® Adat A AAEP A dZT, (4.5.4)
X

which one can rewrite using the Kodaira—Spencer map as
<O¢Oj0k><273> = / &ajakﬂ AQ. 4.5.5)
X
Importantly, this coupling is exact and can be computed explicitly.

The hY! chiral multiplets in the 27 representation correspond, on the other hand, to the ele-
ments J) € HY(X,T*X) = H'(X) and give rise to couplings

<Oi(’)j(9k><ﬁ3> = / JD A JO) A J*) 4 instanton corrections (4.5.6)
X

where the constant term is given by the classical intersection numbers c¢;j;, and the instanton

2mit) in the complexified Kihler parameters . The computation

corrections are of the form O(e
of the instanton corrections is extremely involved—unless one exploits mirror symmetry, which,
in the context of heterotic compactifications exchanges the representations 27 and 27. If we make
the compactification explicit in the notation for the couplings, this implies

<oioj0k>§2£7)3> = (0i0,01)(3a- (4.5.7)
As a first computational confirmation of mirror symmetry, the authors of [4] considered the het-
erotic string on the quintic three-fold X c P*. Recall that this family has one Kithler modulus and
101 complex-structure moduli. They computed the instanton corrections for the Yukawa cou-
pling (0;0,;0y) @7 by evaluating eq. (4.5.5) on the mirror X as a function of the one complex-
structure modulus z and expressing it in the mirror coordinate ¢ ~ log z, see eq. (4.3.8). To see
how this works, we will first derive the aforementioned equality between a(z) and (273) on the
mirror quintic. As the most prominent Calabi—Yau families have few Kihler moduli and many
complex-structure moduli, one usually considers only the sector 27 on X, which is equivalent
under mirror symmetry to 27 on X. We therefore introduce the notation

Czizjzk :/0Z¢azjaszAQ. 4.5.8)
X

The quintic mirror has a PFDI generated by the operator

4
LW (z)=0* -5z ][ (50 +1). (4.5.9)
i=1
Following section 4.4, we normalise this operator such that its fourth derivative has coeflicient
one
LD (2) =0 +p3(2)0> + ..., (4.5.10)

5 . . . a1
where, here, p3(z) = 26(15'55 ZZ) . As we can expand € in terms of the periods, which are annihiliated

by this differential operator, we deduce

0= / LAYONQ = / I'UNQ + p3Clsy = 20.C.ss + p3Css s 4.5.11)
X X
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4.5. Yukawa couplings

where we used the identity (cf. Appendix A.2 of [1])

2

Loin) — mcioil,...in . (4.5.12)

6(Z-0 CZ
Equation (4.5.11) is the same differential equation we obtained in eq. (4.4.24), showing that
a(z) from section 4.4 is, up to a constant factor, identical to the coupling C.... Here, this fixes
the Yukawa coupling up to a constant number ¢ to

Cc

Cees = 3555y

4.5.13)

Computing the holomorphic and single-logarithmic solution to £(*, one obtains the mirror map

22
27it = log z 4+ 770z + 7178252 + wz?’ +0(2Y), (4.5.14)
z=q—T770¢° + 171525¢> — 81623000¢" + O(¢°), ¢q=e*™". (4.5.15)

For the identification of the couplings, it is important to note that both (ﬁ3> and (273) transform
as components of a symmetric rank-three tensor. Furthermore, € is expanded in homogeneous
coordinates for the moduli space, while the coupling <ﬁ3> is expressed in the inhomogeneous
Kihler coordinates t. It follows that we must divide the coupling C.i,;.x by the square of the
fundamental period. Writing

Cijk = Chitje, = / Ji A Jj A\ Ji, + instanton corrections 4.5.16)
X

with J; the Kihler cone generators, the Yukawa coupling (773> is obtained via

1 02" 0z° 07

Coip = —o o 22 22
T2 ot ot ot

Czrzszt . (4517)
In the case of the quintic, one obtains the expression

Ci11 = b + 2875¢ + 4876875¢° + 8564575000¢° + 15517926796875¢* + O(¢°),  (4.5.18)

where we used ¢ = 5 in eq. (4.5.13) to identify the leading order term with the classical inter-
section number | v H 3 = 5 on the quintic. The instanton corrections stem from rational curve
classes and we can express the couplings as [103]

lil;l
Cijie = e+ Y il ’” (4.5.19)
>0

where ny are called the genus-zero instanton numbers of degree [, which count the number of
holomorphic curves of degree [ in X. While only conjectured and not proven at the time, the
numbers of such curves on the quintic three-fold, where computed in [4] to be

nyp = 2875, ng =609250, n3=317206375,.... 4.5.20)

By considering the higher genus amplitudes, one can also compute the analogues of n;, which
then count holomorphic maps from genus g surfaces into X.

— 49 —



4. Period geometry for elliptic curves, K3 surfaces and CY three-folds

For multi-parameter models, the computation of the couplings C is done by solving a

2t20zk
system of differential equations similar to the one-parameter case we saw in section 4.4 [16].

Writing the generators of the PFDI as
Li(z) =Y PP (2)0", 4.5.21)

one obtains the following linear relations among the couplings

0=>"pP)C.,(2). (4.5.29)

Together with eq. (4.5.12) and further relations from operators of the form 9,L;, one can solve
this system of equations for the triple couplings C.,,.,. If one has already computed an inte-
gral basis for the periods at the MUM point—using e.g. the topological data from the mirror
(cf. section 5.3)—the series expansion of Cjji in terms of the mirror coordinates ¢ can be ob-
tained directly by using ¢ as coordinates for the complex-structure moduli space in eq. (4.5.8).
Expanding € in terms of the periods I1(¢) (where we now divided II by wj to obtain inhomoge-
neous coordinates), one finds

Cijk = 0410y O I B11.. (4.5.23)

Except for the re-summation and identification in terms of instanton numbers, all these meth-
ods carry over to n-point couplings in higher-dimensional mirror pairs [104], where the above
generalises to

Ciyoipy =05y ... 0, ITS I (4.5.24)

As expected from results of conformal field theory, all higher couplings can be expressed in terms
of triple couplings. The three-point couplings on compactifications in dimensions n. > 3 are
more subtle and require us to introduce the CY-Frobenius algebra (cf. section 5.1).

In section 4.1, we explained that the family has singular fibres that lie over certain loci in the
complex-structure moduli space. The singular points are given by the vanishing locus of the
discriminant A (not to be confused with the polytope in the toric construction). The factors A;
in A correspond to different components of the set of singularities. In section 4.4, we identified
the singular points of the differential system as the poles of the Yukawa coupling a(z) = C,,.. In
the multi-parameter cases, the Yukawa couplings C':; .+ again become singular along these loci.

4.6 Conventional period geometry for (n < 3)-folds

Before discussing more involved methods necessary for the description of the period geometry
of Calabi—Yau manifolds of dimension n > 4, this section reviews the known methods for the
analysis of elliptic curves, K8 surfaces and Calabi-Yau three-folds.

Elliptic curves

The simplest example of compact Calabi—Yau manifolds is given by elliptic curves, which are
complex one-dimensional and therefore have the following Hodge diamond

1
1 1 4.6.1)
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They are useful to introduce the concepts of complex-structure variations, periods and Hodge
decomposition, which we will extend to higher-dimensional manifolds with a richer structure in
the following subsections.

For the middle homology of rank two, we introduce a symplectic basis (A, B) with intersection

. (0 -1
2:-2:(1 0), (4.6.2)

meaning AN B = —B N A = 1. The dual basis («, 8) satisfies [, &« = [ 8 = 1 while the other
pairings vanish. The holomorphic (1,0)-form Q then yields the periods II = ([, €, [ Q).
To find an explicit expression for these periods in terms of the complex-structure moduli, let

form®

us return to the example of the hypersurface in the toric space described by the polytope A in
section 2.2 with

A = convex hull((1,0), (0,1), (-1, -1),(0,-1)), (2.2.2)
A° = convex hull((0,1), (2, -1), (=1, -1),(=1,1)). (4.6.3)

The sections of the anti-canonical bundle are given by the points of the dual polytope A° that
are not in the interior of facets

P fartst st +ast ag
=a a as— az———-— aq4—
8 oo 2752 3751752 4?51 (4.6.4)

2 2 2 2
= apT1T2x3T4 + A1T1X5 + a2$?x4 + a3x§x4 + aqx573,

where we expressed P first in the affine and then in homogeneous coordinates of Pa. With the
techniques of section 2.2 and the help of SAGEMATH, we obtain the Mori cone generators

l(l) = <_27 _17 17 07 2) ) (465)
1) = (=2;2,0,1,-1). (4.6.6)

To compute the fundamental period (4.4.9) in terms of the Batyrev coordinates (4.4.8), we can
either perform the integral directly (as we have done in section 4.4) or use the closed form given

in eq. (4.4.19)
wo = 1+ 24222 + 6021 (2%)% 4+ 60(2')22? + 2520(21)?(2%)2 + O(2°) . (4.6.7)

As expected from the [-vectors, the solutions are symmetric in the Batyrev coordinates. With
this period, we can search for operators in the PFDI.

In section 4.4, we mentioned a rule of thumb for the numbers of operators we expect at each
order; this seems like a good place to give an example: As shown in Table 4.1, the Frobenius
structure of a two-parameter system has &k + 1 solutions at order k. To obtain a Hodge structure
of (1,1), we expect one operator of order one and one of order two.

8This intersection form is the negative of the general formula we propose in section 5.8. This is because two
conditions are contradicting for elliptic curves: Either one can have that the asymptotic period vector is of the form
(1, ), or that the sign of the intersection form is as in eq. (5.8.15). The convention used here is more prominent in
the literature.
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logarithmic order | 0 1 2
n.o. solution 1 2 3
£ - -1 -2
£® |
Hodge numbers | 1 1 0

Table 4.1: Estimate for the PEDI of a two-parameter elliptic curve family. One concludes that
one operator of order one and one of order two generically restrict the solution space to the
Hodge structure of the elliptic curve.

In this specific example, we indeed find the operators

LD (2) =60, — 0y + (28 +22%) 01 — (22" + 2%) 09 + 542'2% (62 — 61)
— 362122 (z1 - 22) (2607 + 205 + 1),

L (2) = (61— 02) (61 + 62 — 1)
+ 2" (01 + 402) (61 — 202) + 2° (201 — 02) (461 + 62) .

(4.6.8)

(4.6.9)

There is only one logarithmic solution (and especially no higher logarithmic solution) given by

1\2 22
w1 = (log 24 log 22) wo+ 2t + 22— (22) +10421 2% — @2) + O (13) . (4.6.10)

We note that, while there exist two Batyrev coordinates, there is only one complex-structure
modulus ¢ = | 5 1) 4 §2, which is parametrised redundantly by 2! and 22. The integral basis of
an elliptic curve family has leading order

TI(t) = wo(t) (1) . (4.6.11)

In the limit z* — 0, one identifies 27i ¢ with the expression log z! + log 22 multiplying the fun-

= GB g) = (Zf’) . (4.6.12)
A 27

This allows us to express the complex-structure parameter in terms of Batyrev coordinates

1)2 212
t =logzt +logz? + 21 4 22 — (Z2) + 1042221 — (Z2) + 0 (23) . 4.6.13)

damental period, yielding

In the conventions we use, the Hodge—Riemann bilinear (4.1.15) and the non-trivial Griffiths
transversality condition (4.2.15) take the form

0 <ilSII = 2Imt, (4.6.14)
1=9I7 1. (4.6.15)

For Griffiths transversality, we used/concluded that Cy = 1. We emphasise that the identification
of the mirror coordinate ¢ is fundamentally different in the higher-dimensional cases. There, all
single-logarithmic solutions (divided by the fundamental period) give independent coordinates

— 59—
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t; for the complexified Kihler moduli space of the mirror. It is only for the elliptic curve® that
the space of single-logarithmic solutions is restricted and a special linear combination is identified
with the mirror coordinate.

K3 surfaces

Going one dimension higher, we reach the complex two-dimensional K3 surfaces. The three K
represent the mathematicians Kummer, Kihler and Kodaira and the name is a reference to the
mountain K2. The Hodge diamond for these manifolds is given by

1
0 0
1 20 1 (4.6.16)
0 0
1

and the dimension of the middle homology is by = 22. An important concept in the study of K3
surfaces is the Picard lattice given by the elements in the integral cohomology that are purely of
Hodge-type (1,1)

Pic(X) = HYY(X) N H*(X,Z). (4.6.17)

The rank of this lattice is called the Picard number p(X) := rk(Pic(X)). It gives the dimen-
sion of the vector space in which the Kihler cone is embedded. The orthogonal complement in
H?(X,7) is called the transcendental lattice

T(X) = Pic(X)*. (4.6.18)

For us, the most important thing is that, by Poincaré duality, the classes in the Picard lattice give
rise to vanishing periods, as the wedge product with Q gives a form in H3!(X) which is zero for
a K3. The Picard lattice and thus its rank depends on the specific manifold of the family. As
we move around in the moduli space, integral linear combinations of the periods may vanish,
indicating an increment of the Picard number. This is the same mechanism that we will study
for three- and four-folds to identify flux vacua in type II string theory and F-theory, respec-
tively. Mirror symmetry for K3 families exchanges the Picard lattice with with its orthogonal
complement in H'(X). It follows that the Picard number of the mirror is p(X) = 20 — p(X).

Let us consider an example: One of the most prominent families is given by the quartic hy-
persurfaces in P3. This ambient space is described by the polytope with vertices e;, 1 < 1 < 3
and (—1,—1, —1). By the methods of section 2.2, we find a single Mori cone generator

1M = (=4;1,1,1,1) (4.6.19)

and thus deduce that, generically, p(X) = 1. For the mirror, this implies that the transcenden-
tal lattice has the Hodge structure (1,1,1) and we expect three independent periods of Q(z).
Following section 4.4, we obtain the fundamental period in the Batyrev coordinate

wo(z) = 1+ 24z + 25202% + 3696002° + 63063000z* + O(2°). (4.6.20)

9This assumes that the coordinates z° parametrise the moduli space faithfully. If e.g. points inside facets are in-
cluded in the toric description of the anti-canonical bundle, such a restriction is also necessary for higher-dimensional
families, see the paragraph at the end of section 2.3.
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This period restricts the Picard—Fuchs ideal to be generated by the third-order operator
3
LO(z) =6 —4z[](46 +1). (4.6.21)
i=1

The full local solution consists also of a single- and a double-logarithmic solution. A period basis
over an integral lattice in homology is obtained by identifying log(z*) ~ 27it; in the limit 2 — 0
and the leading order behaviour

1
Ht) =wo@®) | t |, (4.6.22)
%Cijtitj
where ¢;; = f « Ji A Jj are the classical intersection numbers of the Kahler cone generators J;.
An important difference between elliptic curves and K3 surfaces on one side and the higher-
dimensional families on the other is that the expression in eqgs. (4.6.11) and (4.6.22) are exact,

2t )

i.e. they do not obtain corrections in O (e . This basis in homology implies the intersection

form in cohomology!”

Y= _Cij . (4623)

The Hodge—Riemann bilinear relation restricts the moduli ¢ to satisfy
0 < I'SI = 2¢;;Imt’ Im#? . (4.6.24)

The first two relations from Grifliths transversality (4.2.15) are satisfied trivially with egs. (4.6.22)
and (4.6.23). Due to the exactness of eq. (4.6.22), the third relation

00y S I = Gy = ¢y, (4.6.25)

holds without corrections, which we expressed by Cj; = ¢;;. Recall from section 4.5 that the
couplings without a reference to the variables are in the mirror coordinates ¢ and that ¢ denote
the classical intersection numbers and thus the constant term in the n-point couplings C'.

In the example of the quartic, there is only one Kihler cone generator and, following sec-
tion 2.2, we find ¢11 = 4. This allows us to express the period vector in the Batyrev coordinate

1 0 0 wo(2)
Oz =| 0 = 0 log(2)wo(2) + o1(2) , (4.6.26)
0 0 -2 3 10g(2)?@o(2) + log(2)o1(2) + 02(2)

where the vector is our local solution to £*)(z) and the matrix was obtained by the above iden-
tification. Such a matrix transforming a local basis into an integral one is called transition matrix.

Here, 0;(z) are formal power series given by

21
o1(z) = 104z + 122762° + Mzﬁ +3272706502* + O(2°), (4.6.27)

688332760 A
3

oa(z) = 54082% + 11469122° + +0(2°). (4.6.28)

19As for the elliptic curve, the conventions of section 5.8 are incompatible with this intersection form. To guarantee
the period structure of eq. (4.6.22), we must use a basis of sheaves that generally has non-integer HRR pairing £~ *.
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To describe the periods globally, we deduce its singular points from the denominator of the
Yukawa coupling given by the solution to the differential equation (4.5.11)
_ 4

- 22(1 —2562)

The normalisation (which is irrelevant for the following) can be obtained by demanding that

C..(2) (4.6.29)

the coupling in the mirror coordinate has the classical intersection number as the constant term
Cu(t) = 4+ O(q). Here, we are only interested in the poles of this function, i.e. zgp = 0 and
z1 = 1/256. We express the differential operator in the coordinate u; = z — z; to solve for the
indicials at z1. The function C, does not give us any information about the behaviour at infinity.
Therefore, we must always express the operator in the variable us, = 1/z (where 6, = —0))
and verify whether the indicials make it a singular point. In general, a point is singular point if
and only if it has indicials that are not integral and/or not all different. Both conditions imply
that the monodromy transformation is non-trivial. Here, the Riemann symbol reads

0 1/256 oo
0 0 1
P 0 1 125, (4.6.30)
2 2
o 1 3

As explained in section 4.4, we express the operator £*)(z2) in coordinates around the other two
singularities and obtain local solutions with the indicials as in eq. (4.6.30). Then, we perform an
analytical continuation of I1(z) to these points. The monodromy transformations are computed
to be

100 0 0 -1 —2 4 -1
My=| 110 |, Mypsg=| 0 1 0 |, Me=|-11 0 [. 463D
2 4 1 10 0 -1 0 0

These obey MoM; /556 Mo = 1, which is expected since a path encircling all singularities con-
tains, when seen from the other “hemisphere” of the P!, no singularities at all and is thus trivial.

At the beginning of this subsection, we mentioned that the Picard number can increase for
special fibres of the family. Furthermore, smooth fibres with p = 20 are called attractive. The K3
surfaces over the two singularities z; = 1/256 and zy = oo are examples of this phenomenon.
Importantly, the fibre at z1 is singular and technically not attractive by definition. It reflects,
however, the structure of integral linear combinations of period values and we therefore mention
it on an equal footing. The singularity of the differential operator at infinity is due to a quartic
covering in the Batyrev coordinate and corresponds to a smooth fibre instead. Either by the
methods of section 6.1 or the explicit expression of TI(z;), 1 < i < 2, we find that there exist
integral vectors f; with f; ¥ TI(z;) = 0. The former tells us that the monodromy representations
both contains a one-dimensional representation with eigenvalue —1. These periods then must
vanish at the singularity. From the explicit monodromy representations in eq. (4.6.31) or from
the kernel of X I1(z;), we identify

f1:(1 0 1), f2:(2 1 2). (4.6.32)

We conclude that these special fibres have Picard numbers p(X 256) = p(Xoo) = 20. The term
attractive is derived from attractor points of three-fold families, which we will discuss in more
detail later.
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One-parameter K3 families have another interesting property: Their period geometry can
be described by the symmetric square of the solutions to a second order Calabi—Yau operator.
Denoting the two solution of the second order operator £?)(z) by w(®)(2), we find that the three
solutions of the K8 operator £(3)(z) are given by

2 2
<w62)> , w((f)w?) , <w§2)> . (4.6.33)
One calls £3)(z) the symmetric square of £(2)(z) and writes
£6) = Sym? (c<2>) . (4.6.34)

The origin for this description is the decomposition of the fundamental representation of

SL(2,R)
SO(2,1)p & ———2 4.6.35
( ) )0 1 ( )
into the symmetric square of the fundamental of SL/(2, R), see e.g. [105]. As not all monodromy
transformations of the K8 family are necessarily in the identity component of SO(2, 1), the mon-
odromy transformations of the second order operator are not guaranteed to be real. In general,

they lie in a imaginary quadratic field extension of Q.

Let us again consider the degree-four hypersurfaces in P3. We find that the functions wZ@) (2)
obtained by inverting eq. (4.6.33) are solutions to the Calabi—Yau operator

LP)(z) = 0% — 42(1 +80)(3 + 80) . (4.6.36)
with Riemann symbol
0 1/256 oo
Pryq 0 0 % , 2 (4.6.87)
o b

It follows from the leading order of the K3 periods (4.6.22) that the integral basis, in general,
cannot be written as a symmetric square of two solutions of a second order operator. However,
the local solutions can always be expressed in this way. Treating the operator of eq. (4.6.36) with
the methods of the previous subsection, the monodromies are matrices valued in Q[v/—2].

Calabi—Yau Threefold

From many perspectives, three-dimensional families are the most intriguing embodiment of
Calabi-Yau manifolds. On one side, this is of course due to their application in the compactifica-
tion of ten-dimensional string theories to four-dimensional theories. On the other, the increasing
complexity—arising from instanton corrections in the periods and the couplings—is balanced out
by a rich structure coming from mirror symmetry and Griffiths transversality. As we will discuss
in more detail below, the latter ensures the existence of a prepotential containing much of the
information of the period geometry. The moduli space is said to be special Kihler.
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Due to complex conjugation and Hodge star duality, the only independent Hodge numbers
are h>! and h! and the Hodge diamond has the form

1
0 0
0 Rt 0
1 h?! h?1 1 (2.1.14)
0 htt 0
0 0
1

We have seen in chapter 2 that these two numbers count the number of complex-structure
moduli and Kihler moduli in type II compactifications. As in section 4.3, uppercase indices
I,JK,... € {0,...,h*'} and lowercase indices i,5,k,... € {1,...,h*>!} represent homo-
geneous and inhomogeneous coordinates for the complex-structure moduli space, respectively.
Since the intersection form ¥ is antisymmetric for odd n, one introduces a symplectic basis in
the middle homology {A!, B;}; C H3(X,Z) and a dual basis {az, 8'}; € H3(X,Z), satisfying
AN Bp,41-7 = —Bpyy1-g N Al = —5{, and fAI oy = fBJ Bl = (5§ where all other pairings
vanish. In matrix form, the pairing in cohomology is then given by

1

(4.6.38)

—1

The periods consist of so-called A- and B-periods X! = i) a1 Qand F = J B, Q with which the
period vector takes the form

1=

T
_ (XO,...,XhQ'l,Fhm,...,Fo) : (4.6.89)
In turn, we can express €2 in terms of the periods in the basis dual basis in cohomology
0= X[Oé] —FF[ﬁI. (4.6.40)

As explained in section 4.8, the periods X! serve as homogeneous coordinates on the complex-
structure moduli space and give rise to the mirror maps ¢!. Comparing to the period structure
of elliptic curves (4.6.11) and K3 surfaces (4.6.22), the B-periods F; contain corrections in the
form of formal power series in ¢ = exp2wit. Nevertheless, the asymptotic structure, i.e. the
part polynomial in ¢, can be obtained from a prepotential. The instanton corrections can then
be obtained by matching the asymptotic period vector with the solutions to the Picard—Fuchs
differential ideal.

To derive the existence of a prepotential, one considers the relation coming from Griffiths
transversality (4.2.15) with 97 = 0xr1

0=(QoQ) =0"Y 0yl = X/0;F — Fy = 0;(X'Fy) — 2F; . (4.6.41)
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It follows that the B-periods are given by F; = 97 F with the prepotential

1
F = 5Xf Fr, (4.6.42)
which is thus a function of the homogeneous coordinates X!. To get an expression for the asymp-
totic behaviour of the periods in terms of the mirror maps, we define the inhomogeneous pre-
potential
F(X)
Ft)= ——=. 4.6.48

This function allows us to write the period vector as
I = X0 (1,1:1, et Dy F L0 F2F — ti@-}'> : (4.6.44)

Homological mirror symmetry gives a prescription of the asymptotic behaviour of the periods
(the polynomial structure in t) via the ['-class formalism. We will review it in section 5.2 as it is
part of a more complex mechanism to describe the integral periods in higher dimensions. Here,
the only necessary result is that an integral basis can be given in terms of the topological data of
the mirror X :

Cigh yigj gk _ ﬁtit]’ _C2 Diti _ XC;
3! 21 24 2(2ri)

Let us explain what each of these terms means: ¢;;;, are again the classical intersection numbers,

f:

2+ Finst(q) (4.6.45)

the quadratic coeflicients are given by

1 1
Aij = / Z'*Cl(DZ') A Jj = —/ Ji N T A Jj, (4.6.46)
2Jx 2 Jx
where integer shifts in these numbers correspond to Sp(4,Z) transformations on the periods.
The linear term includes the integers co - D; = fX co A J; and x is the Euler number (again of
the mirror X). We also included a term Fing containing the instanton corrections

_ 1 : 1
Fus(@) = ; ny Lis <g ) . (4.6.47)

In section 4.5, we introduced the triple coupling on a three-fold as the pairing of 2 and the third
derivative of it. In the ¢ coordinates, we obtain with eq. (4.6.44)
1

C’ij‘ = (X0)2

0;0;0,lII" S T = 0;0;0,F . (4.6.48)
Note that the form of the prepotential together with eq. (4.6.48) implies the formula for the
instanton-corrected triple coupling formula we gave in eq. (4.5.19).

Since we already encountered an explicit example for the three-fold structure in section 4.5,
we will refrain from discussing another example for the classical treatment at this dimension. In
subsection 5.4.1, we will describe their period structure using the I'-class formalism. As three-
folds are well-understood due to the special geometry property, it is a suitable dimension to
introduce these more technical concepts.



Chapter 5

Integral structures in higher dimensions

We saw in the previous chapter how the solutions to the Picard—Fuchs differential ideal combine
to an integral period basis for n < 3. For elliptic curves and K3 surfaces, the period vector is given
by polynomials in the mirror coordinates ¢. In the latter case, the classical intersection numbers
appear in the highest-logarithmic period Fy. Importantly, these expressions for IT are exact and
no non-perturbative corrections appear. This changes for Calabi-Yau three-folds, where both the
periods and the Yukawa coupling is instanton-corrected. However, the prepotential dictates the
behaviour of the B-periods and the period geometry requires no further structure. For higher
dimensions, we need more elaborate techniques to obtain an integral structure for the period
geometry. A crucial role is played by the Frobenius algebra we introduce in section 5.1. The
leading order of the periods, i.e. the polynomial part in ¢, is described by central charges of B-
branes, which correspond to structure sheaves on certain divisors on the mirror manifold. We
will review the necessary structure in section 5.2. This will allow us to introduce our method
to obtain the asymptotic period vector in section 5.3. We will supplement this subsection with
examples in section 5.4. This integral structure is not only necessary for the compactification to
lower dimensions, but also yields a canonical splitting of the period matrix into a unipotent and
semisimple part. It follows that the periods can be written as an iterated integral, which is used
in the computation of Feynman integrals.

5.1 Frobenius algebra

We review the Frobenius algebra structure [106] following [107], see also [104]. A mathematical
review can be found in [108]. The idea is to identify the cohomology groups H" PP(X) with
vector spaces AP for 0 < p < n. The whole middle cohomology is then represented by the
graded vector space A = @ZZO A®)_ The Yukawa coupling introduced in section 4.5 is a special
case of the more general map

C(avbvc) : A(a) X A(b) X A(C) e (C (5.1.1)

The three indicials in the Yukawa couplings C;j all belonged to the cohomology group H?! or
p = 1. For three-folds, the Yukawa couplings are therefore represented by CZ.(j.l,;I’l). The indices
i, j and k represent a choice of basis, which, for any of the A®) we denote by {egp )}Z.. The
(non-degenerate) bilinear Frobenius form is given by a map

Y AxA—Q, (5.1.2)
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whose matrix representation in the above basis are denoted by 3% with inverse i]lj In chapter 4,
we always chose bases for the middle homology with block-anti-diagonal intersection forms, see
eqs. (4.6.2), (4.6.23) and (4.6.38). This is crucial for the grading of the Frobenius algebra—it
will be assumed in the following and ensured in the explicit construction of a homology basis in
section 5.8. We denote the blocks on the anti-diagonal of ¥ and ¥ by 0(q) and 5@, respectively.
Note that this implies

ok 6l = o (5.1.3)
By the properties of a CY-Frobenius algebra, we mean, in particular, the following identities for

the functions C(@b:€)

(i) Permutation symmetry: C (a be) — Cg((?j’z’)c), VoeSs.

(ii) Griffiths transversality: Clabe) —0ifa+b+c<n.

Due to property (ii), it is customary to abbreviate the couplings as C(@) .= C(abn—a=b) Fop
better readability, we will thus omit the third degree whenever the dimensionality n is clear from

context.

(i) Unit: A® =C-1and C{%% =61

(iv) Associativity: C( b) 5P (n W b)C;Z;rb ©) _ CZ(]?;‘C) T Cs(;l;c,b).
v) Fusion rule: ez(‘a) ‘ eg‘b) = Cz‘(;liéb)aa—a—b)el(a%) .

We mentioned above that one should think of the A®) as the cohomology group H" PP(X).
The origin of these elements lies, however, in the mirror partner’s cohomology group

HP (X APTX) ~ [PP(X) = HPP(X), (5.1.4)

where the first relation comes from Dolbeault’s theorem and the second one assumes mirror
symmetry between X and X. As an example, we can use the above rules (i), (iii) and (v) to
obtain the triple coupling of a three-fold via

el el el = clilotyy e - ef) = clVoly) o = e, (4.1.5)
——

&3
Osk

where we used eq. (5.1.3) in the last equality. More interestingly, the rules also give the decom-
position of n-point couplings (cf. eq. (4.5.24)) into triple couplings for n. > 3. This phenomenon
is expected from a conformal field theoretic point of view. The n-point couplings for four- and
five-folds decompose as

1 1 1 1 rs 1 1
n=4: eg)-eg-)'e;) ()_Cz(]r)U(Z) (2) e,(g)-el() 5.16)
2,1) tu ~(3 1,1 o
= Cz(]’r ) (Q)Cikt ) E 10 Ebl) = CZ(]l ) (2)Clgls : ’
o e R B B
— oY grs (1) tu 6(3) 'e(l) ) e%)
ijr (5) skt 9(2)Cu (5.1.7)

2,1) _tu ~(3,1) ww
_Cz(jr) (B)Cs(kt) E2)C£lv) (1)6(4) 67(71)

_ ~1D (1,2) jtu ~(1,1)
Cz]r (3)Ckst 92 )Olmu :

In section 5.6, we will see how this pattern fits together nicely with the general form of the Gauss—
Manin connection in the corresponding period basis and eq. (4.5.24).



5.2. I'-class and central charges of B-branes

In this work, we discuss only families with Frobenius algebras that are generated by A™M). This
(b+1)

means that the fusion rule (v) for @ = 1 can be inverted, i.e. each element e, is a linear

(ORIN0)

combination of the elements ¢ ;e This inversion will play a central role in the construction
of an integral basis in section 5.8. This condition is typically phrased in the literature as

(vi) Non-degeneracy: A is generated by A,

It was observed in [96] that this is not guaranteed in dimensions n > 3. There, one-parameter
four-fold families given by complete intersections in Grassmanian varieties were analysed. The
Hodge structure of these models is (1, 1,2, 1, 1), in contrast to the (1,1, 1, 1, 1) structure of a non-
degenerate one-parameter four-fold. Non-degenerate one-parameter models furthermore have
a Picard—Fuchs operator of order n + 1. For the four-folds in [96], the degeneracy is reflected
in a order-six Picard—Fuchs operator with indicials (0%, 1). The additional holomorphic solution

mixes with the others to form a second second-order logarithmic period.

Similar to the instanton expansion of the couplings for three-folds in eq. (4.5.19), the expan-
sions of the triple-couplings of higher-dimensional families also give rise to genus-zero invari-
ants. For n > 3, the couplings have either one or two indices in A%, The single couplings with

two such indices enjoy the expansion

l
¢
Ci* = i + Y _nf W= (5.1.8)
>0 =
while the remaining couplings can be written as
B B 5, &
Cia = Cia + ana li@- (5.1.9)

>0
B

2 f10%
invariants for Calabi-Yau families of dimension five, six and seven.

The invariants nj* and n;," are conjectured to be integral. In appendix B, we list the first such

As done in section 4.1, one can express €2 in a basis 4* dual to the topological homology ba-
sis T';, where the coeflicients are given by the periods over these cycles. This basis allows us to
supplement € A© with pure elements of the Frobenius algebra to obtain a basis for the (hor-
izontal) middle cohomology. An(f)lement in called pure, if it is contained in one of the vector

spaces A® . Multiplication with e;’ is represented by the derivative 0; w.r.t. the mirror coordi-
nate t*. As shown in [104], the mirror maps t are flat coordinates on the moduli space for which
the covariant derivative D; (cf. section 4.2) reduces to the ordinary derivative 9;. Then, the fu-
sion rule (v) implies that the Gauss—Manin connection—the matrix representation of d;: on the

cohomology basis—is of a particular canonical form, which we will discuss further in section 5.6.

5.2 T'-class and central charges of B-branes

To obtain an integral period basis, one identifies the solutions to the Picard—Fuchs equations with
the asymptotic period vector, which is polynomial in the mirror coordinates t. For dimensions
n > 3, one needs to use the fact that the asymptotic behaviour is given by central charges of
branes, see below. The key takeaways of this section are eqs. (5.2.5) and (5.2.8) computing the
asymptotic period vector and the intersection form in terms of topological data of the mirror.

— 61 —
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We begin with some mathematical preliminaries. Given a rank-r vector bundle E, the Chern

roots z; are formal roots of the total Chern class

r

o(B) =14 c(B) =] +a(E)).
i=1

1=1

The r.h.s. allows us to view the bundle as the sum of r line bundles and write itas E = @;_, L;
with ¢1(L;) = x;. This is known as the splitting principle and can be used to reduce many state-
ments for rank-r bundles down to line bundles. We will encounter it again further below to
describe the dual bundle. The T'-class is defined in terms of the Chern roots as [109]

rE) =]][r (1 - f”;:?) =exp | —yer(TX) + ) (—=1)*(k — DI¢echp(TX) |,
i=1 k>2

with + being the Euler constant and chy, = % Yoy (—%)k . For a Calabi-Yau manifold with

c1(TX) = 0, this results in the series expansion

. 2 33 (7c3 —4cs)  (c5 — cacs) G5 — cacslaCs
I'Nrx)y=1+-—=- -
(TX) =14 50+ @mp T 5760 (2mi)

+0(6),

where we wrote ¢; = ¢;(TX). The Todd class is given by

r

Td(E) =[]

i=1

T;
1—e @i’

To give a simple relation between the Todd class and the T' class for Calabi-Yau manifolds, we
introduce the dual bundle EV of E, where each fibre of EV consists of the linear maps from the
corresponding fibre of F to C:

EY = Hom(E,C).

For a line bundle L, the bundle L ® LY = Hom(L, L) has the identity as a nowhere vanishing
section and its first Chern class is therefore zero. It follows that 0 = ¢;(L ® LY) = (L) +
c1(LY) . Using the splitting principle as introduced above, one finds for the Chern roots z;(EY) =
—2;(E), which implies ¢ (EY) = (—1)¥c(E) . With Euler’s reflection formula T'(2)['(1 — z) =
7/sin(mz) and I'(z + 1) = 2I'(2), one obtains

x x x z
r(l —,)P(l——,)z e T
+ 27 27 2isin 5 € l1—e*®

Using >/, z; = c1, one gets for Calabi-Yau manifolds

Td(TX) =D(TX)D(TXV).

We will now show how the I'- and Td-class give rise to the leading order of an integral basis of

periods.

— 692 —
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A-branes and B-branes are described using the language of sheaves and derived categories. On
the A-model side, A-branes correspond to special Lagrangian cycles within a Calabi—Yau man-
ifold, which are submanifolds that minimise volume in their homology class and satisfy certain
calibration conditions related to the manifold’s geometry. On the B-model side, B-branes are
described purely algebraically as coherent sheaves (or, more precisely, objects in the derived cate-
gory of coherent sheaves on the mirror Calabi—Yau manifold). Mirror symmetry relates these two
pictures by mapping A-branes on a Calabi—Yau manifold X to B-branes on its mirror X, and vice
versa. This equivalence, famously conjectured by Kontsevich as the homological mirror symme-
try conjecture [110], asserts that the category of A-branes, described by special Lagrangian cycles,
is equivalent to the derived category of coherent sheaves on the mirror manifold.

The identification uses the map [111]

p: K(X) — H*(X:Z% (5.2.1)
£ — ch(ET(TX),

where we will let the K-theory group K (X) be generated by rational linear combinations of the
structure sheaf on X, on divisors generating the Kihler cone D;, 1 < i < h!(X), and on succes-
sive intersections thereof. The highest-dimensional D-brane on the A-side is the D(2n)-brane
and the corresponding sheaf is the structure sheaf on the whole manifold Ox with ch(Ox) = 1.
The D(2n—2)-branes are described by the structure sheaves on divisors D; and lower-dimensional
branes by the structure sheaves on their intersections. Let Z C {1,...,h%!} be an index set. The
Chern character of the structure sheaf on S = (1,.7 D; can be obtained by the long exact se-
quence

O—)O;d—ZDi) —)@Ox(— Z DZ) — ...

ieT jez i€T\j
(5.2.2)
...—>€B(’)X(7Di) — Ox — 05 — 0
i€l

combined with the fact that the alternating sum over the elements’ Chern characters vanishes. In
this sequence, we use that the Chern character of a line bundle Ox (D) associated with a divisor D
is given by e”, where J is the first Chern class of the line bundle or equivalently the Poincaré-dual
form in H(X). For example, for D(2n — 2)-branes, we choose S = D; and find

ch(Op,) = ch(Ox) — ch(Ox(—=D;)) =1 — e~ i, (5.2.8)
and, for D(2n — 4)-branes, we use S = Dy N D5 and obtain

Ch(ODi.Dj) = Ch(OX) — (Ch(OX(—Dl)) + Ch(Ox(—Dj))) + Ch(Ox(—Di - D]))

=1—eti—eliqetivi 624
The central charges of these sheaves can then be computed via
X

In other works [96], the D2 and DO branes were described by twisted structure sheaves on curves
dual to the Kihler divisors and the skyscraper sheaf, respectively. In our conventions, their central
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charges are always given by

Mgy =ti, (5.2.6)
Mg, =1. 56.2.7)

The Hirzebruch-Riemann—Roch (HRR) pairing is defined as
V(EF) = / W(E) A p(FY) = / TA(TX) A ch(€) A ch(FY). (5.2.8)
X X

Evaluated in the basis corresponding to the period basis, we have x = 3 and its inverse is giving
rise to the intersection form (y)~! = ¥ for the periods.

In section 5.3, we will construct integral period bases for Calabi—Yau n-folds. There, we will
use certain rational linear combinations of structure sheaves on intersections of Kihler divisors,
where p and thus eq. (5.2.5) extend linearly to other sheaves. In n < 4, the above yields a suffi-
cient set of sheaves to obtain the leading order of a rational basis of periods of the mirror!. For
higher dimensions, however, it is a priori unclear how to obtain an independent set of sheaves
for, for example, sheaves in dimension two. Another problem is finding a basis that has an inter-
section form of block-anti-diagonal form. This is crucial for the simplification of many identities
such as the Griffiths transversality conditions and will also allows us to construct a basis for the
cohomology in which the Gauss—Manin connection is of a particular simple and canonical form.
We will show that the classical part of the (inverse) couplings naturally give rise to such a basis.

5.3 Integral period bases

In the previous section, we reviewed how homological mirror symmetry identifies the leading
order structure of the periods to the central charges of B-branes. Much of the period structure of
a Calabi—Yau family is revealed only in a K-theory basis with block-anti-diagonal HRR pairing
x. We note that this pairing is also given by the cup product & = y of the cycles that support the
sheaves. Here, we will propose a formalism that yields a period basis that has block-anti-diagonal
intersection form X and conjecturally integral monodromies. We will support the latter with ex-
plicit analytical continuations and the integrality of genus-zero invariants of several models.

The proposed basis consists of two different sets of periods, which we will call A- and B-
periods. These names are chosen by analogy to the three-dimensional case (section 4.6)). How-
ever, this should not mislead one to assume that the structures carry over to higher dimensions.
The B-periods are central charges of structure sheaves on divisors of X and intersections thereof.
For a Calabi-Yau three-fold, Fjy corresponds to the structure sheaf on X while F; to those on di-
visors D;. In n dimensions, there are B-periods coming from zero up to [n/2] — 1 intersections
of divisors. In the Hodge structure of the middle cohomology at the MUM point, these elements
correspond to the groups that are strictly on the right side HP""P(X), p < [n/2]. The rest of
the middle cohomology is represented by A-periods, which are defined as being dual to the B-
periods in the sense that the intersection form resembles that of for the three-fold (4.6.38), see

'For n = 4, one must restrict to an independent basis of sheaves for dimension two, see subsection 5.4.2. Fur-
thermore, integrality demands that this choice generates the whole space integrally.
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eq. (5.8.15). To obtain their leading order behaviour, we need to define inverses ¢ to the classical
intersection numbers c.

To each vector space A %) in the Frobenius algebra, we want to assign a basis represented
by tuples of length k. The tuples give the support of the structure sheaves, where the entries
correspond to the divisors we intersect. We thus define index sets N}, for the Frobenius algebra
with m generators in A"

k
Ni= (i1, ie] | 1< iy <m, (D, #0), 1<k<n. (5.8.1)
=1

As the index sets shall represent intersections of divisors, we demand that the their intersection
is non-vanishing. First of all, these intersections are not necessarily independent in homology.
The number of independent elements, which is equivalent to the Betti number, is given by the
rank of the pairing

Ck *= Ciy it eongnn s L € Nk, § € Nok, (5.3.2)

where ¢ denotes the classical intersection numbers. The ¢ should be seen as a two-by-two matrix
for computing the rank. It follows that ¢, = ¢} . We furthermore demand that the following
inverses ¢ to the classical intersection numbers exist

J— [EU N P
0; = Z Cityoipsb ol € TR (5.3.3)

lyesln—k

We will call the subsets of Ny, that allow for such an inverse Ny. Before we start identifying these
sets with sheaves, we must restrict the set further.

There is another subtlety that is crucial for integrality of the monodromies: As we will see
in subsection 5.4.2, the brane charge HODZ‘ obtains a contribution of ﬂIHODij under a mon-
odromy around z/ = 0. When projecting onto an independent basis, it is important that H@Dij
is given by an integer combination of the generators. As we will explain in detail below, the pre-
liminary (with intersection form in general not block-anti-diagonal) basis of sheaves we propose
consists of two parts: The B-periods of logarithmic order p > (”Tflw correspond directly to
periods Ilpg with S = (., D; for some n € Ny, while the A-periods will be contracted with
the inverse couplings ¢. For the latter set, the resulting sheaf is independent of the restriction
to independent elements in Ni due to the multiplication with c—they are defined to be dual to
their opposing period. However, in the first set we must pay attention to select generators that

generate all sheaves at this level integrally.

To find such generators, we consider the matrices c;‘g and focus on the kernel. We write a
set of generators of the kernel as rows into a matrix and perform a Gaussian elimination. We
then divide each row by its greatest common divisor. If there exist at least dim(ker(c})) basis
elements for which there exists a generator with a 1 in that element’s position, we may omit
these elements to obtain an independent basis for this level. This sufficient but not necessary
condition then naturally preserves integrality of the monodromies. Let us give an example.
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We consider the four-fold hypersurface family P4 1 5 13[36] with intersection ring
7208 + 1215 4 36203 + 2J2 T2 + 18J2.J2 + 6.J1J2 03 + 9J3 T3 4 3J1J2 T3 + J2JoJ5 .
Sorting the set of indices for this level as?
No = ([1,1],[1,2],]1,3],[2,2],[2,3],[3,3]) , (5.3.4)

the intersection matrix has rank b}2‘°2r = 4 and reads

00 0 0 1 2

00 1 0 3 6

01 2 3 6 12

T

=cy = 5.3.5
272100 3 0 9 18 (53.5)

13 6 9 18 36

2 6 12 18 36 72

We find that the four-point coupling is invertible as in eq. (5.3.3) for

Ny = ({1,2,3,5},{1,2,3,6},{1,3,4,5},{1,3,4,6}), (5.3.6)

where the numbers represent the elements in N5 as in eq. (5.8.4). Performing a Gaussian elim-

ination on the kernel generators of ¢l these read

k= 03 0 =1 001 (5.3.7)
0O 0 o0 o0 2 -1

From the above we conclude that integrality is guaranteed, if we omit the fourth and sixth ele-

ment, i.e. if we generate level two by

{11,1],1,2),[1,3],[2,3]} = {1,2,3,5} .

Choosing another one of the four possible bases, one obtains non-integral monodromies around
the MUM point. Nevertheless, if one divides the sheaves Op,np, and Op,np, by a factor of
three and two (coming from the relations of the kernel generators) one gets the same central
charge lattice for any of the four sets (up to permutations). This example shows the importance

of a proper choice for a basis for the B-periods already at n = 4.

Finally, we demand that the tuples are horizontal, i.e. that each tuple at level k comes from a tu-
ple of level k—1 extended by one index. Let us call the final index set at each level s, = (s}, s2,...),
which has length hﬁ;kk The inverse couplings ¢ from before are then defined by

=" e, (5.8.8)
leén—k

where we shortened the indices for better readability. For each level, one obtains a vector of
sheaves

0, = (os;; Sk=DgiN...NDux1<i< b},;‘)_rk,k> : (5.3.9)

2At level one, N1 = ([1],[2],[3]) and ¢f is a 9 x 3 matrix with nullity zero. Therefore, we omit none of the
elements in N1 = ({1, 2, 3}).
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We can then define a K-theory basis consisting of two parts (corresponding to A- and B-periods)

0= Z Cglék,z

iesn—kunZkZ’r

1
iéﬂﬂ{nQ Wzkzo).

The awkward range for k in both tuples is such that O is sorted in ascending order by dimension

n—l—l—‘

(5.8.10)

U <(_1)k+n6k,i

of the sheaves’ support, i.e. the skyscraper sheaf given by a linear combination of @n is the first
entry while the structure sheal O, ; = Ox comes last. This will lead to a period vector that is in
ascending logarithmic order. The HRR pairing of this set is not in block-anti-diagonal form. To

achieve this, we perform for each level k < L”T‘HJ a basis transformation Ry, with coeflicients
1, ifi=j,
Oy 11-5,0), ifi>j & i+j<by+1 & j€ B(k),
(Ri)ij = <1 bty Oy (Hi >3 & i J € Blk) (5.3.11)
—5(0i,0;) ifi>j7 & i+j=b,+1 & j€ B(k),
0, else,

where we transform Q — Rké for the computation of Rj;1. We denoted the index range in
{1,...,b,} corresponding to level k by B(k). In the above example for Pyg 15 3 13(36], there are
two matrices

1 00000000O0O0O 10 0 0 00O0OO0OO0O0OO0DO

2 10000000000 01 0 00O0OOOOCOOO

1 0100000000O00O0 00 1 0 0000OO0CO0ODOO

0 00100000O0O0O 00 0 1 000O0OO0CO0OOO

—-46 0001 00 0000O0 04 9 910000000

Ry — -14 00001000000 Ry — 01 2 1 0100000O0O0
1= -6 00000100000 | *2—]100 0 -100100000
-2 00000010000 00 0O -100010000O0
-3700000001000O0 01337 37 00001000

-9 00000000100 06 9 000000100

-1 00000000010 01 0 000O0OOO0COT1IO

-1 00000000O0O0T1 00 0 0 0OOOOOOOT1

(5.3.12)
Note that, for n > 4, this basis change is generally not integral due to the rational factors we
included in the linear combinations of the A-periods’ sheaves in eq. (5.3.10). Finally, we obtain
our K-theory basis

O=-Ry-Ri-0, (5.3.13)
which has, depending on the dimension, the HRR pairing

1

2('V('n - é.(n/2)

y o Yodd

(5.3.14)
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where 6("/2) denotes the pairing of the elements in H™", which is positive/negative if /2 is
even/odd. It follows that the intersection form ¥ = (£)~! in cohomology is of the form

Eeven = U(n/2) ) E()dd =

—1

(5.3.15)
Since, in this period basis, there is only one bilinear form of the Frobenius algebra that appears
non-trivially, we will sometimes omit the index n/2 of o, /) and 6/ In the following subsec-
tion, we will give examples to this construction, starting from n = 3, where we will emphasise the
advantage of this formalism over the prepotential approach of section 4.6. Afterwards, we will
describe the asymptotic period vector for four-folds used, for example, in F-theory compactifi-
cations to four-dimensions and extend the discussion to higher dimensions.

5.4 Three- and four-folds using I'-class

The techniques of the previous sections are first exemplified on the already discussed case of
three-folds (cf. section 4.6) and then applied on four-folds in subsection 5.4.2, where the ab-
sence of a prepotential requires homological mirror symmetry for the construction of an integral
period basis. The three-fold example includes a suitable description of the integral structure on
symmetric quotient families. The example four-fold is the popular elliptic Xg-fibration over P2,
which we will encounter again in the study of supersymmetric F-theory flux vacua in section 6.3,
see also [1].

5.4.1 Three-folds revisited

The model we will consider was already discussed in the context of flux compactifications in [1]

P21 1 1\
X =1 P21 1 1 : (5.4.1)
2
Pl )

Using the toric methods discussed in section 2.2, one readily obtains the classical intersection
numbers

R=3J3Jy +3J2J3 + 3J1J3 + 3J1J3 + 6JyJoJ3 + 3J2J3 + 3J3 T3 (5.4.2)
and integrals of the Chern classes

x=-90, cy-J;i=36,i€{1,2,3}. (5.4.8)
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For the I'-class formalism, we actually need the full forms of the Chern classes, which are given

by

co =3 (J1J2 + JiJ3 + J2J3) , b5.4.4)
c3 =—3 (Jl + JQ) (J1 + Jg) (JQ + Jg) . 5.4.5)

Following section 5.3, we have Ny = ([]), M1 = ([1],[2], [3]). There is only a single choice to
match the Betti numbers 23? = 1 and h?! = 3 and we have Ny = ({1}) and Ny = ({1,2,3}).
For the B-periods, N3 and N3 have cardinality six and seven

N2 = ([17 1]7 [17 2]’ [17 3], [27 2]7 [27 3]7 [37 3]) ) (5.4.6)
N3 = ([1,1,2],[1,1,3],[1,2,2],[1,2,3],[1,3,3],[2,2,3],[2,3,3]) . 5.4.7)

Note that we omitted the index tuples representing the vanishing intersections D; N D; N D;
for 1 < i < 3. There are 17 possible ways to choose h12 = 3 elements in N3 with invertible
couplings, which are collected in No. We will choose the element

s, = (2,4,5) = ([1,2],[2,2],[2,3]) . (5.4.8)

Horizontality implies that we cannot take the generators [1,1, 3] or [1, 3, 3] for s5 = (s) and we
thus choose s} = [1,1,2]. As the B-periods follow directly from eq. (5.8.10) and the computa-
tion of the Chern characters via the Koszul complex we discussed in section 5.2, we focus on the
A-periods. Let us start with the skyscraper sheal at k = n = 3: The inverse coupling(s) defined
by eq. (5.3.8) must satisly

) . 1
5{ _ Z Ci,lcm — 1= 6211C211 — c211 — g ] (54())
leNy

Then, we obtain immediately

1

On,1 = SODmDQmDQ : (5.4.10)
For the remaining A-periods, we have k = n — 1 = 2 and obtain the relevant couplings in
eq. (5.3.8)
C121 C122 C123 3 3 6
Cig=|ca1 c222 c3| =13 0 3 (5.4.11)
€231 €232 €233 6 3 3

The row index i runs through N» while [ is in N7. Then, the inverse couplings are obtained by

-1

M2 122 (123 33 6 (-1
S G I AU ] B IR T (5.4.12)
c312 c322 c323 6 3 3 1 -1

It follows that the sheaves in QQ are given by

-1 1 1 (Qplmp2
O, =~ 1 -3 1 Opynp, | - (bL.4.13)
1 -1 Op,ynDs
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Together with

O0,=|0p,| and O,= (OX) , (5.4.14)
Op,

these central charges give an integral basis of the periods. The Chern characters of these sheaves

O are given by

LJ7 s
J3 1 2 1 2 | J2 172 172 JiJs | JaJo
—g tnli it g+ i - i - T+ T
Jy 1 2 _ 1 2_J3 1 g2 1 72 J1J2 | J3J2
23_ 12‘]1‘]2_12']3‘]2_ 22_ 12J1‘]2_12J3J2+ 6. T 7%
~ J. 1 2 1 2 J 172 1 72 J1J. J3 J:
**2**2J1J2+ﬁJ3J2+*2**J1J2+§J3J2+1T2*%

(@) =| ~F 1 PO (5.4.15)
44
J J
?23 — ?2 + J2
-5 th
—1

However, their intersection form is not in block-anti-diagonal form and we need to perform a

basis change as in eq. (5.3.13). Here, the only non-trivial matrix is given by

R (5.4.16)

o O O O O O O
o O r O O O O O
o R O O O O O O
_ O O O O O O O

&
(=l el eleoleoleol =
o O O o o~ O o
O OO O = O oo

In the new basis O, the corresponding periods are subject to the intersection form eq. (4.6.38).
We compute the central charges of these branes with eq. (5.2.5), yielding

1
t1
to
t3
%( (4t2+2t3—1)t1+t2(t2+2t3—1)—1)
%(t (2t2+4t371)t1 +t3 (2t2 +t3*1)71)
S5+ (2t1+4ts — 1) ta+ 13 (2t + 13— 1) — 1)
*% ((t2 +t3) 3+ (t% + Aotz + t3 + 1) t1 + (t2 +t3) (tots + 1)) — ?255)33)

2 (5.4.17)
2

+
Jr
—+

Note that entries six and seven are obtained from entry five by the replacements to <> t3 and
t1 <> t3, respectively, and that the last entry is completely symmetric in the three coordinates.
This information is sufficient to compute the monodromies M; around the Batyrev coordinate
axes z; = 0, 1 < i < 3. As the coordinates are permutation symmetric, My and M3 can be
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logarithmic order | 0 1 2 3 4
n.o. solution 1 3 6 10 15
£? - - -3 -9 -15
Hodge numbers |1 3 3 1 0

Table 5.1: Estimate for the PFDI of a three-parameter three-fold family. Generically, three
second-order operators should restrict the solution space sufficiently.

obtained from symmetry considerations and

1 00 0 00 0 O
1 1.0 0 00 0 0
001 0 00 0 0
1
M, = 000 0.0 00 (5.4.18)
0 3 6 3 10 0 0
0 3 3 6 01 0 0
0 03 3 00 1 0
-3 0 -3 =300 -1 1
The Mori cone is generated by (see eq. (2.2.50))
1M = (-1,-1,-1;1,1,1,0,0,0,0,0,0), (5.4.19)
1) = (-1,-1,-1;0,0,0,1,1,1,0,0,0), (5.4.20)
1) = (-1,-1,-1;0,0,0,0,0,0,1,1,1). (5.4.21)

For three-folds with three-parameters, we usually expect to have three operators of order two
generating the PFDI, see Table 5.1. Here, we indeed find three operators

£ (2) = =262 + 0,0, + (61 — 02) 05
+ 21 (2607 + (502 + 505 + 4) 01 + 303 + (03 + 1) (305 + 2) + 0 (705 + 5))
+ 29 (=07 — (02 + 03 + 1) 01 + 05 (62 + 303 + 1)) (5.4.22)
+ 23 (=07 — (02 + 05 + 1) 01 + 05 (302 + 05 + 1)) ,

2 2 . . . .
where Eg ) and Eé ) are obtained by coordinate permutations z1 <> zo and z1 <> 23, respectively.

The Zo symmetries between the Batyrev coordinates give rise to supersymmetric flux vacua
along the two-dimensional fixed-point loci in the complex-structure moduli space. We will dis-
cuss this further in section 6.2. There, we will also see that the symmetry between the three
permutations symmetries guarantees that the intersection of the fixed-point loci yields a super-
symmetric vacuum. This one-dimensional locus is parametrised by z = z; = 29 = z3 and the
periods are given by solutions to the operator [97]

L0, 1 (2) = 256 — 152, (516" + 846° + 7267 + 300 + 5)
+ 627 (5310* + 82860° + 5416% + 15560 + 15)
— 5423 (4230 + 21600° + 43996 + 37956 + 1170) (5.4.23)
+ 24327 (2790 + 13686 4 227007 + 15866 + 402)
— 5904927 (1 +60)*.

— 71 —
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We focus on the asymptotic structure at the MUM point of the family over the symmetric locus

inherited from the three-parameter model. First, we give the Riemann symbol of this operator:

~
.

o

P .«
‘C'AESZ17

=
= W~ Ooluo

o O O O O©
N = = O
B

o0
1
1,25, (5.4.24)
1
1

The point z = 5/9 is a so-called apparent singularity and does not affect the operator’s regions of
convergence. The local solutions are linear combinations of formal power series and the mon-
odromy around this point is thus trivial. Such points correspond to zeros of the Yukawa coupling

90(1 — 9/52)
23(1—272)(1 +2722)

szz = (5425)

For the normalisation, we took the limit ¢; — ¢ in eq. (5.4.17), which yields the asymptotic
one-parameter period vector

1
t
I(t) ~ 1562 31— 2 (5.4.26)
—15t% — 5t + Gaets

Comparing the cubic term in Fy/X? with the appearance of the classical intersection numbers
in the prepotential (4.6.45), we find k117 = 90. In the symmetric limit ¢; — ¢, the prepotential
of the three-parameter model becomes

_ 90 9 3:36,  (=90)Gs +0(q). (5.4.27)

E I
S T 24 2(2mi)?

The asymptotic periods in eq. (5.4.26) can also be described with a prepotential F(1) = F(3)

t;—t "
However, the double logarithmic period is given by F!'/X? = %Gt]:. In the triple-logarithmic
period, the normalisation of % cancells against the summation over the three Kihler parameter
and we have Fy/X? = 2F — t9,F . For such symmetric sub-families, the intersection form is

not of the form eq. (56.3.15) but we must account for multiplicities of the intersections

Y= . (5.4.28)

An intuitive explanation for this matrix comes from the expression 'S II in the Kihler poten-
tial K in eq. (4.1.14). For K to be identical to that of the restricted three-parameter model,
the intersection form must be of the form eq. (5.4.28). An analytical continuation yields the

—79



5.4. Three- and four-folds using I'-class

monodromy group generated by

0 0 10 0 3 3
M, 1 0 0 oM. - 3 1 1 1 |
12 30 1 0 53 0 0 1 0
—24 —54 -3 1 —27 0 -9 -8
-8 —18 -3 3 1001
M i = 3 [ ., M. = 0 100 , (5.4.29)
53 —18 —-36 -5 6 2 0010
—27 =54 -9 10 0001
-5 —36 —3 -7
Mo = —4 —-11 -2 -3 ’
0 42 1 6

24 72 12 19

which satisfy MT¥ M = ¥ and M%MOM_%M%MOO = 1. Finally, we give the first couple
3v/3 3v/3 2
of instanton numbers of the one-parameter model:

ny =108, no =351, ng=2124, ny=12987. (5.4.80)

These numbers can also be obtained from the instanton numbers n;;;; of the three-parameter
model, where the symmetric limit corresponds to n; = Z‘m‘:i nm with m € Ng.

5.4.2 Four-folds

While the special geometry property of the complex-structure moduli space for three-folds is suf-
ficient for the computation of an asymptotic integral period basis, this no longer holds in higher
dimensions. When we introduced the formalism to obtain integral period bases for Calabi—Yau
n-folds in section 5.3, we explained the restriction of the tuples i which results in an integral
monodromy using the hypersurfaces Py 15 3 13[36]. Here, we will discuss the four-fold structure
on the simpler family P15 g 14[24] with toric data in Table 5.2 further and exemplify the decom-
position of the four-point couplings into triple couplings.

We again first give the topological data consisting of the intersection ring
R = 64J} +16J3Jy + 4J2 T2 + J1.J3 (5.4.81)

and the integrals of the Chern classes

co- JE=T28, co-JiJy =182, ¢y J2 =48, (5.4.82)
e Jp = —3860, c3-Jy=—960, (5.4.83)
X = 23328. (5.4.34)

At level two, representing the cohomology group H??2, we start with the three tuples

No = ([1,1],[1,2],]2,2]), (5.4.85)
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points [-vectors
(rf{ o 0O 0 0 0 [-6 O
Q! 1 0O 0 0 0|3 0
1| o 1 0 0 0 |2 0
1|y o 0O 1 0 0 1]0 1
1] o O 0 1 0 1]0 1
1|y o0 0O 0 0 1) 1|0 1
aj-12 -8 -1 -1 -1)| 0 1
a(-3 -2 o 0 0|1 -4

Table 5.2: Integral points and their scaling relations for the mirror of Py, g 14[24].

corresponding to Jll, JyJo and J22. The intersection form follows from eq. (5.4.31)

64 16 4
co=116 4 1]. (5.4.36)
4 1 0

The kernel of this matrix is generated by (1, —4,0). Following section 5.3, we conclude that we
should omit [1, 1] in Ny. In general, one can show that the central charge corresponding to the
sheal' ©O; under a monodromy around z, obtains the contribution

M, : Mo, — o, + 1oy, .y, + Cirrjt? . (5.4.87)

We deduce that integrality of the monodromies demands that the central charges of Op,p,
must be obtained by integral combinations of the basis elements at this level. The set Ny then
consists only of the single element s, = (2, 3) and we have for the 2 x 2-block in the intersection

form 2 (5.3.14)
. (01
&= (1 4) . (5.4.38)

Note that we sort the generalised B-periods in reverse order, causing the reversed orientation
compared to eq. (5.4.36). At level three, we have

Ny =([1,1,1],[1,1,2],[1,2,2],(2,2,2]), (5.4.39)

where the first one is not horizontal to sy. There are two possibilities N3 = ({2,4}, {3,4}); here,
we choose s3 = (3,4) = ([1,2,2],[2,2,2]). At level four, there are two horizontal non-vanishing
choices Ny = ({[1,1,2,2]},{[1,2,2,2]}); we pick the first one s} = [1, 1,2, 2]. Starting from the
back, we immediately find

1
o= (5.4.40)
and thus )
6n,1 = ZoDmDszmDQ . (b.4.41)

— 74—
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At level three, we have the intersection form

3 3
3 _ [Claa1 Clao2) _ (4 1
(U 3 1 0/ (b.4.42)
2221 9222

where the row index ¢ is in N3 and [ is in N7. This implies that the inverse couplings read

di_ (e e (4 1) (0 1) (5.4.48)
3 C§122 c§222 1 0 1 —4

These give the basis of sheaves at this level via

~ 1
0, =" Opunpanp, | (5.4.44)
1 _4 ODQODQHDQ

Recall that the B-periods, corresponding to the levels k& < 2, are obtained directly from the tuples
and no contraction with inverse couplings takes place, cf. eq. (5.3.10). For this model, the two
basis changes taking O to a block-anti-diagonal intersection form via eq. (5.3.13) are given by

1 0000000 1 0 000000
0 100000 0 0 1 00000 0
3010000 0 00 10000 0
4 001000 0 0 -1 01 00 0 0
Bi=1 90001000 =0 2 201000 (5.4.45)
2 0000 1 0 0 0 17 2 0 0 1 0 0
330 0 00 0 1 0 0 33 0000 1 0
1 00000 0 1 00 000001

We use the map eq. (5.2.1) to assign Chern characters to these sheaves and compute their central
charges with eq. (5.2.5). The result is the asymptotic period vector

1
t1
to
27 4ttty — 21 — 2
=\ 8t%+4t1t2+§—8t1—%—%
—18t3 — 243ty — L3 + 43 + l2 4 3Th 1 4 1200
13943 — 812ty — 2t — B 4 1613 + Stats + 13 — Sty — iz _ 9L 4 905G

4 273

st] | 8,3 2,2, 1, ,3 , 912 | oltgt 2 5i(193t1 +48t2)C: 43
3+ gttt + 1363 + gatd + Sl + Mt 4 gf - HUSEeIG

(5.4.46)

For a detailed analysis of the complex-structure moduli space and the monodromies around the
singular loci, see [1]. For the instanton-corrected discussion in the following, we match the solu-
tions of the Picard—Fuchs operator with eq. (5.4.46) to obtain the integral period vector.

For a two-parameter four-fold family with Hodge structure (1,2, 2,2, 1), we expect one second
and one fourth order differential operator, see Table 5.3. Let us note here that this counting of
generic solutions must take into account relations among the z-constant terms of the differential
operators. For example, for three-parameter models with Hodge structure (1, 3,4, 3, 1), one typ-
ically finds two second-order and one third-order operator. Counting solutions as in Table 5.3,
one must subtract ?r)le restriction at logarithmic order five, stemming from a relation among the

2

i

1 = (-6:3,2,1,0,0,0,0), 1@ =(0;0,0,—4,1,1,1,1) (5.4.47)

two operators 2L~ . For the model at hand, we find from the I-vectors
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logarithmic order | 0 1 2 3 4 5

n.o. solution 1 2 3 4 5 6
£ - - -1 -2 -3 —4
£® - - - - -1 -2

Hodge numbers |1 2 2 2 1 0

Table 5.3: Estimate for the PFDI of a two-parameter four-fold family. Such families typically
have one second-order together and one fourth-order operator spanning the differential ideal.

the generators of the Picard—Fuchs system

L2 =0, (6, — 405) — 12z (66, + 1) (60, +5), (5.4.48)
LA =03 — 2 (0, — 405 — 3) (01 — 405 — 2) (61 — 405 — 1) (01 — 465) . (5.4.49)
The four-point couplings are obtained by solving the system of egs. (4.5.12) and (4.5.22). As

for the previous models, we normalise them such that the constant terms in Cjjp; are given by

the classical intersection numbers®

64 16(1 - 432Z1)
CZ1Z121Z1 = %» Czlzlzle = W,
4(1 — 43221)? (1 —4322)3
Cz1z1zzzz = W’ CZ]_ZQZQZQ = W, (5.4.50)
64 (8642’1 — 1) (1 — 86421 (1 — 43221))
032222222 = ZgAlAQ )

where we denoted the discriminant factors by Ay = (1 —432z1)% — 891610044825621122 and
Ag = 1—25625. These can either be read-off from the couplings or computed by toric methods
as discussed at the end of section 2.2. The g-expansions Cjj;(t) of the couplings can be obtained
from eq. (4.5.17). We mentioned before that all (p > 3)-point couplings can be written in
terms of three-point couplings. To see how this works for four-folds, we turn to the Grifliths
transversality conditions (4.2.15). Working in ¢ coordinates, we expand the holomorphic (4, 0)-

form in terms of the periods in eq. (5.4.46)
Qo = ag + t'a; + Hy, + Fif" + FoB°. (5.4.51)

The homology basis (a7, Va, 31) was introduced in section 4.1. For better readability, we write

¢

the contraction with the respective block in ¥ as
Then, the relations from Grifliths transversality read [112]

" and abbreviate the derivative as 0,; = 0;.

0=2X-F+H-H, (5.4.52)
0=0;Fy—t/0;F; + H-0;H — F;, (5.4.58)
0= 8;0;Fy — t*0,0;Fy, + H - 0;0;H , (5.4.54)
0 = 0;0;01Fp — t'0;0;01.F} + H - 0;0;01.H , (5.4.55)

Cijrt = 0;0;000,Fy — t™0;0;0,.0, Fyy, + H - 9;0;0,0,H . (5.4.56)

3These couplings were obtained with a Mathematica code written by Albrecht Klemm.
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We differentiate eqgs. (5.4.54) and (5.4.55) and obtain the relations

0 = 00,04 Fy — t'0:0;00F) — 0;0,Fy + OpH - 0,0, H + H - 00,0, H

(5.4.55) (5.4.57)

—0:0,Fy + OpH - 9,0, H ,
0= ﬁiajakalFo - t’"@iajakalFm — 8i8j8kFl + O,H - 61»8]»8;.31{ + H - aiajﬁkalH

CL0 i — 0:0;00F1 + O H - 0,0;00H .

(5.4.58)

Finally, we consider the derivative of eq. (5.4.57) and compare it to eq. (5.4.57), yielding the
decomposition

Ciji = 0,0,H - RO H = 005C;;2C . (5.4.59)

Recall that o is given by the inverse of 7 in eq. (5.4.38). The functions Cy; = 0,0;H are the
three-point functions. Their g-expansions are readily computed to be

Cit =4+ 0(g%), Cyf = 16 4+ 960g; + O(¢?),
Ciy =1+ 0(¢%), Ci3 =4+0(¢%), (5.4.60)
0221 = —20q2 + O(qQ) s 0222 =1 + O(q2) .

Note that the constant terms follow directly from the asymptotic form of II in eq. (5.4.46) while
the instanton corrections stem from the solutions to the Picard—Fuchs equation and the mirror

map z(q).

In section 4.6, we reviewed the description of the one-parameter K3 period geometry as a sym-
metric square of a second order Calabi—Yau operator. Similarly, the periods of a one-parameter
four-fold family can be described by the anti-symmetric square of a Calabi-Yau three-fold oper-
ator. We will discuss this in more detail in section 6.4, where we will study the relation between
three- and four-fold operators in the context of type IIB and M-theory flux vacua.

5.5 Higher-dimensional Calabi—Yau families

The description of an integral period basis proposed in section 5.3 is especially interesting for
dimensions n > 4. Special geometry yields an integral basis for three-folds via a prepotential,
cf. section 4.6. In the language of sheaves, the A-periods (holomorphic and single-logarithmic)
correspond to the skyscraper sheaf (5.2.7) and twisted structure sheaves on curves dual to Kihler
divisors (5.2.6). The B-periods are, as in our formalism, described by structure sheaves on the
entire manifold and on divisors. For four-folds, this basis is extended by structure sheaves on
independent intersections of divisors. The double-logarithmic A-periods appearing at n = 5
require us to describe them as linear combinations of structure sheaves on triple intersections of
divisors, where integrality of the monodromies and an intersection of canonical form follow after

contraction with the inverse couplings as in eq. (5.3.10).

In this subsection, we supplement the proposed formalism with data for several Calabi-Yau
families. We begin with an analytical continuation of the five-fold family Py5 1 15[30] to a coni-
fold singularity and the orbifold point. We identify the vanishing conifold cycle and the splitting
of Hodge structure at infinity. This model is an elliptic fibration over P4 and the five-fold rela-
tive of the well-known three- and four-fold models Py ¢ 13[18] and IPy5 g 14[24]. Afterwards, we
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points l-vectors
1] o0 0 0O 0 0 0|0 -6
Q! 1 0 0O 0 0 0|0 3
1] o 1 0O 0 0 010 2
1] 0 0 1 0 0 0 1 0
1] 0 0 O 1 0 0|1 0
1] 0 0 0O 0 1 0 |1 0
1] o 0 O o0 o0 1|1 0
a1j-15 -10 -1 -1 -1 -1)| 1 0
alj-3 -2 0 0 0 0 |-5 1

Table 5.4: Integral points and their scaling relations of the polytope describing the mirror of
P15 10,15[36]. The origin is parametrised by the modulus ¢ and the last entry by ¢.

discuss the global monodromy groups of the hypersurfaces in P**! for 5 < n < 9. Finally, we
list the first genus-zero invariants of the aforementioned five-fold together with one six- and one
seven-dimensional two-parameter CICY in appendix B. For these two-parameter models, we
verified integrality of the invariants up to degree ten.

5.5.1 Elliptically fibred five-fold
The family in Py5 10 15 is given by the vanishing locus of the defining polynomial
7 7 6
Py =af+a3+) o’ +o[[ai+o]]af (5.5.1)
=3 =1 =3

The classical intersections of the two Kihler classes J; and Jo corresponding to the fibre and the
base, respectively, are given by

R = 6257 4 1250} Jo + 25J3J3 + 5J2 T3 + J1.J5 . (5.5.2)
The Chern classes integrate to
Co- JP=T125, co-JPJy =1425, co-J1Ji =285, ¢-Js =60, (5.5.3)
c3- JE = —=37700, c3-J1Jy=—7540, c3-J2 = —1500, (5.5.4)
ey~ Jy = 227955, ¢4 Jo = 45600, (5.5.5)
X = —1367400. (5.5.6)

We collect the toric data together with the generators of the Mori cone in Table 5.4. The Picard-
Fuchs ideal is generated by
L =0y (61 — 50) — 12 (3607 + 3661 + 5) 21, (5.5.7)
LO) =05 + 2o — 07 + 507 (502 + 2) — 503 (5003 + 4005 + 7)
+ 2507 (5005 + 6005 + 2165 + 2)
— 01 (312505 + 500003 + 262503 + 5000 + 24)
+ 50 (62505 + 125003 + 875605 + 2500 4 24) | .

(5.5.8)
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We note that a similar analysis as for the four-fold in Table 5.3 shows that these are again the
operators one would expect generically.

Here, we will shorten the discussion of the integral period basis construction and refer to the
three- and four-fold cases above for elaborate examples. We supplement s, = () and s; =
([1],]2]) to an index basis with

Sy = ([172]7[2’2])7 83 = ([17272},{27272])’
84 = ([1,2,2, 2], [2,2,2, 2]), S5 = ([1, 1,2,2,2]) .

This yields the asymptotic period basis

1
t1
to
1t (51 +2t2) — 5t1 — 2
3-%+%
— Lty (2563 + 15tats + 3t3) + St1 (5t + 2t2) + 2 (41ty + 12t5) — 15 4 372K
T(t) ~ —L1(5t1 +12)® + 2 (5t1 + t2)® + 2 (1025¢; + 253t,) — 235 4 1885

Lt1 (5t1 + 2t2) (25¢7 4 10tats + 2t3) — St (2587 + 15tats + 3t3)
ot s (14458 + 578tat1 + 6083) — Jy (2HETUETRE) 45Ty, 4120, ) — 22 4 TR

5(5t1+t2)(335m3+90484i¢ (3
L (5t +t2)" — 2 (5t1 +t2)° + 22 (5t +12)° — 56ttt — <®)

50267 9425i¢(3)
384 473

— Lty (125¢1 + 125tat] + 50t3t7 + 10t5¢t1 + t3) — 2 (475t + 285tat] + 5Tt5t: + 4t3)

5i(1885t2+754tot1+75t2 )¢ (3 i i
ot ( 1 47:; 1 3)c) + 3%4 (22883t + 4600t2) + 35825i¢(3)  234375i((5)

" T (5.510)
Note that the last three periods extend over two lines each. The three basis changes (5.3.13)

bringing ¥ into canonical form (5.8.15) are integral. The monodromies M; around the loci
z; = 0 are given by

1 0 0 O 0 0 0 0 0 0
1 1 0 0O 0 0 0 0 0 0
0 0 1 O 0 0 0 0 0 0
0 5 1 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
M, = o -1 o0 -5 -1 1 0 0 0 o0 |’ (5.5.11)
0 -5 0 -25 -5 0 1 0 0 0
0 180 28 25 5 0 -1 1 0 0
0 750 130 75 15 0 -5 0 1 0
126 —750 —130 -75 15 0 5 0 -1 1
1 0 0 0 0 0 0 0 00
0 1 0 0 0 0 0 0 00
1 O 1 0 0 0 0 0 00
0 1 0 1 0 0 0 0 00
o 0o 1 0 1 0 0 0 00
M, = 0 0O 0 -1 0 1 0 0 0 0 (5.5.12)
O 0 2 -5 -1 0 1 0 00
0 28 5 3 0 -1 0 1 00
51 130 26 5 1 0 -1 0 1 0
5 79 -5 -3 0 1 0 -1 0 1

We match the leading order in II(£) with the solutions of the Picard—Fuchs system to obtain the
integral period vector II(z). The discriminant of the polytope of Table 5.4 has two components
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given by the vanishing locus of

Ay = (1 —432z)° — 22031955202, (5.5.18)
AQ =1- 552’2 . (5514)
We perform an analytical continuation to the neighbourhood of (z; = 0,Ay = 0) to verify

integrality of the monodromy representation of a path encircling the discriminant component

Ay =0

1 0 0 0 0 0 0 0 0 0
0 1 51 10 3 0 -2 =5 1 0
0 0 -24 -50 15 0 10 25 =5 O
0 0 -102 -19 -6 0 4 10 -2 0
0 0 0 0 1 0 0 0 0 0
Ma, 0 0 -153 =30 -9 1 6 15 -3 0 (5.5.15)
0 0 -510 -100 -30 0 21 50 -—-10 O
0 0 —-2601 -510 —-153 0 102 256 —51 O
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 1

Furthermore, we find that the vanishing cycle is expressed in the homology basis {7;}, (cf. sec-
tion 4.1) by
g'x =(0,0,-102, —20, —6,0,4,10, —2,0) , (5.5.16)

with g7 ¥II(21, Ay = 0) = 0. This vanishing cycle is the analogue of the supersymmetric four-
fold vacuum discussed in [1]. Its origin will be discussed further in section 7.2, where we will
give an instruction on how to find such vanishing cycles from the toric data alone.

As further support for the integrality claim, we want to discuss another integral property of the
family. In short, the Hodge structure splits at the point ¢ = ¢ = 0, which we verify explicitly
below. Assuming familiarity with section 6.1, one concludes this as follows. In the language
of section 2.3, the mirror family has the residual symmetry Zsy : (0,0,0,0,0,0,1) acting as
(¥, ) — (arp, a%¢). Furthermore, the cohomology has the Z3g-weights

{1,5,7,11,13,17,19,23, 25,29} ,

where we emboldened the unfaithful eigenvalues [113]. These values 5 and 25 correspond to
Y and Es parametrising the deformations zozjzzirdr? and its conjugate. Here, we used the
Jacobian ideal* to remove all appearances of z; with exponent larger or equal to w; — 1. Note that
the Zsg-weights of the forms obtain one unit from €. At ¢ = 0 (and only there®), ¢ is subject to

a cyclic symmetry of order six, which implies a Hodge splitting at ) = ¢ = 0.

To perform an analytical continuation to the neighbourhood of ¢ = ¢ = 0, we follow the
analysis of the moduli space of the four-fold analogue P15 g 14[24] in [1]. In fact, the moduli spaces
of the elliptic fibrations over P3 and P* are natural generalisation of those of the fibration over

“The usage of the Jacobian ideal to reduce the exponents of the deformations can be simplified by including
the points in faces of codimension one, here (-1,0,0,0,0,0), (-1,—-1,0,0,0,0) and (—2,-1,0,0,0,0) and using
eq. (2.2.36) to express them in homogeneous coordinates as z3z322x2c2, x1xieiciad and zoxizicice.

’Putting it in terms used in [118], the periodicity condition is not satisfied due to D { N, where D = 5 is the order
in Zso of ¢ and N = 6 the order of the deformation decoupling.
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IP2. The limited region of convergence at the MUM point requires us to take several intermediate
points®, where we obtained the monodromy representations

1 -1 0 0 0 0 0 00 0
0 1 0 0O 0 0 0 000
0 -5 1 -1 0 0 0 000
0 5 0 1 0 0 0 000
0 =35 0 -5 1 1 0 00 0
Mpi=149 500 5 0o 1 0 000l (5.5.17)
0 -10 0 -28 -5 0 1 1 0 0
0 5 0 0 0 0 0 100
0 126 5 0 15 25 -5 0 1 1
00 0 0 0 0 0 00 1
0 1 0 0 O 0 0 0 0 0
-1 1 0 0 O 0 0 0 0 0
5 o 0 1 0 0 0 0 0 0
5 -5 -1 1 0 0 0 0 0 0
15 25 5 0 0 -1 0 0 0 0
Ma, = 5 -15 -5 5 1 1 0o o0 0 0 | (5.5.18)
W o0 0 28 5 0 0 —-10 0
55 -5 -3 5 -5 1 1 0 0
0 -126 -5 0 —-15 -25 5 0 0 -1
1 0 5 10 15 15 -5 -5 1 1
11 55 10 15 15 -5 -5 1
0o 1 55 10 15 5 -5 -5 0
0 0 —275 —49 —75 75 25 25 -5 0
0 -5 —276 —49 -75 -75 25 25 -5 0
0 25 80 150 225 224 -75 -75 15 0
Mg, 0 —15 —830 —145 -224 -224 75 75 —15 0 |’ (5.5.19)
0 0 —550 —72 —145 —150 50 49 —10 0
0 -5 —3028 —550 —830 —830 276 276 —55 0
0 —126 -5 0 -15 -2 5 0 0 -1
0 0 0 0 0 0 o o0 0 1
0 0 -55 —-10 -15 —15 5 5 -1 -1
11 55 —10 -15 15 5 5 0 -1
5 0 331 60 90 90 -30 -30 6 1
6 -1 330 61 90 90 —30 -30 6 0
—20 0 —1156 —210 -314 —315 105 105 —21 —1
Mso =1 9 1 1155 o211 315 316 105 —105 21 0 , 6.5.20)
10 -5 382 75 106 105 —34 -35 7 -3
61 —26 3075 558 840 841 280 -279 56 -5
0 —130 —4373 —790 —1185 —1185 396 395 —78 —T79

5 51 0 0 0 0 0 1 0 —4

whose labels correspond to those used in Fig. 1 of [1]. The point ¢) = ¢ = 0 lies at the intersection
So N Ag. We verified that all monodromies leave the pairing 3 invariant. Note that, as expected,
Mgo = Ma,. Following section 6.1, we rotate the Frobenius basis of the PF ideal into a basis

°T thank Janis Diicker for explaining the geometry of the resolved moduli space to me.
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with monodromy representation in block diagonal form

|
—_

, (5.5.21)

O O O O O o o oo
(= elNeNBeNoeNol =l
_ o O O O O o o o

O O O O O O O O~ -
O O OO o o o oo

O OO oo o= O oo
_H O O O O~ O o oo
_H O O O~ OO o oo
— O Ok, OO oo oo
O O OO O o o o o

I
—
I
—
I
—

. . . —5
where the first block is the Zg-representation corresponding to {/°,4"} and the second one the
remaining irreducible Z3( representation. The conjugation matrix to the representation on the
integral basis is given by

-1 —-49 52 11 14 15 -5 —6
0 -76 52 g8 20 21 -6 -6
1 20 3 32 10 4 -1 -1

15 33 9 3 -1 -1
10 0 33 8 2 -1 -1

-1 6 -55 22 -8 -—-14 4 4 -1
4 59 40 26 20 -7 -6

56 1 27 4 -1 -1 0

35 0 21 3 -1 -1 0

20 0 15 2 -1 -1 0

—_
SO O = =

A7l = (5.5.22)

O OO+ OO O o o

o O O
o O O =

with Amg, A~ = Mg,. We furthermore verified numerically that the transition matrix 7" can be
written as T = AC with C a block matrix that commutes with mg, (cf. section 6.1). We identify
the first two rows in the matrix A~! as the fluxes contained in the decoupled Zg representation
and contained in the orthogonal complement of H>9 @ H%?

iy =(-1,-49,52,11,14,15,—5,—6,1,1) (5.5.28)
Ty = (0,-76,52,8,20,21, -6, —6,1,0), (5.5.94)

where fI'YII(¢p = ¢ = 0) = 0. These two fluxes have the symplectic pairing ff Xf2 = 5. In
analogy to the splitting of the local {-function of lower dimensional Calabi—Yau manifolds, here,
we expect that the decomposition of the representation is accompanied again by a factorisation
of the ¢-function of this fibre.

We list the first genus-zero invariants for this model in appendix B. 1, following the expansions
of the triple couplings according to eqgs. (5.1.8) and (5.1.9). Additionally, in appendices B.2
and B.3, we list the genus-zero invariants of two-parameter six- and seven-fold respectively and
verify integrality up to degree ten.

5.5.2 Hypersurfaces in P"*!

In this section, we want to give further motivation for the formalism introduced in section 5.3

by performing a global analysis of the mirror complex-structure moduli spaces of degree-(n + 2)

— 89 —
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hypersurfaces in P"*! for 5 < n < 8. Their defining polynomials are given by

n+2 n+2
Po=> af?—ny [ (5.5.25)
=1 i=1

Their classical intersection ring is R = nJ™ with J the single Kihler form of the original hy-
persurface. We list the topological invariants in Table 5.5. The generators of the Mori cones
read

l=(-n-2;1,...,1), (5.5.26)
——

which give fundamental periods annihilated by the operators

n+1
LU () =0 — (n+2)z [[((n+2)0+1). (5.5.27)
=1

Depending on whether n is even or odd, the Riemann symbols of these operators are of the forms

’ 0 Zcon .8
0 Zcon oo 1
0 0 1 0 0 n+2
n+2 1 2
n—+2
1 b -
P ot 20y Pany to -1 1z (5.5.28)
2 n—1
n_1 T2
2 n
. 5 +1
0 n—1 ntl : :
n+2 Y, n
0 n—1 35
n|co-Jw2 c3-Jv3 ey JVE ey V0 g JV6 cr - JVT cg - J78
5 147 -784 5733 -39984 - - -
6 224 -1344 11312 -90048 720608 - -
7 324 -2160 20574  -184032 1657044 -14913072 -
8 450 -3300 35100 -348480 3486900 -34867800 348678450

Table 5.5: Integrals of Chern classes for hypersurfaces in P**!. The Euler number is given by
cn - JY.
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with zeon = (n+2)~("*2) | Using the asymptotic basis following section 5.8, we find the following
monodromies M (™ around the MUM points z = 0:

1 0 0 0 0 0 0 0 0
C o o 1 1 0 0 0 0 0 0 0
ooy 0o 1 1 0 0 0 0 0 0
0O 0 1 1 0 0 0 00
() 0 1 1 0 0 0 (8)
M = yMy7 = 0o o o 10 1 0 0o 0 0],
0 0 -7 1 0 0 0 0 -20 =5 -1 1 0 0 0
0 14 7 -1 1 0 5
ey 0 21 2 25 1 -1 1 0 0
—8 —21 —41 -25 -1 1 -1 1 0
8 2 41 25 1 -1 1 -1 1 (5.5.29)
1 0 0 0 0 0 0 (1] 8 8 g 8 8 8
1 1 0 0 0 0 0
0 1 0 0 0 0 0
0 1 1 0 0 0 0
6 7 0 0 1 1 0 0 0 0
Mé =] 0o o -4 1 0 0 0 ) Mé )= 00 0 9 1 0 0 0
0 10 4 -2 1 0 0 0 0 -3 -9 -1 1 0 0
6 -10 —14 2 -1 1 0 o 27 30 9 1 -1 1 o0
6 16 14 -2 1 -1 1

-9 -27 =30 -9 -1 1 -1 1

As expected due to the Seidel-Thomas twist discussed in [114], the conifold monodromies act
only on the periods X° and Fyy. The projected action is given by
0 -1 wa (11

Ze:::]n = -1 0 and Zcon 0 1

(5.5.30)
We verified in all cases that the orbifold monodromy is given by (M - M., )", which is again
integral due to unimodularity of the other two monodromies. All these monodromies leave the
intersection form in eq. (5.3.15) invariant. We end this subsection with Table 5.6 containing the
first genus-zero invariants for these hypersurfaces. We verified integrality of these corrections up
to degree d = 20.

coupling d=1 2 3 4
c13) 144256 17462826584 4361238820782872 1482599929913698021888
c02) -1707797 -510787745643 -222548537108926490 -118635631482486991647224
ca 1998080 4174644963328 19261281755942677248 125084361408234016487458816
c123) -18751488 -112170352078848 -1000375205093670690816 -10561059503662331728690397184
cm) 28165644 1084202087851040 99728961580840259930004 13489327313130862477878431246528
c(29 84883788 10419699458741616 1985988729230040155135220 457418815196953955416250051679264
C(133) 1069047153 156037426159482684 33815935806268253433549768 8638744084627099110538662706812804
c16) 412077600 315199135892955600 629888601165740265138213600 1929728022282541043209656667884600000
c125) 1527495200 4034229838611922400 17482438911295547741805501600 94258251921709009829764714658559040000
Cc139 | 97768048000 100290980400805876000 546627811984015785499223984000 3538531932815556807825167617597092800000

Table 5.6: Genus-zero invariants of hypersurfaces in P"™1. The entries are the corrections n}
orny { to the triple couplings given by eqgs. (5.1.8) and (5.1.9).

5.6 Unipotent period matrix

So far, we have focused exclusively on the periods of the holomorphic (n, 0)-form . However,
in certain cases—such as the computation of maximal cuts of Feynman integrals given by Calabi—
Yau periods—the whole period matrix, that is, all pairings between the middle cohomology and
homology, becomes relevant. While the topological homology basis {I'; }, we introduced in sec-
tions 4.1 and 5.3, is standard in the literature, depending on individual preferences and specifics

— 84 —
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of the problem, different bases for the middle cohomology are used. In practise, the choice of a
basis is determined by which combinations of the periods of € and its derivatives make up the
period matrix. In the past, many works dealt with one-parameter families whose period matrix
can be given as the Wronskian of the n periods of €2, so II together with its n — 1 derivatives. For
n = 3, this was generalised to families with m > 1 complex-structure moduli in [115]. besides
the zeroth- and m first-order derivatives, one requires independent linear combinations for the
orders two and three. The authors used the inverse classical couplings ¢ (cf. section 5.3) to con-
tract the ("5 1) second-order and (m;' 2)

of II that complete the period matrix.

third-order derivatives to obtain such m 4+ 1 derivatives

In [1], we constructed a basis for the middle cohomology that brings the Gauss—Manin con-
nection into its arguably simplest form. Before reviewing the specifics of these bases for different
dimensions further below, we note that inverse couplings naturally arise g-corrected. This is the
reason why the discussion of [1] starts with a period matrix where the derivatives are contracted
with the full inverse couplings € instead of their classical parts ¢. Clearly, this is just a matter of
convention and—as we explained in [1]—the g-corrections in the inverse couplings do not affect a
p-adic analysis. Whichever period matrix one obtains, one can decompose it into the product of a
semisimple and a unipotent matrix. This is also known as a Jordan—Chevalley decomposition [116].
Here, we will leave the semisimple matrix implicit and focus on the unipotent period matrix.
As we will see below, the latter corresponds to a basis choice in cohomology which furthermore
simplifies the Gauss—Manin connection drastically and brings it into a canonical form, revealing
much of the Frobenius algebra’s rich structure.

As of the time of this writing, the most prominent use-case for this decomposition appears in
the computation of Feynman integrals. In multi-loop calculations, these integrals are sometimes
given by periods of Calabi—Yau manifolds, whose complex-structure parameters correspond to
physical quantities such as masses or momenta of the involved particles. One can reduce the set of
possible integrals to a finite set of so-called master integrals with integration-by-parts identities
(IBPs) [117]. The vector of master integrals satisfies a first order differential equation [118],
which depends on the dimensional regularisation parameter e

VI(z,€) = (d: — B(z,€))I(z,€) = 0. (5.6.1)

Solving this system of differential equations simplifies, if one finds a rotation R(z, €) with J = RI
that brings it into e-factorised form [119], see also [120, 121],

VJ(z,€) = (d; — €A(z))J(z,€) =0. (5.6.2)

Finding such a rotation matrix R is non-trivial and in general a challenging task. In the fac-
torisation procedure proposed in [120], one essential step consists in the splitting of the period
matrix into a semisimple and a unipotent part. The solutions of the e-factorised differential equa-
tion (5.6.2) are then given by iterated integrals

J(z,€) = Pexp[/A )dz | J(zg,0)

(L.6.3)
1+6/A ydz' +6// A(2)dZA(Z")dz" + O (¢*)| J(2,0).
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We will review the discussion for dimensions 1 < n < 5 and address the higher-dimensional
cases only qualitatively. For explicit results in the case n = 6 and for the semisimple parts bringing
it into the form discussed above, we refer the reader to [1].

5.6.1 General idea

The focal object of the unipotent period matrix and thus the decomposition is given by a basis in
cohomology corresponding to pure elements in the Frobenius algebra. Recall that an element is
called pure, if it is contained in one of the graded pieces A® of the vector space A = @Zzl A®)
The action of the derivative 9;: on the elements in the middle cohomology is represented in A
by multiplication with ez(»l) e AW, The fusion rule

e = O ol o™ ()

then implies that the derivatives of basis elements egp Ve A®) = HnPP are given by

el = CP ety | (5.6.4)

J )

with 9; = 0,i . Note that the covariant derivative D; in the mirror coordinates reduces to the
ordinary derivative 9; [104]. As a consequence, the Gauss—Manin connection in a basis for the
middle cohomology consisting of pure elements is a block matrix with non-zero entries only on
the secondary diagonal’. In this section, we will be concerned only with the unipotent period
matrix, which comes from pairing this basis with the topological homology basis {I';}, (cf. sec-
tion 4.1) as we will show in the following. We mentioned above that any linearly independent
combination of the derivatives of II can be used for the period matrix, which can then be de-
composed into the unipotent part discussed in the following and a semisimple rotation matrix
defined implicitly.

The first row of the period matrix is given by the expansion of € in terms of the cohomology
basis {’yi }Z dual to the basis {I'; }, . We will work in the mirror coordinates ¢ (4.8.8) and normalise
Q = Qp such that the torus period, i.e. the coeflicient of the differential form +° dual to the torus
T™, is one. The expansion thus takes the form?®

Qo=70+ty+.... (5.6.5)

In the following, we will use different Greek letters «, ,...to denote the cohomology elements
v; depending on the specific Dolbeault class. As we want to be left with a period matrix of the
unipotent form

1 % *

o= | (5.6.6)
. <. .. %
0 0 1

"The results for 1 < n < 5 are given below in egs. (56.6.9), (5.6.18), (5.6.17), (5.6.18) and (5.6.32) for
n=1...,5.

$We move the indices of the forms +; following the convention that the mirror coordinates carry a contravariant
index.
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we can use the t'-derivatives of Q for the elements in A®)
Yi = 0. (5.6.7)

As the next term in eq. (5.6.5) is generally not simply a quadratic term in ¢, further elements in
the cohomology involve more complicated expressions. Regardless of the dimension, however,
eq. (5.6.6) implies that the last form is given by the form symplectically paired with v9. In
the next subsection, we will see how the triple couplings necessarily appear for unipotency of TI
in(dir)nensions n > 3. Equation (5.6.7) should be seen as the p = 0 case of eq. (5.6.4), where
C 1,0),

i k_ 511“ following from item (iii) in section 5.1 and the canonical intersection form (5.3.15).

5.6.2 Examples

Elliptic curves The holomorphic (1,0)-form has the expansion 9 = a + t8. As mentioned
above, we set QY := 3. Here, this coincides with x1 = 9;Qg and completes the cohomology basis

1t
II,—; = (0 1) . (5.6.8)

The Gauss—Manin connection takes the form

%\ (0 1) [
o(3)- () ()

K3 surfaces At n = 2, things become slightly more interesting. There, the expansion of Q2 and

yielding the unipotent period matrix

its derivatives read
. 1 ..
Qo =a+t"y + §Cijtltj,8, (5.6.10)
Xi = 0iQ% =i + cijt’ B, (5.6.11)

with ¢;; being the classical intersections of the Picard lattice, see section 4.6. Translating the
above into the period matrix yields

1t gthet
II,—, = 1 ct (5.6.12)
0 0 1
The Gauss—Manin connection for this cohomology basis reads
Qo 0 6 0 Qo
al' Xj = 0 O Cij Xk | - (5613)
Qo 0 0 0/ \Q°

So far, the connection matrix contained only constants. At dimensions three and higher, the
connection will contain g-corrected triple couplings. The matrix ¢;; in eq. (5.6.13) can be inter-

preted as the couplings ot

e
the indices. The same is true for the Kronecker-9 in eq. (56.6.13), where the only difference to

0) (cf. section 5.1) or its inverses, depending on the placement of

the entry ¢;; is the index placement.
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Three-folds In higher dimensions, this structure of the couplings naturally extends, where now
triple couplings appear that are generally g-corrected. For three-folds, we follow section 4.6 in
expanding the (3, 0)-form in terms of the prepotential (cf. eq. (4.6.40)) and define x; as above

Qo = ao + t'oy + O, F B + 2F —t'9,F)°,
Xi = 0,0 = o; + 818]f63 + (@f — tj(‘)i@jf)ﬁo .
Now, the next forms contracted with the triple couplings should return the derivatives of ;. A

suitable extension of the above to a basis for the middle cohomology is given by [122]

X' =p—-tp, (5.6.14)
Q0 =p°. (5.6.15)

With 0;0;0,F = Cjji, (4.6.48), we find immediately
0ix; = Ciji(B" —t°8%) = Cijix". (5.6.16)

In the above basis, the Gauss—Manin connection then takes the form

Qo 06 0 0 Qo

; 0 0 Cyr O X
ol =1, o O sll0 (5.6.17)

X K X

Qo 00 0 0 QY

Four-folds We recall the results of subsection 5.4.2. Expanding the holomorphic form as
Qo = o + ta; + HYvo + F;3° + Fy8° (5.4.51)

one obtains a splitting of the four-point coupling (defined as the pairing of ¢ with its fourth
derivative)

Ciji = 0;0;H - O H = 005C;;°Cf (5.4.59)
giving an implicit definition of the triple couplings C;;* = 9,0, H* . We will construct the coho-

mology basis that is subject to the connection

Qo 0 6 0 0 0\ /Q
X; 00 ¢ o o[x

dilha =10 0 0 Cu, 0|]|hs]- (5.6.18)
X! 00 0 0 &|[xf
Q0 00 0 0 0/ \Q°

As before, we must set y; = 3;€2y. The remaining generators are defined as

ho = Yo + 0iHof' — (Ho — t'0iHy) 7, (5.6.19)
X =B+t (5.6.20)
0% =p°. (5.6.21)

To verify eq. (5.6.18), we calculate
82‘Xj = aiajHB’Yﬁ + &@Fkﬂk + (32'6ng,30
= C,vp + C,f O HgB* — O, (Hg — 1'0;Hp) 8° (5.6.22)
= Cijﬁhﬁ )

where, in the second equality, the coefficients of 3° and 8* follow with eqgs. (5.4.54) and (5.4.57).
The remaining relations of eq. (5.6.18) follow directly from the definition of the triple coupling.
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Five-folds In dimensions n > 5, one needs to define inverses of the triple couplings to define
the pure cohomology bases. We will review the results for n = 5, which, together with n = 6,
where first found by J. Diicker in [1]. As for the case n = 4, one requires identities originating in
Grifliths transversality. We expand the holomorphic (5, 0)-form as

Qo = ag + tha; + H%q + Ko 0% + Fi3 + Fy8° (5.6.23)
and enumerate the relations with the Roman numeral representation of k, where
(k): 0=o/['xl, |I|=k. (5.6.24)

Then, we obtain the following identities used below

0= 0,0, H"Ko — 0;0; Ko H* — t*0;0; Fy, — 0,0, F , 1)

() — (1) = 0= 9;0; H*Op Ko — 0;0; K0, H® — 8;0; F (ATID)
() — (IV) 1 0 = 0;0;0, H*O K, — 8;0;00 K0, H — 9;0;01.F (ALV)
(AT — (AIV) 1 0= 8;0; H*Op0, Ko — 0;0; Ko OpO H™ . (AZIV)

It follows from eq. (5.6.4) that the two triple-couplings are given by

Ci(}i’g) = 0;0jHq , (5.6.25)
Ciai ™ = 0, (@’Zﬁjfwfﬁ) : (5.6.26)

where we defined the inverse of C'1:1:3) by demanding

L1 giif — 58 (5.6.27)

ijo

with Einstein summation convention. To improve readability, we omit the superscripts indicating
the indices” weights. The coupling C(1:1:3) always has one Greek index while C'1%2) has two.
Besides x; = 9;Q, the proposed basis is given by

ho = Y + €300, Kad” + (04K — €00 Ks0 H” ) B

(5.6.28)
+ (Ka — ™30, KsHP — t* [8kKa _ Qtl”;al@ngakHBD 80,
K — 6% — g HOB" + (—HO‘ + tk(‘)kHO‘> 30 (5.6.29)
X =p—-tp, (5.6.30)
Q0 =39, (5.6.81)
The claim is that, in this basis, the Gauss—Manin connection is given by
0 0 6 0 0 0 0 O
X; 00 ¢ o 0 0 | [ xx
h 00 0 C 0 0 h

1 % = tof A 5.6.32
Kk 0 0 0 0 —-Cu> 0 kP ( )

xJ 00 0 0 0 =& |xF

0o 0 0 0 0 0 0 0o
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To verily eq. (5.6.32), we calculate
9iX;j = Cij*Va + 0:0; Ko + 8,0, F; 3" + 0:0;Fo° . (5.6.38)

To split off the coupling C;;%, we insert a 58 = kla€klﬁ in the 6%-component and use (AIII) and

(I) for the components of 3* and B, respectively. This leaves us with
9ixj = Cif* Yo + Cu" €30:0; K 36" + (Cyj* O Ko — 0,0 KaOrH®) B*

. 0 (5.6.34)
+ (0.0 HO Ko — 00, Ko™ — 1% [y 04 Ko — 0, KaOWH"] ) 8°.

Using (A2IV) to exchange the indices (kl) and (i5) in the §%-component and using the same trick
to split off the couplings in the 3* and ° parts, one derives the second entry of eq. (5.6.82). To
verify the third entry, we compute

Oihee = Ciapd” + 9Dk Ko = DR HPC L0 K5 — H Ciag) B + (. )8, (5.6.85)

where we used the definition of Cjp (5.6.26). The first two terms in the B*-term cancel each
other due to (A%IV). Applying the same methods to the component of 5% shows the identity.
The rest of eq. (5.6.32) follows directly from the definition of C;;* in eq. (5.6.25).

Higher dimensions In general, the triple-couplings can be obtained from the period vector
II for a homology basis with block-anti-diagonal intersection form as follows: The first cou-

(1) and is given by the second derivatives

pling appearing when taking derivatives of € is C'
of the double-logarithmic periods. The following couplings can be defined iteratively by using
eq. (5.6.4) and demanding unipotency of the period matrix. For the triple-coupling C*") with

1 <r < |25, one considers the periods 1" 1)

with logarithmic order r 4+ 1 and takes deriva-
tives while removing any lower couplings C1%), s < r, by contracting with its inverses. Unipo-
tency of the period matrix and general form of the Gauss—Manin connection discussed above
implies that one ends up with the coupling C") after taking r + 1 derivatives. Independent of

the dimension, the first couplings are given by

o) = 00,12 (5.6.36)
ey =oi (el 0,0my) (5.6.37)
C =0, (€l 05 (el athom?) ) (5.6.38)

For a purely horizontal middle cohomology (i.e. with non-degenerate Frobenius algebra), the
computation of the inverse couplings can be reduced to a simple matrix inversion. There, we
define the functions

Cpmp) 1 AP x AP 5 C, (5.6.39)
FaA . (1,p—1,n—p) -1
Qt(p,n_p) - ((Coq,oz*,A )aA) ) (5.6.40)

where the index a = (a1, &*) was split using horizontality into indices in A®) and AP~ Instead
of the two-fold sums over the first two indices of €, it suffices to sum over independent elements
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in the K-theory group. This simplification is captured in the functions € and we can write the

above triple-functions as derivatives of matrix multiplications

i =0 ((Cn-) . 05,0507), (5.6.41)
0791’3) =0 ((6(3,71—3))148 631 ((Q(Q,n—Q))B/f aﬁlaﬁQE((;l))) . (6.6.42)

Together with the integral basis construction in section 5.8, this form is particularly useful for

computing triple-couplings with computer algebra systems.
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Chapter 6

Symmetric moduli spaces and flux vacua

Until now, the discussion has been restricted to the study of specific Calabi—Yau families over their
moduli spaces. Relations among different families and transitions into each other are mathemat-
ically rich and physically significant as they offer deep insights into their underlying structure and
play an important role in string theory. Mathematically, such relations typically correspond to a
splitting of Hodge structure of pure or mixed motives, depending on whether the fibre is smooth
or singular. As reviewed in chapter 3, these transitions from one family to another are known
to be related to two phenomena in string theory: On the one hand, non-zero background values
for the field strengths F3 and Hj generically break supersymmetry completely. It turns out that,
if a fibre allows for such background values while protecting supersymmetry, its Hodge structure
splits. Sometimes, one part of this splitting corresponds to another Calabi-Yau family of the
same dimension whose complex-structure moduli space can thus be embedded into the original
moduli space. While this happens over generically smooth loci, the second phenomenon—black
hole condensation—arises along conifold singularities. The latter will be the topic of chapter 7.

Another realisation of Hodge splitting is that of cyclic quotient families introduced in sec-
tion 2.3. The middle cohomology splits into irreducible representations of the symmetry group
and one can identify the one containing ) again with the middle cohomology of a family with
less complex-structure deformations. We will consider some explicit constructions in section 6.1.
These will make a reappearance in section 6.2, where we will analyse flux vacua in several fami-
lies. We will show how the order of a cyclic symmetry impacts the existence of flux vacua along
the fixed-point locus and discuss the compatibility of multiple simultaneous flux configurations.
Lastly, we discuss briefly flux vacua in compactifications of M/F-theory on Calabi-Yau four-folds.
The vacuum at hand was found in [1] and uses a vanishing cycle given by a shrinking S* at the
conifold locus. The toric description of the conifold locus will serve as a bridge to the next section,
where these loci signal transitions to different Calabi—Yau families.

6.1 Symmetry quotients and their splitting of Hodge structure

Quotients of families made a prominent appearance in the mirror construction in [22]. As we
have reviewed in section 2.3, taking the quotient of a hypersurface family w.r.t. the mirror group
H yields the defining polynomial of the mirror. However, any subgroup S C H can be used to
construct a family of Calabi—Yau manifolds. In [1], we showed that the rational cohomology splits
into irreducible monodromy representation associated with the symmetry group G / Q, where the
quantum symmetry Q) reflecting the ambient scaling acts trivially. It follows that, on a locus in
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points l-vectors
1]o o 0|0 0 -3
aj1r o o o]0 0 1
ajo 1 0 0110 1 O
ajo o 1 o1 0 O
ajo o 1 271 0 0
alj-2 -1 -2 2270 1 0
ajo o 1 1H1|-2 0 1
aj-r o -1 -0 -2 1

Table 6.1: Integral points and their scaling relations for the defining polynomial of XG(B).

the moduli space where all deformation parameters a; with Sa; # a; are zero, the cohomology
and thus the Hodge structure splits over the rationals. Rationality is important for the quantisation
condition in the context of flux configurations. First, we will introduce the three-parameter quo-
tient Xég) used in [1] that serves as an example not only for the quotient construction but also for
the compatibility of flux vacua in section 6.2 and strong coupling transitions in section 7.1. Later
in this subsection, we then review briefly the argument we gave in [1] for a splitting of Hodge
structure on fixed-point loci, which was based on and inspired by [123, 113]

We begin with the degree-six hypersurfaces in IP; 1 1 1,1 and consider the quotient by the group
S generated by

g1 = Z3 : (1,0,0,0,2), g = Zg : (1,1,1,0,0), gs = ZG : (2,1,0,0,3) . (611)

The elements are expressed in the convention used in section 2.3. The deformations invariant
under the action of S are collected in the defining polynomial of the quotient family

5

PX(:s) = :B:f + :US + :L"g + xi + a:g —ag H:m — aw%mg — am%a:i , (6.1.2)
6
i=1

To find the anti-canonical bundle of which PXé3) is a section, we must find a reflexive polytope
whose points map linearly to the Newton polytope of eq. (6.1.2). In practise, one searches in the
database of reflexive four-dimensional polytopes [124] for one with at least 5+ 3+ 1 = 9 integral
points, h>! > 3 and whose points map linearly to the Newton polytope. Note that the quotient
family can have non-polynomial deformations and thus h?! > 3 and further points inside co-
dimension one faces. The polytope reflecting the defining polynomial of Xég) together with its
Mori cone generators is given in Table 6.1. For the Mori cone generators, we used SAGEMATH
to obtain the unique fine star triangulation of this polytope. Furthermore, we find the following
topological data

R =3J1J2J3 4 6J1J3 + 6J2J3 + 123, (6.1.8)
co- 1 =24, co-Jo=24, ¢y J3 =60, x = —120. (6.1.4)
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The Picard-Fuchs ideal is generated by the operators

LP(2) = 02 — 21201 — 03 +1)(20, — 03), 6.1.5)
L2 (2) = 02 — 25(205 — 03 + 1)(205 — 03), 6.1.6)
L (2) = 05 (65 — 20, — 205) + 46105 — 25 (2705(05 + 1) + 6) 6.1.7)

with z the Batyrev coordinates (4.4.8) of the [-vectors in Table 6.1. This model can also be
written as a complete intersection in products of projective spaces

ptio 2 o\>*
X0 = pr o 0o 2 , (6.1.8)
P43 11
—120

where we added (h?!, h'1) and the Euler number as the super- and subscript, respectively. Then,
its Mori cone generators are given by (2.2.50)

I, = (0,-2,0;1,1,0,0,0,0,0,0,0)
Iy = (0,0,-2;0,0,1,1,0,0,0,0,0), (6.1.9)
I3 = (—3,-1,-1;0,0,0,0,1,1,1,1,1).

The intersection ring, the remaining topological data and the instanton numbers are identical to
that of the hypersurface. The holomorphic periods of the two models obey the relation

1
1 — 421)(1 — 42

Z3
1-— 42’1)(1 — 422)

wo,cicy(z1, 22, 23) = 7 ) w0,HS <Z1,Z2, ( > . (6.1.10)
We obtained the description as a CICY while studying the conifold transition of this model to the
hypergeometric family X3 2 9, see section 7.2. For the explicit analytical continuation to various

neighbourhoods of the moduli space, we refer the reader to [1].

These quotients are sub-families of the original manifold in the sense that their moduli space
is embedded in the original complex-structure moduli space. Being a sub-family means that the
linear dependent periods over the quotient’s moduli space are again solutions to a Picard—Fuchs
differential ideal. In the context of flux compactifications, it is crucial that the linear dependencies
are rational to guarantee that flux vacua of a theory compactified on a quotient are present in a
compactification on the original family. In the following, we will repeat the argument we gave in
[1], which verifies the statement under a single assumption that holds in all cases we considered.

The automorphisms of the ambient space are encoded in both the points of the toric polytope
inside faces of codimension one and the Jacobian ideal. While in most cases one typically removes
redundancies of these reparametrisations by ignoring these points in the polytope, this conceals
a beautiful group-theoretic structure of the middle cohomology. For this subsection, we will
instead us the relations of the Jacobian ideal

0= 0, P =wal/" ™ — .. (6.1.11)
to remove all appearances of z; with exponents larger or equal to d/w; — 1 in the deformation
monomials. For example, for the octic hypersurfaces in P, ;4 (cf. eq. (2.3.16) ), one would remove
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z1 in the single deformation H?Zl x; to get 12 H?:Q x2. Note that this deformation corresponds

to the point (—1,0,0,0) contained in a codimension one face of the underlying polytope. We
denote the moduli parametrising these deformations by a;. In the example above, we thus have

apg = ¢2.
Following section 4.2, we choose as a basis for the middle cohomology
H3(X,C) = spang ({Q} U {8%9 ‘ ie{0,...,h% - 1}} U C.C.> (6.1.12)

with 2 = Res (%) The properties of the covariant derivative (4.2.18) imply

defi,u
—Res < 52 > = 00,2 = Do, Q2 — (04, K) Q2. (6.1.13)
€H21 €H30

Along loci in the moduli space where the Kihler potential is flat in a certain direction a;, the form
04, is contained in H*!. The residual symmetry group H leaves Q invariant, which implies that
the Kihler potential (4.1.14) is flat at fixed-point loci a; = 0 of transforming moduli a; in these
directions. Thus, if $ ¢ H with Invg = {a; = 0}, we have

9,K| =0 and 0,0 € H*. (6.1.14)

InV§ Invé

By itself, this statement is not particularly interesting. However, if the group § is of a suitable
order, these forms span a subspace in the rational cohomology H3(X, Q) as we will show in the

2mi/n g, where

following. First, we consider a single modulus that is subject to a symmetry a; — e
the remaining moduli are invariant. We generalise this to multiple moduli and comment on the
rational splitting for a quotient by S C H. Finally, we discuss the connection to the Gepner-
point/orbifold vacua found in [128, 113] and explain the extension to higher dimensions.

2mi/k . for some i under which the rest of the

27r1/kai

Assume that a family has the symmetry o : a; — ¢
moduli are invariant. In the fundamental domain of the moduli space, one identifies a; = e
and the o describes a closed path in it and thus induces a monodromy transformation. The action
on the cohomology basis in eq. (6.1.12) is of the form

1 0 0
0 e2mi/k 0 . (6.1.15)
0 0 e—27ri/k

For k € {2,3,4,6}, we can rotate the basis to one with integral representation

N; = (ﬂ 0), (6.1.16)
0 n

where the 2 x 2 matrix n is given by

-1
1 1 e2mi/k 0 1 1
nz = <e2m/k e—27ri/k> < 0 e—zm/k> <€27ri/k e—27ri/k> € M2x2(Z)- (6.1.17)
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The monodromy transformation of the integral basis! II, denoted by M;, is—just as N;—a ratio-
nal matrix of finite order k. Such matrices are rationally similar [125], i.e. there exists a rational

matrix A with

M; = AN; A~ L (6.1.18)

It follows that the transition matrix rotating a local period basis w with monodromy N; into

II = Trw is of the form

T, = AC (6.1.19)
with C' a matrix commuting with N; that is generally complex. Expressing C' in block form, we
have

Cu Cr2 Cu Cr2 1C11 — Cnl  1Ch2 — Cigng
0=N; - N; = . (6.1.20)
Ca1 Oy Ca1 Oy n2Cs1 — C1l  naChr — Coang

Since all eigenvalues of ny are unequal to one, the off-diagonal Sylvester equations [126] imply
that C19 = C9; = 0 and that the matrix C preserves the rational splitting into the two sub-
representations of the monodromy. Families with such a symmetry of order k € {2, 3, 4,6} have

a period vector that can be split rationally into an invariant and transforming part

— Hinv N C
A7 = - , A€ My, (Q), (6.1.21)

==n-inv

where II

==n-inv
last two rows of A~! thus correspond to fluxes, which, together with a suitable value of the axio-

is of length two and vanishes at the fixed point. In the context of flux vacua, the

dilaton, yield a supersymmetric flux vacuum. At the same time, invariance of I, , renders its
derivative w.r.t. a; zero. Together with the flat Kihler potential (6.1.14), the F-term equations
in eq. (3.4.3) for a; are satisfied automatically on a; = 0 for fluxes formed out of the first b3 — 2

rows of A~1L.

We now want to discuss the rational splitting of the cohomology in the mirror construction,
i.e. we will argue that the integral middle cohomology of the mirror quotient forms a sublattice
inside that of the original family under one condition which we observe to be true in all cases
considered. That is, the representation of G on the middle cohomology must decompose into
at least two sub-representations, one of which is the cohomology group of the mirror. This
is indeed the case when choosing the representatives in the quotient ring as explained above.
We will review the construction of these sub-representations of G together with their integral
representation at the end of the subsection. For now, let us assume that the condition holds.
Then, the monodromies of X’ around the divisors a; = 0 have four independent representations
M; corresponding to the four generators of G / Q. We can express these again in terms of the

block matrix of the integral sub-representations
M; = AN; AL, (6.1.22)

where T' = AC is the transition matrix from the local integral basis to that of IT with C' a (com-

plex) matrix commuting now with all four N;. For all sub-representations except the mirror

'By Poincaré duality, each basis in cohomology has a period basis with equivalent monodromy transformation

properties. The statements in cohomology therefore translate into homology and Q-period bases.
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cohomology, there exists an N; belonging to a generator of H under which it does not have an
eigenvalue one. Otherwise, it would be part of the mirror cohomology. By the same argument
as above for Sylvester equations, commutativity with N; implies that C' does not mix the mirror
cohomology with the rest. We deduce that the splitting of the cohomology is rational and that it
is viable to restrict to the mirror locus when studying flux vacua on the original family.

The decomposition into sub-representations corresponds to a partition of the set S of gener-
ators of H3(X,C)
S=Jsi, sins;=0,i#j, (6.1.23)
i

such that for each s; = (myq,...,my,,) there exist integers (k) such that the phase my, obtains
under Nj is given by a power of that of m; as

N, = N

J ’ml'

(6.1.24)

Furthermore, these sets s; are chosen such that the image of [ are the coprime numbers in
%(1, ...,0 — 1) for § a divisor of the hypersurface of degree d. This property implies that we
can choose linear combinations of the elements in s; such that they transform integrally under

all N;. This new basis is defined in terms of a d-th primitive root of unity j3

Hr=mi+...+my,,

po = B Omy + ..+ I,
(6.1.25)

Pn; = Bl(l) (ni_l)ml + ...+ Bl(nz) (”i_l)mn

As an example, let us consider the sextic hypersurfaces in Py j4. All representations are either
one- or two-dimensional with the image of [ being ${1,5}, ${1,2} or ${1}. The possible bases
are given by

A s = G + (6.1.26
M§2) =mq +ma, Mg) = B%my + Bma, (6.1.27)
Mgs) — my +my. (6.1.28)

The corresponding blocks in N; are given by

0 1 0 1
1 — @ — B)—(_
n (_1 1) , n (_1 _1> , n < 1) ) (6.1.29)

For this specific model, we find a decomposition into 99 representations n(!) and 5 of n(?). Note
that this agrees with b3 = 2(h>! +1) = 208 = 2(99+5) . The rank-four mirror cohomology itself
splits into a sum of n(!) and n®, which can be seen in form of an attractor point at ¢» = 0 [74].

For more examples in this formalism we refer to [1]. The above discussion can be generalised
to higher-dimensional families, where one needs to pay some more attention to the monomials
yielding the generators. For three-folds, we assemble this set from the deformation monomials
alone (6.1.12), which is insufficient for n > 3. In general, we must consider monomials of order
d -k, where 1 < k < [§]. Modulo the Jacobian ideal, these generate the primitive middle
cohomology according to section 4.2.
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A simple four-fold family exemplifying this structure is given by the degree eight hypersurfaces
in [Py2 y4. The deformations parametrising HY0 @ H3! are

6
1 and Hzi . (6.1.30)
=1

As a one-parameter model, the horizontal cohomology includes one further element in H%?2 cor-
responding to H?Zl x2. However, in the primitive cohomology, there exists one further deforma-
tion in H?? given by H?:3 z} and its Frobenius algebra is therefore degenerate (cf. section 5.1).
This element is crucial for the completion of the sub-representations of M around ¢ = 0, which
are given by?

6 6
Zsg : <17 Hx?, Hazf,1> with Zg-weights {1,3,5,7}, (6.1.31)
i=1 =3

6 6
Ly : <H Ti, H wz> with Z4-weights {1,3}. (6.1.32)
i=1 =1
Note that the deformations for H%2 do not appear complex conjugated.

In subsection 5.5.1, we identified a splitting of Hodge structure on the five-fold family given
by the degree 30 hypersurfaces in IP;5 1 15 . With the deformation monomials

7 7

k=1: XlszH:Bf,XQ:H:C?, (6.1.33)
=3 =3

k=2: xix2, X3, (6.1.84)

and their complex conjugates, we find the following decomposition into irreducible representa-
tions of Zszq

Zsp - <1, X2, X1X2, X§> U c.c. with Zgp-weights {1,7,11,13,17,19,23,29},  (6.1.35)
Zs: (X1, X1) with Zg-weights {1,5}. (6.1.36)

It is important to note that Mg is not a symmetry of the family since the modulus parametrising
X2 is not invariant under it. This violated periodicity condition [118] restricts the splitting to
1 = ¢ = 0, which we verified explicitly in subsection 5.5.1.

We finish this subsection by giving the rational splitting into mirror periods and orthogonal
parametrisations for the sextic quotient introduced in the beginning. The origin of the splitting
is the existence of two Zy symmetries in the ambient space

Ty > X
or: 2T (6.1.37)
+z4 & x5
whose induced maps on the moduli space 61 have the fixed-point loci a+ = 0 (cf. eq. (6.1.2)),
respectively, where

a+ = ag T ar. (6.1.38)

®The weights of the monodromy can also be read-off from the indicials at infinity of the model’s Picard—Fuchs
operator L9 (2) = (1 — 20) 6° 4+ 322 (46 + 1) (40 + 3) (86 + 1) (80 + 3) (80 +5) (80 + 7).
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The decomposition of II into invariant and non-invariant periods in eq. (6.1.21) takes the form

o0 o0 -3 1 -1 -1 2
11 1 -1 0 0 O
I 1 1 1 11 -3 0 0 O
I, | (a) = PO 00 b U0 II(a), (6.1.89)
I 1 1 1 3 -1 1 1 0
= 11 1 0 0 0 0 0
01 -1 0 0 0 0 0
01 -1 0 0 1 -1 0

where II, changes sign under ay — —ay while the other components are invariant. In [1], we
performed the above analysis also for the two other three-parameter quotients X§3) and Xl(g’)
with a similar splitting. In section 6.2, we will see that the two rows of above matrix yielding I,
are fluxes for a supersymmetric vacuum along the locus a4 = 0. We verified that the Kihler
potential at a1 = 0 is flat along a1 guaranteeing that the F-term equations for a4 are satisfied on
this locus for a supersymmetric vacuum on the mirror locus. It follows that the attractor point at

. . . . . . 3
the Fermat point ag = a4y = a_ = 0 is a supersymmetric vacuum in a compactification on XG( ),

6.2 Type IIB flux vacua

The splittings of Hodge structures discussed before are essential for the study of flux vacua. In
section 3.4, we saw that vacua presuppose a rank-two lattice inside

HS(X,7) = H3(X,Z)n (H*'(X,C)® H**(X,C)), (6.2.1)

which generically has rank zero. Points in the moduli space where this lattice has rank one are
called rank-one attractor points. For rank two, the integral generators f and h together with
a suitable value for the axio-dilaton then give rise to a superpotential which preserves N = 1
supersymmetry (cf. section 3.3). The F-term equations restrict the moduli to certain loci in the
moduli space. This restriction is known as moduli stabilisation, which plays an important part
in string phenomenology. Here, we will analyse flux configurations arising from the symmetry
considerations of section 6.1. In many-moduli cases, turning on fluxes of different such rank-
two lattices is possible, if the values for the axio-dilaton are compatible. We will show that this
compatibility is a non-trivial statement and use the family X6(3) as an example where it is violated.

To introduce the concepts, we first consider the attractor point/flux vacuum at the Fermat sex-
tic [74]. At the orbifold, one finds four solutions @; , i € {1, 2, 4,5}, to the Picard—Fuchs operator
with indicials /6. As we explained in section 6.1, these solutions form two irreducible represen-
tations of the Zg symmetry group. As in eqgs. (6.1.26) and (6.1.27), these sub-representations
have integral generators given by

w1 + w4
By + B2,

wy + W3
B?to9 + Breos

5 (6.2.2)

e



6. Symmetric moduli spaces and flux vacua

in a normalisation such that the transition matrix to the integral symplectic basis with I = T, @
is given by

-6 -3 6 3
-3 12 3 -1

T = ) 6.2.3

¥ -6 -1 2 3 ( )

3 2 -1 =3
As the second two periods of @ correspond to elements in the lattice H¢(X,Z), it is generated

by the last two rows of T, L. We verify the former statement with the behaviour of the integral
period vector around ) = 0

o
v

where we performed a Kihler gauge transformation I +— II/v to preserver regularity of the

<1 — V3,2, 1—3iV3, 2) +OW), (6.2.4)

Kihler potential. The two fluxes
fIY=(-6,-1,2,3) and AT =(3,2,—1,-3) (6.2.5)

imply with the F-term equation D,WW =0

(f=7h)TSDyI|,_ =0 = 7=->-=". (6.2.6)

The axio-dilaton is, due to the choice of fluxes in the rank-two lattice, defined only up to a
GL(2,Z) transformation. For a given tadpole, this freedom is reduced to SL,(2,Z). In a sim-
ilar manner, one can analyse the orbifold attractor points for the one-parameter hypergeometric

models Xy 3 and X¢ 2.

This procedure to construct flux configurations extends to any such vacua along codimension-
one loci in the moduli space. For vacua in higher codimension, the condition G € H?! may
not be realisable due to conflicting values for the axio-dilaton for the different sets of fluxes. We
will now show this incompatibility explicitly for the three-parameter model Xég). At the end
of the section, we will consider another example where a symmetry between the flux configu-
rations guarantees agreeing values for the axio-dilaton on the vacuum locus. In the language of
section 6.1, we have the differential forms

def;
w; = Res( ;2") (6.2.7)

with

5
defp = H x;, defg= x%x% and def; = azgxi (6.2.8)
i=1

Then, the middle cohomology decomposes into the four representations generated by
H3(Xq,Z) = (Q,Q) & (wo, Wo) @ (we, ws) B (wr,w7) . (6.2.9)

While the integral representations of the first two (corresponding to the mirror cohomology) was
given above, for the last two, we find the integral generators

_ 4 2
a] =we+ W, az = we+ B W,

(6.2.10)
Bi=wr+wr, Po=PBuwr+pB’wr
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6.2. Type IIB flux vacua

4

with Msws = a*wg and Msw7; = awy. This basis (o, ag, f1, f2) transforms under the mon-

odromy M5 as

0 1 0 0
1 -1 0 0

M = 6.2.11

5 0 0 0 1 ( )
0 0 -1 1

We define the elements wy = wg+w7, which are contained in H*! @ H2 for fibres over ay = 0.
The integral generators above can be expressed as

o+ B =wy + T (6.2.12)

and g — By = —awy — aSW, (6.2.13)

which shows that, in these special fibres, the elements generate a rank-two lattice denoted by
H%( X4, —0,7Z) . A similar basis exists on the locus a_ = 0.

The defining polynomial of X6(3) in eq. (6.1.2) has a residual symmetry given by b = Zg :
(0,0,0,0,5), which acts on the above parameters as

p. B gy (6.2.14)
a_ < a4

Thus, the following discussion of the vacua along the loci a+ = 0 are mapped into each other
under b, while rotating ag. The splitting of eq. (6.1.39) implies that the fluxes on a_ = 0 lie in
the lattice generated by
Iy =(0,1,-1,0,0,0,0,0), (6.2.15)
'y =(0,1,-1,0,0,1,—1,0), (6.2.16)
since gTE-ﬂ|a_ _o = 0forg € {f-,h_}. The F-term equation for a_ imply that supersymmetric
vacua demand

T_=—=

1+“@+%<”%30F@f+0wb)

2 2 16 22/373
6.2.17
S 2w EevaTE?) Lo
ol 512 - 21/376 FO(a3) | +0 ().

Note that, up to an SL(2,Z) transformation, the constant term corresponds to the value at the
one-parameter vacuum a4 = ag = 0 in eq. (6.2.6). Along a = 0, the fluxes of eq. (6.1.39) are
given by
Iy =(1,1,1,3,-1,1,1,0), (6.2.18)
hS = (1,1,1,0,0,0,0,0) (6.2.19)

with the resulting axio-dilaton value

_ 1,13 o (3)" 2
7'+——2+2+a0<422/3(_i+\/§)7r3+(9(a_)

+ad (27 (3 —Z\/§) L (%)12 + O (a2)> +0 (ag).

(6.2.20)

Q,
0 9256 /276
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6. Symmetric moduli spaces and flux vacua

The above mentioned equivalence under b-symmetry is expressed as
T_(vag, ag) = 74 (ap, a+) . (6.2.21)

Thus, the two sets of vacua intersect on the mirror locus a4 = a_— = 0 but a viable vacuum is

present only at ag = 0.

The axio-dilaton value gives the complex-structure parameter of an elliptic curve associated to
a specific vacuum fibre. For continuous vacua, one finds a family of elliptic curves whose periods
are given by the numerator and denominator of 7 as in eq. (3.4.12). Along a—0, the periods

50,11
Tsa 10 (ao) (6.2.22)
<h£28a+n> a+=0
are annihilated by the elliptic operator
ﬁiiL(Z) = 0° —122(30 + 1)(30 + 2) (6.2.23)
0 ﬁ 010
P 0o 0 =, . 6.2.24
£, 30" (6.2.24)
0 0 2

where z = 1/a3 and 6 = 29, . This family is given by a hypersurface of degree three in P? and
the operator corresponds to operator B in Table 7.5. We find an integral symplectic period basis

for this operator given by

(& ]‘ 0 e
0+ (z) = <uog2 1> @ (2), (6.2.25)

s 2mi

with the Frobenius basis " () = (1,log(2)) + O(z). In the patch z > 1/108, the components
of 71 in eq. (6.2.22) are given by

fIo,,. 10 1 (1 3\ a4
=— o . 6.2.26
<h£28a+n (@) =211 o) L7 (@) (6.2.26)
a+=0
As expected from the b-symmetry (6.2.14), we have Eg)_(z) = EE?L(—z). An integral basis is,
for example, given by
1 0 R
oh=(z) = (1 g2 1) =7 (2), (6.2.27)
2 s 27
which implies
frvo, 11 1{1 0 - .
== e ) 6.2.28
(hTzaaH O(C‘O) 7 la g (@) (0.2.28)
at+=

Finally, we note that the j-invariant is given by

J(rE () = (14 8642)3

=t 6.2.29
42(1 F 108z)3 ( )
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6.3. F-theory flux vacua

As a counterexample where two codimension one vacua extend to a vacuum on their intersec-
tion, we review briefly the symmetric flux vacuum on the three-parameter mirror family of the

CICY

P2l o1 o1 \®
x@ =1 P21 1 1 : (6.2.30)
2
Pl

The model is completely symmetric in all three complex-structure moduli 21, 25 and 2z3. To
compare it to the model Xﬁ(g), we change to the new coordinates u; = 21, us = 21 — 22 and
ug = z1 — 23. Note that the divisors us = 0 and ug = 0 are fixed-point loci of the Zy symmetries
z1 > 29 and 27 <> z3, respectively. There, one finds one set of fluxes each with values for the
axio-dilaton that agree on us = ug =0

3ilog (z) = 45iz2  999iz4
— _|_ —
T 2w 47

7(2) = +0(2°), (6.2.31)

where we parametrise the one-parameter locus by z = 21 = 29 = 23. The compatibility of the
axio-dilaton values follow from a Zs symmetry between the symmetries mapping zs <> z3. In
[1], we showed that the one-parameter model defined over this symmetric locus has an attractor
point at z = —1 whose flux vacuum yields an axio-dilaton value agreeing with eq. (6.2.21).
From the above, one expects to see a factorisation at z; = —1 in the local zeta function of the
form R3(T) = p1(T)p2(T)3, where p;(T) are quadratic polynomials and pa(T') corresponding to
the elliptic curve with complex-structure modulus 7(—1).

6.3 F-theory flux vacua

Similarly to type IIB theory, the supersymmetry conditions for flux compactifications to four
dimensions in M/F-theory imply a splitting of the integral Hodge structure. In the previous sub-
section, we saw that type IIB on three-folds yield flux vacua along loci with a sub-lattice of Hodge
structure (0,1,1,0). As discussed in section 3.4, on four-folds, this lattice is required to be of type
(0,0,1,0,0) in the primitive cohomology. In [1], we studied a vacuum locus of the four-fold fam-
ily P15 g 14[24], see subsection 5.4.2 for a review of the specific family. There, the superpotential
is given by the integral of the holomorphic (4,0)-form Q(z) over an S* which vanishes along
a conifold locus. The explicit analytical continuation throughout the complex-structure moduli
space has been been performed before in [127]. Here, we would like to shed light on this vacuum
locus from a different perspective. In chapter 7, we will study strong coupling/conifold transition
in type IIB compactified on three-folds. We find that the period structure along this vacuum

locus is closely related to the discussion there, which is expected due to the similar origin of a
shrinking S™.

We used the mirror of Py5 g 14(24] in subsection 5.4.2 to exemplify the integral period structure
of four-fold families. The toric and topological data for this model together with the Picard—
Fuchs system can be found there. The Hadamard product of two formal power series given by

F(z) =Y, fiz" and G(z) = D22 giz" is defined as

(FxG)(z) =) figiz'. (6.3.1)
=0
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6. Symmetric moduli spaces and flux vacua

The holomorphic period of the four-fold can then be written as the Hadamard product (in z)
of the holomorphic solution to the order-two operator D (cf. Table 7.5) corresponding to the
elliptic fibre and the period

1 1
@y (21,22) = ]{ _
(2m1)% Jya =11 + 2t + 28 + b + 28 + 2, Ve zomzas

6.3.2
H?:l dz; ( )
X e
T1T2X3T4 + 2129
At 2y 4 _ 4, this function becomes a solution to a self-adjoint third order operator
L) (2) = 0% — 42(20(0(20 4 3) + 2) + 1) 4+ 16220 + 1)(60(0 + 2) + 7) .
—12823(0 4+ 1)(6 + 2)(20 + 3) o
with Riemann symbol _ .
R
00 0 0 1
Pre) 0 1 1 1 3 0 Z%(- (6.3.4)
2 2 2 2
0O 1 1 1 2

We note that the degree three order-two operator whose symmetric square yields £ is again
self-adjoint, has integral mirror map and holomorphic solution and a Yukawa coupling that has
order-two branch cuts between the four singularities besides the MUM point.

1/4

= 4, the two-parameter family transitions to a one-parameter

model described by a seventh-order operator £(7) = £(3) « Eg), which is of z-degree three.

Along the vacuum locus z,

Instead of giving its lengthy definition, we show only its Riemann symbol:

1 141 1
O 861 wm64 sea
00 0 0 g
o 1 1 1 2
0 5 3 5 ¢
Pre S, (6.3.5)
o 2 2 2 2
o 3 3 3 H
1 4 4 4 2
2 5 5 5 i

In [1], J. Diicker gave the explicit form of the vanishing flux, verified the tadpole bound and
showed that the vacuum extends into the regime z; — 0 corresponding to weak coupling as
Imtg ~1/gs — 0.

6.4 (De-)constructing four-fold flux compactifications

For families with one complex-structure parameter, the discussions of the previous section for
three- and four-folds are intimately related. At the end of section 4.6, we reviewed the decom-
position of any one-parameter K3 Picard—Fuchs operator into the symmetric square of a second
order differential operator. This is possible, because, locally, the monodromy groups of these
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6.4. (De-)constructing four-fold flux compactifications

operators are isomorphic, cf. eq. (4.6.85). A similar relation holds for the fundamental repre-

sentation of the monodromy group of four-fold operators

Sp(4,R)

(6.4.1)

The antisymmetric representation of Sp(4, R) decomposes into the sum of the fundamental and
the trivial representation of SO(3,2). The pullback of a fifth-order operator to one of order four
is named after Yifan Yang (YY) and was studied in [99, 128]. The fifth-order operators belonging
to the 14 hypergeometric three-fold families where given explicitly in [129].

This section repeats our discussion in [1], where we have shown that type IIB flux vacua on a
three-fold are equivalent to satisfying the M-theory flux conditions on the geometry described
by its YY lift. Vice versa, one can search for M-theory flux vacua on four-folds by analysing its
YY pullback with the powerful techniques developed for three-fold operators. To our knowledge,
there is little reason to believe that a YY partner to a Picard—Fuchs operator describing the period
geometry of a Calabi—Yau family again has a geometric realisation. As for the pullbacks of K3-
type operators to order two, for monodromies that are not contained in the identity component of
the monodromy group, the monodromies on the pullback generally loose integrality and instead

lie in an (imaginary) quadratic field extension.

Given a CY-type operator of order four (possibly describing a three-fold geometry) with so-

lutions @, we denote the minors of its Wronskian by

Hwi ij

Wi = 2idet (wi “i ) (6.4.2)

which are solutions to the fifth-order operator given by the YY lift. Since we are interested in
flux vacua, we need to obtain an integral basis ™ for this operator, which can be inferred from
the integral basis of the three-fold. We mentioned above that the antisymmetric square yields
the sum of the fundamental and trivial representation of SO(3,2). The latter is identified with
the relation from Griffiths transversality (4.2.20)

3)T 3 14 2,3
I3 Tye. 0B =0 = 0 = WH<3> + WH<3> , (6.4.3)

reducing the six minors to five independent solution to the fifth-order operator. In the following

we will be ignoring the minor Wﬁ’é) and denote

4 1,2 1,3 2,3 2,4 3,4
n = (Wi, Wt wid, Wik, wid). (6.4.4)

We recall that for type IIB flux vacua, the superpotential W obeys

W=F+7H=0 and OW =dF +70H =0, (6.4.5)
F=H=0. (6.4.6)

We identify eq. (6.4.5) with the vanishing of the minor

F H
= 27i ) 4.
G midet <9F 9H> 6.4.7)
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6. Symmetric moduli spaces and flux vacua

Linearity of the determinant implies that G' can be expressed as an integral linear combination
of the integral basis II¥). The second M-theory flux condition follows from the vanishing of F
and H

0G = 2mi (FO°H — HO*F) = 0. (6.4.8)

Consider, for example, the bi-cubic in P? described by the Picard=Fuchs operator AESZ 1.4 in
Table 7.6. This model has an attractor point or flux vacuum at z = —1/233% [180] with a flux
lattice spanned by

f335 =(-3,0,0,1), h3s¥=(0,0,1,4). (6.4.9)

The integral period basis of the YY lift satisfies the M-theory flux conditions G = G = 0 at the
same point z = —1/2335, where the flux is given by

§=1(0,3,-12,0,1), (6.4.10)

with § - I (—1/233%) = 0. We also verified that the attractor points of Xg4, X¢ and Xy 3
yield supersymmetric fluxes for the YY lift. The orbifold of the hypergeometric families X5, Xg,
X10 and X3 12 have a Hodge splitting over a quadratic field extension, meaning that their fibres
satisly the vacuum condition with flux values in that extension. While these do not correspond to
supersymmetric vacua, the irrationality cancels in the antisymmetric product yielding an integral
supersymmetric flux for the fibre of the YY lift. More precisely, the fluxes for the three-fold
families are given by

T8 = (a,0,—b+ e, d), hTE=(0,a,0,—b— /), (6.4.11)

for some a,b,c,d € N. With F = fT20® and H = hT S, we find that the irrational
contribution with /¢ in eq. (6.4.7) is proportional to the vanishing expression of eq. (6.4.3).
This recovers integrality of the fluxes on the YY lift and the resulting flux satisfies the vacuum
conditions.

The above description of the Picard—Fuchs system of a three-fold in terms of an order five
operator of CY-type may serve as a testing ground for four-fold vacua in one-parameter models.
But, as we mentioned above, we are unaware of an example where these YY lifts correspond to
geometric four-fold families. For the rest of this subsection, we will turn to the possibly more
interesting direction of describing four-fold vacua with a CY38-type operator. As examples, we
will consider the hypergeometric families Xg C P5 and X;¢ C P5 15 and the symmetric sub-
family of the Hulek—Verrill four-fold. The idea is to make an ansatz for the Frobenius basis for
the third-order operator whose antisymmetric square yields the solutions of the four-fold’s PF
operator. As for the other direction discussed above, the connection between the two operators
is not just local but the integrality of the four-fold period basis obtained, for example, from the
I'-class singles out a specific rationality condition for the fourth-order operator. Rationality for
a three-fold is expressed through the ratio ¢ = x/c111 of the Euler number and the triple inter-
section number and a rational period basis can be obtained from a prepotential (4.6.45) of the
form

t3 C Cg

T3 2(2m)3

O(q). (6.4.12)

Let us denote II®) as the basis obtained from matching the local solutions of the YY pullback to
the asymptotic basis of this prepotential. In [1], we observed two equivalent ways of determining
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cfor the YY pullback: (1) the matrix relating the minors W) to the four-fold basis ™ becomes
rational and (2) the entries of the Frobenius F), becomes, to any finite p-adic order, an algebraic
function. For more information on the arithmetic properties of the pullback, we refer to [1] and
the references therein. Here, we will focus on the argument (1) and give the mappings for the

three geometries under consideration.

The two hypergeometric families are described by the Picard—Fuchs operators

5

£§) =65 — 62 (60 +1), (6.4.13)
=1
L) = 6% — 252(100 + 1)(106 + 3)(106 + 5)(108 + 7)(106 +9) (6.4.14)

with Riemann symbols

0 1/203% o~ 0 1/2'5°% oo

1 1

0 0 3 0 0 L

0 1 3 0 1 3

P L Sz, P 0 ah (6.4.15)

RZ 0 % % Y10 0 % %
o 2 2 0o 2 5

5 9

0 3 g | 0 3 2

From the indicials, we deduce that the monodromies around the conifold and orbifold points
have determinant —1 and we expect that their pullbacks have monodromies in a field extension
around these points. The pullbacks of the sextic and decic are given by Kihler-gauge transformed
versions of the operators AESZ. 2.45 and AESZ. 2.40, respectively. Here, they appear as

L8, = 0% +22322(217 — 186(30 — 1)(860(1260 + 7) + 23))
+ 213822(14460(4860(90(20 + 1) + 2) — 7) + 10633)

(6.4.16)
— 212314,3(360(60(240(40 + 3) + 19) + 43) — 301)
+2%22322,40(20 + 1)(30 4 1)(60 + 1),
L8, = 6% — 2*52(20000(0(200(460 + 1) + 3) — 7) — 7189)
+ 2155622(5000(6(1200(260 + 1) + 23) — 5) + 10079) 6.4.17)
— 2251 23(2500(86(100(40 + 3) + 7) + 19) — 1121) o
+ 23251624200 — 1)(200 + 3)(2060 + 7)(200 + 11)
with Riemann symbols
0 1/203% oo 0 1/2195° o~
0o 1 0 0 3 —
Pﬁgi)m 0 % % , 20, 'Pﬂgi)m 0 % % , 2. (6.4.18)
0 i 3 o I %
o § 4 o 4B
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YVs-pullback: AESZ 2.45 Vio-pullback: AESZ, 2.40
—120 0 -192 0 —840 0 —576 0
M W3 o 120 o0 192 i | o 80 0 57
H 192 11 0 120 0 576 649 0 840 0
conifold 0 11 0 —120 0 —649 0 —840
fyh | (1.0,805 - 8v3),0), (0,11,0,8(15 + 8v/3)) (59,0,24,0), (0,11,0,24)
g (1,0,0,0,1) (1,0,0,0,1)
216 —192 192 0 1128 —576 576 0
M 3| 88 —24 —192 —192 i | T4 —s52 576 —576
orbifold ol 192 71 120 —120 0 576 | —1069 840 -840 0
9 —49 120 120 500 220 840 840
f,h (1,1,16,24), (0, 11,104, 168) (649,0,—24 (6v/5 — 35) , 288), (0,649, 792, 24(6+/5 + 35)
g (4,-8,-1,2,4) (4,-6,-1,2,4)

Table 6.2: Yifan-Yang pullbacks of four-fold geometries. We supplemented the data with the
four-fold fluxes g at the singularities. All fluxes were obtained after a desingularising Kihler-

gauge transformation.

We give the matrices relating the bases as II(*) = T Wiy as a function of the rationality coeffi-

cient ¢, where we omit the minor (1,4) as in eq. (6.4.4):

1 0 0 0 0 1 0 0 0 0
0 1 0 0 0 0 1 0 0 0
Ty6 = 3 7“1.711,10)5(‘{) 73 o ’ Tylo = 35 z_(i;sz«o)((s) o 200 ' (6.4'19)
§ (~5 4 LHKE)) AL -+ et 4o Lo
-z _HElE 15 g -~ SHABOE) 8 g
We observe that they become rational for ¢ = —140 and ¢ = —580, respectively. With these

values for ¢ in the prepotential, we perform an analytical continuation around the singularities
and list the monodromy representations in Table 6.2. There, we also give fluxes corresponding
to vanishing periods at the singularities. We observe that the pullback of a rational four-fold ba-
sis has monodromy representations in imaginary quadratic field extensions. In [1], a change of
coordinates combined with a Kihler-gauge transformation was found that yields rational mon-

odromies for AESZ. 2.45.

As alast example, we consider the symmetric locus of the Hulek—Verril four-fold (HV,) given
by the mirror of the configuration

P11
P11
P11
HV, = 4.2
Vu Pl 1 1 (6.4.20)
P11
P11

With the methods of section 5.3, we find an integral period basis for this six-parameter model
with Hodge structure (1,6, 15,6, 1). Along the symmetric locus z; = z, 1 < i < 6, the periods
are described by the PF operator

Lo, = 6% —22(20+ 1) (146(6 + 1) (6> + 6 + 1) + 3)

(6.4.21)
+422(0 + 1)3(1966(0 + 2) + 255) — 115223(0 + 1)%(6 + 2)%(260 + 3)
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6.4. (De-)constructing four-fold flux compactifications

with Riemann symbol

0 1/36 1/16 1/4 oo
0o 0 0 o0 1
o 1 1 1 1
P s L zp. (6.4.22)
0o 2 2 2 2
0 3 3 3 2

\

An asymptotic integral basis can be deduced from that of the six-parameter ambient model. For
the following, we choose

O(t) ~ ( 1,t,6t% — 1, —20t% + 10i¢(3) : D + 15t (263 4+ ¢ — 4iC(3) , (6.4.23)
2 w3 8 3

which corresponds to the intersection form?

0 0001
0 00 6 0
YX=100 5 00 (6.4.24)
06 000
10 000

The monodromy representations together with their fluxes at the singularities are given in Ta-
ble 6.8. For the flux at infinity, a Kihler-gauge transformation II¥) — I1(¥) /(zlog z) was per-
formed to regularise the periods. The YY pullback of the operator ,CS\)/4(Z) is described by a

Kihler-gauged version of AESZ, 6.1, which is of degree twelve and has Riemann symbol

(

1/36 1/16 1/4 oo

P

l:g;i y 2 . (6425)

o o o o | o

PRI SN VORI
N N N N N N
INR-JRNEN SN VURISE
I[N TSURINTJURIS TS

We refer to [1] for its explicit form. The matrix T relating the four-fold basis and the minors of
the Eg? vialI¥ = T W3 becomes rational for ¢ = —4/3. In this specific basis, we find the
monodromies and fluxes at the singularities given in Table 6.8. While all four singularities of the
four-fold besides the MUM point are equipped with a flux satisfying the vacua conditions, only
for the singularity at infinity, the integrality translates to the YY pullback’s flux lattice, where we
identify a supersymmetric IIB flux vacuum.

3Here, we derived the intersection form from the orthogonality relations of the monodromies.
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HV4 pullback: AESZ 6.1
1 0 0 0 0
1 0 0 0
1 1 0 0 0 L1 o o
z=0 My 6 12 1 0 0 Lo
-25 —60 —10 1 0 i 14
60 150 30 —6 1 6 2
0 000 -1
—40 0 -960 O
0100 0 o 10 0 960
| M1 0010 0 i\/5/2
=35 36 0001 0 Lo 400
000 o 0 1 0 —40
fluxes (1,0,0,0,1) (1,0,161/10 — 40,0), (0,1,0, —16+/10 — 40)
—5 30 0 —6 —6
s 0 1 4 —120 480 —2830 0
M 0 Lo o iv/3/5| —40 120 0 2880
=L 16 48 -3 0 120 480
16 S 0 3 40 -120
-6 30 0 -6 -5
fluxes (1,-5,0,1,1) (1,0, —40 + 16+/5/3, —160), (0, 3, —40, —120 — 48,/5/3)
—44 150 —30 —30 —15
5 sl 10 10 3 —216 960 —2880 0
iv/2/3 —80 216 0 2880
1 M -18 60 -11 -12 -6 T
=1 1 6 -1 0 216 960
1 75 =250 50 51 25 o 1 80 216
—135 450 —90 —90 —44
fluxes (~3,10,-2,-2, 1) (11,0, —8(27 — 41/372), —960), (0, 11, —80, —8(27 + 4,/3/2))
—99 300 -90 -36 -—10
136 40 15 4 —512 2400 —7680 —11520
i | —232 992 -2 —384
M -84 252 71 24 -6 o B 550 —38i0
2 = 00 32| —48 180 —448 —480
245 —735 210 76 20 s 19 s a9
—490 1470 —420 —150 —39 °
fluxes (7,-21,6,3,1) (3,0, —40,—160), (0,9, —56, —152)

Table 6.3: Yifan-Yang pullback of symmetric sub-family of HV,4. All fluxes were obtained in a

suitable Kihler gauge.
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Chapter 7

Black hole condensation

The following sections 7.1 and 7.2 deal with strong coupling and conifold transitions, respec-
tively. As we have reviewed in section 3.5, these can be seen as two degeneration branches of col-
lapsing two- and three-cycles in the internal Calabi-Yau. The conifold transitions on the type I11B
side signal the condensation of massless extremal black holes at the (resolved) singularity [43].
Strong coupling transitions have been studied in the past in the context of type II/heterotic du-
ality and their effect on the period geometry is relatively well-known. To our knowledge, the
period geometry arising along conifold singularities has not been studied in the literature and the
geometric realisation of an integral period basis for the rank-four motive over the singular locus
are the first of its kind. We note that integral bases for such operators were obtained in [131],
which are however in general different to the ones obtained from the I'-class of the geometry.
In section 6.3, we caught a glimpse of the fibration structure in its generalisation to four-folds,

where the vanishing cycles at conifold singularities give rise to supersymmetric flux vacua.

7.1 Strong coupling transitions

Here, we are concerned with the side of the transition where an S? shrinks. Typically, the origin
of such S2 are curve singularities which are resolved by blow-ups introducing exceptional divisors
P! 22 §2 and yield additional points on edges of the toric polytope. In type IIA compactifications
on such families, this leads to gauge symmetry enhancement, as explain in section 3.5. We
describe this phenomenon via mirror symmetry on the mirror family in type IIB. The volume
of this S? is identified by (the imaginary part of) a complexified Kihler parameter t!, i.e. a ratio of
periods. As t' — 0, the mirror pair transitions to another such pair, where we identify the partner
in type I1IB as a subfamily with one less complex structure parameter. There, the expansion

variable ¢! = exp2rmit! is one and the instanton corrections to the prepotential become (cf.
eq. (4.6.47))
(2mi) Fins(@) = > my Lis (gé) Y nig+ Y. > nigLis (gﬁ) , (7.1.1)
>0 >0 k>0 1>0
where we used Liz(1) = (3 and denoted § = (¢%,...,¢™). Comparing with the general form

of the prepotential (4.6.45), it follows that the Euler number and instantons of the (m — 1)-

parameter model are given by

Xm-1=X=2> Mg, (Mm-1)k=> Nik. (7.1.2)

1>0 1>0
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7. Black hole condensation

points [-vectors
afo o0 o 0|0 -4
ay1 o0 0 0|0 1
ajo 1 0 0|0 1
ajyo o0 1 0|0 1
ajfo o o0 1|1 0
a/-2 -2 -2 -1 0
af-r -1 -1 0 (-2 1

Table 7.1: Integral points and their scaling relations for the octic mirror family in Pa 291 ;.

4Ly

First, we will review the well-known transition of the two parameter family of octics in P29 1 1,
which is a K8-fibration over P'. The points in the toric polytope and the Mori-cone generators
for this model are given in Table 7.1. More generally, strong coupling transitions arise in K3-
fibrations over rational normal curves of degree k [132]. In this picture, the octic hypersurfaces
above are X -fibrations over P!, where Xy is the quartic in P? and P! is the rational normal curve
of degree one. Before considering this fibration over higher-degree bases, we consider the octic

strong coupling transition in detail.

The Kihler cone generators dual to the I-vectors in Table 7.1 yield the following and topolog-
ical data

R=4J}J, +8J;, (7.1.3)
CQ'J1:24,02'J2:56,X:—168. (714)

The Picard-Fuchs ideal is generated by the operators

LP =02 — 2 (20, — 62) (20, — 62 + 1), (7.1.5)
L£B) = (20, — 05) 03 + 825 (205 + 1) (405 + 1) (405 + 3) . (7.1.6)

The integral period basis has the asymptotic form

1
tq
to
- 4to (tl + t2) — 4ty — %
2t2 — 1
— 243 (3t + 2tp) — 1y — 2 4 2

(7.1.7)

The discriminant locus of the model can be determined by using eq. (2.2.53) and has the two

components

Al =1- 421 and AQ =1- 51222 (1 — 1282’2 (1 — 42’1)) . (718)
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7.1. Strong coupling transitions

The transition happens along the discriminant of the base, whichis Ay = 0orz; =1/4. Ina
neighbourhood of the point (A1, z9) = 0, we find a local period basis given by

o
log(z2)wo + o1
3 log(22)%wg + log(22)01 + 02
§log® (22) wo + 5 log(z2)%01 + log(22) o2 + 03
VAioy
VAT (log(Ar) +log(22)) 71 + VA7 05

Performing a numerical analytical continuation from the MUM point to this region, we find the

ESC(A1722) = (7.1.9)

transition matrix

1 0 0 0 0 0
0 0 0 0 2 0
zloQgﬁ(2) _i 0 0 1 0
T = _g_log:#_%gm log(4)2im ~2 0 4 0 (7.1.10)
1 31log?(2) log(2) 1 2(m+i(log(8)—2)) 2i
s T w2 T2 0 I
i(—132¢3—log®(2)+7n% log(2)) (7% —3108%(2))  ilog(2) i
- 673 673 3 B 0 0

with II(Aq,29) = T - w, (A1, 22) . Along the locus A; = 0, we identify the remaining four
periods with an integral basis for the CICY Xy 3 in Py 15 of bi-degree (4, 2)

100000
001000

Iy 5(2) = 0010 0 -1I(Aq, 2) (7.1.11)
000001

annihilated by the operator AESZ 1.6 in Table 7.6. We verify integrality by computing the
monodromies along this one-parameter locus, given by

1 0 0 0 100 1
42 | 1 1 0 o 42 [ 0o 1 0 0

M= s o MY =g (7.1.12)
-6 -8 -1 1 000 1

and Méﬁg) = (Mé4’2) : Ml(;l’521)2)_1. The identities in eq. (7.1.2) can be easily verified with the
topological data for both models. For the explicit numbers, we refer the reader to [81]. We
performed the resummation for the three-parameter model Xb@ of section 6.1 in [1]. In this
work, we want to focus on the period structure of these fibrations and the resulting one-parameter
model as a Hadamard product. The base of the fibration is described torically by the diagram
(2)
r—o—0

corresponding to a P!, The node (2) represents the value of the deformation parameter at the
transition, see below. The face polynomial is thus of the form x% + ¢ 129 —i—x%, where we used the
scaling relations of the ambient space to set the coefficients of 2?2 to one. The holomorphic period
of the three-fold family is now given by a Hadamard product in z5 between the holomorphic
period of the quartic and the expression

(2) _ 1 j{ 1 day day
Wo \#1,%2) = : x , 7.1.13
0 ( ! 2) (27”)2 |z |=1 1+ ZE% + -T% + \/21_11'11’2 T1T2 + /2122 ( )
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7. Black hole condensation

/2

face polynomial of the base factorises completely, i.e. can be written as (z1 £ 22)**1. For the
case k = 1 at hand, this implies ¢ = +2 or A; = 0. Here, the second factor in the Hadamard
product w(()Q) becomes a solution to the differential operator

. 1 1 . o .
where we used Batyrev coordinates with z; = ¢. Strong coupling transitions arise when the

LD (2) =60—22(20+1) (7.1.14)

corresponding to a zero-dimensional Calabi—Yau family or two points. It follows that the period
of this operator has the torus integral representation

=@ (2) = 1 f{ 1 Aoy da
0 -~ (27)2 wil=1 L+ a3 + a3+ 2mz - ma2 + 2
_ 17{ L dsdf (27> 2 (7.1.15)
(27’[’1)2 |s|=|t|=1 1 +S(1 +t)2 st+z i—0 2
1

CVI-4z
We included the second line, since these expressions allow for a direct generalisation to higher
degree k. The rational normal curve of degree k is given by an embedding

v: P'— Pk,

7.1.16
(:y)— Xo:...: Xp) = (P aF 1y k). ( )

In the coordinates s = x*¥ and ¢ = x/y, the polynomial in the denominator of above integrand
becomes s(1 +t)¥ = (x + y)¥, which is the face polynomial at the transition. We note that, in
the GKZ formula for the periods (4.4.19), the transition embodies the I'-function identity

(e 9]

/ 1 o F(l + 2712)
Z 4711F(n1 + 1)2F(1 —2n1 + ??,2) o 2n2I‘(1 + n2)3 ) (7.1.17)

n1=0

where the summmands with n; > |[n2/2] vanish due to the second I'-factor. The r.h.s. allows
one to identify the limit with the fundamental period of the CICY X4 5.

Let us now consider X,-fibrations over higher-degree rational normal curves. For k = 2, we
have the base described torically by

3 )

*r————0—9.

The toric data together with the [-vectors of a three-fold model with this fibration structure is
given in Table 7.2. The fact that the [-vector of X4 is not a generator but lies inside the cone
at (Y 4+ 16 simply means that the fundamental period remains a formal power series under
23 — Z3 = z123. The fundamental period of the quartic is given by wg(z1 = 22 = 0, Z3) . For the
face-polynomial to factor into (z1+2)3, we must set the deformation parameters to the binomial
coeflicients (3,3). The one-parameter model can then again be written as the Hadamard-product
of X4 together with the period

(3) 1 1 dsdt = [3i i 11
@ (2) = (2712 ?{S“l Trs(l1i?  sttz =2 )" (7.1.18)

=0
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7.1. Strong coupling transitions

points [-vectors

1]o 0O 0 ]0 0 -4
aj1r o o o0 0 1
ajo 1 0 010 0 1
ajo o 1 00 0 1
ajo o o 1o 1 O
a(-3 -8 -3 221 0 -1
aj-2 -2 -2 -H|-2 1

aj-r -1 -1 0 |1 -2

Table 7.2: Integral points and their scaling relations for the X,-fibration over the rational normal
curve of degree k = 2.

points l-vectors

ajo o o o0oj0 0o 0 0 -4
ajr o o o0 o0 0 0 1
ajo 1 o o]0 0 0 0 1
ajo o 1 0]0 0 0 O

ajo o o 1Hijo0 o0 0 1 O
aj-5 -5 -5 49910 0 1 0 -3
aj-4 -4 4 3]0 1 -2 0 4
a3 -8 -3 221 -2 0 O
aj-2 -2 -2 -1)]-2 1 0
aj-r -1 -1 0|1 0 -2 0

Table 7.3: Integral points and their scaling relations for the X -fibration over the rational normal
curve of degree k = 4.
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7. Black hole condensation

As a last example, we give the fibration over the degree-four rational normal curve, which—as we
will show—transitions to the well-known mirror quintic. This model is given by the configuration
given in Table 7.3. Asbefore, we must set the deformations of the base to the binomial coeflicients

according to the nodes in the toric diagram

® 10 10) ©)

00— —90

such that the face polynomial becomes (z +y)? . As for the case k = 2 above, the [-vector of the
quartic in the fibre is not a generator of the Mori cone. Instead, it is given by [() 4-21(2) +-31(3) 4-1(5),
which urges us to define the coordinate 75 = z1232325. The quartic fundamental period is then
recovered as wy(z1 = 22 = 23 = 24 = 0, Z5) . Then, at the transition, the fundamental period of
the five-parameter model becomes the fundamental period of the quintic given by the Hadamard
product of the quartic and the k& = 5 generalisation of eqgs. (7.1.15) and (7.1.18)

(5) 1 1 dsdt = [5i i 7119
@ (2) = (27ri)27£|t11+s(1+t)5 . st—i—z_; i) (7.1.19)

Expressing hypergeometric function as Hadamard products of lower-dimensional periods has

already been discussed in [183]. There, a formulation in terms of iterated integrals was given.
We can translate our above analysis into this form by writing the Hadamard product of

“0 (2) = (27Ti)2 %s|:|t:11+5(1—|—t)k . St—i—Z_iz; 1 : (7.1.20)

with a function f(2) =322, cjz’ as the contour integral

(k) _ Lo dt 0Dt 1.21
@y () f(2) = 5~ Lt f( : : (7.1.21)
To verify this, we expand the integrand
k e . . .
f<z(1t+t)> =S¢y (14 1)kt (7.1.29)
§=0

and let the contour integral pick out the ¢-independent term in eq. (7.1.22). This yields the
binomial coeflicient in eq. (7.1.20) and identifies the integral with the L.h.s. of eq. (7.1.21).

7.2 Conifold transitions

In the previous subsection, we studied strong coupling transitions which arise from curve singu-
larities that are resolved by additional points on edges of the toric polytope. Here, we will extend
the discussion to conifold transitions, which are point singularities whose regularisations intro-
duce points lying in faces given by reflexive polygons. These models are typically elliptic/genus-
one fibrations over two-dimensional bases and we find again Hadamard-product descriptions of
the models. The discussion is similar to that of the previous section, where the K3 fibres are
replaced by elliptic fibres and the rational normal curves in the base and their zero-dimensional
Calabi-Yau periods become two-dimensional bases with elliptic periods in the Hadamard prod-
uct.
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7.2. Conifold transitions

We again begin by studying one simple model in detail. This model is the P 5 1 [6]-fibration
over P? or, equivalently, the degree-18 hypersurfaces in Pi3513. We perform an analytical
continuation to the transition locus and identify the vanishing S3-cycle. Besides the four one-
parameter periods, we find one cycle that breaks open to a chain, which we deduce from an
inhomogeneity in the Picard—Fuchs equation. In this way, we obtain an integral basis for a one-
parameter model which cannot be described by a prepotential of the form known in the liter-
ature (4.6.45). We will discuss more briefly two further examples of genus-one fibrations over
different bases. We end the subsection with a local study of all possible bases given by reflexive

two-dimensional polytopes and their transitions to one-parameter models given by Hadamard-

products.
points [-vectors
ajo 0 0|0 -6
aj1 o0 0 0 3
ajo 1 0 010 2
ajo o 1 0 |1 0
ajo o o 1|1 0
a9 -6 -1 -1 |1 0
aj-3 -2 0 0 |-3 1

Table 7.4: Integral points and their scaling relations for the mirror family in Py 11 1.
The polytope together with the Mori cone generators of Py g 13[18] are given in Table 7.4.
In the dual Kihler generators, the topological data read

R=J1J%+3J3 ]2 +9J5, (7.2.1)
Ccy - J1 = 36, Co - Jz = 102, X = —540. (722)

The conifold transition happens along the discriminant locus 0 = A; = 1 + 27z, where A4
comes from eq. (2.2.53) for the face containing (—3,—2,0,0). In terms of the deformation
parameters a; of the point 7 in Table 7.4, this factor vanishes as ag — —3, assuming ayerex = 1.

Note also that the face polynomial again factorises as for the strong coupling transitions
——3
23 3 4 25 4 apryz 5 (4 y + 2) (@ + ay + o22)(z + Py +az), (7.2.3)

where « is a third root of unity. With the above topological data, we find an asymptotic integral
period vector

1
t1
to
- (2t + 12t5t1 + 18t3) — 1 (2t + 18ty) — 4T ’
Tto (2t 4+ 3ty) — 2 — 2
L (=683 — 61112 — 263t5) — 1 (681 + 178y) 4 22

273

(7.2.4)
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7. Black hole condensation

which we match with the solutions to the Picard—Fuchs differential ideal spanned by

L2 (2) = (301 — 03) O + 1229 (60 + 1) (605 + 5) | (7.2.5)
LO)(2) = 63 + 21 (301 — 03) (301 — 02 + 1) (36, — 03+ 2) . (7.2.6)

In the neighbourhood of (A1 = 0, zo = 0), we find a local basis given by

o1

Aqo2

. o1 lOg(Zg) + o3
w(A:l) Z2) - AlO'Q log(Al) +oy4 5 (7.2.7)

o1 10g(2:z)2 +2 (0'3 — 9A102) log(ZQ) + o5
o1 10g(zg)3 + 3 (03 —9A102) log(zz)2 + 305 log(z2) — o6

where o; are formal power series in the variables A and z5. The transition matrix is obtained

numerically and identified with

Tz = (7.2.8)
1 0 0 0 0 0
+ 27 sz 271\/3 0 7271\{5 0 0
4
L(m);,(zn) gfL) 9L(f 2m) i 9iv3
AT i in? 0 0
—27iy/3L+3572 +()l)g; (3)+12i7 log(3) 27i(V3— 27r+31|o;,(3)) 3(log(27)+ 2im) 275r/3 9 0
N - mr T T T
35 “Og 310g%(3) (an 9@,(3)) 3log(3) 0 3 0
21 . ax? An? T 8rZ
9i(356¢3+log®(3)) — 37~‘+97r1(g (3)—105iw log(3)  81i(log?(3)—3L)—3n>(4v3+105i)+54r log(3) (35729 log?(3)+6im log(3)) 3(m+3ilog(3)) 3
1873 1673 1673 0 3 1673

and yields the integral basis as II(A1, 21) = Ta, 2z, @(A1,21). The constant! L is the Dirichlet

L-function
o0
_ Z x3(n)
n=1

= 0.781302412896486 - - - (7.2.9)

with the character
0 n = 0mod 3

x3(n) =41 n=1mod3 . (7.2.10)
-1 n=2mod3

On the locus A1 = 0, we find one flux

f=1(0,3,-1,3,0,0) (7.2.11)
with fTSII(A; = 0,22) = 0 corresponding to the vanishing S3. Defining the one-parameter
coordinate as z = —3z9 together with the mirror map t = lgg the asymptotic period vector
reads

1

27iv/3L
2 + 61471'2
SRR

36(2 + 120 — 38 + 2/3L ) (7.2.12)

& (18t% 4 18t — 13)

L (—18t3 3612 — 75t + % — 40)

Tts decimal expansion is listed in the OEIS as A086724.
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7.2. Conifold transitions

new number | AZ label info operator
2.1.1 A Xg9 CPL x P! 62 — 42(20 +1)?
2.1.2 B X3 C P? 62 —32(30 +1)(30 + 2)
2.1.8 C Xy CPyyg 02 — 42(46 4 1)(460 + 3)
2.1.4 D Xg C P21 62 — 122(66 + 1)(60 + 5)
2.2.1 f BZ: B 0% — 3z (30% + 30 + 1) +272%(0 + 1)?
2.2.2 b BZ: D 0% — z (1167 + 1160 + 3) — 2%(0 4+ 1)*
2.2.3 d BZ: E 0% — 4z (307 + 30 + 1) + 322%(0 + 1)?
2.2.4 a BZ: A 0% — z (762 + 70 + 2) — 822(0 + 1)?
2.2.5 c BZ: C 0% — z (106 + 100 + 3) 4 92%(0 + 1)?
2.2.6 g BZ: F 0% — z (1767 + 1760 + 6) + 722*(0 + 1)*
2.9.7 — — (z—1) (0% — 2(60 +1)%)

2.2.8 e w(A) 6% — 4z (86% + 86 + 3) + 2562%(6 + 1)?
2.2.9 h 1(B) 0% — 3z (1862 + 180 + 7) + 7292%(0 + 1)?
2.2.10 i w(C) 0% — 4z (3262 + 3260 + 13) + 40962%(0 + 1)*
2.2.11 j (D) 0% — 122 (726 + 720 + 31) + 1866242%(0 + 1)*

2.2.12 k — 02 —32(20 + 1) — 8122(6 + 1)?
2.2.18 1 — 02 — 42(20 + 1) — 6422(0 + 1)?
2.2.14 m — 62 — 242(20 + 1) — 129622(0 + 1)?

Table 7.5: Elliptic operators of degree one and two [184]. The numbering refers to [185].

The period vector II(A; = 0, z) satisfies an inhomogeneous differential equation

135132
2

s

L (A = 0,2) = f (7.2.18)
where the operator E(;Q)(g(z) [99] is listed as AESZ. 2.23 in [102]. It is given by the Hadamard
product D % f.  The two operators are listed in Table 7.5. One immediately identifies the
operator D with that of the fibre of the three-fold. As we will discuss below, the appearance of f
is a property of the base P2. The Riemann symbol reads

0 a a o
00 ¢

PL(4) 01 1 % , 2P, (7.2.14)
2.28 7
01 1 g
11
022 &%

with a = _3%_#%/3 and @ being the roots of 503884822 + 3888z + 1. The action of the Picard-
Fuchs operator on the holomorphic (n,0)-form produces an exact differential whose integrals

over cycles vanishes. Let Cégzg(z)ﬁ(z) = df, then the inhomogeneity follows with

L35 (2)I; = / A= [ 8= a) / 3, (7.2.15)
T ar; Hf/—’ oP

where @ is the vanishing cycle dual to the flux f. By comparing eqgs. (7.2.14) and (7.2.15), we
deduce [,4 5 = 135iv/3z/m2. Linearity of the inhomogeneous term implies that all periods are
solutions to the fifth-order operator (6 — l)ﬁggs .
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7. Black hole condensation

new number | geometry operator ‘ Hadamard

1.1 X5 0% — 52(50 + 1)(50 + 2)(50 + 3)(560 + 4) —

1.2 X10 6* — 802(100 + 1)(100 + 3)(100 + 7)(100 + 9) —

1.3 X292 0* — 162(20 + 1)* A*A
1.4 X33 0% —92(30 + 1)2(30 + 2)2 B*B
1.5 X322 0% —122(20 + 1)%(30 + 1)(30 + 2) A*B
1.6 X42 6% —162(20 + 1)2(460 + 1) (40 + 3) A*C
1.7 X3 0% —16(80 + 1)(860 + 3)(80 + 5)(86 + 7)= —

1.8 X 0% — 362(30 + 1)(36 + 2)(60 + 1)(660 + 5) B*D
1.8 Xi2o | 0% —1442(120 + 1)(1260 + 5)(120 + 7)(126 + 11) —

1.10 Xi4 0% — 162(46 + 1)%(460 + 3)? C*C
1.11 Xu3 0% — 122(30 4 1)(30 + 2)(40 + 1)(46 + 3) B*C
1.12 X4 0* — 482(460 + 1)(46 + 3)(60 + 1)(660 + 5) C*D
1.18 Xe6 0% — 1442(60 + 1)2(660 + 5)* D*D
1.14 X2 0% — 482(20 + 1)%(66 + 1)(60 + 5) A*D

Table 7.6: Three-fold operator of degree one [186]. The last column refers to the known
Hadamard-product descriptions in terms of the elliptic hypergeometric operators in Table 7.5.
The numbering refers to [135].

While the appearance of Hadamard products in the process of black hole condensations is
interesting in and of itself; it also brings forth an integral period structure for these models that
deviates from the classical treatment. We define a one-parameter basis

1 00 0 100000
210 0 013000
oW (z) = (A =0 7.2.16
(=) 0 01 0 000010 |LAL=02), ( )
0 02 1 00000 1

(4)
2.23°
i.e. it omits the vanishing cycle and the degenerating cycle obtaining a boundary. The square

where the 4 x 6-matrix projects onto an independent set of homogeneous solutions to £

matrix allows for a prepotential description as it removes t?-terms in the last period. The latter is
symplectic w.r.t. the standard intersection form in eq. (5.3.15). The period vector II!) has the
asymptotic behaviour

I, ~ (1,375, %atf, 2F — tBt]-") : (7.2.17)

where we defined the prepotential as

534 — 44im3 s
F(t) = 9p 92p T8 ( Cg )

3! 2 24 2(27i)3

(7.2.18)

We expressed F in a way that allows for a comparison to the general form we gave in eq. (4.6.45).
Expanding the constant term shows a rational contribution of —1741 . This basis then leads to an
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7.2. Conifold transitions

integral basis with the following monodromy matrices

1 0 0 0 9 -1 1 1
M, = 31 0 0 M, = 8§ 0 1 1 ’ (7.2.19)
3 1 1 0 8 -1 2 1
-8 0 -3 1 —64 8 -8 -7
4 0 -1 1 6 0 0 1
M, = -3l -1 . My = 0 0 10 (7.2.20)
0 0 0 0 -1 1 0
-9 0 3 -2 -31 0 0 -5

They are all symplectic w.r.t. the standard intersection form and fulfil the closed contour relation
1 = M MyMzM.

The exact same approach for the P?[3]-fibration over P? leads to an integral basis for the op-
erator AESZ, 2.21 with Riemann symbol

0 b b oo
000 g3

Pawi 01 1 3,2, (7.2.21)
2.21 4
011 3
5
022 2

withb = — (3 + Z\/g) /486 and b roots of 196832% + 24321 + 1. As expected from the fibration,

this one-parameter limit is the Hadamard-product B x* f.

points l-vectors
1|0 o 0|0 -3
ajr o o 0 |o0 1
(ryo 1 0 0|0 1
ajo o 1 0|1 0
ajr 2 1 38 |1 0
aj-4 -5 -2 -3 |1 0
af(-r -t o 0 (-3 1

Table 7.7: Integral points and their scaling relations for the P?[3]-fibration over P2,

With the toric data collected in Table 7.7, the topological data are given by

R=J1J% +3J3 ]2 +9J3, (7.2.22)
CQ'J1:12, 02'J2:30, X:—72. (7223)

and, after the same projection as in eq. (7.2.16), we find the one-parameter prepotential

12ir73
9., 9/2, 6 (—66—743 )Cs
t) = —t ——tt— —t—
F(#) 3! + 2 24 2(2m’)3

, (7.2.94)
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7. Black hole condensation

with a rational constant contribution of —3/4. This leads to the monodromy group

1 0 0 0 4 0 -3 3
1 -3 1 —
My = 5 0 , M, = 5 5 3 , (7.2.25)
31 1 0 0 0 1 0
-2 0 -3 1 -3 0 3 -2
7 -3 3 3 4 0 0 3
M, = 6 =2 3 3 . My = 0 =23 0| (7.2.26)
6 -3 4 3 0 -1 1 0
-12 6 —6 —5 -7 0 0 -5

We note that, while the author of [131] generalised the ansatz for a prepotential to obtain in-
tegral bases for these Hadamard-products, for the operator describing B * f, the values for the
topological data disagree with the present realisation via conifold transitions.

Genus-one fibrations over P2 have holomorphic periods that can be written as a Hadamard
product of the fibre (depending on z2) and

w(Q)(Zl ZQ) = 71 % !
0 ’ (27Ti)3 |zi|=1 1+ x:f =+ x% + x% + (zl)_1/3x1x2:c3 7997
de‘l d.TQ da?g ( - )
Tr1Tox3 + zi/BzQ ’

where the modulus parametrising the inner point is given by ¢ = 21_1/3. On the locus of the
conifold transition, so at ¢ = —3 or 23 = (—3)73 and 25 = —3z, this period becomes the
holomorphic solution to the operator?

LP(2) = 0%+ 32 (30* + 30 + 1) +2722(0 + 1) (7.2.28)
given by
- (z) B 1 7{ 1 « dxq dxo das
0 2712 Jig =1 14 23 4 23 4+ 23 — 310023~ 217023 + 2 (7.2.29)

:1—3z+9z2+(’)(23).

The above motivates us to describe the one-parameter models arising in conifold transitions
as Hadamard-products, where the two factors are properties of the fibres and bases, respectively.
Before generalising the above to other bases, we want to study two more of them in detail. These
are depicted in Figures 7.1b and 7.1c, where Figure 7.1a represents the above case of a P?-base.

In these polygons, we already indicated the values of the deformation parameters where the
transition happens. For both bases (d) and (a), we will give the Hadamard-factor in the holomor-
phic period and give one example model.

2Comparing to the operators in Table 7.5, here, we find it expressed in —z.
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7.2. Conifold transitions

-3
. 92 e4 9 o
3 3
(a) Face of f-transition. (b) Face of d-transition. (c) Face of a-transition.

Figure 7.1: The faces of conifold transitions of type a, d and f. The numbers correspond to the

values of the deformation parameters where the transition happens.

Conifold transition d This base is the Hirzebruch surface F» which in turn is equivalent to
Fy [187]. We consider the toric description in Figure 7.1b with [-vectors

W =(.;...,1,1,0-20), (7.2.80)
1P =(.;...,001,1,-2), (7.2.81)

where the last two entries correspond to the points in Figure 7.1b with values two and four,
which are parametrised by ag and a7, respectively. We assume that the fibre is parametrised
by the coordinate z3 and that the [-vector looks like (...;...,0,0,0,0,1). Then, we can again
express the holomorphic period as a Hadamard product of the fibre and a period, which now
depends on three moduli:

w((]S)(Zl 29 23) — 17{ 1
(2mi)3 lzg|=1 1 + a:% + :1;‘21 + x% + zl_l/2:c%a;§ + 21_1/422_1/2x1x2a:3
da:l dl‘g d333 C
R (7.2.32)
T1xox3 + 21" 2y 23

1/2 1/4_—1/

withag = 2y "“and a7 = 2, 7/ "2y % On the conifold locus ag = 2 and a7 = 4 parametrised
by z3 = 4z, above period is the holomorphic solution at the MUM point of the Picard—Fuchs

operator

L (2) = 0% — 42 (30° + 30 + 1) + 3222(0 + 1)° (7.2.33)

and can be expressed as

( ) 1 % 1 % dxl dl’g dxg
wo(z) = =
0 (2mi)3 =1 1 + 22+ xd + 25 + 22322 + dvixozs T m1w2W3 + 2 (7.2.34)

=1+42+202"+ 0 (&%),

where we again identify the face polynomial at the transition in the denominator of the integrand.
A realisation of this fibration is given by the degree-24 hypersurface in P15 g 5 12 whose mirror
has three complex-structure parameters. The fibre is of type P35 1[6] and the one-parameter
model is thus D * d.
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Conifold transition a Here, the face at the transition is depicted in Figure 7.1c. The [-vectors
are given by

M =(..;...,0,0,-1,1,0,1,-1), (7.2.35)
1@ =(..;...,0,0,1,-2,1,0,0), (7.2.36)
1% =(...;...,0,1,0,1,-2,0,0), (7.2.37)
I =(.....,1,0,1,0,0,—2,0), (7.2.38)

where the last four entries, in backwards order, corresponds to the inner point (0,0), (—1,0),
(1,—1) and (0, —1) in Figure 7.1c. Here, the holomorphic period is given by a Hadamard prod-
uct of the fibre and

(7.2.39)

3
w(() )(2’1,22,23,24,25) = (

1 f dl’l dxg dl’3
27Ti)3 ‘

2/3 1/3 1/2
x;|=1 T1T2T3 —1—2122/ 23/ z4/ 25

1
1 —2/3 —1/3_—1/2
23 23 A

/3,—-1/3_4

—2 —1/3_—2/3 )
T12223+25 Z3 Tox3+24 / Z3 /:v%:p%

1+xf+xg+x§+z4_1/2x1x§+zf

with the deformation parameters set to ag =

1 -2/3 —1/3 —1/2

—2/3_—1/3 ~1/3_-2/3 ~1/2
29 Czg T, ar = 29 /23 ,ag = z, '~ and

. On the conifold locus at ag = a7 = 3 and ag = a9 = 2 implying
z5 = 2z, above period is the holomorphic solution at the MUM point of the Picard—Fuchs

operator

LO(2) = 0% — 2 (70> + 70 +2) — 822(0 +1)2, (7.2.40)

a

which can thus be written as

wo(z) _ 1 j{ d:El de‘Q dxg
(27i)3 lzs|=1 T1T2T3 + 2

1 (7.2.41)

>< .
L+ 2f + 2§ + 23 + 20125 + 221293 + 35 + 32323

A realisation is given by the degree-36 hypersurface in Pig12,32,1. The fibre is again given by
IP3 9.1[6] and the transition results therefore in D x a.

For the rest of the subsection, we will consider one-parameter fibrations with [-vector of the
form

ey

10 = (o, %,0,...,0,1) (7.2.49)
——r

vertices

over different bases. Given a triangulation of a toric three-fold, it is suflicient for this vector to
lie in the Mori cone, i.e. that it is given by a posiiive linear combination of the [-vectors. From
the point of view of the holomorphic period, restricting to a sub-cone of the Mori cone yields
monomials in the Batyrev coordinates with non-minimal exponents in the sense that a coordi-
nate transformation exists that reduces the monomials’ degrees while preserving holomorphicity.
Extending the Mori cone, however, would introduce fractions of the Batyrev coordinates which
can introduce terms in the holomorphic period that are absent for a model with such [-vectors,
since the I'-functions in the denominator would diverge, cf. eq. (4.4.19).
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The bases we consider are described torically by reflexive two-dimensional polytopes classified
in [188]. All 16 of them can be embedded in either the bi-quadratic in P x P! (Figure 7.2a),
the quartic in Py ;1 (Figure 7.3a) or the cubic in P? (Figure 7.4a). By tuning the deformation
parameters, one obtains the different bases depicted in Figures 7.2b, 7.3b and 7.4b, where those
corresponding to the vertices (filled circles) are set to one while the inner points (hollow circles)
are free moduli. The embedding allows us to obtain the Hadamard factor of the base in terms of
contour integrals

(2,2) 1 1 dsdt dvdw
@ (2) = (27i)* fé 1+ P(s,t,v,w) stvw+z ’ (7.2.43)
@, _ 1 1 dpdgdr 7.9.44
0 (Z)_(27Ti)3f1+P(p,q,7“)pqr+Z’ (7.2.44)
3, 1 1 dzdydz 9.4
= (2) = (271)? fé 1+ P(2,y,2) zyz + 2’ (7.245)

where the contours C are defined by the absolute values of all integration variables to be one. The
notation Z in w(()g) is due to the clashing of conventions in [189] with the Batyrev coordinates z
and has no further meaning. We summarise our findings for the three embeddings in Tables 7.8
to 7.10, respectively. There, the a; correspond to the values of the free moduli of the base at the
transition, where bold entries indicate that the point is either a vertex (1) or outside the diagram
(0). With the WeierstraB-form of these embeddings® given in [189], we obtain the coefficients ¢»
and g3 as functions of the deformation parameters a;. Setting the edge deformations to the values
of the transition and leaving a¢ untouched for now, we give the j-invariant for the embeddings.
Following the Kodaira classification of singular fibres [140], we identify the singular fibres with
the Picard—Fuchs operators of elliptic families [134, 101] (cf. Table 7.5). For the bases (4) and

(10), we instead obtain an essentially self-adjoint operator of degree four in z given by*

LY (2) = 767 — 2 (46° + 246 + 7) — 22 (1396 + 2380 + 105)

(7.2.46)
— 52° (6967 + 1396 + 72) — 2502*( + 1)?

with Riemann symbol
“7/10 0 A=0 oo
P.o 0 0 0 1,20 . (7.2.47)
5a
2 0 0 1

Here A = 1 — 2z — 1722 — 2523 and A = 0 represents its three roots. Note that z = —7/10 is
an apparent singularity and not one of the five singular fibres. We observe that the two hyper-
geometric families A and B (bi-quadratic and cubic) appear together with their pu-transformed
[101] operators (e and h) and that the classification respects the fact that operators a, ¢ and g all
belong to the same Beauville family IV [14 1], see also [134]. Even when taking into account the
equivalence of the families a, c and g, we still find four bases ((1), (7), (13) and (15)) that allow
for transitions with different elliptic fibres and thus serve as connections between one-parameter
three-fold families.

3] thank Albrecht Klemm for providing me with the MataEMATICA implementation.
4The index 5 refers to the number of singular fibres. We obtain two such operators that we index by a and b. There
is no connection between them and the second-order operators a and b.
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7. Black hole condensation

‘We note that we restricted the search summarised in Tables 7.8 to 7.10 to non-zero deforma-
tion values. Leaving the edge-deformations a;, ¢ > 0 fixed as in the tables, we observe further
rational zeros of the discriminant at ag = 0. For example, transitions that would yield the oper-

ator d at finite ag-values give transitions at ag = 0 described by [,f)(zz) . Similarly, those listed

as f transition at ag = 0 to Eg)(z3). Edge-deformations giving B (or u(B) = h) result in a

reparametrised operator B. Lastly, polygon number 16 has a transition at ag = 0, where the
base-factor of the Hadamard product is annihilated by the operator

LE)(2) =86 + 20(170 — 1) — 2% (5567 + 1280 + 64) — 122° (3060 + 780 + 47)

(7.2.48)
— 42" (1036% + 2500 + 147) — 992° (6% + 36 + 2)

with Riemann symbol
-8/9 0 A=0 o0
Pre o 0 0 1,z (7.2.49)
2 0 0 2

withnow A =1+ z — 822 — 3623 — 112% of degree four while infinity is a regular point.
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(a) Deformations in bi-quadratic. (b) Sub-polytopes of Figure 7.2a.

o)
v

Fan)
>

Figure 7.2: Elliptic families embedded in the bi-quadratic in P* x P'. Polytopes (1,2) and (3,4)
form reflexive pairs while 5 and 6 are self-dual. Polytopes (2,4,6) can also be embedded in the
quartic family in Figure 7.3 and (2-6) in the cubic family of Figure 7.4.

deformations (o) transition
no. a
a1 ‘ a2 ‘ as ‘ ay 140 ap ‘ £ ‘ sing. fibres
¢ (a3+8a0—32)3 4 A i
1 9 2 1728(ag—4)(ao+12) 12 | e = p(A) I, IT, Iy
(ag—16a3+256)3
-2 1728a03(a0—(31)2(a0+4)2 +4 d ‘[2’ -[2; ‘[4) I4
(a3—16a2+16)3
2 1 172823(a0—:4)(a0—4) +4 d 5L, I, Iy, Iy
(a§—40a2+120a0—80)°
3 1 2 o 1728(@0—3)5(a%+5a0—25) 3 b Il’ Il’ 15; I5
(a3—16a2+24a0+16)3 )
4 1 - 1728(110—1)2(ag—a%—18ao+43) 1 ‘C5a Il; Il: Ila 12’ I7
2
a3(ad—24ao+48)°
5 1 1728(2@7%)2((1072)3((10«}6) 3 c Il’ 12; 13’ I6
-6 g
( ) 2 a
a3 (ad—24a0+48)3
0 1 2 1728(2@7%)2((1072)3((10«}6) 36 c Il’ 12’ 13’ I6
- g

Table 7.8: Transitions for bi-quadratic bases depicted in Figure 7.2. The singular fibres follow
the Kodaira classification and were obtained from the polynomials f and g of the Weierstra}

form.
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|

)

) (10)

(11) (12)

% ¥ 9
|
Y ¥V Y

(a) Deformations in quartic. (b) Sub-polytopes of Figure 7.3a.

Figure 7.3: Elliptic families embedded in the quartic in Py 1 ;. Polytopes (7,8) and (9,10) form
reflexive pairs while 11 and 12 are self-dual, where (8) and (10) can also be embedded in both
the bi-quadratic in Figure 7.2 and the cubic in Figure 7.4.

deformations . ( ) transition
no. a -
aq ‘ as ‘ as ‘ ay ‘ as J140 ag ‘ £® ‘ sing. fibres
(a(2)+8a0—32)3 4 A %
7 2 4 16|42 1728(ap—4)(ao+12) —12 | e = u(A) I 17, Iy
a3—16a2+256)3
_2 W :l:4 d 12, IQ, I4, I4
(a3—16a2+16)3
8 O 1 2 1 O W Zl:4 d 12, IQ, 14, I4
—(ag—40a2+120a9—80)3
9 1 3 3 2 1728(@0—3)5((13—1—5(10—25) 3 b Il) Ila 15; I5
—(ad—T16a3+24a9+16)? @)
10 1|2 |1 |0 | st ] Ly, | LI, DI I
2 a
al(ad—24a0+48)3
1o 1|22 ey g c L, I, I3, I
-6 g
2 a
12/0|1]8|3]2¢ ad(af—24a0+48)° 3 I, I, I3, T
1728(a0—3)2(a0—2)3 (ao+6) ¢ 1> £2, 23, 16
-0 g

Table 7.9: Transitions for quartic bases depicted in Figure 7.3. The singular fibres follow the
Kodaira classification and were obtained from the polynomials f and g of the Weierstra3 form.
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By pe
ol A
.1'3

(a) Deformations in quartic. (b) Sub-polytopes of Figure 7.3a.

Figure 7.4: Elliptic families embedded in the cubic in P3 2 1. Polytopes (13,14) and (15,16) form
reflexive pairs, where (14) and (16) can also be realised in both the bi-quadratic and the quartic
of Figure 7.2 and Figure 7.3, respectively.

deformations {(a0) transition
no. Q,
ay ‘ as ‘ as ‘ a4 ‘ as ‘ ag A ao ‘ £® ‘ sing. fibres
(ap—6)(ap+18)? 6 B .
3 - 1728(ap+21) 921 h = /,L(B) I]a I3, v
2 a
13 ag a2 —16a :
1 (o) g ¢ L, 0o, I, I
(a0—3)(a0—2)5(a0+6)2 _6 g
a3(ad—216)3 6
0 T Tra8(agr27)? 3 f Iy, I, I, Iy
ag(a8+24)3
14 1 0 —W '3 f Il,[l, Il,]g
(a2+8a9—32)3 4 A .
15 || 2 1 p) 3 1728(ag—4) (a0 +12) 12 [ e = p(A) In I, s
(ag—16a2+256)°
-2 1(728a%(a0[jl)2(a0+4)1)2 +4 d Iy, Iy, 14, 14
at—8a2+24a9+16)3
0 0 _5
16 1 0 0 1 0 1728(0,3—0,8—8(13-‘1—36&0—11) Il; Il) Ilv Il) IS

Table 7.10: Transitions for cubic bases depicted in Figure 7.4. The singular fibres follow the
Kodaira classification and were obtained from the polynomials f and g of the Weierstra3 form.

5As explained in the text, a transition exists at ap = 0 with base operator Eg).
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Chapter 8

Conclusions

Our central question was how string compactifications on different families of Calabi—Yau mani-
folds are related by physical processes. While the interconnectedness of all families is still out of
reach, we extended the web with new methods that fall into two categories.

In Chapter 6, we studied smooth fixed-point loci in the moduli space of residual discrete sym-
metries in the moduli space. For all quotients of hypersurface families we considered, a rational
splitting of the period vector into invariant and non-invariant parts was obtained. Both compo-
nents are given by rational linear combinations of the integral basis obtained from the T'-class at
the MUM point. Even in models with a number of complex-structure moduli large enough to
make an explicit analysis of the periods intractable, we can deduce two important results. First,
there exist integral fluxes given by the rows of the splitting matrix (cf. eq. (6.1.89)) that drive the
moduli towards the fixed-point loci. Importantly, for loci of codimension larger than one, this
presumes compatibility of the individual flux configurations. Second, the F-term equations for
the non-invariant moduli are satisfied automatically by superpotentials built from linear com-
binations of the invariant periods. It follows that searches for supersymmetric flux vacua on
symmetric loci in moduli spaces of many-parameter families can be reduced to those on the
sub-family over that locus. The compatibility of axio-dilaton values 7 in consecutive moduli sta-
bilisations is an essential requirement and generically not guaranteed, which we exemplified on
the model XG(?’) with two flux vacua along codimension-one loci with conflicting values for 7 on
their intersection (cf. eq. (6.2.21) ). Only at a specific point ag = 0 do the values agree and realise
a known one-parameter flux vacuum inside the three-parameter model.

We utilised the Yifan-Yang pullback to study pairs of one-parameter Calabi—Yau operators of
order four and five to show the equivalence of the supersymmetric flux vacua conditions in type
IIB on three-folds and in M-theory on their Yifan-Yang lift. This allows for an application of the
tools developed for finding attractor points in three-folds families on four-fold compactifications
and may simplify the search for supersymmetric flux vacua in M-theory .

Linking to the second category of transitions arising along singular loci, the conditions for
supersymmetric flux vacua in F-theory are satisfied at fibres with a shrunken S*. In section 6.3,
we expressed the periods along a known vacuum of this form as a Hadamard product whose
factors depend only on the fibre and base of the fibration, respectively.

We studied singular transitions in type 1B compactifications in Chapter 7, where we gave pre-
cise descriptions of the period structures in exemplary models arising in strong coupling and
conifold transitions. Since the former is conceptually already well understood, we focused on
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drawing a connection to flux vacua. To our knowledge, the precise analysis of conifold tran-
sitions in genus-one fibrations given in section 7.2 is the first of its kind. It is illuminating to
see how the shrinking S? breaks open its dual cycle and makes its period a solution to an inho-
mogeneous Picard—Fuchs equation, cf. eq. (7.2.15). The remaining integrals of Q(z) over the
cycles are identified with Hadamard products, where one factor belongs to the elliptic fibre and
the other depends on the geometry of the two-dimensional base. For all bases described tor-
ically by reflexive polygons, we observed at least one transition to a Hadamard product. Four
of them have multiple distinct one-parameter models embedded in their moduli space, which
serves as new connections in the web of Calabi-Yau families. The realisation of these models
inside well-understood geometries provides them with an integral structure in the vector space
of periods. The embedding supports a conjectural form of the prepotential, which includes a
constant rational term.

The I-class formalism necessary for integral bases in four-fold compactifications enabled us
to construct a Jordan—Chevalley splitting of period matrices in any dimension into unipotent
and semisimple parts in section 5.6. This decomposition has applications in the computation of
multi-loop Feynman integrals as it helps to bring the differential equation into an e-factorised
form. It furthermore motivated our proposal in section 5.3 for an integral period basis in non-
degenerate Calabi—Yau families in any dimension. We supported the claim of integrality by mon-
odromy calculations and genus-zero invariants in several higher-dimensional models.

Outlook. The methods presented here to find and describe strong coupling and conifold tran-
sitions can be utilised in the context of compactifications of M- and F-theory. In section 6.3, we
touched on the simplest example of an elliptic fibration over P2, The flux dual to the S* vanishing
for suitable values of the deformation parameters plays the role of the S in conifold transitions in
type IIB compactifications. We expect that a classification analogous to that of section 7.2 yields
a variety of supersymmetric flux vacua in genus-one fibrations over three-dimensional bases de-
scribed by three-dimensional reflexive polyhedra. Together with transitions at suitable values of
deformations originating from points inside faces of codimension three and four, these will be
part of an upcoming article.
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Chapter A

Picard-Fuchs systems over non-simply-connected spaces

The landscape conjectures by Ooguri and Vafa [142] exclude the existence of non-trivial cycles
of minimal length. In the future, it might therefore become interesting to search for three-
folds over moduli spaces with such cycles. These exist, if the moduli space itself is of higher
genus. To our knowledge, three-fold families with this property have not yet been found. In
the following two sections, we give examples of how Picard—Fuchs systems defined over higher
genus moduli spaces yield the monodromy representations after an identification of the branch
cuts. The modular forms, group generators and some code snippets given in footnotes are taken

from the LMFDB [143].

A1 L% over X(11)

We consider the modular congruence subgroup

To(11) = {(“ Z) € SL(2,Z) | ¢ = 0 mod 11}, (A.1.1)

C

ADGDEYC )

The corresponding modular curve Xo(11) = I'o(11)\H given by?
v 4y =2 — 22— 10z — 20 (A.1.3)

generated by!

has genus one and j-invariant —223131175. There are two weight-two modular forms of T'g(11)

with g-expansion®

my = 1+12¢* +12¢° +12¢* +12¢° + 0(¢%), (A.1.4)
me =q—2¢>— ¢ +2¢* +¢* + 0 (¢°). (A.1.5)

As an invariant coordinate, we define a ratio of (linear combinations of) these modular forms
that is of the form ¢ 4+ O(¢?)

mi (A.1.6)
= q—2¢* — 13¢> + 14¢* + 169¢° + O (¢°) .

! SAGEMATH: Gamma0(11) . generators ()
https://www.lmfdb.org/EllipticCurve/Q/11/a/2
3SAGEMATH: ModularForms (Gamma0(11),2) .basis()
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A.1. £®) over Xy(11)

We invert this series and find
q(z) = 2 + 227 + 2123 + 1562 + 14862° + O (%) . (A.1.7)

Expressing now the two modular forms m; in terms of z makes them solutions to differential

®3)

operators of degree three £;”'m; = 0. The two operators are not independent but are related via

1
£l = ch’); (A.1.8)

and we will therefore write £3) = L’gg) with

LB =03 —-220(0+1)(20+1) —822(0 +1)(110 (0 + 2) + 12)

X A (A.1.9)
—15023(0 + 1)(0 + 2)(260 + 3) — 3042*(0 + 1)(0 +2)(0 + 3) .
The Riemann P-symbol of £3) is given by
a a —% 0 b
00 0 00 O
Pre 1101 o1 2, (A.1.10)
2 2 2 2
11 1 01 2
where
1 : :
0= (— {/ 627V/33 + 6947 — \‘/ 6947 — 627/33 — 56)
. (A.1.11)
+— (f’/ 6947 — 627/33 — {’/ 627v/33 + 6947) ~ —0.407 — 0.053i,
76v/3
1 (s 3
b= g (2 \/627\/£ + 6947 + \/55576 — 5016v/33 — 56) ~ 0.078 (A.1.12)

and a, @ and b are the three roots of the polynomial A, = 7623 + 5622 + 8z — 1. This operator
is essentially self-adjoint with Yukawa coupling

1

@) x AT A

(A.1.18)

To verify that this moduli space is indeed given by X (11), we consider the elliptic curve family
whose symmetric square makes up the K3 family under consideration. This will allow us to
identify the monodromy group with the generators of I'y(11). Performing this analysis for the
K3, we would obtain the symmetric representation of the modular group. The Picard—Fuchs
operator for the elliptic family is the one that annihilates y/m;(2):

L2 =6%-220(20+1) —82%(110 (0 + 1) + 3) — 15023 (0 + 1)(20 + 1)

A (A.1.14)
—762%(40 (0 +2) + 3) .
Its Riemann P-symbol reads
a a —% 0 b
Penq 00 0 0 0 3 ,2 (A.1.15)
11 1 g 1 3
2 2 2 2 2
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w5 e ()
M1 = m (; —_161> Mo = ((1) 1)
My = 75 (101 _01> Moo = <_01 —01)

Table A.1: Monodromy representation on solutions IT of £(2) defined on X (11).

e

Figure A.1: A-cycle: Starting at a point zg, the period vector is transported counterclockwise
around a and then —i. The monodromy representation is given by gs.

and the operator is essentially self-adjoint Yukawa coupling

C1(z) < \/C11(z) z\/(liT)A' (A.1.16)

For C1(z) to be well-defined, its domain of definition must be a double cover of P! where the
four roots of (1 + 4z)A. are connected to branch cuts. There are several choices of inserting
these and we will show below that closed cycles on this space give rise to integral monodromy
transformations. It would be naive to expect a basis of periods where the monodromies around
all singularities become integral, since, due to the double-cover-property of the domain of defi-
nition, the cycles around some singularities cannot correspond to closed contours.

Choosing the basis of solutions of £(?) around z = 0 given by

log(2)
I(z) = ( 2 ) +0(2), (A.1.17)

we find the monodromy representation collected in Table A.1. The monodromies around sin-
gularities connected to a branch cut are not integral but square to the identity. Only when going
around these points twice, one returns to the same point. Therefore, these points are not typical
singularities of the family.

We identify the generators g1 = My and g4 = M, . The remaining two generators corre-
spond to the transport around closed loops sketched in Figures A.1 and A.2. They are given in
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A.1. £®) over Xy(11)

Re

<0 0 b

I
I
I
I
I
I
I
I
I
I
I
I
I
I
:
a e

Figure A.2: B-cycle: Starting at a point zg, the period vector is transported counterclockwise
around @ and then —i . The monodromy representation is given by g3.

terms of the monodromy matrices listed in Table A.1

go=M 1-M,, (A.1.18)

1
g3 =Mz M (A.1.19)

N

Encircling the singularities in opposite order reverses the direction of the path. This is reflected

in the matrix representation in the sense that 92_1 =M, -M 1and gg_1 =M 1-M;.
4

W=

Another verification of the differential system to be defined over X(11) is the computation of
the j-invariant. We may map the singularities to that of the Legendre curve given by

v =z(xz—1)(z—-N), A¢{0,1}

via a Mobius transformation over SL(2,C). We place the branch cuts of the Legendre curve
along [00,0] and [1, A]. The Mébius transformation is then determined by the mapping of the
three points

1
{b, a,—z} — {0,1,00},

implying a — A &~ 0.908125 + 10.418699. This allows us to recover the j-invariant of X (11)
via the formula

. ()\2 A+ 1)3 912313
IV =250 n = =

Finally, we may compute the mirror map of the operator £2) given by

1T,
(Z) E 9
which satisfies the relation
e27rit(z) _ q(z) ,

with ¢(z) as in eq. (A.1.7). This is a direct consequence of £®3) being the symmetric square of
£A.
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A. Picard-Fuchs systems over non-simply-connected spaces

A2 £® over X,,;(15)

Similarly to the proceedings of appendix A.1, we can obtain an fourth-order operator given by
the symmetric cube of a second-order one. The group we consider is defined by

[y (15) = { (Z 2) € SL(2,Z) | ¢ = 0 mod 15 and x15(a) = 1} (A.2.1)

with the quadratic Dirichlet character given by x15(n) = x3(n)x5(n) and for a prime p

1 3JreN:n=r’modp,
Xp(n) =40 pn, (A.2.2)

—1 else.

In other words, the entry a is restricted to {1,2,4,8}. The lowest weight of modular forms is
three. Their g-expansions read*

my =q—q*+3¢° —3¢" —5¢° + 0(¢°) (A.2.3)
mo = ¢* — 3¢° + 5¢° + O(¢°).. (A.2.4)

We obtain the Batyrev coordinate again as z = mgo/m1, whose inversion yields the mirror map
q(z) = z + 22° + 132° 4 812" + 5882° + O(29).. (A.2.5)

The degree-four operator annihilating the normalised modular form m;y/z as a function of z
is of z-degree twelve and can be written as £#) = Sym? (5(2)) with the essentially self-adjoint
second-order operator

LP)(2) =96 — 32(20 +1)(660 + 1) — 22(4326% + 4026 + 119)
— 32% (36607 + 4630 + 165) — 22" (66 + 5)(990 + 76) (A.2.6)
—62°(30 + 2)(3260 4 41) — 1125(30 + 2)(36 + 5)

with Riemann symbol

a =1 b a 0 b oo
Peyy 0 5 0 0 0 0 3 ,2¢. (A.2.7)
11 11 g1 5
2 3 2 2 2 3
Here, we denoted the singularities by a = —(3 + v/5)/2 and b = —(9 + 5v/5)/22, where

barred means v5 — —+/5. With an asymptotic period basis as in eq. (A.1.17), one obtains
the monodromies listed in Table A.2 together with My, = e~2™/31 . We note that the propor-
tionality to a root of unity of M_; and My, can be resolved by a Kihler-gauge transformation
II — (14 2)~/31 and that all monodromies around points with indials (0, 1/2) square to unity.
Furthermore, we verified that the product of monodromy transformations in the order in the

4 SAGEMATH:
from sage.modular.dirichlet import DirichletCharacter
H = DirichletGroup(15, base_ ring=CyclotomicField(2))
chi = DirichletCharacter(H, H._module([1, 1]))
Newforms(chi, 3)
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A.2. LD over X, (15)

15 —4
_ 1 _
M“_Nﬁ<60 —15) Ma =
45 —17
_ 1 o
Mb_Mﬁ(lzo —45) Mz =
M_ | = e2mi/3 —14 5 0=
—45 16

w15\ 30 —15
. 0 -1
iv15 15 0
1 1

(01)

0 1

Table A.2: Monodromy representation on solutions IT of £2) defined on X, (15).

Riemann symbol is trivial. With branch cuts between (a, b) and (@, b), we identify four genera-

tors of the rank-five group I, | (15)

11 13 5
My = M= M, - M, =
0 (0 1>’ AT e (—60 23)’
(A.2.8)
~11 7 —-14 5
Mpg = M, - M; = Mo=M_1 -My, = .
B b Ha (—30 19)’ © 17 Heo (—45 16>

The monodromy representation on the order-four operator is given by the symmetric cube of

the above. We note that, there, infinity becomes a regular point and that the monodromy around

z

—1 is integral by itself. All instanton corrections to the triple coupling vanish, which is

expected for symmetric cubes of second-order operators.
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Chapter B

Genus-zero invariants of higher-dimensional two-parameter

families

This appendix lists the first genus-zero invariants for two-parameter five-, six- and seven-folds

computed with the formalism of section 5.3.

B.1 Five-fold ]P)15’10715[30]

Tables B.1 and B.2 contain the genus-zero invariants for the degree-30 hypersurface in Py5 1 15 .

This model was discussed in more detail in subsection 5.5.1.

Ny, | d2=0 1 2 3 4
di=0| - 130 -58345 55837430 -73589158000

1 0 -55500 41337000 -56028509000 95692879557000

9 0 14314500 -15970505250 29728628829000 -64866615149502000

3 0 -3190201000 4521652482000 -11158432052002500 30609825097795488000

4 0 575518349750  -1032624284555250  3310653667485273000  -11280847682905657902000
Ny, | d2 =0 1 2 3 4
d=0| - -650 291725 -279187150 367945790000

1| 1500 241500 -193563000 268338729000 -463428560804000

2 | 3000 -58234500 71165528250 -137852543993000 305433626311098000

3 | 4500 12717419000  -19432506624000  50037802437232500 -140631707204082788000

4 | 6000 -2098887405750 4300685843195250 -14467844481295497000  50711085757695842006000

Table B.1: Corrections to the components C;;* of the triple couplings C(1:13) belonging to the
ﬁVC-fOld ]P)15710715 [30] .

B.2 Complete intersection six-fold

As a second example, we consider the six-fold complete intersection given by the configuration

(cf. section 2.2)

PO 2
B.2.1
PP 7 1 ( )
with Hodge structure (1,2,2,2,2,2, 1) and intersection ring given by
R="TJ,J5 +14J% . (B.2.2)
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B.3. Complete intersection seven-fold

Nays | d2=0 1 9 3 4
=0 - 0 0 0 0
1 0 87000 -88053000 145836336000 -289794189173000
9 0 -41953500 66078582000 -151975940112000 387743791488726000
3 0 11247432000  -26385247644000  82815777839355000 -268662318135628656000
4 0 -2816774073500 7492529798596500 -31499193318974785500 128621623038866406747000
Nyays” | d2=0 1 2 3 4
=0 - 0 0 0 0
1 -1500 36000 -13122000 11778816000 -15040836981000
9 -6000 -424926000 34892496000 -53271434304000 101028526771824000
3 | -18500 19481508000  -23788181358000  50776237757340000 -124611083496124956000
4| -24000 -5451403122000 9260364467574000 -27004642733470722000  84453546674741406516000
Mgz | d2=0 1 2 3 4
=0 - -945 289035 -499858460 1018558891950
1 0 106500 -207544500 506590888500 -1328646245206500
9 0 -28622250 81762541500 -9272311461024750 909393935613849000
3 0 5861483000  -23291851752000  103190445948877500  -432819166908356696000
4 0 -960037082375  5283232845747750 -30757856154831156375 160526772200304513189000

Table B.2: Corrections to the components C; aﬁ of the triple couplings C'(1:%2) belonging to the

five-fold P15 19,15[30]. Due to the symmetry in the couplings, we have n, 4, )2 = Ngidol -

The non-vanishing integrals of Chern classes yield

1

co- J1J3 =147, ¢ Jy =308, (B.2.3)
c3- 1J3 = T84, c3-J3=—1582, (B.2.4)
cy - J1Ja =5733, cy-Jo=11774, (B.2.5)
cs-Jp = —39984, ¢5-Jo = —81844, (B.2.6)

x = 573216. (B.2.7)

Here, we are interested only in the genus-zero invariants coming from the triple couplings.
These are listed in Tables B.8 and B.6. Considering a similar transformation of variables as
in eq. (6.1.10) for describing the three-parameter three-fold hypersurface X5 as a CICY

7%0(21, 22) =V 1-— 421@0 (Zl, 22(1 — 421)) s

we find that this two-parameter six-fold period becomes one of a six-fold one-parameter model

(B.2.8)

as z1 — 1/4. We did not verify whether this is a transition of the entire integral structure of the
middle (co-)homology. The one-parameter model is—up to a rescaling of the complex-structure
modulus—the mirror family of degree-eight hypersurfaces in P7. This model together with its
invariants was discussed briefly in subsection 5.5.2.

B.3 Complete intersection seven-fold

As alast example, we compute the genus-zero invariants for the seven-fold complete intersection
with configuration matrix (cf. section 2.2)

P20 38
B.3.1
PT16 2 ( )
with Hodge structure (1,2, 3,3,3,3,2,1) and intersection ring given by
R =18J0Jy +12J7J3 . (B.8.2)
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B. Genus-zero invariants of higher-dimensional two-parameter families

ngg |d2=0 1 2 3 4

di=0] - 102812 16517690280  4769975120009400  1788670482131896286936
1 -2 102812 0 18884917585601728  13878201868881305449536
2 0 0 -16517690280 -13884917535601728 0
3 0 0 0 -4769975120009400  -13878201868881305449536
4 0 0 0 0 -1783670482131896286936

ngg, | d2=0 1 2 3 4

di=0] - 144256 17462826584  4361238820782872  1482599929913698021888
1 1 246568 111214811768 60280546074034888  85582521273000808347024
2 0 0 33980516864  74165463609686616  98957248755268188958344
3 0 0 0 9181218940792272  49460723141882118796560
4 0 0 0 0 3266270412045594308824

Table B.3: Corrections to the components C;;* of the triple couplings C (1.14) belonging to the
six-fold CICY with configuration (B.2.1).

g4, dy =0 1 2 3
d1=0 - 24 60 72

1 31248 1884672 29312352 246666816

2 864771840 251330413248 13448862258048 325897035614208

3 | 48806303416560 37587089999646720 4729909879978778880 244361471415416879616
Ny g, dy =0 1 2 3
d1=0 - 6 -6 0

1 52056 1131840 9926496 57490560

2 1751053248 287515715504 8141727014784 143263083868560

3 | 1104514953827912 44325978297836544  3809259647533642752  148534191907426263744
gy dy =0 1 2 3
d1=0 - -9 9 0

1 6480 -6480 -6480 19440

2 468555840 22534293960 331045477200 2684891924280

3 36098796486960  6996784294736640  340157317297898880  79756438229362097360

Table B.4: Corrections to the components C;;* of the triple couplings C (1.15) belonging to the
seven-fold CICY with configuration (B.3.1).

The non-vanishing integrals of Chern classes are

co-JP =144, ¢y J{Ja =360, co-JPJE =192, (B.3.3)
c3-Jp = —432, ¢3-JPJy = —1440, ¢3-J2J3 = —864, (B.8.4)
cy - JP =3600, cy-JPJo=9612, c4-JiJ3 = 5448, (B.8.5)

cs - JJE = 20736, c5-J1Jy = —56880, c5-.J5 = —32544, (B.8.6)
ce - Jy = 125856, g Jo = 341784, (B.8.7)

X = —756000. (B.3.8)

We computed the corrections to all three kinds of triple couplings C(1:1:9), 0(1:24) gnd C(1:3:3)
and verified integrality for all invariants up to degree ten. Tables B.4, B.5 and B.7 contain only

those up to degree six.
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B.3. Complete intersection seven-fold

ndldz‘ll do=0 1 2 3
di=0 - 0 0 0

1 51408 4646592 81078192 713536128

2 3480188544 1638018262080 102614475965760 2700408095048448

3 340699613797008 443580519776385024 66746494882328109696 3808839040148938175424
nd1d2412 do =0 1 2 3
di=0 - 0 0 0

1 159408 3977424 34708176 200819088

2 15354551808 2508720993072 91410103984032 1649786984060112

3 1842317884132848 910220645248233984 84987202697514235008 8461752753566352373520
ndldz’lg do =0 1 2 3
di =0 - 0 0 0

1 563876 -56376 -563876 169128

2 12662640576 638518427064 9498379105008 77441416480472

3 1970806334319000 406698336573147648 20299181309916803712  482482007499962659176
Ny dy 21 do=0 1 2 3
dy = - 24 120 216

1 0 4063104 145475424 1974841952

2 0 792196666560 975473871167744 3853185239923200

3 0 152646749932087296 44146180958592215808 8731345234028755383680
Ny dy.2 do=0 1 2 3
dy = - 6 -12 0

1 31248 5120352 84729744 716072832

2 1729543680 1585305899856 106161995483136 2798799527906640

3 146418910249680 395034539070915072 66069779379280490880 38889320232968935396064
nd1d2423 ds =0 1 2 3
di=0 - -9 18 0

1 52056 496800 1045656 -1191024

2 3502106496 652736337624 17968769365824 221288575643352

3 331354485983736  239740983855804672 208620422601205641504  717208482226285343520
Ny, d, 31 do =0 1 2 3
di =0 - 8 80 144

1 0 944640 59846976 983387520

2 0 138464375616 29778304538880 1496493979157952

3 0 21496923053051904  10982311619619110400 1205419021134994635264
”(11(12,32 do=0 1 2 3
di =0 - 12 0 0

1 0 1859904 44129088 409701888

2 0 378487228064 38168465855616 1219320016231968

3 0 72969792055197696  18870292826536596480 1385985212447789565504
7L0{1d2_33 do=0 1 2 3
di=0 - -18 0 0

1 0 -30240 -3945888 -33032448

2 0 145115226000 5493651469056 62807354169552

3 0 45222971429730816  5970877187935352576  247238285764772444000

Table B.5: Corrections to the components CZ-QA of the triple couplings O

seven-fold CICY with configuration (B.3.1).
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B. Genus-zero invariants of higher-dimensional two-parameter families

Ny gyq’ | d2=0 1 2 3 4

dy =0 - -1009792  -244479572176 -91586015236440312 -41512798037583544612864
1 0 -5141570  -4965596259918  -4246906117760960430  -8477625650092761877945774
2 0 0 -2020568042990  -7244630844138458820 -13706892224511660576981848
3 0 0 0 -1031787508592869476  -8217610959088745828503162
4 0 0 0 0 -588297859142101773554288

Nggy1” | d2=0 1 2 3 4

d =0 - 0 0 0 0
1 -1 -490539  -817309853165 -218775592666383389 -154971594113859025142469
2 0 0 -215682899621  -580781296121491794 -922963841927237173163492
3 0 0 0 -115605567354848998 -731089752189236330987719
4 0 0 0 0 -67808889665659254558152

Mg | d2 =0 1 9 3 4

dy =0 - -6151362 -2265047615166 -1123373523829309788 -629810657179685318167152
1 0 -6151862 -9931192519836 -11491536961899419250 -11695236609181507706448936
2 0 0 -2265047615166  -11491536961899419250 -27412784449023321153963696
3 0 0 0 -1123373523829309788  -11695236609181507706448936
4 0 0 0 0 -629810657179685318167152

Ngdpo | d2=0 1 2 3 4

dy =0 - -243971 -72969677949 -31792648158418070 -16233661640355284521032
1 0 -634795  -709370894274  -672941559993242855 -597826264651086383940916
2 0 0 -250608552789 -968706577420959895 -1958056032073094368140264
3 0 0 0 -128689283817197614  -1072921822374843288408932
4 0 0 0 0 -78739289385314046645704

1,2,3)

Table B.6: Corrections to the components C; . of the triple couplings C' belonging to the

six-fold CICY with configuration (B.2.1).

ng, d2111 dy =0 1 2 3
dy =0 - 0 0 0

1 374976 62532864 1227921984 11154848256

2 20754524160 21822618405888 1623748819567104 46091237254566912

3 1757026922996160 5828568982666831872  1077438759065501501952  67917096495232635619584
Ny dy 1 do=0 1 2 3
dy =0 - 0 0 0

1 2838240 164026944 2450707488 20250336960

2 246898015488 79412370217920 4275629866493568 108344246119419200

3 28240407657940320 26313513524024813568 3440966909368285285632 180194967152754904906560
ndldy,l‘ do =0 1 2 3
d=0 - 0 0 0

1 5178816 103576320 911471616 5282392320

2 749905433856 92800356120576 3102643862205696 54113192709493248

3 110786116630769856 42255450273862849536 8553111889756245744128 187120538895675571098368
”dldg,zl dy =0 1 2 3
dy =0 - 288 1440 2592

1 0 58095360 2268711936 31837743360

2 0 12491635511808 1698454087681536 70419524279687424

3 0 2561907857813841920  827653058905474031616  74079182437277297018504
71(11{12,22 doy=0 1 2 3
dy =0 504 2016 3888

1 616896 184996224 5012601408 61286979456

2 41762262528 53731276319808 4922479282576896 168736438415077056

3 4088395365564096 13562068585975289856 2892594017628967444992 209630110774538312007552
ndldm1 do =0 1 2 3
d=0 - 96 960 1728

1 0 14335488 952971264 16081473024

2 0 2347865222400 542565640203264 28210866264 168192

3 0 391264002124849152 218865069056061554688  25033426068683141125632

1.33) belonging to the

Table B.7: Corrections to the components C’iab of the triple couplings C(
seven-fold CICY with configuration (B.3.1). The remaining invariants follow from the symme-

try of the couplings in the last two indices.
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