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q-Hodge filtrations,
Habiro cohomology, and ku

Ferdinand Wagner

Abstract
Peter Scholze has raised the question whether some variant of the q-de Rham
complex is already defined over the Habiro ring H := limm∈N Zrqs∧

(qm−1). Such a
variant should then be called Habiro cohomology.

In Part I, we’ll show that Habiro cohomology exists whenever the q-de Rham
complex can be equipped with a q-Hodge filtration: a q-deformation of the Hodge
filtration, subject to some reasonable conditions. To any such q-Hodge filtration we’ll
associate a small modification of the q-de Rham complex, which we call the q-Hodge
complex, and show that it descends canonically to the Habiro ring. This construction
recovers and generalises the Habiro ring of a number field from rGSWZ24s and is
closely related to the q-de Rham–Witt complexes from rWag24s.

While there’s no canonical q-Hodge filtration in general, we’ll show that it does
exist in many cases of interest. For example, for a smooth scheme X over Z, the
q-de Rham complex q9ΩX/Z can be equipped with a canonical q-Hodge filtration as
soon as one inverts all primes p ⩽ dim(X/Z).

In Part II we’ll explain how another large class of examples arises from homotopy
theory: If R is quasi-syntomic and admits a spherical E2-lift SR, then the graded
pieces of the even filtration on TC−(ku b SR/ku) and TC−(KU b SR/KU) give rise
to a q-Hodge filtration on the (derived) q-de Rham complex of R and the associated
q-Hodge complex, respectively. We’ll also explain the Habiro descent of the q-Hodge
complex in terms of a genuine refinement of the S1-action on THH(KU b SR/KU).

In Part III, which is based on joint work with Samuel Meyer rMW24s, we’ll study
a refinement of THH/TC−, constructed by Efimov and Scholze as a consequence of
Efimov’s theorem on the rigidity of localising motives rEfi-Rigs. Using the results
from Part II, we’ll compute π˚ TC−,ref(ku b Q/ku) and π˚ TC−,ref(KU b Q/KU).
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§1. Introduction

§1. Introduction
This thesis attempts to answer the following question, which was raised by Peter Scholze:

1.1. Question. — Is it possible to construct a version of q-de Rham cohomology with
coefficients in the Habiro ring?

Before we go into any details, let us give an overview of what these objects are and why
Question 1.1 is relevant.

1.2. What’s q-de Rham cohomology? — We’ll answer this question in detail in §1.1
below. For now, it’s enough to know the following: q-de Rham cohomology is a cohomology
theory for smooth schemes over Z that was constructed by Bhargav Bhatt and Peter Scholze
rSch17; BS19s. The q-de Rham cohomology of a X a smooth scheme over Z is the sheaf
cohomology

H˚
q9dR(X) := H˚(X, q9ΩX/Z)

of the q-de Rham complex q9ΩX/Z. This object, in turn, is a sheaf of complexes of ZJq − 1K-
modules on X, whose reduction modulo (q − 1) is the usual de Rham complex of X:

q9ΩX/Z/(q − 1) » Ω˚
X/Z .

In other words, the q-de Rham complex is a q-deformation of the usual de Rham complex.

1.3. What’s the Habiro ring? — If Zrqs∧
(qm−1) denotes the completion of the polynomial

ring Zrqs at the ideal (qm − 1), we define the Habiro ring as the limit

H := lim
m∈N

Zrqs∧
(qm−1) .

Here and in the following, N denotes the set of positive integers, partially ordered by divisibility.
An equivalent presentation (and the one originally used in rHab04s) would be

H „= lim
n⩾0

Zrqs/(q; q)n ,

where (q; q)n := (1 − q)(1 − q2) · · · (1 − qn) denotes the q-Pochhammer symbol.
We note that for every root of unity ζ there exists a ring morphism H ! ZrζsJq − ζK; in

particular, for ζ = 1 we get a map H! ZJq − 1K. These can be shown to be injective, and so
the Habiro ring can be informally thought of as the “subring of ZJq − 1K of those power series
that admit Taylor expansions around each root of unity”.

We can thus informally restate Question 1.1 as follows:

1.1′. Question. — Given that the de Rham complex admits an interesting deformation
around q = 1, what can we say around other roots of unity?

In the following, we’ll call a putative answer to Question 1.1 Habiro cohomology. Let us
now explain why Habiro cohomology should be interesting.

1.4. Motivation from arithmetic geometry. — In arithmetic geometry we’re looking
for the “one cohomology to rule them all”. For p-adic formal schemes and p-adic coefficients,
a good candidate for such a theory is Bhatt–Scholze’s prismatic cohomology rBS19s. But in

1



§1. Introduction

general, for schemes over Z—which we’ll usually call global—and arbitrary coefficients, very
little is known.

But at least we know this: After completion at any prime p, the q-de Rham complex
(q9ΩX/Z)∧

p computes prismatic cohomology of the formal scheme X × Spf Zprζps, where ζp
denotes a primitive pth root of unity. In fact, q-de Rham cohomology is the only known
non-trivial case in which the various prismatic cohomologies for all primes p can be combined
into one global object!

This makes q-de Rham cohomology interesting. Now a positive answer to Question 1.1
should be even more interesting, since it would contain a lot more information. To explain what
form this information takes, it is best to adopt a geometric perspective. This leads us to a brief
digression about stacky approaches to cohomology theories. The idea behind stacky approaches
is the following: To any reasonable cohomology theory H˚

? (−) and any geometric object X, it
should be possible to associate another geometric object X? (often a stack, hence the name
stacky approach) in such a way that the cohomology H˚

? (X) is given by the sheaf cohomology

H˚
? (X) „= H˚(X?,O) ,

where O denotes the structure sheaf of X?. This reduces studying the algebraic properties
of H˚

? (X) to studying the geometric properties of X?, which often holds much more refined
information.

The first instance of a stacky approach is Carlos Simpson’s de Rham stack XdR rSim96s,
whose sheaf cohomology computes de Rham cohomology, as the name suggests. In recent years,
this idea has received much attention through the construction of a stacky approach to prismatic
cohomology by Drinfeld and Bhatt–Lurie rDri24; BL22a; BL22bs, the construction of a de
Rham stack for rigid-analytic varieties by Rodríguez Camargo rRC24bs, and the subsequent
ongoing efforts to combine both constructions into a stacky approach to prismatic cohomology
for rigid-analytic varieties.

Stacky approaches also fit remarkably well with the philosophy that the “one cohomology to
rule them all” should be a sheaf on “X × SpecZ”, where the product is not taken in schemes,
but over the “absolute base” (the “field with one element”). This doesn’t exist, of course,
but we hope that a geometric object playing the role of “X × SpecZ” can be constructed
nonetheless. Any cohomology theory H˚

? (−) with a stacky approach should then give rise to a
map X? ! “X × SpecZ”. Through these maps we can probe the elusive object “X × SpecZ”
and try to understand its geometry.

It’s currently unknown whether q-de Rham cohomology admits a stacky approach Xq9dR.
But assume that it does, and assume Habiro cohomology as in Question 1.1 not only exists, but
also admits a stacky approach XH. Then XH would be a lot larger than Xq9dR, because already
the formal spectrum Spf H is much larger and much more complicated than Spf ZJq − 1K; we
attempt to draw a picture in Fig. 2. We expect that XH would be able to see much more of
“X × SpecZ” than Xq9dR; in particular, XH should see some interesting geometry that would
be invisible to Xq9dR. We’ll see a concrete instance of this expectation in 1.5 below, and we’ll
continue the discussion of Xq9dR and XH (in a slightly different setting) in §1.6.

1.5. Motivation from 3-manifold topology. — The Habiro ring originally comes from
3-manifold topology: Habiro rHab02s constructs an invariant of knots and homology 3-spheres
with values in his ring H.

Through work of Garoufalidis, Scholze, Wheeler, and Zagier rGZ23; GZ24; GSWZ24; GW25s,
we now have evidence to believe that Habiro’s invariant is just the first instance of a much
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§1.1. q-de Rham cohomology

broader theory.(1.1) Due to the author’s ignorance, we won’t discuss their work in detail, but
let us at least mention the following construction: Given a number field F and an integer
∆ divisible by 6 and by the discriminant of F , the four authors construct a formally étale
H-algebra HOF r1/∆s (the Habiro ring of the number field) and a morphism of abelian groups

K3(F ) −! Pic
`

HOF r1/∆s

˘

(the regulator map); see rGSWZ24, Theorem 2s. Then they show that certain q-hypergeometric
series that arise in complex Chern–Simons theory naturally form sections of line bundles in the
image of K3(F )! Pic(HOF r1/∆s).

The Habiro ring of the number field HOF r1/∆s is the Habiro cohomology of the scheme
X := Spec OF r1/∆s (see Corollaries 2.13 and 3.13) and the formal spectrum Spf HOF r1/∆s

should be—at least in first approximation—the Habiro stack XH envisioned in 1.4 above.
Thus, already in the simplest possible case, where X is étale Z, the Habiro stack XH exhibits
interesting geometry in form of the line bundles above. Moreover, this geometry would be
invisible to any q-de Rham stack, since the line bundles in the image of K3(F )! Pic(HOF r1/∆s)
all become trivial after (q − 1)-completion.

Even more recently, and again motivated by complex Chern–Simons theory (more precisely,
the asymptotics of the 3D index), Garoufalidis–Wheeler rGW25s have constructed examples that
don’t yield sections of line bundles, but cohomology classes in non-zero degree. It’s currently
still conjectural whether these classes are contained in the Habiro cohomology that we will
construct in this thesis, but all the evidence we have is pointing towards this indeed being the
case.

All of this is suggests that Habiro cohomology should be at the center of a fruitful connection
between 3-manifold topology and arithmetic geometry. For a low dimensional topologist, Habiro
cohomology should provide a framework in which generalisations of Habiro’s invariant take
values. For arithmetic geometers, 3-manifold topology should provide a source of explicit classes
in Habiro cohomology. We hope to explore this much further in future work.

We’ve argued why it should be worthwhile to pursue Question 1.1, from the perspective of
arithmetic geometry but also through an unexpected connection to 3-manifold topology. Let us
now explain in some detail the contents of this thesis.

§1.1. q-de Rham cohomology

We start with a review of q-de Rham cohomology. For a much more technical introduction,
which contains the relevant constructions and proofs, the reader should consult §A.

Throughout the introduction we’ll always work over Z for simplicity. In the main body of
the text our base will instead be a Λ-ring A which is perfectly covered in the sense defined in
1.50 below.

1.6. q-derivatives. — For a polynomial ring Zrxs, one can define a q-derivative (or Jackson
derivative after rJac10s) q9∂ : Zrx, qs! Zrx, qs via

q9∂f(x, q) := f(qx, q) − f(x, q)
qx− x

.

(1.1)Perhaps even a topological quantum field theory.

3
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§1. Introduction

For example, q9∂(xm) = rmsqxm−1, where rmsq := 1 + q + · · · + qm−1 denotes the Gaussian
q-analogue of m. For a polynomial ring in several variables Zrx1, . . . , xns, one can similarly
define partial q-derivatives q9∂i for i = 1, . . . , n and organise them into a q-de Rham complex,
as was first done by Aomoto rAom90s.
1.7. The q-de Rham complex. — In rSch17s, Scholze observed that, upon completing
at (q − 1), this construction can be extended beyond the case of polynomial rings. Define a
framed smooth Z-algebra to be a pair (S,□) of a smooth algebra S over Z and an étale map
□ : Zrx1, . . . , xns! S. Note that every smooth scheme over Z admits a Zariski cover by framed
smooth Z-algebras. Scholze shows that the partial q-derivatives can be extended to maps

q9∂i : SJq − 1K −! SJq − 1K

as follows: Let γi : Zrx1, . . . , xnsJq− 1K! Zrx1, . . . , xnsJq− 1K be morphism of rings that sends
xi 7! qxi and leaves the other variables fixed. Then there exists a unique lift in the following
diagram of rings:

Zrx1, . . . , xnsJq − 1K SJq − 1K

SJq − 1K S

□

γi

∃!

Indeed, the left vertical arrow is the (q − 1)-completion of an étale morphism and the right
vertical map is a (q − 1)-complete pro-infinitesimal thickening, so existence and uniqueness
follows from the unique lifting property of étale morphisms against infinitesimal thickenings.

This lift will also be denoted γi. By construction, γi ≡ id mod (q − 1). By lifting against
SJq − 1K/(q − 1)xi ! S instead, which is still a (q − 1)-complete pro-infinitesimal thickening,
we see that even γi ≡ id mod (q − 1)xi. This allow us to extend Jackson’s q-derivatives to all
f ∈ SJq − 1K via

q9∂if := γi(f) − f

qxi − xi

for i = 1, . . . , n. Note that q9∂i and q9∂j commute for all i and j. Indeed, this reduces to the
same assertion for γi and γj , which follows once again by an infinitesimal lifting argument. We
may thus construct the q-de Rham complex of (S,□) as the Koszul complex of the commuting
ZJq − 1K-module endomorphisms q9∂1, . . . , q9∂n:

q9Ω˚
S/Z,□ :=

´

SJq − 1K q9∇
−−! Ω1

S/ZJq − 1K q9∇
−−! · · · q9∇

−−! Ωn
S/ZJq − 1K

¯

,

where q9∇ := ∑n
i=1 q9∂i dxi.

1.8. Coordinate (in-)dependence. — The q-derivatives from 1.6 are extremely sensitive
to coordinate transformations such as x 7! x + 1, and there’s no way to make the complex
q9Ω˚

S/Z,□ independent of the choice of coordinates □, not even in the simplest case S = Zrxs. It
then comes as a small miracle that q9Ω˚

S/Z,□, as an object in the derived category D(ZJq − 1K),
is independent of □, and functorial in S. More precisely, we have the following theorem due to
Bhatt and Scholze:

1.9. Theorem (Bhatt–Scholze; see Theorem A.1). — There exists a functor

q9Ω−/Z : SmZ −! CAlg
´

D̂(q−1)
`

ZJq − 1K
˘

¯

4



§1.2. Can the Hodge filtration be q-deformed?

from the category of smooth Z-algebras into the ∞-category (q−1)-complete E∞-ZJq−1K-algebras,
satisfying the following properties:
(a) q9ΩS/Z/(q − 1) » Ω˚

S/Z is the usual de Rham complex.

(b) For all primes p, the p-completion (q9ΩS/Z)∧
p » ∆Ŝprζps/ZpJq−1K agrees with the prismatic

cohomology of Ŝprζps over the q-de Rham prism (ZpJq − 1K, rpsq).
(c) (q9ΩS/Z bL

Z Q)∧
(q−1) » (ΩS/Z bL

Z Q)Jq − 1K becomes the trivial q-deformation.

(d) For every framed smooth Z-algebra (S,□), the underlying object of q9ΩS/Z in the derived
∞-category of ZJq − 1K can be represented as

q9ΩS/Z » q9Ω˚
S/Z,□ .

We note that as a consequence of (a) (or a combination of (b) and (c)), q9Ω−/Z satisfies
Zariski (even étale) descent and so Theorem 1.9 guarantees the existence of a q-de Rham
complex q9ΩX/Z for any smooth scheme X over Z.

A proof of this theorem will be explained in the appendix; see §A. The essential step is
to identify the p-completions (q9Ω˚

S/Z,□)∧
p with prismatic cohomology, which was achieved in

rBS19, Theorems 16.18 and 16.22s.

§1.2. Can the Hodge filtration be q-deformed?

Given that the de Rham complex admits this canonical q-deformation, it is natural to ask how
much additional structure can be q-deformed along. One such piece of structure that features
very prominently in the classical theory is the Hodge filtration fil⋆Hdg Ω˚

S/Z, given by

filiHdg Ω˚
S/Z :=

´

0! · · ·! 0! Ωi
S/Z

∇
−! Ωi+1

S/Z
∇
−! · · · ∇

−! Ωn
S/Z

¯

.

1.10. Question. — Is there a “q-Hodge filtration” fil⋆q9Hdg q9ΩS/Z, which is a module over the
filtered ring (q − 1)⋆ZJq − 1K in the filtered derived ∞-category Fil D(Z) and which q-deforms
the usual Hodge filtration in the sense that that we have a base change equivalence

fil⋆q9Hdg q9ΩS/Z bL
(q−1)⋆ZJq−1K Z

»
−! fil⋆Hdg Ω˚

S/Z ?

In Part I of this thesis, we study this natural question and find that it has several surprises
in store, including a connection to Question 1.1.
(a) There is no functorial choice for fil⋆q9Hdg q9ΩS/Z, at least not if one imposes a few natural

additional compatibilities (namely, the ones in Definition 1.14 below).
(b) A functorial choice for fil⋆q9Hdg q9ΩS/Z does exist once we invert all primes p ⩽ dim(S/Z).
(c) Whenever fil⋆q9Hdg q9ΩS/Z does exist, the q-de Rham complex q9ΩS/Z (and in fact, already

the q-Hodge complex introduced below) descends canonically to the Habiro ring.
We’ll discuss these in the order (a), (c), (b). Let us start with why a functorial q-Hodge filtration
is impossible. A direct objection is known to the experts and will be reproduced in Lemma 3.3
below; here we’ll explain a somewhat indirect objection, which will also introduce a construction
that will become very important in the later discussion.
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1.11. A coordinate-dependent q-Hodge filtration. — For a framed smooth Z-algebra
(S,□) as in 1.7, there’s an obvious guess for what the q-Hodge filtration should be: We could
define filiq9Hdg,□ q9Ω˚

S/Z,□ to be the complex
´

(q − 1)iSJq − 1K! (q − 1)i−1Ω1
S/ZJq − 1K! · · ·! Ωi

S/ZJq − 1K! · · ·! Ωn
S/ZJq − 1K

¯

.

The question then becomes: Can this filtration be made functorial as well? As it turns out,
this is most likely not the case. To formulate a precise objection, let us introduce another
construction.

1.12. A coordinate-dependent q-Hodge complex. — Given a framed smooth Z-algebra
(S,□), the q-Hodge complex of (S,□) is the complex

q9Hdg˚
S/Z,□ :=

´

SJq − 1K
(q−1) q9∇
−−−−−−! Ω1

S/ZJq − 1K
(q−1) q9∇
−−−−−−! · · · (q−1) q9∇

−−−−−−! Ωn
S/ZJq − 1K

¯

given by multiplying all the differentials in the de Rham complex by (q − 1).

The q-Hodge complex was first studied by Pridham rPri19s, and it was suggested by Peter
Scholze to be a more natural object to descend to the Habiro ring than the q-de Rham complex
itself. There are several mathematical reason to for this expectation (and it will ultimately be
proven right in Theorem 1.16), but let us give a plausibility argument instead: Any cohomology
theory that descends to the Habiro ring should “treat all roots of unity equally”, and so instead
of q-derivatives that send xm 7! rmsqxm−1 dx, which gives “special treatment” to q = 1, we
should have differentials that send xm 7! (qm − 1)xm−1 dx. This precisely gives rise to the
q-Hodge complex from 1.12.

Observe that if fil⋆q9Hdg,□ q9Ω˚
S/Z,□ could be made functorial, then the same would be true

for the q-Hodge complex, as it can also be obtained as

q9Hdg˚
S/Z,□

„= colim
´

fil0q9Hdg,□ q9Ω˚
S/Z,□

(q−1)
−−−! fil1q9Hdg,□ q9Ω˚

S/Z,□
(q−1)
−−−! · · ·

¯∧

(q−1)
.

However, in rWag24s we’ve found a strange objection to functoriality of the q-Hodge complex:
For all m ∈ N and all rings R, we introduce differential-graded Zrqs-algebras q9WmΩ˚

R/Z that
we call m-truncated q-de Rham–Witt complexes. The system (q9WmΩ˚

−/Z)m∈N, together with
certain Frobenius and Verschiebung operators

Fm/d : q9WmΩ˚
−/Z −! q9WdΩ˚

−/Z and Vm/d : q9WdΩ˚
−/Z −! q9WmΩ˚

−/Z

for all divisors d | m, satisfies a similar universal property as the usual de Rham–Witt pro-
complex with its Frobenii and Verschiebungen (compare rWag24, Definitions 3.1 and 3.6s and
rLZ04, §1.3s). We then show the following result:

1.13. Theorem (see rWag24, Theorems 4.27 and 5.1s). — Let (S,□) be a framed smooth
Z-algebra. Then the following is true:
(a) For every m ∈ N, there’s an isomorphism of differential-graded Zrqs-algebras

H˚
`

q9Hdg˚
S/Z,□/(qm − 1)

˘ „= `

q9WmΩ˚
S/Z

˘∧
(q−1) ,

where the differential on the left-hand side is the Bockstein differential. In particular,
the cohomology of q9Hdg˚

S/Z,□/(qm − 1) is independent of the choice of coordinates □.
Moreover, under the isomorphism above, the Frobenius operators Fm/d are induced by the
canonical projections q9Hdg˚

S/Z,□/(qm − 1)! q9Hdg˚
S/Z,□/(qd − 1).
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(b) (S,□) 7! q9Hdg˚
S/Z,□ cannot be extended to a functor q9Hdg−/Z : SmZ ! D̂(q−1)(ZJq− 1K)

in such a way that the identifications from (a) also become functorial.

Theorem 1.13 is by all means a weird result. Part (a) promises functoriality and a wealth
of extra structure. Moreover, the fact that not q9WmΩ˚

S/Z itself appears, but only its (q − 1)-
completion, looks encouraging when we’re seeking to descend the q-Hodge complex to the
Habiro ring. But then part (b) shows that functoriality of the q-Hodge complex is impossible,
at least not in a way compatible with the extra structure.

As we’ve argued above, this also raises a serious objection to whether the coordinate-
dependent q-Hodge filtration fil⋆q9Hdg,□ q9Ω˚

S/Z,□ can be made coordinate-independent (and as
mentioned before, a more direct no-go is known and will be explained in Lemma 3.3). Unfazed
by this, we can introduce the following notion:

1.14. Definition (see Definition 3.2 for a more precise version). — Let S be smooth over Z.
A q-Hodge filtration on q9ΩS/Z is a module over the filtered ring (q− 1)⋆ZJq− 1K in the filtered
derived category Fil D(Z) such that:
(a) fil0q9Hdg q9ΩS/Z » q9ΩS/Z; that is, fil⋆q9Hdg q9ΩS/Z is a filtration on q9ΩS/Z.
(b) fil⋆q9Hdg q9ΩS/Z bL

(q−1)⋆ZJq−1K Z » fil⋆Hdg Ω˚
S/Z is the usual Hodge filtration.

(c) After rationalisation, (fil⋆q9Hdg q9ΩS/Z bL
Z Q)∧

(q−1) » fil⋆(Hdg,q−1)(Ω˚
S/Z bL

Z Q)Jq− 1K becomes
the (q − 1)-completed tensor product of the Hodge filtration on Ω˚

S/Z and the (q − 1)-adic
filtration on QJq − 1K.

(cp) Similarly, fil⋆q9Hdg(q9ΩS/Z)∧
p r1/ps∧

(q−1) » fil⋆(Hdg,q−1)(Ω˚
S/Z)∧

p r1/psJq − 1K for primes p.
Moreover, to any q-Hodge filtration as above, we associate a q-Hodge complex

q9Hdg(S,fil⋆q9Hdg)/Z := colim
´

fil0q9Hdg, q9ΩS/Z
(q−1)
−−−! fil1q9Hdg q9ΩS/Z

(q−1)
−−−! · · ·

¯∧

(q−1)
.

1.15. Remark. — As you’ll find, our definition Definition 3.2 in the main text allows for
arbitrary animated rings, not only smooth Z-algebras, and thus necessarily uses the derived
q-de Rham complex (see 1.49). We’ll explain in Remark 3.6 that it doesn’t matter whether we
study q-Hodge filtrations on derived or underived q-de Rham complexes.

With this Definition 1.14, we’ll give a partial answer to Question 1.1 and simultaneously
show an improved version of Theorem 1.13(a).

1.16. Theorem (see Theorem 3.11 and Corollary 3.54). — Let Smq9Hdg
Z be the category of

pairs (S, fil⋆q9Hdg q9ΩS/Z), where S is smooth over Z and fil⋆q9Hdg q9ΩS/Z is a q-Hodge filtration.

(a) The q-Hodge complex functor q9Hdg−/A : Smq9Hdg
Z ! D̂(q−1)(ZJq− 1K) admits a non-trivial

factorisation
D̂H

`

Zrqs˘

Smq9Hdg
Z D̂(q−1)

`

Zrqs˘
(−)∧

(q−1)

q9Hdg−/Z

q9Hdg−/Z

where D̂H(Zrqs) denotes the full sub-∞-category of Habiro-complete objects in the derived
∞-category of Zrqs (see the appendix, §B).
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(b) For all m ∈ N there’s a natural isomorphism

H˚
`

q9Hdg−/A/(qm − 1)
˘ „= q9WmΩ˚

−/A .

(c) Lη(q−1) q9Hdg−/A » q9Ω−/A is the q-de Rham complex, and so Lη(q−1) q9Hdg−/A defines
similar factorisation of the functor q9Ω−/A : Smq9Hdg

Z ! D̂(q−1)(Zrqs).
The proof of Theorem 1.16 is the technical heart of Part I and will occupy most of §3. At this

point, we haven’t seen any examples of q-Hodge filtrations except fil⋆q9Hdg,□ q9Ω˚
S/Z,□ from 1.11

(in this case q9Hdg−/A can also be explicitly described as a complex; see Example 3.12). So it’s
not clear whether there are any non-trivial examples to which Theorem 1.16 applies. Fortunately,
it turns out that there are plenty:

1.17. Theorem (see Theorem 4.11). — A functorial q-Hodge filtration exists as soon as
one inverts all primes up to the dimension. More precisely: Let SmZrdim!−1s be the category of
smooth Z-algebras S such that all primes p ⩽ dim(S/Z) are invertible in S. Then the forgetful
functor Smq9Hdg

Z ! SmZ admits a partial section
`

−,fil⋆q9Hdg q9Ω−/Z
˘

: SmZrdim!−1s −! Smq9Hdg
Z .

We’ll prove this theorem in §4.1, but let us already sketch the construction in the case
where dim(S/Z) ⩽ 1 (so that no primes need to be inverted), as the idea is very simple.

1.18. Canonical q-Hodge filtrations in relative dimension ⩽ 1. — Let S be smooth
over Z. The most naive idea to equip q9ΩS/Z with a q-Hodge filtration would be to simply take
the pullback

fil⋆q9Hdg q9ΩS/Z q9ΩS/Z

fil⋆Hdg ΩS/Z ΩS/Z

≒

This cannot work, of course, because in this pullback each filtration step fil⋆q9Hdg q9ΩS/Z will
contain all of (q − 1) q9ΩS/Z. In view of Definition 1.14(c) this is only ok for ⋆ ⩽ 1.

Now if S has relative dimension dim(S/Z) ⩽ 1, then fil⋆Hdg Ω˚
S/Z is trivial in filtration degrees

⋆ ⩾ 2. Consequently any filtration fil⋆q9Hdg q9ΩS/Z satisfying Definition 1.14(b) will necessarily
be given by the (q−1)-adic filtration (q−1)⋆−1 fil1q9Hdg q9ΩS/A in filtration degrees ⩾ 1. We may
thus define the first filtration step fil1q9Hdg q9ΩS/A using the pullback above and then construct
the rest of the filtration fil⋆q9Hdg q9ΩS/Z as

´

q9ΩS/Z  fil1q9Hdg q9ΩS/Z  (q − 1) fil1q9Hdg q9ΩS/Z  (q − 1)2 fil1q9Hdg q9ΩS/Z  · · ·
¯

.

One can (and we will) check that this satisfies all expected properties.

§1.3. q-Hodge filtrations from topological Hochschild homology over ku

Another rich source of examples of q-Hodge filtrations, to which Theorem 1.16 (or its fully
derived version Theorem 3.11) can be applied, comes from homotopy theory. This will be the
content of Part II of this thesis.

To explain how this works, let us first recall how the Hodge filtration on the (derived) de
Rham complex is related to Hochschild homology and its cousins.
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1.19. Hochschild and negative cyclic homology. — Recall that the Hochschild homology
of a ring R is defined as

HH(R) := R bL
RbL

ZR
op R .

Here R is not necessarily commutative and Rop denotes the ring with the same underlying
abelian group but the opposite multiplication.

Note that the unit circle S1, which we always identify with the topological group U(1),
acts naturally on HH(R). In the case where R is commutative, this is easy to explain: HH(R)
is the colimit of the constant R-valued functor constR : S1 ! CAlg D(Z) from S1 into the
∞-category of E∞-Z-algebras, essentially because pushouts in CAlg D(Z) are given by (derived)
tensor products. So we get an action S1 ↷ HH(R) » colimS1 R via S1 acting on itself. In the
general case, the S1-action can still be constructed, albeit not quite as easily; see e.g. rNS18,
Definition III.2.3s. In any case, we define the topological negative cyclic homology of R as the
homotopy fixed points

HC−(R) := HH(R)hS1
.

It turns out that these constructions are intimately connected to the de Rham complex. The
first result in that direction is the celebrated Hochschild–Kostant–Rosenberg theorem rHKR62s,
which states that

H˚

`

HH(S)
˘ „= Ω˚

S/Z

when S is smooth over Z. A much refined version of this result for HC− has been obtained
by Ben Antieau, following previous constructions by Loday rLod92s for Q-algebras and by
Bhatt–Morrow–Scholze rBMS19s in the p-complete case.

1.20. Theorem (Antieau rAnt19s). — For commutative rings R, there exists a motivic
filtration fil⋆mot HC−(R), which is exhaustive and complete if R is quasi-syntomic, and whose
associated graded

Σ−2˚ gr˚
mot HC−(R) » fil⋆Hdg d̂RR/Z

is given (up to shift) by the completed Hodge filtration on the derived de Rham complex of R.

1.21. “Motivic filtration = even filtration”. — Note that in the definition of Hochschild
and negative cyclic homology, one can replace the base Z by any E∞-ring spectrum k and R by
any E1-k-algebra. The resulting constructions are usually called topological Hochschild/negative
cyclic homology relative to k and denoted

THH(R/k) and TC−(R/k) .

By an amazing insight due to Hahn–Raksit–Wilson rHRW22s, the motivic filtration—and thus
a notion of “Hodge-filtered de Rham complex over k”—can also be defined for any E∞-ring
spectrum k! Their construction works as follows: For any E∞-ring spectrum T , they define the
even filtration of T to be

fil⋆ev T := lim
T!E even

τ⩾2⋆(E) ,

where the limit is taken over all maps of E∞-ring spectra T ! E such that π˚(E) vanishes in
odd degrees. If T comes equipped with an S1-action, one can also define an S1-equivariant
version:

fil⋆ev,hS1 T hS
1 := lim

T!E even
S1-equivariant

τ⩾2⋆
`

EhS
1˘
,

9
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where we now also impose that T ! E is S1-equivariant. If R is an E∞-k-algebra, these
constructions can be applied to T = THH(R/k) to get filtrations

fil⋆ev THH(R/k) and fil⋆ev,hS1 THH(R/k)hS1

on THH(R/k) and THH(R/k)hS1 » TC−(R/k), respectively. In the case where k = Z and R
is quasi-syntomic, Hahn–Raksit–Wilson rHRW22, Theorem 5.0.2s show that Antieau’s motivic
filtration agrees with their S1-equivariant even filtration:

fil⋆mot HC−(R) » fil⋆ev,hS1 HH(R)hS1
.

We’ll be interested in the case where k is one of the following E∞-ring spectra.

1.22. Complex K-theory spectra. — We define the periodic complex K-theory spec-
trum KU as the spectrum representing periodic complex K-theory, so that KU0(X) is the
Grothendieck group of C-vector bundles on X whenever X is a compact Hausdorff space. We
also define the connective complex K-theory spectrum ku := τ⩾0(KU) as the connective cover
of KU. These are well-known to admit E∞-structures and their homotopy groups are given by

π˚(KU) „= Zrβ±1s and π˚(ku) „= Zrβs ,
where the generator β ∈ π2(KU) is called the Bott element.

The following unpublished calculation of Arpon Raksit reveals an astonishing connection
between the S1-equivariant even filtration on TC−(−/ku) and another construction that we’ve
seen before.

1.23. Theorem (Raksit, unpublished; see Theorem 9.10). — Let kurxs denote the flat
polynomial ring over ku. Then the associated graded of the S1-equivariant even filtration

Σ−2˚ gr˚
ev,hS1 TC−`kurxs/ku

˘ » fil⋆q9Hdg,□ q9Ω˚
Zrxs/Z,□

is given (up to shift) by the q-Hodge filtration from 1.11, applied to Zrxs equipped with the
identical framing □ : Zrxs! Zrxs.
1.24. Remark. — In fact, Raksit’s calculation works more generally for TC−(erxs/e), where
e := τ⩾(E) is the connective cover of an even-periodic E∞-ring spectrum. The resulting 0th

graded piece gr0
ev,hS1 TC−(erxs/e) turns out to be the FE-de Rham complex of Zrxs in the

sense of rDM23, Definition 4.3.6s, where FE is the formal group law associated to a complex
orientation t ∈ π−2(EhS1). Roughly, the FE-de Rham complex is a generalisation of the q-de
Rham complex of (Zrxs,□), in which the differentials send xm 7! ⟨m⟩E(t)xm−1 dx, where
⟨m⟩E(t) := rmsE(t)/t denotes the reduced m-series of FE .

This opens up the exciting possibility of higher chromatic versions of q-de Rham cohomology.
We’ll include some speculation in that direction in 1.46.

Our main goal in Part II is to show the following generalization of Raksit’s result, which
also yields a q-de Rham analogue of Antieau’s Theorem 1.20.

1.25. Theorem (see Theorem 7.27). — Let R be quasi-syntomic and 2 ∈ R×. Suppose
that R admits a lift to a connective E2-ring spectrum SR such that R » SR b Z. Then there
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exists a q-Hodge filtration fil⋆q9Hdg q9dRR/Z on the derived q-de Rham complex of R such that
the associated graded of the S1-equivariant even filtration(1.2)

Σ−2˚ gr˚
ev,hS1 TC−(ku b SR/ku) » fil⋆q9Hdg q9d̂RR/Z

is given (up to shift) by the completion of this filtration.

1.26. Remark. — Given that ku is a deformation of Z » ku/β in “homotopical direction”,
it shouldn’t come as a surprise that we see a deformation of fil⋆Hdg d̂RR/Z appearing. It is
surprising, however, that the deformation is always q-de Rham cohomology.

Under the identification above, q corresponds to a canonical class in π0(kuhS1): If we regard
the standard C-representation of S1 as a C-vector bundle on the classifying space BS1, then its
image under KU0(BS1) „= π0(kuhS1) agrees with the image of q.

1.27. Remark. — Thanks to Burklund’s breakthrough on the construction of multiplicative
structures on quotients rBur22s, it’s easy to construct quasi-syntomic rings R for which a
spherical lift SR as in Theorem 1.25 exists. We’ll discuss several such examples in §9.

The constructions in and the proof of Theorem 1.25 will occupy §§5–7. The key ingredient
is a result by Sanath Devalapurkar (rDev25, Theorem 6.4.1s; see Theorem 7.2), who constructs
an equivalence of S1-equivariant E∞-ring spectra

THH
`

Zprζps/SpJq − 1K
˘∧
p

»
−! τ⩾0

`

kutCp
˘

for all primes p > 2. As an S1-equivariant E1-equivalence, this was shown for all primes in
unpublished work of Thomas Nikolaus (see Theorem 7.17). The S1-equivariant E∞-equivalence
is also conjectured to be true for p = 2; if this could be shown, the condition 2 ∈ R× in
Theorem 1.25 could likely be removed.

Devalapurkar’s equivalence allows us to relate the p-completion TC−(ku b SR/ku)∧
p to

TC−(R̂prζps/SpJq − 1K)∧
p . The S1-equivariant even filtration on the latter is known to compute

prismatic cohomology (see Proposition A.17), which in the case at hand agrees with the p-
completed derived de Rham complex (q9dRR/Z)∧

p by Theorem 1.9(b). This allows us to go from
q-de Rham complexes to TC−(−/ku), which eventually gives rise to the theorem. See also
rDev25, Corollary 6.4.2s for a closely related observation.

Furthermore, we’ll show a version of Theorem 1.25 in which SR is allowed to only be E1. This
case will be particularly interesting because it’ll allow us to compute q-Hodge filtrations explicitly
in Part III. To formulate the E1-version, let us put ourselves in a p-complete situation, where p
is any prime (with p = 2 allowed) and let us assume that R/p is semiperfect in the sense that
the Frobenius (−)p : R/p! R/p is surjective. In combination with R being p-quasi-syntomic,
this assumption guarantees that TC−(ku b SR/ku)∧

p is even (see the argument in Remark 6.4).
So we can consider the double-speed Whitehead filtration τ⩾2⋆ TC−(ku bSR/ku)∧

p as an ad-hoc
replacement of the even filtration, which isn’t defined in this case as TC−(ku b SR/ku) is only
an E0-ring spectrum. The assumption also guarantees that the p-completed derived (q-)de
Rham complexes (q9dRR/Z)∧

p and (dRR/Z)∧
p are concentrated in degree 0, so that we may regard

them as ordinary rings (see Lemma 4.18). The result in the E1 case is then as follows:
(1.2)Note that in this situation THH(ku b SR/ku) is only an E1-ring spectrum, so the Hahn–Raksit–Wilson

construction of the even filtration won’t apply. Instead, we’ll be working with a version of that construction
due to Piotr Pstrągowski rPst23s, which also applies to E1-ring spectra. We’ll furthermore use a construction of
Raksit rPR; AR24s to get an S1-equivariant version of Pstrągowski’s even filtration. The details are explained in
6.8 and 7.23.
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1.28. Theorem (see Theorem 7.18). — Let R be a p-complete p-torsion free p-quasi-syntomic
ring such that R/p is semiperfect. Suppose that R admits a lift to a p-complete connective
E1-ring spectrum SR such that R » SR b Z. Then there exists a filtration fil⋆q9Hdg(q9dRR/Z)∧

p ,
which q-deforms the p-completed Hodge filtration, such that

π2˚ TC−(ku b SR/ku)∧
p » fil⋆q9Hdg(q9d̂RR/Z)∧

p

is the completion of this filtration. Moreover, fil⋆q9Hdg(q9dRR/Z)∧
p can explicitly described as the

preimage of the combined Hodge and (q − 1)-adic filtration fil⋆(Hdg,q−1)(dRR/Z)∧
p r1/psJq − 1K

under the canonical map
`

q9dRR/Z
˘∧
p
−!

`

dRR/Z
˘∧
p

“1
p

‰

Jq − 1K .

In particular, the filtration fil⋆q9Hdg(q9dRR/Z)∧
p is independent of the choice of SR!

1.29. Remark. — It’s natural to ask whether the spherical lifts SR in Theorems 1.25
and 1.28 can be replaced by lifts kuR to ku. We don’t expect that this works. At the very
least Theorem 1.28 cannot work with lifts to ku, since the ring that we use to obtain the
contradiction in Lemma 3.3 admits an E1-lift to ku (e.g. by rHW18s).

We do, however, expect that Theorem 1.28 and the p-complete variant of Theorem 1.25 (see
Theorem 7.9) are already true if we replace SR with a lift jR to the j spectrum, which is defined
as the connective cover j := τ⩾0(SK(1)) of the K(1)-local sphere. If we had a chromatic height 2
analogue of the equivalence THH(Zp)∧

p » τ⩾0(jtCp) from rDR25, Theorem 0.1.4s available, this
could be shown along the lines of rDR25, §5s.

A lift to j also seems to be the right condition in light of the following: It will be apparent
from the construction that the equivalences from Theorem 1.28 and the p-complete variant of
Theorem 1.25 (see Theorem 7.9) are Z×

p -equivariant with respect to the Adams action on ku∧
p

and a certain Adams action on the q-de Rham complex that we’ll explain in A.20. Now a lift
jR is roughly the same as a lift kuR together with lifts of the Adams operations, so to get the
additional Z×

p -equivariance, we need at least a lift to j.

§1.4. Habiro cohomology and genuine equivariant homotopy theory

By Theorem 1.25, we can construct examples of q-Hodge filtrations using topological Hoch-
schild/negative cyclic homology over ku. We can then apply Theorem 1.16 (or its fully derived
version Theorem 3.11) to these q-Hodge filtrations to see that the associated q-Hodge complexes
descend canonically to the Habiro ring. It’s a natural question if this Habiro descent can also
be expressed in terms of THH(−/ku). This is indeed the case, as we’ll explain in §8.

The homotopical incarnation of the Habiro descent involves genuine equivariant homotopy
theory. Since this is not part of the standard repertoire of arithmetic geometry, we’ll offer the
reader a crash course in §8.1. For now, we’ll only explain the rough idea in the case of KU.

1.30. Genuine equivariant KU. — Let G be a compact Lie group, which we let act trivially
on KU. It would certainly be nice if the homotopy fixed points KUhG were the spectrum that
represents the cohomology theory given by C-vector bundles with G-action. More precisely,
for every compact Hausdorff space X, we would like for (KUhG)0(X) to be the Grothendieck
group of bundles of G-representations on Y .
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Unfortunately, this turns out to be quite false. It fails already in the simplest possible case,
where G = Cm is a finite cyclic group of order m > 1 and X » ˚ is a point: In this case the
Grothendieck group would be the representation ring

RC(Cm) „= Zrqs/(qm − 1) , whereas
`

KUhCm
˘0(˚) „= ZJq − 1K/(qm − 1)

holds by the Atiyah–Segal completion theorem rAS69s.
Genuine G-equivariant homotopy theory fixes such issues by incorporating G-actions on a

more fundamental level into the way we build spectra. To any genuine G-equivariant spectrum Y
one can associate a spectrum Y G of genuine fixed points, which behaves more like we would
expect. For example, KU can be naturally equipped with a genuine G-equivariant structure for
every compact Lie group G, and in the case G = Cm the genuine fixed points really satisfy

π0
`

KUCm
˘ „= Zrqs/(qm − 1) ,

as we’ll see 8.33. In general, genuine fixed points often behave like a decompletion of homotopy
fixed points, just like Question 1.1 asks for a decompletion of q-de Rham cohomology.

1.31. Genuine equivariant structure on THH. — The cyclotomic structure on THH(SR)
allows us to upgrade the action of the finite cyclic subgroup Cm ⊆ S1 to a genuine action for
all m ∈ N (see e.g. rNS18, Theorem II.6.3s). Together with the corresponding structure on KU
from 1.30, we obtain an upgrade of the Cm-action on THH(KU b SR/KU) » THH(SR) b KU
to a genuine Cm-action.

The genuine Cm-fixed points THH(KU bSR/KU)Cm will still carry a residual S1/Cm-action
and so we can form

`

THH(KU b SR/KU)Cm
˘h(S1/Cm)

.

In 8.47 and 8.59, we’ll propose a construction of suitable genuine S1-equivariant even filtrations
fil⋆ev,S1 on these objects. Afterwards we’ll show that these indeed realise the Habiro descent
from Theorem 1.25 homotopically:

1.32. Theorem (see Theorem 8.63). — Let R be quasi-syntomic and 2 ∈ R×. Suppose
that R admits a lift to a connective E2-ring spectrum(1.3) SR such that R » SR b Z and let
fil⋆q9Hdg q9dRR/Z be the q-Hodge filtration from Theorem 1.25. Then the associated q-Hodge
complex is

q9Hdg(R,fil⋆q9Hdg)/Z » gr0
ev,hS1 TC−pKU b SR/KUq ,

and its descent to the Habiro ring from Theorem 1.16 is given by

q9Hdg(R,fil⋆q9Hdg)/Z » lim
m∈N

gr0
ev,S1

´

`

THH(KU b SR/KU)Cm
˘h(S1/Cm)

¯

.

§1.5. Refined localising invariants and THHref (Q)

The homotopical theory of q-Hodge filtrations and Habiro cohomology that we develop in
Part II has the major drawback that it cannot be functorial in R, since the spherical E2- (or
E1-)lifts cannot be chosen functorially. However, if R is a Q-algebra, then spherical lifts exist
tautologically: We can just take R itself, since R » R b Z is true for Q-algebras.

(1.3)Again, there will also be an E1-version under certain additional assumptions on R.
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But the results won’t be interesting in this case. For instance, the q-Hodge filtration from
Theorem 1.25 will just be the combined Hodge and (q−1)-adic filtration fil⋆(Hdg,q−1) dRR/ZJq−1K:
This is essentially due to the fact that ku b Q » Qrβs is a polynomial algebra on a generator
in homotopical degree 2 and it’s closely related to Theorem 1.9(c), which tells us that q-de
Rham cohomology doesn’t contain any new information rationally. In particular, whatever
cohomology theory for Q-varieties X we might be able to construct out of the even filtration
on TC−(ku bX/ku), the result will always be rational again. Therefore, it will never allow for
any comparison map to non-rational cohomology theories, like singular cohomology of X(C) or
étale cohomology of XQ with torsion coefficients.

In Part III of this thesis, we’ll investigate a refined version of TC−(−/ku), due to Efimov
and Scholze, which should be able to overcome these issues. Let first explain how this refinement
works and what we know about it, then we’ll speculate in §1.6 how this should lead to improved
versions of q-de Rham/q-Hodge/Habiro cohomology for Q-varieties.

1.33. Rigid symmetric monoidal ∞-categories. — The construction of refined TC− is
based on the following notion due to Gaitsgory–Rozenblyum (see rGR17, Definition I.9.1.2s
as well as rRam24, Corollary 4.57s for a proof that their definition is equivalent to the one
we use here). A presentable stable symmetric monoidal(1.4) is called rigid if the following two
conditions are satisfied:
(a) The tensor unit 1 ∈ E is compact.
(b) E is generated under colimits by objects of the form X » colim(X1 ! X2 ! · · · ), where

each transition map Xn ! Xn+1 is trace-class. That is, if X∨
n := HomE(Xn,1) denotes

the predual of Xn, there exists a morphism η : 1 ! X∨
n b Xn+1 such that Xn ! Xn+1

agrees with the composition

Xn » Xn b 1
η
−! Xn bX∨

n bXn+1
ev
−! 1 bXn+1 » Xn+1 .

(see the review in §5.2).
We note that a compactly generated symmetric monoidal presentable stable ∞-category E is
rigid if and only if “compact ⇔ dualisable” holds in E .

1.34. Rigidity of localising motives. — Let PrL
st,ω denote the ∞-category of compactly

generated presentable stable ∞-categories and functors that preserve colimits and compact
objects. For us, a localising invariant is a functor

T : PrL
st,ω −! D

into a stable ∞-category D such that T preserves filtered colimits and sends short exact
sequences in PrL

st,ω (that is, sequences C′ ! C ! C′′ that are both fibre and cofibre sequences)
to cofibre sequences in D.

Blumberg–Gepner–Tabuada rBGT16s defined an ∞-category Motloc of localising motives as
the target of the universal localising invariant

U loc : PrL
st,ω −! Motloc .

Any localising invariant T as above then factors uniquely through a functor Motloc ! D, which
we usually (by slight abuse of notation) still denote by T and call a localising invariant.

(1.4)By convention, we’ll always assume that the tensor product − b − in a presentable symmetric monoidal
∞-category commutes with colimits in both variables.
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A relative variant of this construction was introduced by Efimov rEfi25, Definition 1.20s:
For any rigid presentable stable symmetric monoidal ∞-category E , he defines an ∞-category
Motloc

E of localising motives over E . In rEfi-Rigs, Efimov shows the remarkable theorem that
the presentable stable symmetric monoidal ∞-category Motloc

E is again rigid.

1.35. Refined localising invariants. — By an observation of Efimov and Scholze, the
rigidity of localising motives can be used to construct refined versions of certain localising
invariants as follows: Suppose

T : Motloc
E −! D

is a symmetric monoidal localising invariant whose target is not rigid. By abstract nonsense, T
factors uniquely through the rigidifaction Drig of D:

Motloc
E D

Drig

T

T ref

We then define refined T to be the factorisation T ref : Motloc
E ! Drig.

1.36. Refined THH/TC−. — If k is an E∞-ring spectrum, we can apply the above to the
case E = Modk(Sp). Write Motloc

k := Motloc
Modk(Sp) for short. Then

THH(−/k) : Motloc
k −! Modk(Sp)BS1

is an example of a symmetric monoidal localising invariant with rigid source but non-rigid
target. We let THHref(−/k) denote its refinement.

If k is complex orientable and t ∈ π−2(khS1) is a complex orientation generator, then taking
S1-fixed points induces a symmetric monoidal equivalence

(−)hS1 : Modk(Sp)BS1 »
−! Mod

khS1 (Sp)∧
t

between k-modules with S1-action and t-complete khS1-modules (see Lemma 11.2). Scholze
and Efimov then define TC−,ref(−/k) to be the composition

TC−,ref(−/k) : Motloc
k

THHref(−/k)
−−−−−−−−!

`

Modk(Sp)BS1˘rig » `

Mod
khS1 (Sp)∧

t

˘rig
.

In this case, rEfi25, Theorem 4.2s allows us to pin down the rigidification on the right-hand
side: It agrees with Efimov’s ∞-category Nuc(khS1) of nuclear khS1-modules, defined as the
full sub-∞-category of Ind(ModkhS1 (Sp)∧

t ) generated under colimits by sequential ind-objects
of the form “colim”(M1 !M2 ! · · · ) such that each Mn !Mn+1 is trace-class.

1.37. Remark. — The refinement procedure from 1.35 is very sensitive to the choice of E .
This is a feature, not a bug: It offers a lot of flexibility, even if we stick to THH. For example,
if C is a complete non-archimedean algebraically closed field, one can look at the refinement
THHref

/OC
(−;Zp) of the functor

THH(−;Zp) : Motloc
OC
−! ModTHH(OC ;Zp)

`

SpBS1˘∧
p
.
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That is, we refine (p-completed) absolute THH, but only accept motives over OC as input.(1.5)

This is vastly different from THHref(−;Zp), where we would allow all localising motives.
Scholze and Efimov rSch24as have sketched a computation of THHref

/OC
(C;Zp)—or rather

TC−,ref
/OC

(C;Zp), which is equivalent by Lemma 11.2—, by reducing the problem to the known
computation of THH(OC/p

α;Zp) for all α ⩾ 1. We’ll explain a general version of this reduction
in Theorem 10.17 and Example 10.27.

This brings us to the main question that we investigate in Part III of this thesis.

1.38. Question. — What is THHref(Q)?

It’s clear from the start that the answer to this question is non-trivial: While THH(Q) » Q,
the p-completions THHref(Q)∧

p are non-zero for all primes p. Indeed, this follows from Efimov’s
and Scholze’s result in Remark 1.37, or alternatively from Theorem 1.40 below. The observation
THHref(Q)∧

p ̸» 0 is certainly welcome in view of the discussion at the beginning of §1.5
But actually computing THHref(Q), or just its p-completions, seems currently out of reach:

We’ll explain in Example 10.27 how to reduce this to a computation of THH(S/pα) for all
sufficiently large α, but computing these spectra seems impossible at the moment.

Scholze and Efimov have suggested that a more approachable goal would be to compute
the base change THHref(Q) b MU » THHref(MU b Q/MU) and then to attack the original
question—to the extent in which that’s possible—via Adams–Novikov descent. While we still
don’t know how to compute THH(S/pα) after base change to MU, we can compute the answer
after base change to ku thanks to Theorems 1.25 and 1.28. This leads to a computation of

THHrefpku b Q/kuq and THHrefpKU b Q/KUq .
In §§11–12, which are based on the joint work rMW24s with Samuel Meyer, we explain this

computation. First note that it is an equivalent problem to compute TC−,ref(ku b Q/ku) and
TC−,ref(KU b Q/KU). Via Burklund’s results from rBur22s, we construct a certain system of
E1-algebra structures on S/m, where m ranges through a certain coinitial sub-poset N ⊆ N.
From these E1-algebras and Theorem 1.28(1.6) we’ll construct pro-systems of completed q-Hodge
filtrations and q-Hodge complexes

“lim”
m∈N 

fil⋆q9Hdg q9d̂R(Z/m)/Z and “lim”
m∈N 

q9Hdg(Z/m)/Z .

We’ll show that these are idempotent as pro-algebras. Using the notion of killing idempotent
pro-algebras that we’ll explain in §10.1, we’ll then derive a preliminary description of homotopy
groups of TC−,ref(ku b Q/ku) and TC−,ref(KU b Q/KU):

1.39. Theorem (joint with Meyer rMW24s; see Theorem 11.15). — TC−,ref(ku b Q/ku) and
TC−,ref(KU b Q/KU) are concentrated in even degrees. Moreover, their even homotopy groups
are described as follows:
(a) π2˚ TC−,ref(kubQ/ku) „= A˚

ku, where A˚
ku is the idempotent nuclear graded ZrβsJtK-algebra

obtained by killing the idempotent pro-algebra “lim”m∈N fil⋆q9Hdg q9d̂R(Z/m)/Z.
(1.5)Historically, THHref

/OC
(−;Zp) is the first refined invariant considered by Scholze and Efimov.

(1.6)Note that Theorem 1.28 doesn’t apply in the case R = Z/pα, since this ring is not torsion free. We’ll instead
apply it in the case R = Zptxu∞/x

α, where Zptxu∞ denotes the free perfect δ-ring on a generator x, and then
use base change along the δ-ring map Zptxu∞ ! Zp that sends x 7! p.
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(b) π2˚ TC−,ref(KU b Q/KU) „= AKUrβ±1s, where AKU is the idempotent nuclear ZJq − 1K-
algebra obtained by killing the idempotent pro-algebra “lim”m∈N q9Hdg(Z/m)/Z.

In §11.2, we’ll compute fil⋆q9Hdg q9d̂R(Z/m)/Z and q9Hdg(Z/m)/Z explicitly, which enables us to
make the above descriptions more concrete. To be able to formulate such a concrete description
in geometric terms, we’ll replace ku and KU by their p-completions ku∧

p and KU∧
p for an

arbitrary prime p. Let us first formulate the geometric result for KU∧
p , as it is easier to state.

We put
AKU,p := π0 TC−,ref`KU∧

p b Q/KU∧
p

˘

,

so π2˚ TC−,ref(KU∧
p b Q/KU∧

p ) „= AKU,prβ±1s. Let also X := SpaZpJq − 1K∖ tp = 0, q = 1u be
the “analytic locus” where p or q − 1 is invertible. Then AKU,p has the following description,
confirming a conjecture of Scholze and Efimov:

1.40. Theorem (joint with Meyer rMW24s). — Let Z ⊆ X denote the union of the closed
subsets Spa(Fp((q − 1)),FpJq − 1K) and Spa(Qp(ζpn),Zprζpns) for all n ⩾ 0. Let Z† denote the
overconvergent neighbourhood of Z in X and let O(Z†) be the nuclear ZpJq − 1K-algebra of
overconvergent functions on Z. Then

AKU,p „= O(Z†) .

In Fig. 1 we show a picture of Z†. It should be reminiscent of Scholze’s famous prismatic pic-
ture (a nice depiction of which can be found in rHN20, p. 4s), but the rays are “overconvergently
blurred” and the “origin” tp = 0, q = 1u has been removed.

p = 0

q
=

1

q
=
ζ p

q
=
ζ p

2

q =
ζ p3

Fig. 1: The overconvergent neighbourhood Z†.

Since Z† visibly contains the entire infinitesimal neighbourhood of tp = 0u except for
the “origin”, we see that TC−,ref((KU∧

p b Q)/KU∧
p )∧
p ̸= 0. In particular, it follows that

THHref(Q)∧
p ̸» 0, as we’ve claimed above.
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To formulate a similar geometric result for ku∧
p , consider the ungraded ring Zrβ, ts∧

(p,t)
with its (p, t)-adic topology. We wish to encode the graded (p, t)-complete ring ZprβsJtK in
terms of an action of Gm on SpaZrβ, ts∧

(p,t), as usual—but we have to be careful: Since we
wish that t is a topologically nilpotent element in non-zero graded degree, we can only act
by units u “of norm |u| = 1”. More precisely, we have to replace Gm by the “adic unit circle”
T := Spa(Zru±1s,Zru±1s).

With this modification, everything works (as we’ll elaborate in §12.2): Declaring β and t to
have degree 2 and −2, respectively, determines an action of T on SpaZrβ, ts∧

(p,t), and we can
identify ZprβsJtK with the structure sheaf on (SpaZrβ, ts∧

(p,t))/T, where the quotient is always
taken in the derived (or “stacky”) sense. We also let X˚ := SpaZrβ, ts∧

(p,t) ∖ tp = 0, βt = 0u.
Since p and βt are homogeneous, X˚ inherits an action of T. Putting

A˚
ku,p := π2˚ TC−,ref`ku∧

p b Q/ku∧
p

˘

,

we see that A˚
ku,p is a graded ZprβsJtK-module, hence we can regard it as a quasi-coherent

sheaf on (SpaZrβ, ts∧
(p,t))/T. As we’ll see, it is already the pushforward of a sheaf on the open

substack X˚/T. This sheaf, which we’ll also denote A˚
ku,p, can be described as follows:

1.41. Theorem (joint with Meyer rMW24s). — Let Z˚ ⊆ X˚ be union of the T-equivariant
closed subsets tp = 0u and trpnsku(t) = 0u for all n ⩾ 0, where rpnsku(t) := ((1 + βt)pn − 1)/β
denotes the pn-series of the formal group law of ku. Let Z˚,† denote the overconvergent
neighbourhood of Z˚. Then Z˚,† inherits a T-action and

A˚
ku,p

„= OZ˚,†/T .

§1.6. Synthesis: Towards a new cohomology theory for Q-varieties
Let us end with an outlook and a bit of speculation. First, it should be possible to adapt the
formalism of even filtrations from rHRW22; Pst23s to the nuclear setting to define an even
filtration fil⋆ev,hS1 TC−,ref(−/ku). We already take some steps towards this goal in §5.

1.42. q-de Rham/q-Hodge cohomology for Q-varieties. — For a smooth variety X over
Q, we can use this even filtration on TC−,ref(−/ku) to define cohomology theories RΓku(X)
and RΓKU(X), the former automatically equipped with a filtration, via

fil⋆ RΓku(X) := Σ−2˚ gr˚
ev,hS1 TC−,ref(ku bX/ku) ,

RΓKU(X) := gr0
ev,hS1 TC−,ref(KU bX/KU) .

Morally, fil⋆ RΓku(X) should be the “q-Hodge-filtered q-de Rham cohomology of X” and
RΓKU(X) should be the “q-Hodge cohomology of X”. But in contrast to the naive notions,
which would be rational, RΓku(X) and RΓKU(X) will be non-trivial modulo any prime p, as
Theorems 1.40 and 1.41 already show.

So it is not out of the question to hope for comparisons to étale cohomology RΓét(XQ,Z/N)
with torsion coefficients. We intend to return to this in future work.

1.43. Habiro descent of RΓKU(X). — We expect that RΓKU(X) can be canonically
descended to an object RΓH(X) satisfying

RΓKU(X) » RΓH(X) bL■
H ZJq − 1K
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(here −bL■
H − denotes the solid tensor product; see 5.1 below). It should be possible to construct

RΓH(X) via an “analytic” version of Theorem 1.16, but there should also be a construction via
genuine equivariant homotopy theory as in Theorem 1.32: Namely, we can regard THH(−/KU)
as a functor

THH(−/KU): Motloc
KU −! ModKU(CycnSp)

into the ∞-category of KU-modules in cyclonic spectra (see §8.2). Applying the refinement to
this functor, we get a version of THHref(−/KU) with values in Nuc Ind(ModKU(CycnSp)). It
should again be possible to construct a version of the even filtration in this ∞-category. Finally,
RΓH(X) should arise as the 0th graded piece of that even filtration on THHref(KU bX/KU).

The ring of coefficients AKU := RΓH(SpecQ) roughly looks as follows: Generically, it should
agree with the Habiro ring, but p-adically, each factor in

Ĥp » ∏
(m,p)=1

ZprζmsJq − ζmK

should be replaced by a base change of Fig. 1. Here’s an attempt at a picture:

p = 0

q
=

ζ m

q
=
ζ p
m

q
=
ζ p

2 m

q =
ζ p3

m

q = 1 q = ζ2q = ζ3q = ζ6

“SpecF1rqs”

S
p
ecZ

F2

F3

Fp

Q

...

...

Fig. 2: The analytic spectrum of AKU. The picture shows how different roots of unity (the
“fibres over F1rqs”) collide p-adically. Around each collision, AnSpec AKU should be an
overconvergent neighbourhood of the colliding rays, with the collision point removed.

1.44. Habiro stacks. — We furthermore expect that RΓku(−), RΓKU(−), and RΓH(−)
naturally admit stacky approaches as in 1.4. In forthcoming work of Devalapurkar–Hahn–Raksit–
Yuan rDHRYs (some of which is already contained in rDev25, §7.1s), it will be explained that
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the theory of even filtrations can be supplemented by a theory of even stacks, which roughly
replaces the limit fil⋆ev T » limT!E even τ⩾2⋆(E) by the colimit

SpevT := colim
T!E even

Specπ2˚(E)/Gm .

We hope that an appropriate S1-equivariant or cyclonic nuclear version of this construction
should provide the desired stacky approaches Xku, XKU, and XH.

At this point it is high time to mention that Peter Scholze rSch25s has proposed another
construction of a Habiro stack XHab, which lives over a certain “analytic” version Han of the
Habiro ring. Funnily enough, Han and the base ring AKU from 1.43 are almost “complementary”
in that q is “close, but not too close” to a root of unity in Han, whereas q is “overconvergently
close” to a root of unity in AKU. We hope to combine both constructions in future work, each
filling in the missing pieces of the other.

Switching back from varieties over Q to smooth schemes over Z, let us summarise what we
now know about Question 1.1.
1.45. The current state of Habiro cohomology. — For a smooth scheme X over Z, we
are presently in the comfortable situation where Question 1.1 has not one, but at least three
positive answers. Namely:
(a) The sheaf cohomology RΓ(XHab,O) of Scholze’s Habiro stack.
(b) The cohomology RΓH(XQ) of the generic fibre as sketched in 1.43.
(c) If n := dim(X/Z), we can combine Theorems 1.16(a) and 1.17 to construct a sheaf of

Habiro-descended q-Hodge complexes q9HdgXZr1/n!s/Z on XZr1/n!s. Its sheaf cohomology
RΓ(X, q9HdgXZr1/n!s/Z) is another reasonable candidate for the Habiro cohomology of X.

We hope that all three options will turn out to be compatible. For (a) and (b) we don’t
know how to do this, but hope to return to this question in future work. For (b) and (c), the
comparison should work by a variant of Theorem 1.32.

By construction, (a) has a stacky description, and we’ve explained in 1.44 why we expect
the same for (b). For (c), this is impossible, due to the rather subtle monoidality properties of
the construction that we’ll discuss in 4.12. Up to this shortcoming, option (c) gives the best
integrality properties for primes p > n. But also note that both (a) and (b) contain non-trivial
information at primes p ⩽ n that (c) can’t see.
1.46. Higher chromatic speculation. — Finally, let us point out that the constructions
from 1.42 should work just as well if ku and KU are replaced by any E∞-ring spectrum. It
would also be really interesting to see if “analytic” versions of Raksit’s FE-de Rham complex
from Remark 1.24 appear if ku and KU are replaced by e and E.

The long term goal should be to understand TC−,ref(−/MU), or better yet, the absolute
refined topological Hochschild homology

THHref(−) : Motloc −! Nuc Ind(CyctSp)

and its cyclotomic nuclear even stack (which would need to be defined). In the context of
varieties over Q, we should point out that THHref(Q) is an E∞-algebra over the K-theory
spectrum K(Q), which vanishes upon T (n)-localisation for n ⩾ 2. Due to the delicate nature
of the refinement, this doesn’t mean that the answer over a higher chromatic base would
be trivial, and TC−,ref(MU b X/MU) should still contain strictly more information than
TC−,ref(ku bX/ku), but that information will necessarily be rather subtle.
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§1.7. Notations and conventions
1.47. Conventions on ∞-categories. — We freely use the language of ∞-categories. We
denote by Ani and call anima what outside of Bonn is known as the ∞-category of spaces.
• Stable ∞-categories. We denote by Sp the ∞-category of spectra and by S ∈ Sp the

sphere spectrum. For an ordinary ring R, we let D(R) denote the derived ∞-category of R.
We often implicitly regard objects of D(R) as spectra via the Eilenberg–MacLane functor H,
but we’ll always suppress this functor in our notation.

For a stable ∞-category C, we let HomC(−,−) denote the mapping spectra in C. The
shift functor and its inverse will always be denoted by Σ and Σ−1 (even for D(R)), to avoid
confusion with shifts in graded or filtered objects.

• Symmetric monoidal ∞-categories. For a symmetric monoidal ∞-category C, we usually
denote by bC and 1C its tensor product and tensor unit. If no confusion can occur, we
simply write b and 1 instead. If C is symmetric monoidal, we let AlgEn(C) and CAlg(C)
denote the ∞-categories of En-algebras and E∞-algebras in C, respectively.

Whenever we consider a symmetric monoidal ∞-category C which is stable or presentable,
we always implicitly assume that the tensor product commutes in both variables with finite
colimits or arbitrary colimits, respectively. In the presentable case, we let HomC(−,−)
denote the internal Hom in C and X∨ := HomC(X,1) the predual of an object X ∈ C.

1.48. Conventions on graded and filtered objects. — For a stable ∞-category C, we
let Gr(C) and Fil(Sp) denote the ∞-categories of graded and (descendingly) filtered objects in
C. The shift in graded or filtered objects is denoted (−)(1). We’ll always try to distinguish
between graded/filtered degree and homotopical/homological degree.
• Descending and ascending filtrations. Unless specified otherwise, filtrations will be

descending by default. An object with a descending filtration is typically denoted

fil⋆X =
´

· · · filnX  filn+1X  · · ·
¯

and we let gr˚ X denote the associated graded, given by grnX := cofib(filn+1X ! filnX).
We mostly work with filtrations that are constant in degrees ⩽ 0 (such as the Hodge filtration
and its variants). In this case we’ll abusingly write fil⋆X = (fil0X  fil1X  · · · ); this
should be interpreted as the constant fil0X-valued filtration in degrees ⩽ 0.

Sometimes we also consider ascending filtrations. Ascendingly filtered objects will be
denoted fil⋆X = (· · ·! filnX ! filn+1X ! · · · ) and the associated graded by gr˚ X, where
grnX := cofib(filn−1X ! filnX).

• Graded and filtered tensor products. If C is presentable stable symmetric monoidal,
we’ll equip Gr(C) and Fil(C) with the Day convolution symmetric monoidal structures.
We frequently use the following fact: Let 1Gr and 1Fil denote the tensor units in Gr(C)
and Fil(C), respectively. Then the underlying graded object of 1Fil can be identified with
the graded polynomial ring 1Grrts, where t sits in graded degree −1, the forgetful functor
Fil(C)! Gr(C) induces an equivalence

Fil(C) »
−! Mod1Grrts

`

Gr(C)
˘

,

and under this equivalence, the associate graded gr˚ : Fil(C) ! Gr(C) becomes identified
with the base change functor − b1Grrts 1Gr. See rRak21, Proposition 3.2.9s for example.
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• Exhaustive and complete filtrations. We say that a filtered object fil⋆X is an exhaustive
filtration on X if X » colimn!−∞ filnX. We say that fil⋆X is complete if 0 » limn!∞ filnX.
Given an exhaustive filtration fil⋆X on X, we define its completion fil⋆ X̂ via

fil⋆ X̂ := lim
n!∞

cofib
`

fil⋆+nX ! fil⋆X
˘

.

This is an exhaustive filtration on X̂ := limn!∞ cofib(filnX ! X). By construction, we
have a pullback square

fil⋆X fil⋆ X̂

X X̂

≒

We’ll often refer to this by saying that every filtration is the pullback of its completion.
Let us also remark that under the identification of filtered objects with graded 1Grrts-

modules, the notions of completeness and completion agree with those of t-completeness and
t-completion that we’ll review in 1.49 below. Moreover, this exhibits the pullback square
above as a special case of a general fracture square.

1.49. Conventions on derived algebra. — Most algebraic constructions in this thesis will
be derived (with one notable exception in §4.2) and we’ll use the following terminology:
• Animated rings. If k is an ordinary ring, we denote by AniAlgk the ∞-category of

animated k-algebras. In the case k = Z we’ll write AniRing and say animated rings instead.
AniAlgk is the ∞-category freely generated under sifted colimits by the category Polyk of
polynomial k-algebras in finitely many variables; equivalently, AniAlgk can be described as
the (∞-categorical) localisation of the category sCAlgk of simplicial commutative k-algebras
at the weak equivalences.

An animated ring which is concentrated in homological degree 0 (and hence an ordinary
ring) will be called static (“un-animated”). We’ll use the same terminology for spectra
concentrated in homotopical degree 0. We don’t use the more common term discrete to
avoid confusion with condensed spectra that are equipped with the discrete (“un-condensed”)
topology; see 5.1.

• Animation/nonabelian derived functors. If F : Polyk ! D is any functor into ∞-
category D with all sifted colimits, then F extends uniquely to a sifted colimit preserving
functor LF : AniAlgk ! D, which we call the animation or (non-abelian) derived functor of
F (both names will be used synonymously). The main examples of interest are

Ω1
−/k : Polyk −! D(k) , Ω˚

−/k : Polyk −! D(k) , q9Ω−/A : PolyA −! D̂(q−1)
`

AJq − 1K
˘

for a Λ-ring A. The corresponding derived functors will be denoted L−/k (the cotangent
complex), dR−/k (the derived de Rham complex), and q9dR−/A (the derived q-de Rham
complex), respectively.

• Derived quotients. For an E1-ring spectrum R, a homotopy class f ∈ πn(R), and a left-
or right-R-module M , we denote

M/f := cofibpf : ΣnM !Mq .
For several homotopy classes f1, . . . , fr, we let M/(f1, . . . , fr) := (· · · (M/f1)/f2 · · · )/fr.
Observe that if M is a static module over a static ring R, then M/(f1, . . . , fr) agrees with
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the usual quotient only if (f1, . . . , fr) is a Koszul-regular sequence on M , but we’ll never use
the notation in a case where this is not satisfied.

Similarly, if R˚ is a graded E1-ring spectrum, f ∈ πn(Ri), and M˚ is a left or right-R-
module, we put

M˚/f := cofib
`

f : ΣnM(i)!M
˘

and define M˚/(f1, . . . , fr) analogously. The same notation will also be used in the filtered
setting, by regarding filtered objects as graded 1Grrts-modules, as explained in 1.47.

• Completions. For an E∞-ring spectrum R, finitely many homogeneous homotopy classes
f1, . . . , fr ∈ π˚(R), and an R-module spectrum M , we let

M̂(f1,...,fr) := lim
n⩾1

M/(fn1 , . . . , fnr )

denote the (f1, . . . , fr)-adic completion of M . Analogous notions will sometimes also be
used in the graded or the filtered setting.

Since the completion only depends on the ideal I = (f1, . . . , fr) ⊆ π˚(R), we often just
write M̂I (or (−)∧

I for longer arguments). If R is an ordinary ring, this recovers the notion
of derived I-completion; in particular, all completions in this article will be derived. For the
p-completions of Z and the sphere spectrum S we omit the hat and just write Zp and Sp.

We let ModR(Sp)∧
I ⊆ ModR(Sp), or D̂I(R) ⊆ D(R) for static rings R, denote the full

sub-∞-category spanned by the I-complete objects, that is, those M for which M » M̂I . The
following fact will be used countless times: If M is (f1, . . . , fr)-complete, and the homotopy
groups of M/(f1, . . . , fr) vanish in some degree d, then also the homotopy groups of M must
vanish in degree d.

• Fracture squares. We’ll frequently use the fact that in the general situation above there
are natural pullback squares

M M̂f

M
“ 1
f

‰

M̂f

“ 1
f

‰

≒ and

M
∏
p

M̂p

M b Q
∏
p

M̂p b Q

≒

where the product on the right is taken over all primes p. In the case where f = N is an
integer, we’ll refer to the pullback square on the left as the arithmetic fracture square; the
same terminology will be used for the pullback on the right.

1.50. Perfectly covered Λ-rings. — Throughout the text, A will denote a Λ-ring, which
we’ll usually assume to be perfectly covered. By this we mean that the Adams operations
ψm : A! A are faithfully flat for all m; or equivalently, that A admits a faithfully flat Λ-ring
morphism A ! A∞ into a perfect Λ-ring. We remark that perfectly covered Λ-rings are
p-torsion free for all primes p, because the same is true for perfect Λ-rings.
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Part I.
q-Hodge complexes over the Habiro ring

q9HdgR/A

In this part, we show that whenever a q-Hodge complex can be defined, it descends canonically
to the Habiro ring. More precisely, for any perfectly covered Λ-ring A, we’ll introduce an
∞-category AniAlgq9Hdg

A of pairs (R,fil⋆q9Hdg q9dRR/A) consisting of an animated A-algebra R
and a filtration on the derived q-de Rham complex q9dRR/A, which q-deforms the Hodge
filtration fil⋆Hdg dRR/A and satisfies a few natural compatibilities. To any such pair we associate
the q-Hodge complex

q9Hdg(R,fil⋆q9Hdg)/A := colim
´

fil0q9Hdg q9dRR/A
(q−1)
−−−! fil1q9Hdg q9dRR/A

(q−1)
−−−! · · ·

¯∧

(q−1)
.

We’ll then show in Theorem 3.11 that the functor q9Hdg−/A : AniAlgq9Hdg
A ! D̂(q−1)(Arqs)

admits a non-trivial factorisation

D̂H
`

Arqs˘

AniAlgq9Hdg
A D̂(q−1)

`

Arqs˘
(−)∧

(q−1)

q9Hdg−/A

q9Hdg−/A

where D̂H(Arqs) denotes the derived ∞-category of Habiro-complete Arqs-modules in the sense
of §B. The non-triviality of the factorisation will be measured in a precise way using derived
versions of the q-de Rham–Witt complexes from rWag24s.
Overview of Part I. — This part is organised as follows: In §2, we’ll construct q9Hdg−/A in
the case where R is étale over A. This is much cleaner than the general case, and we’ll recover
the construction of the Habiro ring of a number field from rGSWZ24s. In the long and technical
section §3, we’ll construct q9Hdg−/A in general. In §4, we’ll show that even though there’s no
functorial choice of a q-Hodge filtration—that is, the forgetful functor AniAlgq9Hdg

A ! AniAlgA
provably has no section—such sections exist on surprisingly large full subcategories of AniAlgA.
In particular, there are many examples to which Theorem 3.11 can be applied.





§2. Habiro rings of étale extensions

§2. Habiro rings of étale extensions
Fix a perfectly covered Λ-ring A. The goal of this section is to construct a relative Habiro ring
HR/A for any étale algebra R over A, and to relate this construction to the theory of q-Witt
vectors. In the case where A = Z, our construction HR/Z recovers the ring HR from rGSWZ24,
Definition 1.1s.

As we’ll see in §3, the construction of HR/A is a special case of a much more general
construction. However, the general case is vastly more technical, so it will be worthwhile to
spell out the étale case first.

§2.1. A general descent principle

To construct HR/A, we’ll first construct the completions (HR/A)∧
Φm(q) for all m ∈ N and then

“glue them together” using a very general descent principle that we’ll explain in this subsection.
It will probably seem a little overkill for now, but we’ll use the same descent principle again in
§3.3 to construct the twisted q-de Rham complexes q9dR(m)

R/A.

2.1. Setup. — Let I be a site whose underlying category is a partially ordered set. Let D be
a presentable stable symmetric monoidal ∞-category. Suppose that for every Z ∈ I we have a
full stable sub-∞-category DZ satisfying the following conditions:
(a) The inclusion DZ ⊆ D admits a left adjoint LZ : D ! DZ .
(b) Whenever Z1 ! Z2 is a morphism in I, we have DZ1 ⊆ DZ2 . Note that LZ1 : DZ2 ! DZ1

is still a left adjoint of this inclusion.
(c) For all x, y ∈ D and all Z ∈ I, the canonical morphism LZ(xb y)! LZ(LZ(x) b y) is an

equivalence in D.
In this case, sending Z 7! DZ and (Z1 ! Z2) 7! (LZ1 : DZ2 ! DZ1) defines a contravariant
functor

D(−) : Iop −! CAlg(PrL
st)

into the ∞-category of presentable stable symmetric monoidal ∞-categories. Indeed, let’s
ignore the symmetric monoidal structure for the moment and let DI ⊆ I × D be the full
sub-∞-category spanned fibrewise by DZ ⊆ tZu × D. By (b), DI ! I is still a cocartesian
fibration and so it defines a covariant functor D(−) : I ! Cat∞. By (a), this functor factors
through PrR

st. Using PrL
st » (PrR

st)op by rL-HTT, Corollary 5.5.3.4s, we get the desired functor
D(−) : Iop ! PrL

st.
To incorporate the symmetric monoidal structure, let D be the ∞-operad Db associated to

the given symmetric monoidal structure on D. By (c) and rL-HA, Proposition 2.2.1.9s, for all
Z ∈ I, the inclusion of the full sub-∞-operad Db

Z ⊆ Db spanned by DZ admits a symmetric
monoidal left adjoint Lb

Z : Db ! Db
Z which recovers LZ on underlying ∞-categories. Using this

observation, the same argument as above can be repeated with D replaced by Db.

2.2. Lemma. — In the situation of 2.1, assume that covers in I always have finite refinements
and that for any finite covering family tZi ! Zui=1,...,r, the functors LZi : DZ ! DZi are jointly
conservative. Then

D(−) : Iop −! CAlg(PrL
st)

is a sheaf on I. In particular, CAlg(D(−)) : Iop ! PrL is a sheaf as well.
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Proof sketch. Everything can be checked on the level of underlying ∞-categories, so we can
disregard the symmetric monoidal structure (but it was still essential to include the symmetric
monoidal structure in the construction). By assumption, it’s enough to check the sheaf property
for a finite cover tZi ! Zui=1,...,r. If Z• denotes its Čech nerve, we need to show DZ » lim∆∆ DZ• .
Since I is a partially ordered set, we have Zi×Z Zi = Zi for all i. It follows that the cosimplicial
limit can be simplified to a limit indexed by the set ≒r := P(t1, . . . , ru) ∖ t∅u of non-empty
subsets of t1, . . . , ru, partially ordered by inclusion. Therefore, we must show

DZ » lim
S∈≒r

DZS ,

where we put ZS := Zi0 ×Z× · · ·×ZZik for every non-empty subset S = ti0, . . . , iku ⊆ t1, . . . , ru.
To prove that DZ ! limS∈≒r DZS is fully faithful, we have to show that

HomDZ (x, y) −! HomDZS

`

LZS (x), LZS (y)
˘

is an equivalence for all x, y ∈ DZ . Rewriting HomDZS (LZS (x), LZS (y)) » HomD(x, LZS (y)),
this reduces to showing that y ! limS∈≒r LZS (y) is an equivalence. This can be checked
after applying the jointly conservative functors LZi : DZ ! DZi . After applying LZi , each
LZS (y) ⇒ LZS∪tiu

becomes an equivalence. This easily implies LZi(y) » limS∈≒r LZi(LZS (y))
(for example, by the dual of rL-HA, Lemma 1.2.4.15s). Since LZi preserves finite limits, this
shows that y ! limS∈≒r LZS (y) is an equivalence after applying LZi , and so fully faithfulness
follows. The same argument shows essential surjectivity.

2.3. Remark. — The quintessential example for Lemma 2.2 is the case where R is some ring,
D := D(R) and I is the partially ordered set of closed subsets Z ⊆ SpecR with quasi-compact
complement. Every such Z is the vanishing set of a finitely generated ideal I and we define
DZ := D̂I(R); note that this only depends on Z, not on the choice of I. The functors LZ := (−)∧

I

clearly satisfy the conditions from 2.1, and the condition from Lemma 2.2 is easily checked (see
e.g. rWag24, Lemma 2.4s). Hence the descent from Lemma 2.2 is applicable.

In the case that we’re actually interested in, the descent diagram simplifies considerably; in
particular, no coherence data needs to be provided!

2.4. Corollary. — Let m ∈ N. Suppose we’re given the following data:
(a) For all divisors d | m, a derived Φd(q)-complete E∞-Arqs-algebra Ed.
(b) For all divisors pd | m, where p is a prime, an equivalence of E∞-Arqs-algebras

hd : (Epd)∧
p

»
−! (Ed)∧

p .

Then there exists a unique (qm − 1)-complete E∞-Arqs-algebra E together with equivalences
Ed » E∧

Φd(q) for all d | m such that hd becomes identified with the identity on E∧
(Φd(q),Φpd(q)).

Proof. The idea is to apply descent for R = Arqs and the cover V (qm − 1) = ⋃
d|m V (Φd(q)).

The simplifications come from the observation that many intersections are empty; see rWag24,
Lemma 2.1s for example.

For a precise argument, let T be the set of positive divisors of m and let ≒T := P(T ) ∖ t∅u
denote the set of non-empty subsets of T , partially ordered by inclusion. For every S ⊆ T , put
D̂S := D̂pΦd(q) | d∈Sq(Arqs). Then Lemma 2.2 implies

D̂(qm−1)
`

Arqs˘ » lim
S∈≒r

D̂S .
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For every pair (d, p), where d | m is a divisor of m and p is a prime such that p ∤ d, we let
Td,p := td, pd, . . . , pvp(m)du ⊆ T (m) and write ≒Td,p ⊆ ≒T for the corresponding sub-partially
ordered set. By rWag24, Lemma 2.1s, we have D̂S » 0 if S /∈

⋃
d,p≒

Td,p . By inspection, this
means that D̂(−) : ≒T ! CAlg(PrL

st) is right-Kan extended from ⋃
d,p≒

Td,p ⊆ ≒T . Furthermore,
if S ⊆ S′ are elements of ≒Td,p such that |S| ⩾ 2, then the same result tells us that the
corresponding morphism S ! S′ is sent to the identity, as both D̂S and D̂S′ agree with the full
sub-∞-category

D̂(p,Φd(q))
`

Arqs˘ ⊆ D
`

Arqs˘ .
Again, by inspection, this means that D̂(−)

⋃
d,p≒

Td,p ! CAlg(PrL
st) is right-Kan extended from

P ⊆
⋃
d,p≒

Td,p , where P denotes the sub-partially ordered set spanned by Td,p ∈
⋃
d,p≒

Td,p(m)

for all d, p (note that this includes all subsets of the form tdu, where d is a divisor of m, as
tdu = Td,ℓ if ℓ is any prime not dividing m). In total, this implies D̂(qm−1)pArqsq » limS∈P D̂S

and thus
CAlg

´

D̂(qm−1)
`

Arqs˘
¯

» lim
S∈P

CAlg
`

D̂S

˘

.

After unravelling of definitions, an object in the limit on the right-hand side is precisely given
by the data (a) and (b).

2.5. Remark. — In Corollary 2.4, we’ve glued E from its Φd(q)-completions E∧
Φd(q) » Ed for

all d | m. But E can also be glued from from the completed localisation Er1/ms∧
(qm−1) and the

completions E∧
(p,qm−1) for all primes p | m via the usual arithmetic fracture square (see 1.49).

For later use, let us explain how to extract the latter from the former: If m = pαn, where n is
coprime to p, then

E
“ 1
m

‰∧
(qm−1) » ∏

d|m
Ed

“ 1
m

‰∧
Φd(q) and E∧

(p,qm−1) » ∏
d|n

(Epid)∧
p for any 0 ⩽ i ⩽ α .

For the equivalence on the left, just observe that the factors in (qm − 1) = ∏
d|m Φd(q) become

coprime as soon as m is invertible. For the equivalence on the right, observe that after p-
completion the ℓ-adic gluings for ℓ ̸= p become vacuous, so the only gluing that happens is
along (Ed)∧

p » (Epd)∧
p » · · · » (Epαd)∧

p for all d | n.

2.6. Remark. — Corollary 2.4 remains true if we replace E∞-Arqs-algebras by derived
commutative Arqs-algebras in the sense of rRak21, Example 4.3.1s. The proof is entirely
analogous.

§2.2. Habiro rings of étale extensions
In the following, we fix a perfectly covered Λ-ring A as before.

2.7. Relative Habiro rings. — Let R be an étale A-algebra. For all primes p, the pth

Adams operation ψp : A! A can be uniquely extended to a Frobenius lift ϕp : R̂p ! R̂p. Let
us denote by

ϕp/A :
`

R̂p bA,ψp A
˘∧
p

»
−! R̂p

the linearised Frobenius. It is an equivalence as indicated. Indeed, this can be checked modulo
p, where it becomes classical; see rStacks, Tag 0EBSs. We also remark that A being perfectly
covered implies that A is p-torsion free (because this is true for the perfect Λ-ring A∞), and so
all p-completions above are static.
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For all m ∈ N, let us now define a (qm − 1)-complete E∞-Arqs-algebra HR/A,m via Corol-
lary 2.4: For every d | m, let Ed := (RbA,ψd A)rqs∧

Φd(q) and for every pd | m, where p is a prime,
let the gluing equivalence hd be the Arqs-linear map induced by ϕp/A.

For all d | m, Corollary 2.4 provides a preferred equivalence HR/A,d » (HR/A,m)∧
(qd−1). In

particular, we get maps HR/A,m ! HR/A,d. The Habiro ring of R relative to A is then defined
as the limit(2.1)

HR/A := lim
m∈N

HR/A,m .

2.8. Remark. — If we were to construct Rrqs∧
(qm−1) using Corollary 2.4, we would take

Ed := Rrqs∧
Φd(q), together with the identity maps on Rrqs∧

(p,Φd(q)) (instead of ϕp/A) as gluing
equivalences. Thus, there’s no reason to expect that HR/A,m » Rrqs∧

(qm−1), unless R itself
(rather than only its p-completions) admits Frobenius lifts for all prime factors p | m. In the
case A = Z, a precise obstruction of this kind is shown in rWag24, Corollary 2.52s.

We can now formulate the relation between HR/A and q-Witt vectors relative to A. To
this end, recall from rWag24, Proposition 2.48s that q9Wm(R/A) is an étale algebra over
q9Wm(A/A) „= Arqs/(qm − 1).

2.9. Theorem. — Let A be a perfectly covered Λ-ring, R an A-algebra, and m ∈ N. Then

HR/A,m/(qm − 1) » q9Wm(R/A) .

In fact, HR/A,m is the unique lift of the étale Arqs/(qm − 1)-algebra q9Wm(R/A) to a (qm − 1)-
complete E∞-algebra over Arqs∧

(qm−1). In particular, HR/A,m is an ordinary ring for all m ∈ N,
and the same is true for the relative Habiro ring HR/A.

Proof. Let, temporarily, W denote the unique lift of q9Wm(R/A) to a (qm − 1)-complete
E∞-algebra over Arqs∧

(qm−1). If p is prime and pd | m, then the ghost maps for the usual Witt
vectors Wm(A/p) and Wm(R/p) satisfy ghm/d(x) = ghm/pd(x)p. It follows that the ghost maps
for relative q-Witt vectors fit into a commutative diagram

`

R bA,ψpd A
˘rqs/Φpd(q) q9Wm(R/A)

`

R bA,ψd A
˘rqs/Φd(q)

`

R/pbA/p,ψpd A/p
˘rqs/Φpd(q)

`

R/pbA/p,ψd A/p
˘rqs/Φd(q)

ghm/pd ghm/d

where the bottom horizontal map is induced by the relative Frobenius R/pbA/p,(−)pA/p! R/p.
After passing to unique deformations of étale algebras everywhere, we obtain a similar diagram

`

R bA,ψpd A
˘rqs∧

Φpd(q) W
`

R bA,ψd A
˘rqs∧

Φd(q)

`

R̂p bA,ψpd A
˘rqs∧

(p,Φpd(q))
`

R̂p bA,ψd A
˘rqs∧

(p,Φd(q))

(2.1)A pedantic remark: To even write down this limit, we need to assemble the maps HR/A,m ! HR/A,d into a
functor HR/A,(−) : N! CAlg D(Arqs), where N denotes the category of natural numbers partially ordered by
divisibility. With a little more effort, this functoriality can be squeezed out of Corollary 2.4. Alternatively, we
can take the limit over the sequential subdiagram tn!un⩾1, where the existence of maps is enough. Or we could
use Theorem 2.9 to realise that we’re working with ordinary rings, so there are no higher coherences to check
and functoriality can be obtained by hand.
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where the bottom horizontal map is induced by ϕp/A from 2.7. By construction of HR/A,m, this
yields an E∞-Arqs-algebra map W ! HR/A,m. As both sides are (qm − 1)-complete, whether
this is an equivalence can be checked modulo Φd(q) for all d | m. By rWag24, Corollary 2.51s
and 2.7,

W/Φd(q) » R bA,ψd Arqs/Φd(q) » HR/A,m/Φd .

As the equivalence on the left is induced via the ghost map ghm/d, it is apparent from our
construction that W/Φd(q)! HR/A,m/Φd(q) is given by the chain of equivalences above. This
finishes the proof that HR/A,m is the unique deformation of q9Wm(R/A).

Since HR/A,m is (qm − 1)-complete and becomes static modulo p, we see that HR/A,m must
be static as well. Therefore it is an ordinary ring. To conclude the same for HR/A, we’ve seen
above that HR/A/Φm(q) is static for all m ∈ N. Then Corollary B.4 can be applied.

2.10. Remark. — By tracing through the proof of Theorem 2.9 and checking on ghost
coordinates, we see that the maps HR/A,m ! HR/A,d from 2.7 deform the q-Witt vector
Frobenii Fm/d : q9Wm(R/A)! q9Wd(R/A). Then the construction of HR/A is reminiscent of
the construction of Ainf from rBMS18, Lemma 3.2s.

In rGSWZ24, Definition 1.1s, the Habiro ring of a number field is defined in terms of power
series in q−ζ, for ζ ranging through roots of unity. We’ll now give a similar hands-on description
of HR/A. This will imply that our construction recovers the one from rGSWZ24s.
2.11. p-adic reexpansions around roots of unity. — In the following, we choose a system
of roots of unity (ζm)m∈N in such a way that

ζmn = ζmζn if (m,n) = 1 and ζpα = ζppα+1 .

One possible choice would be ζm := ∏
p e2πi/pvp(m) . The conditions above are also required

in rGSWZ24, §1.2s and they ensure vp(ζm − ζmp) > 0 whenever p is prime, so that after
p-completion, any power series in (q − ζm) can be reexpanded as power series in (q − ζpm). In
other words, there’s a canonical zigzag

ZrζmsJq − ζmK −! ZprζpmsJq − ζmK » Zprζpm, qs∧
(q−ζm,q−ζpm)  − ZrζpmsJq − ζpmK ,

In the situation we’re interested in, we get a similar zigzag

pR bA,ψm AqrζmsJq − ζmK −!
`

R̂p bA,ψm A
˘∧
p

rζpmsJq − ζmK
ϕp/A
 −− pR bA,ψpm AqrζpmsJq − ζpmK

where the map on the right is induced by the relative Frobenius ϕp/A from 2.7, followed by a
reexpansion of power series as above. We’ll call the map on the left the canonical map and the
map on the right the Frobenius.

2.12. Lemma. — The ring HR/A agrees with following equaliser (which can be taken both in
E∞-Arqs-algebras or in ordinary Arqs-algebras):

HR/A » eq
˜∏

m

pR bA,ψm AqrζmsJq − ζmK
can
−!−!
ϕ/A

∏
p,m

`

R̂p bA,ψm A
˘∧
p

rζpmsJq − ζmK

¸

.

Here can and ϕ/A are the canonical maps and Frobenius maps described in 2.11.
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Proof. Let, temporarily, E denote the derived equaliser. By construction, HR/A can be written
as a similar equaliser, with (R bA,ψm A)rζmsJq − ζmK replaced by (R bA,ψm A)rqs∧

Φm(q). We
clearly get a map of underived equalisers, hence a map HR/A ! π0(E) as HR/A is static. Since
the derived equaliser E is coconnective, this yields a map HR/A ! E as well. Since both sides
are Habiro-complete in the sense of B.1, whether this map is an equivalence can be checked
after (−)∧

ℓ for all primes ℓ and after (− bZ Q)∧
Φd(q) for all d ∈ N.

Proof after ℓ-completion. After (−)∧
ℓ , all factors in E with p ̸= ℓ die, and the surviving

Frobenii ϕℓ/A become equivalences. Similarly, in HR/A, all p-adic gluings for p ̸= ℓ vanish, and
the ℓ-adic gluings become equivalences. It follows that after ℓ-completion, the map has the form∏

(m,ℓ)=1

`

R̂ℓ bA,ψm A
˘∧
ℓ

rqs∧
(ℓ,Φm(q)) −!

∏
(m,ℓ)=1

`

R̂ℓ bA,ψm A
˘∧
ℓ

rζmsJq − ζmK

So it will be enough to show that Zℓrqs∧
(ℓ,Φm(q)) ! ZℓrζmsJq − ζmK is an equivalence whenever

(m, ℓ) = 1. This can be checked modulo (ℓ,Φm(q)). The left-hand side clearly becomes
Fℓrqs/Φm(q) » Fℓ(ζm) since the cyclotomic polynomial Φm(q) is irreducible in Fℓrqs if (m, ℓ) = 1.
Moreover, Φm(q) has distinct roots in Fℓ, and so Φm(q)/(q−ζm) will be a unit in Fℓ(ζm)Jq−ζmK.
It follows that ZℓrζmsJq − ζmK/(ℓ,Φm(q)) » Fℓ(ζm) as well. This concludes the argument after
ℓ-completion.

Proof after Φd(q)-completed rationalisation. By 2.7, the Φd(q)-completion of HR/A is
(R bA,ψd A)rqs∧

Φd(q) and so
`

HR/A bZ Q
˘∧

Φd(q) » `

(R bA,ψd A) bZ Q
˘rqs∧

Φd(q) » `

(R bA,ψd A) bZ Q(ζm)
˘

Jq − ζmK .

Here we use that Qrqs∧
Φd(q) ! Q(ζm)Jq − ζmK is an equivalence. Indeed, this can be checked

modulo Φm(q). Since Φm(q) is irreducible and has distinct roots in Q, the same argument as
above shows that both sides become Q(ζm) modulo Φm(q), as desired.

Let’s compute ÊΦd(q) next. Since (R bA,ψm A)rζmsJq − ζmK is Φm(q)-complete, it’ll vanish
upon Φd(q)-completion unless m/d is a prime power (possibly with negative exponent). More-
over, if m/d = pα is a power of p, then the Φd(q)-completion of (R bA,ψm A)rζmsJq − ζmK will
also be p-complete, unless α = 0. It follows that all surviving Frobenii will become equivalences,
except if their source is (R bA,ψm A)rζdsJq − ζdK.

For all primes p, let αp := vp(d) and write d = pαpdp. By massaging the limit using our
observations so far, we find that ÊΦd(q) sits inside a pullback diagram

ÊΦd(q)
`

R bA,ψd A
˘rζdsJq − ζdK

∏
p

`

R̂p bA,ψdp A
˘∧
p

rζdpsJq − ζdpK
∏
p

`

R̂p bA,ψdp A
˘∧
p

rζdsJq − ζdpK

≒ pϕαpp/Aq
p

Observe that the bottom horizontal arrow is a split injection on underlying Zrqs-modules,
because in each factor Zrζdps! Zrζds is a split injection of abelian groups. However, as we’ve
seen above, Qrqs∧

Φd(q) » Q(ζd)Jq − ζdK contains ζd. Thus the bottom horizontal arrow becomes
an equivalence after (− bZ Q)∧

Φd(q). It follows that

pE bZ Qq∧
Φd(q) » `

(R bA,ψd A) bZ Qrζms˘Jq − ζmK .

Thus HR/A ! E also becomes an equivalence after (− bZ Q)∧
Φd(q).
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2.13. Corollary. — If F is a number field with discriminant ∆ and R := OF r1/∆s, then
HR/Z agrees with the Habiro ring HR defined in rGSWZ24, Definition 1.1s.
Proof. This follows immediately from Lemma 2.12.
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§3. Habiro descent for q-Hodge complexes
In this section, we’ll show that in those situations where a well-behaved derived q-Hodge
complex can be defined, it descends automatically to the Habiro ring, and furthermore a derived
analogue of Theorem 1.13(a) holds true.

Throughout this section, we fix a perfectly covered Λ-ring A.

3.1. Convention. — In the following we’ll consider filtered modules over the filtered ring
(qm − 1)⋆Arqs for various m. For such a filtered module fil⋆M , we always let fil⋆M/(qm − 1)
denote the base change

fil⋆M/(qm − 1) := fil⋆M bL
(qm−1)⋆Arqs A

in filtered objects, or in other words, the quotient by (qm − 1) sitting in filtration degree 1, not
filtration degree 0. In particular, the nth filtered piece of the quotient fil⋆M/(qm − 1) will be

cofib
`

(qm − 1) : filn−1M −! filnM
˘

.

§3.1. q-Hodge filtrations and the q-Hodge complex
Let us start by introducing an appropriate ∞-category of A-algebras equipped with a well-
behaved q-deformation of the Hodge filtration. Since Definition 3.2 below is a bit of a mess,
let us informally summarise the key points first: In addition to the obvious q-deformation
condition (b), we also wish the filtration to be compatible with the rational equivalence

`

q9dRR/A bL
Z Q

˘∧
(q−1) » `

dRR/A bL
Z Q

˘

Jq − 1K ,

which leads to condition (c). For technical reasons, we also need to require the same for the
rationalisations of the p-completed (q-)de Rham complexes, which is why we have to include
condition (cp) below. These conditions need to satisfy some obvious compatibilities; recording
those, we end up with the following slightly messy definition:

3.2. Definition (q-Hodge filtrations). — Let R be an animated A-algebra. A q-Hodge
filtration on q9dRR/A is a filtered (q − 1)⋆Arqs-module

fil⋆q9Hdg q9dRR/A »
´

fil0q9Hdg q9dRR/A  fil1q9Hdg q9dRR/A  fil2q9Hdg q9dRR/A  · · ·
¯

,

equipped with the following data and compatibilities(3.1):
(a) An equivalence of Arqs-modules q9dRR/A » fil0q9Hdg q9dRR/A. In other words, we require

that fil⋆q9Hdg q9dRR/A defines a descending filtration on the derived q-de Rham complex.
(b) An equivalence of filtered A-modules

c(q−1) : fil⋆q9Hdg q9dRR/A/(q − 1) »
−! fil⋆Hdg dRR/A ,

which in filtered degrees ⩽ 0 agrees with the usual equivalence q9dRR/A/(q − 1) » dRR/A

under the identification from (a). In other words, the filtration fil⋆q9Hdg q9dRR/A has to be
a (q − 1)-deformation of the Hodge filtration.

(3.1)Since we’re working with ∞-categories, each compatibility is again a datum that needs to be provided.
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(c) An equivalence of filtered (q − 1)⋆(Ab Q)rqs-modules

cQ :
`

fil⋆q9Hdg q9dRR/A bL
Z Q

˘∧
(q−1)

»
−! fil⋆(Hdg,q−1)

`

dRR/A bL
Z Q

˘

Jq − 1K ,

where fil⋆(Hdg,q−1) denotes the (q − 1)-completed tensor product of the Hodge filtration on
dRR/A and the (q− 1)-adic filtration on QJq− 1K; in the following, we’ll often call this the
combined Hodge and (q−1)-adic filtration. In addition, we require that cQ agrees in filtered
degrees ⩽ 0 with the usual equivalence (q9dRR/A bL

ZQ)∧
(q−1) » (dRR/A bL

ZQ)Jq− 1K under
the identification from (a), and that cQ and c(q−1) from (b) fit into a commutative diagram

fil⋆q9Hdg q9dRR/A fil⋆q9Hdg q9dRR/A/(q − 1) fil⋆Hdg dRR/A

`

fil⋆q9Hdg q9dRR/A bL
Z Q

˘∧
(q−1) fil⋆(Hdg,q−1)

`

dRR/A bL
Z Q

˘

Jq − 1K fil⋆Hdg dRR/A bL
Z Q

///

»

c(q−1)

»

cQ

which again must agree in filtered degrees ⩽ 0 with the corresponding unfiltered diagram
under the identification from (a).

(cp) For every prime p, an equivalence of filtered (q − 1)⋆Âpr1/psJq − 1K-modules

cQp : fil⋆q9Hdg
`

q9dRR/A

˘∧
p

“1
p

‰∧
(q−1)

»
−! fil⋆(Hdg,q−1)

`

dRR/A

˘∧
p

“1
p

‰

Jq − 1K ,

which is required to agree in filtered degrees ⩽ 0 agrees with the usual equivalence
(q9dRR/A)∧

p r1/ps∧
(q−1) » (dRR/A)∧

p r1/psJq − 1K under the identification from (a). In addi-
tion, we require that cQ and cQp are compatible in form of a commutative diagram

`

fil⋆q9Hdg q9dRR/A bL
Z Q

˘∧
(q−1) fil⋆(Hdg,q−1)

`

dRR/A bL
Z Q

˘

Jq − 1K

fil⋆q9Hdg
`

q9dRR/A

˘∧
p

“1
p

‰∧
(q−1) fil⋆(Hdg,q−1)

`

dRR/A

˘∧
p

“1
p

‰

Jq − 1K

»

cQ

///

»

cQp

which in filtered degrees ⩽ 0 must agree with the usual compatibility under the identifica-
tion from (a), and that c(q−1) and cQp fit into a commutative diagram

fil⋆q9Hdg
`

q9dRR/A

˘∧
p

fil⋆q9Hdg
`

q9dRR/A

˘∧
p
/(q − 1) fil⋆Hdg

`

dRR/A

˘∧
p

fil⋆q9Hdg
`

q9dRR/A

˘∧
p

“1
p

‰∧
(q−1) fil⋆(Hdg,q−1)

`

dRR/A

˘∧
p

“1
p

‰

Jq − 1K fil⋆Hdg
`

dRR/A

˘∧
p

“1
p

‰

///

»

c(q−1)

»

cQp

which must agree in filtered degrees ⩽ 0 with the corresponding unfiltered diagram under
the identification from (a). Finally, we require that this diagram is compatible with the
diagram from (c) under the previous diagram relating cQ and cQp , and that in filtered
degrees ⩽ 0 this compatibility agrees with the usual compatibility under the identification
from (a).

We let AniAlgq9Hdg
A denote the ∞-category of pairs (R,fil⋆q9Hdg q9dRR/A), where R is an animated

A-algebra and fil⋆q9Hdg q9dRR/A is a q-Hodge filtration on q9dRR/A. Formally, the ∞-category
AniAlgq9Hdg

A can be expressed as an iterated pullback of AniAlgA and several ∞-categories of
filtered modules; this is straightforward, but not very enlightening, so we omit the details.
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It is natural to ask whether q-Hodge filtrations can be chosen functorially. Surprisingly, this
turns out to be false.

3.3. Lemma. — If A is not a Q-algebra, then the forgetful functor AniAlgq9Hdg
A ! AniAlgA

is not essentially surjective. In particular, it has no section, not even when restricted to the full
subcategory SmA ⊆ AniAlgA of smooth A-algebras.

Proof sketch. As far as the author is aware, this result hasn’t been published, but the objection
is known among the experts in the field.

Let p be a prime such that Âp ̸» 0. Let Âptxu∞ be the free p-complete perfect δ-ring on a
generator x. We’ll show that the q-de Rham complex of R := Âptxu∞/x admits no q-Hodge
filtration. Suppose it does. Note that (q9dRR/A)∧

p is given by the prismatic envelope

`

q9dRR/A

˘∧
p

» Âptxu∞Jq − 1K
"

ϕ(x)
rpsq

*∧

(p,q−1)
.

In particular, it is static. Since the Hodge filtration fil⋆Hdg(dRR/A)∧
p is just the divided

power filtration of the PD-envelope (dRR/A)∧
p » DÂptxu∞(x), Definition 3.2(b) implies that

fil⋆q9Hdg(q9dRR/A)∧
p must also be a descending chain of submodules of (q9dRR/A)∧

p . Moreover, we
see that filpq9Hdg(q9dRR/A)∧

p must contain an element rγq(x) such that rγq(x) ≡ xp/p mod (q− 1).
Using Definition 3.2(cp), we see that rγq must also be contained in the ideal (x, q − 1)p after
completed rationalisation. But it is straightforward to check that the prismatic envelope above
doesn’t contain any rγq(x) with these properties (for the details, see Example 4.24 below).

This shows that AniAlgq9Hdg
A ! AniAlgA is not essentially surjective. Hence it can’t have

a section, not even over SmA ⊆ AniAlgA, because we could always animate to extend such a
section to all of AniAlgA.

3.4. Remark. — Despite the general non-existence, it’s possible to construct many interesting
objects of the ∞-category AniAlgq9Hdg

A , and the forgetful functor AniAlgq9Hdg
A ! AniAlgA does

admit sections when restricted to certain full subcategories of AniAlgA. We’ll discuss several
such examples in §4.

In the remainder of this subsection, we’ll study the following objects:

3.5. q-Hodge complexes. — Given a q-Hodge filtration fil⋆ q9dRR/A for R over A, we can
construct the q-Hodge complex as

q9Hdg(R,fil⋆q9Hdg)/A := colim
´

fil0q9Hdg q9dRR/A
(q−1)
−−−! fil1q9Hdg q9dRR/A

(q−1)
−−−! · · ·

¯∧

(q−1)
.

If the q-Hodge filtration is clear from the context, we usually just write q9HdgR/A.

3.6. Remark. — In Definition 1.14 we’ve seen a variant of Definition 3.2 and 3.5 that only
allows for the case where R = S is a smooth A-algebra. Moreover, that variant uses the q-de
Rham complex q9ΩS/A instead of its derived version q9dRS/A.

Note that q9ΩS/A usually doesn’t agree with the derived q-de Rham complex q9dRS/A,
because Ω˚

S/A and dRS/A usually differ in characteristic 0. But this is not a problem. If we’re
given a filtration fil⋆q9Hdg q9ΩS/A that satisfies the obvious analogues of Definition 3.2(a)–(cp),
then its pullback along the canonical map q9dRS/A ! q9ΩS/A yields a filtration fil⋆q9Hdg q9dRR/A

as in Definition 3.2. Indeed, this follows from the fact that Ω˚
S/A » d̂RS/A always agrees with
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the Hodge-completed derived de Rham complex and the fact that any filtration is the pullback
of its completion (see 1.48).

Conversely, we’ll show in Proposition 3.47 that for any (S, fil⋆q9Hdg q9dRS/A) ∈ AniAlgq9Hdg
A

such that S is smooth over A, we have an equivalence

q9ΩS/A » q9d̂RS/A

of the underived q-de Rham complex and the q-Hodge completed derived q-de Rham complex.
Finally, let us remark that in the definition of the q-Hodge complex it doesn’t matter whether we
use fil⋆q9Hdg q9dRR/A or its completion fil⋆q9Hdg q9d̂RR/A, since every element in filiq9Hdg q9dRR/A

becomes divisible by (q − 1)i in q9HdgR/A and the q-Hodge complex is (q − 1)-complete.

3.7. Proposition. — AniAlgq9Hdg
A admits a canonical symmetric monoidal structure. The

tensor product of two objects (R1, fil⋆q9Hdg q9dRR1/A) and (R2,fil⋆q9Hdg q9dRR2/A) is given by
´

R1 bL
A R2,

`

fil⋆q9Hdg q9dRR1/A bL
(q−1)⋆Arqs fil⋆q9Hdg q9dRR2/A

˘∧
(q−1)

¯

,

where in the second component we take the derived tensor as filtered modules over the filtered
ring (q − 1)⋆Arqs. Furthermore, the functor

q9Hdg−/A : AniAlgq9Hdg
A −! D̂(q−1)

`

Arqs˘

can be equipped with a canonical symmetric monoidal structure.

To prove Proposition 3.7, let us first construct a filtration on q9Hdg−/A/(q − 1).

3.8. The conjugate filtration. — Let (R,fil⋆q9Hdg q9dRR/A) be an object in AniAlgq9Hdg
A .

Let’s consider the localisation of the filtered (q − 1)⋆Arqs-module fil⋆q9Hdg q9dRR/A at (q − 1):

fil⋆q9Hdg q9dRR/A

“ 1
q−1

‰ » colim
´

fil⋆q9Hdg q9dRR/A
(q−1)
−−−! fil⋆+1

q9Hdg q9dRR/A
(q−1)
−−−! . . .

¯

.

Upon completing the filtration, this filtered object becomes the (q − 1)-adic filtration on the
q-Hodge complex q9HdgR/A.

Before taking the colimit, the diagram above can be regarded as a bifiltered object, with
one ascending (“horizontal”) filtration, given by the steps in the colimit, and one descending
(“vertical”) filtration, given by the filtrations on each step fil⋆+n

q9Hdg q9dRR/A. If we pass to the
associated graded in the vertical direction, we obtain

q9HdgR/A/(q − 1) » colim
´

gr0
q9Hdg q9dRR/A

(q−1)
−−−! gr1

q9Hdg q9dRR/A
(q−1)
−−−! . . .

¯

.

This representation as a colimit defines an exhaustive ascending filtration on q9HdgR/A/(q− 1),
which we define to be the conjugate filtration filconj

⋆ (q9HdgR/A/(q − 1)).

3.9. Lemma. — The associated graded of the conjugate filtration filconj
⋆ q9HdgR/A/(q − 1) is

given by
grconj

˚

`

q9HdgR/A/(q − 1)
˘ » Σ−˚dR˚

R/A » gr˚
Hdg dRR/A .
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Proof. To avoid ambiguous notation, let us identify the filtered ring (q − 1)⋆Arqs with the
graded ring Arβ, ts, where |β| = 1, |t| = −1, and βt = q − 1.(3.2) The filtered structure on
Arβ, ts comes from the Arts-module structure (see 1.48), so t can be regarded as the filtration
parameter and β can be regarded as the element “(q − 1) sitting in degree 1”. If we regard
fil⋆q9Hdg q9dRR/A as a graded Arβ, ts-module, then

fil⋆q9Hdg q9dRR/A/β » fil⋆Hdg dRR/A and fil⋆q9Hdg q9dRR/A/t » gr˚
q9Hdg q9dRR/A

as graded Arts- or Arβs-modules, respectively. The first equivalence follows from Defini-
tion 3.2(b), the second follows because modding out t is the same as taking the associated
graded (see 1.48). Hence also

fil⋆q9Hdg q9dRR/A/(β, t) » gr˚
Hdg dRR/A

as filtered A-modules. Finally, by construction, we can identify q9HdgR/A/(q − 1) with
(fil⋆q9Hdg q9dRR/A bL

Arβs
Arβ±1s)0/(βt), where (−)0 denotes the restriction of a graded object to

its degree-0 part. Then the desired assertion follows from Lemma 3.10 below.

3.10. Lemma. — Let M˚ be a graded module over the graded ring Arβ, ts, where |β| = 1,
|t| = −1. Then (M˚ bL

Arβs
Arβ±1s)0/(βt) admits a canonical exhaustive ascending filtration

whose associated graded is M˚/(β, t).

Proof. We formally get (M˚ bL
Arβs

Arβ±1s)0/(βt) » (M˚/tbL
Arβs

Arβ±1s)0. Let β−⋆Arβs denote
the ascendingly filtered graded ring

β−⋆Arβs :=
´

· · · β
−! Arβs(1) β

−! Arβs(0) β
−! Arβs(−1) β

−! · · ·
¯

,

where Arβs(i) denotes the shift of the graded object Arβs by i (to account for the fact that
multiplication by β shifts degrees). The colimit of this filtration is colim β−⋆Arβs » Arβ±1s.
Hence (M˚/tbL

Arβs
β−⋆Arβs)0 defines an exhaustive ascending filtration on (M˚/tbL

Arβs
Arβ±1s)0

(by inspection, this is also precisely how the conjugate filtration from 3.8 arises). Since the
associated graded of β−⋆Arβs is

À

i∈ZA(−i), the associated graded of the filtration we’ve just
constructed is indeed

ˆ

à

i∈Z
M˚/tbL

Arβs A(−i)
˙

0
»
ˆ

à

i∈Z
M˚/(β, t)(−i)

˙

0
» M˚/(β, t) .

Proof of Proposition 3.7. AniAlgq9Hdg
A can be written as an iterated pullback of symmetric

monoidal ∞-categories along symmetric monoidal functors, so there’s a canonical way to equip
it with a symmetric monoidal structure itself. The forgetful functors

AniAlgq9Hdg
A −! AniAlgA and AniAlgq9Hdg

A −! Mod(q−1)⋆Arqs

`

Fil D(A)
˘∧

(q−1)

will then be symmetric monoidal, which shows the formula for tensor products.
To construct a symmetric monoidal structure on q9Hdg−/A, we use 3.8. Since localising is

symmetric monoidal and passing to the 0th filtration step is lax symmetric monoidal, we get
(3.2)In Remark 7.4 we’ll recognise (q − 1)⋆ZJq − 1K „= ZrβsJtK „= π2˚(kuhS

1
), where β ∈ π2(ku) is the Bott

element and t ∈ π−2(kuhS
1
) is a suitable complex orientation.
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a lax symmetric monoidal structure on q9Hdg−/A. Strict symmetric monoidality can then be
checked modulo (q − 1) because the values of q9Hdg−/A are (q − 1)-complete.

From the proof of Lemma 3.10 above, it is clear that filconj
⋆ (q9Hdg−/A/(q−1)) can be equipped

with a lax symmetric monoidal structure compatible with the one on q9Hdg−/A/(q−1) (modding
out t or β as well as − bL

Arβs
β−⋆Arβs are symmetric monoidal and (−)0 is lax symmetric

monoidal). Furthermore the equivalence

grconj
˚

`

q9Hdg−/A/(q − 1)
˘ » gr˚

Hdg dR−/A

is an equivalence of lax symmetric monoidal functors. Strict symmetric monoidality of
filconj
⋆ (q9Hdg−/A/(q − 1)) can now be checked on the associated graded, so we win since

it’s well-known that gr˚
Hdg dR−/A is symmetric monoidal.

§3.2. The main result
We can now state the general Habiro descent result. We let q9WmΩ˚

−/A denote the m-truncated
q-de Rham Witt complex from rWag24, Definition 3.12s and q9WmdR−/A : AniAlgA ! D(Arqs)
its non-abelian derived functor.

3.11. Theorem. — Let A be a perfectly covered Λ-ring and AniAlgq9Hdg
A be the ∞-category

of animated A-algebras equipped with a q-Hodge filtration on their q-de Rham complex.
(a) Let D̂H(Arqs) ⊆ D(Arqs) denote the full sub-∞-category of Habiro-complete objects (in

the sense of B.1). Then the q-Hodge complex functor admits a symmetric monoidal
factorisation

D̂H
`

Arqs˘

AniAlgq9Hdg
A D̂(q−1)

`

Arqs˘
(−)∧

(q−1)

q9Hdg−/A

q9Hdg−/A

(b) For all m ∈ N, the quotient q9Hdg−/A/(qm − 1) admits an exhaustive ascending filtration
filq9WmΩ
⋆ (q9Hdg−/A/(qm − 1)) with associated graded

grq9WmΩ
˚

`

q9Hdg−/A/(qm − 1)
˘ » Σ−˚ q9WmdR˚

−/A .

Furthermore, filq9WmΩ
⋆ (q9Hdg−/A/(qm−1)) can be equipped with a canonical lax symmetric

monoidal structure compatible with the one on q9Hdg−/A/(qm − 1), and the equivalence
above is an equivalence of lax symmetric monoidal functors.

3.12. Example. — If S is a smooth over A and □ : Arx1, . . . , xns! S is an étale framing,
then we can define a filtration on the coordinate-dependent q-de Rham complex q9Ω˚

S/A,□ via

filnq9Hdg,□ q9Ω˚
S/A,□ := (q − 1)maxtn−˚,0u q9Ω˚

S/A,□ .

(compare the construction in 1.11). As explained in Remark 3.6, we can take the pullback along
q9dRS/A ! q9Ω˚

S/A,□ to get a filtration fil⋆q9Hdg,□ q9dRS/A on the derived q-de Rham complex.
It’s straightforward to equip it with the additional structure from Definition 3.2(a)–(cp): Just
construct everything on the level of complexes and then take the pullback.
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Therefore, the pair (S, fil⋆q9Hdg,□ q9dRS/A) determines an E0-algebra in AniAlgq9Hdg
A . We’ll

explain in Remark 9.14 that it can be refined to an E∞-algebra. The derived q-Hodge complex
associated to (S, fil⋆q9Hdg,□ q9dRS/A) is the coordinate-dependent q-Hodge complex q9Hdg˚

S/A,□.
Indeed, as we’ve seen in Remark 3.6, in the definition of q9Hdg−/A it doesn’t matter whether
we work with the q-Hodge filtration on q9dR−/A or its completion. Since fil⋆q9Hdg,□ q9Ω˚

S/A,□

is already complete, it’s automatically the completion of its pullback fil⋆q9Hdg,□ q9dRS/A. We
conclude that the corresponding derived q-Hodge complex is

colim
´

fil0q9Hdg,□ q9Ω˚
S/A,□

(q−1)
−−−! fil1q9Hdg,□ q9Ω˚

S/A,□
(q−1)
−−−! · · ·

¯ „= q9Hdg˚
S/A,□ ,

as claimed.
In this case, Theorem 3.11(a) shows that q9Hdg˚

S/A,□ descends to an E∞-algebra q9HdgS/A,□
in D̂H(Arqs). As we’ll see in Corollary 3.31 below, Σ−n q9WmdRn

S/A » q9WmΩn
S/A holds for all

n. Thus, Theorem 3.11(b) shows

H˚
`

q9HdgS/A,□/(qm − 1)
˘ „= q9WmΩ˚

S/A

as graded Arqs/(qm − 1)-modules. With a little more effort (see Corollary 3.54 below), we can
even get an equivalence as differential-graded Arqs/(qm − 1)-algebras, so we obtain an improved
version of rWag24, Theorem 4.27s.(3.3)

In fact, q9HdgS/A,□ can be described as an explicit complex; this was first presented in
rSch25, Lecture 4s. To this end, equip Arx1, . . . , xns with the toric Λ-A-algebra structure in
which the Adams operations are given by ψm(xi) = xmi and consider the relative Habiro ring
HS/Arx1,...,xns. For i = 1, . . . , n let γi be the Arqs-algebra endomorphism of Arx1, . . . , xn, qs
given by γi(xi) = qxi and γi(xj) = xj for j ̸= i. We wish to extend γi to an automorphism of
HS/Arx1,...,xns. To do so, we’ll extend γi to each of the factors of the equaliser in Lemma 2.12.
Fix m ∈ N and put S(m) := (S bArx1,...,xns,ψm Arx1, . . . , xns)rζms. Consider the diagram

Arx1, . . . , xn, ζmsJq − ζmK S(m)Jq − ζmK

S(m)Jq − ζmK S(m)

□

γi

γ
(m)
i

γ
(m)
i

where γ(m)
i is given by the identity on the tensor factor S, γ(m)

i (xi) = ζmxi, and γ(m)
i (xj) = xj

for j ̸= i. By the infinitesimal lifting property of formally étale morphisms, there exists a
unique dashed arrow γ

(m)
i making the diagram commutative. Then

`

γ
(m)
i

˘

m∈N defines the
desired automorphism γi of HS/Arx1,...,xns via Lemma 2.12. It’s also straightforward to check
that γi ≡ id mod xi.

Letting q9r∂i := (γi − id)/xi and q9r∇ := ∑
i q9r∂i dxi, the Koszul complex of the commuting

endomorphisms q9r∂i,
ˆ

HS/Arx1,...,xns

q9r∇
−!

à

i

HS/Arx1,...,xns dxi
q9r∇
−! · · · q9r∇

−! HS/Arx1,...,xns dx1 · · · dxn
˙

,

is an explicit complex representing q9HdgS/A,□. This can be shown by unravelling the proof of
Theorem 3.11 (which is less horrible than it sounds).

(3.3)But this theorem is being used in the proof, so we don’t get a new proof.

40

https://guests.mpim-bonn.mpg.de/ferdinand/q-Witt.pdf#theorem.4.27
https://archive.mpim-bonn.mpg.de/id/eprint/5155/10/habiro_cohomology04.mp4


§3.2. The main result

Example 3.12 covers in particular the case of étale A-algebras. In this special case, we
recover a familiar construction.

3.13. Corollary. — If R is étale over A, then q9HdgR/A is the relative Habiro ring HR/A

constructed in 2.7.

Proof. This is clear from the explicit presentation in Example 3.12, but it can also be shown
without having to unravel the proof of Theorem 3.11.

We’ll see in Corollary 3.31 that q9WmdRn
R/A » Σ−n q9WmΩn

R/A holds for all n ⩾ 0 whenever
R is smooth over A. If R is étale, then combining this observation with Theorem 3.11(a) and
rWag24, Proposition 3.31s shows

q9HdgR/A/(qm − 1) » q9Wm(R/A) » HR/A/(qm − 1) .

By uniqueness of deformations of étale extensions, these automatically lift to a unique equivalence
of E∞-H-algebras (q9HdgR/A)∧

(qm−1) » HR/A,m; furthermore, uniqueness also ensures that these
equivalences are compatible for varying m. It follows that q9HdgR/A » HR/A, as desired.

The proof of Theorem 3.11 has many ingredients and will occupy §§3.3–3.6. Before we get
lost in the technicalities, let us already outline the main argument and point out where the
missing pieces will be provided.

Proof outline of Theorem 3.11. In §3.3 we’ll introduce twisted q-de Rham complexes for all
m ∈ N. These are (qm − 1)-complete E∞-Arqs-algebras q9dR(m)

R/A satisfying

q9dR(m)
R/A/(q

m − 1) » q9WmdRR/A

(see Proposition 3.19(3.4)). By animating the stupid filtration q9WmΩ⩾n,˚−/A , we obtain a filtration
fil⋆Hdgm q9WmdR−/A on q9WmdR−/A. For m = 1, this is the Hodge filtration on dR−/A; for
higher m, it should be thought of as a q-Witt vector analogue of the Hodge filtration. By
construction,

grnHdgm q9WmdR−/A » q9WmdRn
−/A .

In §3.5, specifically Proposition 3.39, we’ll show that given a q-Hodge filtration on q9dRR/A,
we can construct a filtration fil⋆q9Hdgm q9dR(m)

R/A satisfying

fil⋆q9Hdgm q9dR(m)
R/A/(q

m − 1) » fil⋆Hdgm q9WmdRR/A ,

where (qm−1) sits in filtration degree 1. We’ll also verify that fil⋆q9Hdgm q9dR(m)
R/A is lax symmetric

monoidal in (R,fil⋆q9Hdg q9dRR/A) and the equivalence above is an equivalence of lax symmetric
monoidal functors AniAlgq9Hdg

A ! Mod(qm−1)⋆Arqs(Fil D(A)).
With this construction, we’ll build the desired Habiro descent of q9HdgR/A in §3.6 by

mimicking the definition of the q-Hodge complex in 3.5. For all m ∈ N, we define

q9HdgR/A,m := colim
´

fil0q9Hdgm q9dR(m)
R/A

(qm−1)
−−−−! fil1q9Hdgm q9dR(m)

R/A

(qm−1)
−−−−! . . .

¯∧

(qm−1)
.

(3.4)Informally, just as the q-de Rham complex is a q-deformation of dRR/A » q9W1dRR/A, the twisted q-de
Rham complexes are qm-deformations of q9WmdRR/A.
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In Proposition 3.43, we’ll show (q9HdgR/A,m)∧
(qd−1) » q9HdgR/A,d whenever d | m. It follows

that q9HdgR/A := limm∈N q9HdgR/A,m determines a Habiro descent of q9HdgR/A, thus proving
Theorem 3.11(a), except for the symmetric monoidality statement. As in the proof of Proposi-
tion 3.7, it’s formal to construct a lax symmetric monoidal structure on q9Hdg−/A which reduces
to the one on q9Hdg−/A after (q − 1)-completion; see 3.45 for the details. Strict symmetric
monoidality will then be checked in Lemma 3.46, finishing the proof of Theorem 3.11(a).

To show Theorem 3.11(b), we will mimic the arguments for the conjugate filtration (and in
fact, for m = 1, the desired filtration on q9HdgR/A/(q− 1) » q9HdgR/A/(q− 1) is the conjugate
filtration). By the same argument as in 3.8, we obtain

q9HdgR/A,m/(qm − 1) » colim
´

gr0
q9Hdgm q9dR(m)

R/A

(qm−1)
−−−−! gr1

q9Hdgm q9dR(m)
R/A

(qm−1)
−−−−! . . .

¯

.

The colimit defines an exhaustive ascending filtration on q9HdgR/A,m/(qm − 1), which we take
to be our definition of filq9WmΩ

⋆ (q9HdgR/A,m/(qm − 1)). The associated graded of this filtration
can be determined by via Lemma 3.10 (for this we identify the filtered ring (qm − 1)⋆Arqs with
the graded ring Arq, β, ts/(βt− (qm − 1)), where |q| = 0, |β| = 1, and |t| = −1): We obtain

grq9WmΩ
˚

`

q9HdgR/A,m/(qm − 1)
˘ » Σ−˚ q9WmdR˚

R/A » gr˚
Hdgm q9WmdRR/A .

As in the proof of Proposition 3.7, the lax symmetric monoidality statements are formal, and
so the proof of Theorem 3.11(b) is finished.

§3.3. Deformations of q-de Rham–Witt complexes
We fix a perfectly covered Λ-ring A as before. We let ψm denote its Adams operations,
which we extend to a map ψm : Arqs ! Arqs via ψm(q) := qm. We’ll also frequently use the
Berthelot–Ogus décalage functor Lηrmsq (see rBMS18, §6s or rStacks, Tag 0F7Ns).

In this subsection, we’ll study twisted q-de Rham complexes: For S smooth over A, these
are certain (qm − 1)-complete E∞-Arqs-algebras q9Ω(m)

S/A, refining the (q− 1)-complete E∞-Arqs-
algebras Lηrmsq q9ΩS/A for all m ∈ N. The rationale behind our notation and the name twisted
q-de Rham complexes is as follows: If the global q-de Rham complex would admit Adams
operations ψm inducing equivalences

ψm :
´

q9ΩS/A bL
Arqs,ψm Arqs

¯∧

(q−1)
»
−! Lηrmsq q9ΩS/A ,

then the corresponding twisted q-de Rham complex could simply be constructed as the (qm−1)-
completion of the “Adams-twist” q9ΩS/A bL

Arqs,ψm Arqs.(3.5) However, such global Adams
operations don’t exist in general (this already fails if S is étale over A, as Λ-structures usually
don’t extend along étale maps). The best we have is, for every prime p, a Frobenius ϕp on the
p-completion (q9ΩS/A)∧

p . Still, these p-adic Frobenii are enough to construct q9Ω(m)
S/A.

3.14. Twisted q-de Rham complexes — Let S be a smooth A-algebra. We’ll construct a
(qm − 1)-complete E∞-Arqs-algebra using Corollary 2.4. In the notation of that corollary, take

Ed :=
´

Lηrm/dsq q9ΩS/A bL
Arqs,ψd Arqs

¯∧

Φd(q)
.

(3.5)If ψm is finite (for example, this holds if A = Z or more generally if A is a polynomial ring), then
q9ΩS/A b

L
Arqs,ψm Arqs is already (qm − 1)-complete.
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We must also provide p-adic gluing equivalences. For p a prime such that pd | m, the required
gluing equivalence (Epd)∧

p » (Ed)∧
p should be of the form

´

Lηrm/pdsq q9ΩS/A bL
Arqs,ψpd Arqs

¯∧

(p,Φpd(q))
»
−!

´

Lηrm/dsq q9ΩS/A bL
Arqs,ψd Arqs

¯∧

(p,Φd(q))
.

To construct this, we may replace Lηrm/pdsq and Lηrm/dsq by Lηrpαsq and Lηrpα+1sq , where
α := vp(m/pd), because the factor rm/pdsq/rpαsq will be invertible on either side. It will thus
be enough to construct an equivalence

´

Lηrpαsq q9ΩS/A bL
Arqs,ψp Arqs

¯∧

(p,q−1)
»
−!

´

Lηrpα+1sq q9ΩS/A

¯∧

(p,q−1)

Now (Lηrpαsq q9ΩS/A)∧
p » Lηrpαsq(q9ΩS/A)∧

p . Indeed, q9ΩS/A is (q−1)-complete, so p-completion
agrees with rpαsq-completion, which always commutes with Lηrpαsq (see rBMS18, Lemma 6.20s).
Thus, we may replace q9ΩS/A by its p-completion on the left-hand side; the same argument
applies to the right-hand side as well.

Finally, if (B, J) denotes the prism (ÂpJq−1K, rpsq) and T := Ŝprζps, then (q9ΩS/A)∧
p » ∆T/B ,

and so the desired gluing equivalence can be constructed using the general fact that the relative
Frobenius induces an equivalence (see rBS19, Theorem 15.3s)

ϕ/B : ∆T/B b̂L
B,ϕB

B
»
−! LηJ∆T/B .

According to Corollary 2.4, we can glue the Ed for all d | m to a (qm − 1)-complete E∞-Arqs-
algebra q9Ω(m)

S/A. This is the mth twisted q-de Rham complex of S over A. Via animation, we
can then define a functor

q9dR(m)
−/A : AniAlgA −! CAlg

´

D̂(qm−1)
`

Arqs˘
¯

,

which agrees with q9Ω(m)
−/A on polynomial-A-algebras (but not on all smooth A-algebras, due to

the usual issues in characteristic 0).

The arithmetic fracture square for q9Ω(m)
S/A (in the sense of 1.49) can be read off from the

construction.

3.15. Lemma. — Fix m ∈ N and N ̸= 0 divisible by m. For any prime p | N and any divisor
d | m write m = pvp(m)mp and d = pvp(d)dp, where mp and dp are coprime to p. Let also

ϕp/Arqs : q9ΩS/A bL
Arqs,ψp Arqs −! `

q9ΩS/A

˘∧
p

denote the relative Frobenius coming from the identification with prismatic cohomology. Then
we have a functorial pullback square

q9Ω(m)
S/A

∏
p|N

∏
dp|mp

´

q9ΩS/A bL
Arqs,ψp

vp(m)dp Arqs
¯∧

(p,Φdp (q))

∏
d|m

´

q9ΩS/A bL
Arqs,ψd A

“ 1
N , q

‰

¯∧

Φd(q)

∏
p|N

∏
d|m

´

q9ΩS/A bL
Arqs,ψd Arqs

¯∧

p

“1
p

‰∧
Φd(q)

≒
´

ϕ
vp(m/d)
p/Arqs

¯

p|N, d|m
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Proof. Using Remark 2.5, the desired pullback square can be identified with the (qm − 1)-
completed arithmetic fracture square

q9Ω(m)
S/A

∏
p|N

`

q9Ω(m)
S/A

˘∧
p

q9Ω(m)
S/A

“ 1
N

‰∧
(qm−1)

∏
p|N

`

q9Ω(m)
S/A

˘∧
p

“1
p

‰∧
(qm−1)

≒

Here we also use that rm/dsq is mapped to a unit under ψd : Arqs ! Ar1/N, qs∧
Φd(q), so we

may ignore Lηrm/dsq for any d | m in the bottom left corner. Similarly, we may ignore any
Lη

rm/pvp(m)dsq
in the top or bottom right corner.

3.16. Transition maps. — Whenever n | m, there’s a map of E∞-Arqs-algebras
`

q9Ω(m)
S/A

˘∧
(qn−1) −! q9Ω(n)

S/A ,

functorial in S. To construct this map, we once again appeal to the gluing procedure of
Corollary 2.4. On Φd-completions, where d | n, the desired map is induced by the symmetric
monoidal natural transformation Lηrm/dsq ⇒ Lηrn/dsq . It’s straightforward to check that this is
compatible with the p-adic gluings from 3.14. Alternatively, we can use the pullback square
from Lemma 3.15: On the bottom part of the diagram,

`

q9Ω(m)
S/A

˘∧
(qn−1) ! q9Ω(n)

S/A is induced
by projection to those factors where d | n. In the top right corner, we also need to apply the
relative Frobenius ϕvp(m/n)

p/Arqs
in any factor where dp | np.

These maps can be assembled into a functor q9Ω(−)
S/A : N ! CAlg(D̂H(Arqs)), where N

denotes the category of natural numbers partially ordered by divisibility. Furthermore, this
functor is itself functorial in S. We’ll refrain from spelling out the argument, as it would just
add one more layer of technicalities. To construct the Habiro descent eventually, we only need
the individual maps, not the whole functor with all its higher coherences, since any limm∈N can
be replaced by the limit over the sequential subdiagram given by tn!un⩾1.

3.17. Remark. — The maps
`

q9Ω(m)
S/A

˘∧
(qn−1) ! q9Ω(n)

S/A are usually quite far from being
equivalences, as can be seen from the discrepancy between Lηrm/dsq and Lηrn/dsq . Thus, we can
form the limit

lim
m∈N

q9Ω(m)
S/A ,

but it will usually be a pathological object (unless S is étale over A, in which case we recover
2.7). In particular, it won’t be a Habiro descent of q9ΩS/A.

3.18. Remark. — To get
`

q9Ω(m)
S/A

˘∧
(qn−1) ! q9Ω(n)

S/A closer to being an equivalence, a natural
idea goes as follows: The Berthelot–Ogus décalage functors Lηrm/dsq and Lηrn/dsq come equipped
with canonical filtrations (see rBMS19, Proposition 5.8s). If these filtrations would glue to give
filtrations on q9Ω(m)

S/A and q9Ω(n)
S/A, we could modify q9Ω(m)

S/A and q9Ω(n)
S/A by “making elements in

each filtration degree i divisible by rmsiq and rnsiq, respectively”. It is then reasonable to hope
that the map between the modifications is an equivalence after (qn − 1)-completion, so that in
the limit we get a Habiro descent of q9ΩS/A.
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However, the filtrations on Lηrm/dsq do not glue. To make the idea work, we need the
additional datum of a q-Hodge filtration on q9ΩS/A; and, we won’t get a Habiro descent of
q9ΩS/A, but of q9HdgS/A. This is precisely how we’ll prove Theorem 3.11. See the outline at
the end of §3.2. Also see §3.7 for a discussion of Habiro descent for q9ΩS/A.

Let us now explain the relationship between q9Ω(m)
S/A and the q-de Rham–Witt complexes.

To this end, recall from rWag24, Proposition 3.17s that we have a map of graded Arqs/(qm − 1)-
algebras Fm/d : q9WmΩ˚

S/A ! q9WdΩ˚
S/A for all divisors d | m (the Frobenius on q-de Rham–Witt

complexes). This satisfies d ◦ Fm/d = (m/d) ◦ Fm/d. Therefore, if rFm/d is given by (m/d)nFm/d
in degree n, then

rFm/d : q9WmΩ˚
S/A −! q9WdΩ˚

S/A

is a map of differential-graded Arqs/(qm − 1)-algebras.

3.19. Proposition. — Let A be a perfectly covered Λ-ring and let S be a smooth A-algebra.
There’s a functorial equivalence of E∞-Arqs/(qm − 1)-algebras

q9Ω(m)
S/A/(q

m − 1) »
−! q9WmΩS/A .

Under this identification, the map q9Ω(m)
S/A/(q

m − 1)! q9Ω(d)
S/A/(q

d − 1) induced by 3.16 agrees
with the map rFm/d above.

Proof sketch. By rWag24, Corollary 4.37s, for any N ̸= 0 divisible by m the arithmetic fracture
square for q9WmΩS/A has the the following form:

q9WmΩS/A

∏
p|N

∏
dp|mp

´

ΩS/A bL
A,ψp

vp(m)dp Arqs
¯∧

p
/Φdp(qvp(m))

∏
d|m

´

ΩS/A bL
A,ψd A

“ 1
N , q

‰

¯

/Φd(q)
∏
p|N

∏
d|m

´

ΩS/A bL
A,ψd Arqs

¯∧

p

“1
p

‰

/Φd(q)

(ghm/d)d|m ≒
´

ϕ
vp(m/d)
p/A

¯

p|N, d|m

This agrees with the reduction modulo (qm − 1) of the arithmetic fracture square from
Lemma 3.15. Here we note that upon reduction modulo (qm − 1), every occurence of the q-de
Rham complex q9ΩS/A in Lemma 3.15 can be replaced by ΩS/A. For example, for the dth factor
in the bottom left corner, reduction modulo (qm − 1) is the same as reduction modulo Φd(q),
as (qm − 1) and Φd(q) only differ by a unit in Ar1/N, qs∧

Φd(q). Now (q − 1) maps to 0 under
ψd : Arqs! Ar1/N, qs/Φd(q), so indeed q9ΩS/A can be replaced by ΩS/A in that corner. Similar
arguments apply to the other corners.

This yields the desired equivalence q9Ω(m)
S/A/(q

m − 1) » q9WmΩS/A. It’s straightforward to
check that this equivalence doesn’t depend on the choice of N (compare 3.38 below).

The additional assertion about q9Ω(m)
S/A/(q

m − 1)! q9Ω(d)
S/A/(q

d − 1) follows similarly by a
comparison of arithmetic fracture squares (where we may now choose the same N). The only non-
trivial step is to check that under the equivalence (q9WpαΩS/A)∧

p » (ΩS/AbL
A,ψpα

Arqs/(qpα−1))∧
p

the maps rFp and ϕp/A get identified. This is explained in rWag24, Corollary 4.38s.
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§3.4. The Nygaard filtration on q-de Rham–Witt complexes
In this subsection, we’ll study an auxiliary filtration on q-de Rham–Witt complexes. Throughout
§3.4, we fix a prime p. We’ll also write ϕ instead of ψp for the pth Adams operation of the
Λ-ring A. We extend ϕ to Arqs via ϕ(q) := qp.

Let’s first recall the Nygaard filtration on q-de Rham cohomology.

3.20. The Nygaard filtration on q-de Rham cohomology. — Let S be a smooth
A-algebra. By Lemma 3.15, for all α ⩾ 0,

`

q9Ω(pα)
S/A

˘∧
p

»
´

q9ΩS/A bL
Arqs,ϕα Arqs

¯∧

(p,q−1)

agrees with the α-fold Frobenius-twist of (q9ΩS/A)∧
p . Since q-de Rham cohomology is a special

case of prismatic cohomology, the general theory of Nygaard filtrations rBS19, §15s provides a
filtration fil⋆N

`

q9Ω(p)
S/A

˘∧
p

: It is the preimage of the filtered décalage filtration on LηΦp(q)(q9ΩS/A)∧
p

under the relative Frobenius

ϕ/Arqs :
`

q9Ω(p)
S/A

˘∧
p

»
−! LηΦp(q)

`

q9ΩS/A

˘∧
p
.

Via pullback along ϕα−1 : Arqs! Arqs, we also get Nygaard filtrations fil⋆N
`

q9Ω(pα)
S/A

˘∧
p

for all
α ⩾ 2. By construction, these Nygaard filtrations are canonically filtered E∞-algebras over the
filtered ring Φpα(q)⋆Arqs, hence over (qpα − 1)⋆Arqs as well. By Proposition 3.19, we also have
an equivalence

`

q9Ω(pα)
S/A

˘∧
p
/(qpα − 1) » `

q9WpαΩS/A

˘∧
p
.

Our goal in this subsection is to identify the image of the Nygaard filtration under this
equivalence with an explicit filtration on the complex q9WpαΩ˚

S/A.

3.21. The Nygaard filtration on q-de Rham–Witt complexes. — Let S be smooth
over A. The the Nygaard filtration is the filtration fil⋆N q9WmΩ˚

S/A whose nth term is the
subcomplex filnN q9WpαΩ˚

S/A ⊆ q9WpαΩ˚
S/A given by

´

pn−1Vp
`

q9Wpα−1Ω0
S/A

˘

! · · ·! p0Vp
`

q9Wpα−1Ωn−1
S/A

˘

! q9WpαΩn
S/A ! · · ·

¯

.

3.22. Proposition. — For smooth A-algebras S, there exists a unique functorial equivalence
of filtered E∞-Arqs/(qpα − 1)-algebras

fil⋆N
`

q9Ω(pα)
S/A

˘∧
p
/(qpα − 1) »

−! fil⋆N
`

q9WpαΩS/A

˘∧
p

(the quotient on the left-hand side is taken in accordance with Convention 3.1) which in degree 0
recovers the equivalence

`

q9Ω(pα)
S/A

˘∧
p
/(qpα − 1) » (q9WpαΩS/A)∧

p from 3.20.

The proof of Proposition 3.22 requires several preliminary lemmas.

3.23. Lemma. — Let S be smooth over A. For all n ⩾ 0, the Frobenius rFp, when restricted
to filnN q9WpαΩ˚

S/A, is divisible by pn. The divided Frobenius p−n
rFp induces a map

p−n
rFp : grnN q9WpαΩ˚

S/A −! τ⩽n
`

q9Wpα−1Ω˚
S/A/p

˘

which is surjective in degree n and an isomorphism in all other degrees.
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Proof. It follows directly from the construction that rFp is divisible by pn on filnN q9WpαΩ˚
S/A.

The Verschiebung Vp : q9Wpα−1Ω˚
S/A ! q9WpαΩ˚

S/A satisfies Fp ◦ Vp = p and q9Wpα−1Ω˚
S/A is

degree-wise p-torsion free by rWag24, Proposition 4.1s, hence Vp must be injective. It follows
that

p−n
rFp : grnN q9WpαΩ˚

S/A −! q9Wpα−1Ω˚
S/A/p

is an isomorphism in degrees ⩽ n − 1. Also grnN q9WpαΩ˚
S/A vanishes in degrees ⩾ n+ 1. In

degree n, the map above is given by

Fp : q9WpαΩn
S/A/Vp −! q9Wpα−1Ωn

S/A/p .

Since d ◦ Fp = p(Fp ◦ d), this map lands in ker(d: q9Wpα−1Ωn
S/A/p! q9Wpα−1Ωn+1

S/A/p), and so
rFp/p

n indeed factors through τ⩽n(q9Wpα−1Ω˚
S/A/p).

To finish the proof, we must show that Fp maps surjectively onto this kernel. First suppose
that S = P is a polynomial A-algebra. If ξ ∈ q9Wpα−1Ωn

P/A satisfies dξ ≡ 0 mod p, then
rWag24, 4.3(dα)s shows that there exist ω and η satisfying ξ = Fp(ω) + pη, proving the desired
surjectivity in the polynomial case. If S admits an étale map □ : P ! S, then surjectivity
follows via base change along the étale map q9Wpα(P/A)! q9Wpα(S/A). Here we use rWag24,
Propositions 2.48 and 3.31s as well as the observation that

d: q9Wpα−1Ωn
S/A/p −! q9Wpα−1Ωn+1

S/A/p

is a map of q9Wpα(S/A)-modules, as d ◦ Fp ≡ 0 mod p. For general S, we find a Zariski cover
S ! S′ such that S′ admits an étale map from a polynomial A-algebra. Then we can again
argue via base change along the étale cover q9Wpα(S/A)! q9Wpα(S′/A).

3.24. Lemma. — Let S be smooth over A. There exists canonical isomorphisms

Ωn
S/A bA,ϕα Arζpαs „= ker

´

Fp : q9WpαΩn
S/A ! q9Wpα−1Ωn

S/A

¯

„= ker
´

Fp : q9WpαΩn
S/A/Vp ! q9Wpα−1Ωn

S/A/p
¯

Proof. We prove the second isomorphism first. For injectivity, suppose ω ∈ q9WpαΩn
S/A satisfies

Fp(ω) = 0, but is also contained in the image of Vp, say, ω = Vp(η). Then 0 = Fp(ω) = pη
implies η = 0 by p-torsion freeness, hence ω = 0. For surjectivity, suppose ω ∈ q9WpαΩn

S/A

satisfies Fp(ω) = pη for some η. Then ω − Vp(η) is contained in the kernel of Fp. This proves
the second isomorphism.

To show the first isomorphism, consider the ghost map

gh1 : q9WpαΩn
S/A −! Ωn

S/A bA,ϕα Arζpαs .
We claim that gh1 maps the kernel of Fp isomorphically onto (ζp−1)(Ωn

S/AbA,ϕαArζpαs), which
would provide the desired isomorphism, as (ζp − 1) is a non-zerodivisor. We only need to show
this claim in the case where S = P is a polynomial A-algebra; the general case will follow by
the same base change arguments as in the proof of Lemma 3.23 above.

To show injectivity, recall from rWag24, Lemma 4.5s that gh1 is surjective with kernel
imVp + im dVp. Thus, suppose ω ∈ q9WpαΩn

P/A is contained both the kernel of Fp and of gh1,
then we may write ω = Vp(η0) + dVp(η1). Using Fp ◦ d ◦ Vp = d, we get 0 = Fp(ω) = pη0 + dη1.
In particular, dη1 ≡ 0 mod p. By rWag24, 4.3(dα)s, η1 can be written as η1 = Fp(ξ0) + pξ1, so

47

https://guests.mpim-bonn.mpg.de/ferdinand/q-Witt.pdf#theorem.4.1
https://guests.mpim-bonn.mpg.de/ferdinand/q-Witt.pdf#theorem.4.3
https://guests.mpim-bonn.mpg.de/ferdinand/q-Witt.pdf#section*.15
https://guests.mpim-bonn.mpg.de/ferdinand/q-Witt.pdf#theorem.2.48
https://guests.mpim-bonn.mpg.de/ferdinand/q-Witt.pdf#theorem.3.31
https://guests.mpim-bonn.mpg.de/ferdinand/q-Witt.pdf#theorem.4.5
https://guests.mpim-bonn.mpg.de/ferdinand/q-Witt.pdf#theorem.4.3
https://guests.mpim-bonn.mpg.de/ferdinand/q-Witt.pdf#section*.15


§3. Habiro descent for q-Hodge complexes

that dη1 = pFp(dξ0)+p dξ1. Now pη0 = − dη1 and p-torsion freeness imply η0 = −Fp(dξ0)−dξ1.
Thus

ω = Vp(η0) + dVp(η1) = −VpFp(dξ0) − Vp(dξ1) + dVpFp(ξ0) + p dVp(ξ1) .

Using Vp ◦ Fp = Φpα and Vp ◦ d = p(d ◦ Vp), we conclude ω = 0. This proves injectivity.
Let us now show that the image is precisely (ζp − 1)(Ωn

P/A bA,ϕα Arζpαs). By p-torsion
freeness, it’s enough to check this after p-completion and after inverting p. Once we invert p, the
q-de Rham–Witt complexes q9WpαΩ˚

P/A and q9Wpα−1Ω˚
P/A split into products of base-changed

de Rham complexes by rWag24, Corollary 3.34s and the assertion is clear.
So let us see what happens after p-completion. First observe that we can replace (kerFp)∧

p

by the kernel of Fp : (q9WpαΩ˚
P/A)∧

p ! (q9Wpα−1Ω˚
P/A)∧

p . Indeed, to show that the image
is contained in (ζp − 1)(Ωn

P/A bA,ϕα Arζpαs)∧
p , this is certainly sufficient. To see that all of

(ζp − 1)(Ωn
P/A bA,ϕα Arζpαs)∧

p is hit, we may use base change rWag24, Lemma 3.16s and reduce
to the case where A = Z. In this case we’re dealing with finitely generated modules over a
noetherian ring rWag24, Corollary 2.39 and Proposition 3.12(a)s, so p-completion commutes
with kernels.

In any case, we can now use rWag24, Theorem 4.27s to identify the q-de Rham–Witt
Frobenius Fp : (q9WpαΩ˚

P/A)∧
p ! (q9Wpα−1Ω˚

P/A)∧
p with

H˚
`

(q9Hdg˚
P/A,□)∧

p /(qp
α − 1)

˘

−! H˚
`

(q9Hdg˚
P/A,□)∧

p /(qp
α−1 − 1)

˘

,

where the framing □ can be any choice of coordinates of the polynomial ring P . Also note
that we can ignore the (q − 1)-completion in the cited theorem, because everything is p-
completed but also (qpα − 1)-torsion. In rWag24, 4.28–4.30s we construct a direct summand
(q9Hdg˚,0

P/A,□)∧
p ⊆ (q9Hdg˚

P/A,□)∧
p that fits into a commutative diagram

H˚
`

(q9Hdg˚,0
P/A,□)∧

p /(qp
α − 1)

˘

H˚
`

(q9Hdg˚,0
P/A,□)∧

p /(qp
α−1 − 1)

˘

`

Ω˚
P/A bA,ϕα Arζpαs˘∧

p

`

Ω˚
P/A bA,ϕα Arqs/(qpα − 1)

˘∧
p

`

Ω˚
P/A bA,ϕα Arqs/(qpα−1 − 1)

˘∧
p

„=
gh1 „=

It is also checked there that the complementary direct summand is sent to 0 under gh1. It follows
that the image of kerFp under gh1 is the image of (qpα−1 − 1)(Ω˚

P/A bA,ϕα Arqs/(qpα − 1))∧
p in

(Ω˚
P/A bA,ϕα Arζpαs)∧

p , which is indeed exactly (ζp − 1)(Ωn
P/A bA,ϕα Arζpαs)∧

p in degree n. This
finishes the proof.

3.25. Corollary. — Let R be an animated A-algebra and let q9WpαdR−/A denote the (p-
completed) animations of the q-de Rham–Witt complex functors. For all n ⩾ 0 and all α ⩾ 0,
there exists a functorial divided Frobenius

p−n
rFp : grnN q9WpαdRR/A −! filconj

n

`

dRR/A/p
˘ bL

A,ϕα−1 Arqs/`qpα−1 − 1
˘

.

with fibre given by fib(p−n
rFp) » Σ−ndRn

R/A bL
A,ϕα Arζpαs. Here filconj

⋆ (dRR/A/p) denotes the
conjugate filtration on the derived de Rham complex, i.e. the animation of τ⩽⋆(Ω−/A/p).

Proof. For S smooth over A, Lemmas 3.23 and 3.24 provide a short exact sequence of complexes

0 −! Ωn
S/Ar−ns bA,ϕα Arζpαs −! grnN q9WpαΩS/A

p−n
rFp

−−−−! τ⩽n
`

q9Wpα−1ΩS/A/p
˘

−! 0 .
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Using q9Wpα−1ΩS/A/p » ΩS/A/p bL
A,ϕα−1 Arqs/(qpα−1 − 1) by rWag24, Proposition 4.2s, this

provides the desired cofibre sequence. The case of general R follows by passing to animations.

3.26. Corollary. — For all animated A-algebras R and all α ⩾ 0, let us denote the animated
Nygaard filtration by filnN q9WpαdRR/A. Then:
(a) filnN (q9WpαdRR/A)∧

p satisfies quasi-syntomic descent in R.
(b) If R is smooth over A, then filnN (q9WpαdRR/A)∧

p agrees with its un-animated variant
filnN (q9WpαΩR/A)∧

p .

Proof. It’s clear that (q9WpαdRR/A)∧
p » (dRR/AbL

A,ϕαArqs/(qpα −1))∧
p satisfies quasi-syntomic

descent and agrees with its un-animated variant when R is smooth over A. To prove (a) and (b),
it will thus be enough to show that grnN (q9WpαdRR/A)∧

p satisfies quasi-syntomic descent for
all n ⩾ 0 and agrees with grnN (q9WpαΩR/A)∧

p when R is smooth. Both assertions follow from
Corollary 3.25.

Next we construct an analog of the fibre sequence from Corollary 3.25 for the other Nygaard
filtration fil⋆N

`

q9Ω(pα)
S/A

˘∧
p
/(qpα−1). After that we’ll prove Proposition 3.22 by carefully comparing

these fibre sequences.

3.27. Lemma. — Let R be an animated A-algebra. For brevity, let us write

fil⋆N ,q9Ω := fil⋆N
`

q9dR(pα)
R/A

˘∧
p
/(qpα − 1)

and let gr˚
N ,q9Ω denote the associated graded of this filtered object. Let also ϕ/A denote the

relative Frobenius on (dRR/A)∧
p . Then for all n ⩾ 0 there are canonical maps

p−nϕ/A : grnN ,q9Ω −! filconj
n

`

dRR/A/p
˘ bL

A,ϕα−1 Arqs/`qpα−1 − 1
˘

with fibre fib(p−nϕ/A) » Σ−n(dRn
R/A bL

A,ϕα Arζpαs)∧
p .

Proof. By definition of the Nygaard filtration, the Frobenius on q-de Rham cohomology is
divisible by Φpα(q)n on filnN

`

q9dR(pα)
R/A

˘∧
p

. Therefore, for all n ⩾ 0 there’s a commutative diagram

grn−1
N

`

q9dR(pα)
R/A

˘∧
p

grnN
`

q9dR(pα)
R/A

˘∧
p

filconj
n−1

`

q9dR(pα−1)
R/A /Φpα(q)

˘

filconj
n

`

q9dR(pα−1)
R/A /Φpα(q)

˘

(qpα−1)

Φpα (q)−(n−1)ϕ/Arqs » Φpα (q)−nϕ/Arqs»

(qpα−1 −1)

The vertical arrows are equivalences by rBS19, Theorem 15.2(2)s (plus quasi-syntomic descent
and passing to animations to allow for arbitrary animated A-algebras R).

Now grnN ,q9Ω is the cofibre of the top horizontal arrow and thus also the cofibre of the bottom
horizontal arrow; we wish to compute the latter. To this end, note that

filconj
n

`

q9dR(pα−1)
R/A /Φpα(q)

˘

/
`

qp
α−1 − 1

˘ » filconj
n

`

dRR/A/p
˘ bL

A,ϕα−1 Arqs/`qpα−1 − 1
˘

.

Indeed, without the Frobenius-twists, filconj
n (q9dRR/A/Φp(q)) bL

AJq−1K A » filconj
n (dRR/A/p)

follows from the base change result in rBS19, Theorem 15.2(3)s plus quasi-syntomic descent,
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using that − bL
AJq−1K A commutes with all limits. To incorporate the Frobenius twists, just

take the base change along ϕα−1.
As a consequence, we obtain the desired canonical map

p−nϕ/A : grnN ,q9Ω −! filconj
n

`

dRR/A/p
˘ bL

A,ϕα−1 Arqs/`qpα−1 − 1
˘

.

By the diagram above and the Hodge–Tate comparison for prismatic cohomology (see rBS19,
Construction 7.6s) the fibre is indeed grconj

n (q9dR(pα−1)
R/A /Φpα(q)) » Σ−n(dRn

R/A bL
A,ϕα Arζpαs)∧

p ,
as desired.

3.28. Remark. — By contemplating the bottom row of the diagram in the proof above, we
find that fib(p−nϕ/A)! grnN ,q9Ω sits inside the following diagram for all n ⩾ 0:

filnN
`

q9dR(pα)
R/A

˘∧
p

grconj
n

`

q9dR(pα−1)
R/A /Φpα(q)

˘

grnN ,q9Ω filconj
n

`

q9dR(pα−1)
R/A /Φpα(q)

˘

grconj
n

`

q9dR(pα−1)
R/A /Φpα(q)

˘

Φpα (q)−nϕ/Arqs

(qpα−1 −1)

Proof of Proposition 3.22. Thanks to Corollary 3.26, we can tackle the question using quasi-
syntomic descent. Let R be a p-complete quasi-syntomic A-algebra which is large in the sense
of rBS19, Definition 15.1s, i.e. there exists a surjection Âp⟨x1/p∞

i | i ∈ I⟩↠ R for some set I.
Let fil⋆N ,q9Ω and fil⋆N ,q9W denote the two filtrations on (dRR/A bL

A,ϕα Arqs/(qpα − 1))∧
p given by

fil⋆N ,q9Ω := fil⋆N
`

q9dR(pα)
R/A

˘∧
p
/(qpα − 1) and fil⋆N ,q9W := fil⋆N

`

q9WpαdRR/A

˘∧
p
.

Our assumptions on R ensure that (dRR/A bL
A,ϕα Arqs/(qpα − 1))∧

p is static and that fil⋆N ,q9Ω is
a descending filtrations by ordinary ideals. So once we’ve shown fil⋆N ,q9Ω = fil⋆N ,q9W as ideals,
the comparison will automatically be functorial in R (of the given form) and an equivalence of
filtered E∞-Arqs-algebras. Moreover, uniqueness will also be clear. Via quasi-syntomic descent
we can then recover the smooth case.

To prove the proposition for R, we show using induction on n that filnN ,q9Ω = filnN ,q9W as
ideals in the ring (dRR/A bL

A,ϕα Arqs/(qpα − 1)))∧
p . The case n = 0 is clear. So assume we know

filnN ,q9Ω = filnN ,q9W =: filnN for some n ⩾ 0. Let

K := fib
´

p−nϕ/A : filnN ! filconj
n

`

dRR/A/p
˘ bL

A,ϕα−1 Arqs/`qpα−1 − 1
˘

¯

.

Via filnN = filnN ,q9Ω we know that p−nϕ/A is surjective and so K is static. According to
Corollary 3.25 we have an equivalence

cofib
`

filn+1
N ,q9W ! K

˘ » Σ−n`dRn
R/A bL

A,ϕα Arζpαs˘∧
p
.

Moreover, this equivalence can be explicitly described as follows: Consider the ghost map
gh1 for q9WpαdRR/A, which by rWag24, Proposition 4.2s just corresponds to the canonical
projection

`

dRR/A bL
A,ϕα Arqs/(qpα − 1)

˘∧
p
−!

`

dRR/A bL
A,ϕα Arζpαs˘∧

p
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sending q 7! ζpα . When restricted to filnN = filnN ,q9W, this lands in (filnHdg dRR/A bL
A,ϕα Arζpαs)∧

p .
Indeed, for smooth A-algebras this follows directly from 3.21, as the image of Vp dies under
gh1; the general case follows via animation. By tracing through the proof of Lemma 3.24, we
now see that the diagram

cofib(filn+1
N ,q9W ! K) K filnN

grnHdg
`

dRR/A bL
A,ϕα Arζpαs˘∧

p
filnHdg

`

dRR/A bL
A,ϕα Arζpαs˘∧

p

grnHdg
`

dRR/A bL
A,ϕα Arζpαs˘∧

p

»

(ζp−1)

commutes. Thus K is mapped into the submodule (ζp − 1)(grnHdg dRR/A bL
A,ϕα Arζpαs)∧

p and
filn+1

N ,q9W is the fibre of this map.
According to Lemma 3.27 and the left half of the diagram from Remark 3.28, for filn+1

N ,q9Ω
we have a similar diagram:

cofib(filn+1
N ,q9Ω ! K) K filnN

grconj
n

`

q9dR(pα−1)
R/A /Φpα(q)

˘

grnN ,q9Ω

grconj
n

`

q9dR(pα−1)
R/A /Φpα(q)

˘

»

(qpα−1 −1)

Note that (qpα−1 − 1) is sent to (ζp − 1) under q 7! ζpα . Therefore, to show filn+1
N ,q9Ω = filn+1

N ,q9W
and thus to finish the induction, it will be enough to show that the following diagram commutes;
here we also use the right half of the diagram from Remark 3.28:

filnN
`

q9dR(pα)
R/A

˘∧
p

filnN

filconj
n

`

q9dR(pα−1)
R/A /Φpα(q)

˘

filnHdg
`

dRR/A bL
A,ϕα Arζpαs˘∧

p

grconj
n

`

q9dR(pα−1)
R/A /Φpα(q)

˘

grnHdg
`

dRR/A bL
A,ϕα Arζpαs˘∧

p

Φpα (q)−nϕ/Arqs

»

Hodge–Tate comparison

To show commutativity, let us first get rid of (α− 1) Frobenius-twists (thus reducing to α = 1),
as these Frobenius-twists just amount to a pullback. Moreover, commutativity can be checked
after the faithfully flat base change along the map A! A∞ into the colimit perfection of the
perfectly covered Λ-ring A. Since everything is p-complete, working relative to A∞ is the same
as working absolutely, so we can reduce to the case A = Z. We can then use the method from
rBS19, §12s. Let us first check commutativity in the single case R = Zp⟨x1/p∞⟩/x.
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In this case, everything is explicit: First off, (q9dRR/Z)∧
p is the ring

ZpJq − 1K
〈
x1/p∞〉" xp

Φp(q)

*∧

(p,q−1)
»
ˆ

à

i∈Nr1/ps

ZpJq − 1K · xi

r⌊i⌋sq!
˙∧

(p,q−1)
.

The graded piece grnHdg(dRR/Z bL
Z Zrζps)∧

p is generated by the divided power xn/n!, which is
the image of the q-divided power xn/rnsq! ∈ q9dRR/Z. We have

Φp(q)−nϕ

ˆ

xn

rnsq!
˙

= xpn

rnsqp ! · Φp(q)n
≡

`

xp/Φp(q)
˘n

n! mod Φp(q)

By rBS19, Lemma 12.6s, rnsqp ! · Φp(q)n is a unit multiple of rpnsq!. This shows that ϕ(xn/rnsq!)
is divisible by Φp(q)n and so the image of xn/rnsq! under (q9dRR/Z)∧

p ! (q9dR(p)
R/Z)∧

p lies in
Nygaard filtration degree n. The proof of rBS19, Lemma 12.7s also explains that the graded
algebra grconj

˚ (q9dRR/Z/Φp(q)) is generated by divided powers of xp/Φp(q) and that these
generators induce the Hodge-Tate comparison. As we’ve seen above, said divided powers are
precisely the images of xn/rnsq!, so we obtain commutativity in our special case.

The method from rBS19, §12s then shows commutativity in general: First consider the
case R = Zp⟨x1/p∞

1 , . . . , x
1/p∞
n ⟩/(x1, . . . , xn). This follows from the special case above by

multiplicativity. Next consider the case R = R′/(f1, . . . , fr), where R′ is a perfectoid ring and
(f1, . . . , fr) is a p-completely regular sequence. If each fi admits compatible p-power roots, we
can reduce to the previous special case via base change. In general, by Andre’s lemma rBS19,
Theorem 7.14s, we find a p-completely faithfully flat cover R′ ! R′′ such that R′′ is perfectoid
again and each fi admits compatible p-power roots in R′′, so we can conclude via descent.

Now assume R is p-completely smooth over Zp. In this case we can choose a surjection
Zp⟨x1, . . . , xn⟩↠ R and put

R∞ :=
´

Zp
〈
x

1/p∞

1 , . . . , x1/p∞
n

〉 bZp⟨x1,...,xn⟩ R
¯∧

p
.

Using descent for R! R∞, we only need to check the assertion for each term in the Čech nerve
(RbR•

∞ )∧
p . These terms are Zariski-locally of the form considered in the previous paragraph and

so the smooth case follows. Finally, the case of arbitrary R follows by passing to animations.

The same slightly convoluted method of proof can be used to show the following technical
lemma, which we’ll need below.

3.29. Lemma. — The equivalence (q9dRR/A)∧
p r1/ps∧

(q−1) » (dRR/A)∧
p r1/psJq − 1K upgrades

uniquely to an equivalence of filtered E∞-Ar1/p, qs-algebras

fil⋆N
`

q9dR(p)
R/A

˘∧
p

“1
p

‰∧
Φp(q)

»
−! fil⋆(Hdg,Φp(q))

`

dRR/A bL
A,ϕ A

˘∧
p

“1
p , q

‰∧
Φp(q) ,

where fil⋆(Hdg,Φp(q)) denotes the combined Hodge and Φp(q)-adic filtration.

Proof. Let us first construct the map. It’s enough to do this in the case where R a p-
complete quasi-syntomic A-algebra which is large in the sense that there exists a surjection
Âp⟨x1/p∞

i | i ∈ I⟩ ↠ R for some set I. Via quasi-syntomic descent, we can then recover the
case where R is smooth over A, and the general case follows via animation.
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If R is as above, then (q9dRR/A)∧
p r1/ps∧

(q−1) » (dRR/A)∧
p r1/psJq − 1K are static and so are

the filtrations on them. So we have to compare two descending filtrations of a ring by ideals.
It follows at once that the comparison, if it exists, must be unique, and it will automatically
be compatible with the filtered E∞-Ar1/p, qs-algebra structures. Moreover, to compare the
two filtrations by ideals, we may base change along the faithfully flat map A ! A∞.(3.6)

Since working relative to the perfect δ-ring A∞ is equivalent to working absolutely, we may
thus assume A = Z. Then we use the method from rBS19, §12s as in the previous proof of
Proposition 3.22.

So we only have to check the single case R = Zp⟨x1/p∞⟩/x. In this case, (q9dR(p)
R/Z)∧

p is given
by a completed direct sum

`

q9dR(p)
R/Z

˘∧
p

»
ˆ

à

i∈Nr1/ps

ZpJq − 1K · xi

r⌊i⌋sqp !
˙∧

(p,Φp(q))
.

By definition, filnN (q9dR(p)
R/Z)∧

p consists of those elements whose Frobenius becomes divisible by
Φp(q)n. By inspection, these are precisely

filnN
`

q9dR(p)
R/Z

˘∧
p

»
ˆ

à

i∈Nr1/ps

Φp(q)maxtn−⌊i⌋,0uZpJq − 1K · xi

r⌊i⌋sqp !
˙∧

(p,Φp(q))
.

After (−)r1/ps∧
Φp(q), this becomes the ideal (x,Φp(q))n, which is the nth step in the combined

Hodge and Φp(q)-adic filtration on (dRR/Z)∧
p r1/p, qs∧

Φp(q). This finishes the discussion of the
special case and thus the construction of the comparison between the two filtrations.

To show that we get an equivalence, let A be arbitrary again and let R be any animated
A-algebra. We’ll show that both sides agree if we reduce them modulo Φp(q), where Φp(q) sits
in filtration degree 1. Since both sides also agree in filtration degree 0, it will follow inductively
that they agree everywhere. By construction,

fil⋆(Hdg,Φp(q))
`

dRR/A bL
A,ϕ A

˘∧
p

“1
p , q

‰∧
Φp(q)/Φp(q) » fil⋆Hdg

`

dRR/A bL
A,ϕ Arζps

˘∧
p

“1
p

‰

is just a base change of the Hodge filtration. So let’s see what happens on the left-hand side.
Since (q − 1) becomes invertible after (−)r1/ps∧

Φp(q), we may as well reduce modulo (qp − 1),
again sitting in filtration degree 1. Then Proposition 3.22 shows

fil⋆N
`

q9dR(p)
R/A

˘∧
p

“1
p

‰∧
Φp(q)/(q

p − 1) » fil⋆N
`

q9WpdRR/A

˘∧
p

“1
p

‰∧
Φp(q) .

We claim that the right-hand side is equivalent to (fil⋆Hdg dRR/A bL
A,ϕArζps)∧

p r1/ps via the ghost
map gh1. This may be checked in the case where R is smooth over A, as then the general case
follows via animation. As we’ve seen above, (−)r1/ps∧

Φp(q) forces (q− 1) to be invertible, and so
all the images of Vp in 3.21 die because they’re all (q − 1)-torsion. It follows that for R smooth
over A, the ghost map

gh1 : fil⋆N
`

q9WpΩ˚
R/A

˘∧
p

“1
p

‰∧
Φp(q)

»
−! fil⋆Hdg

`

Ω˚
R/A bA,ϕ Arζps

˘∧
p

“1
p

‰

is already an isomorphism on the level of complexes and so we’re done.
(3.6)Recall from Remark A.7 that for every fixed n ⩾ 0 there exists an N such that the canonical map

(q9dRR/A)∧
p ! (dRR/A)∧

p r1/psJq − 1K/(q − 1)n already factors through p−N (dRR/A)∧
p Jq − 1K/(q − 1)n. The

existence of a map
fil⋆N

`

q9dR(p)
R/A

˘∧
p
−! fil⋆(Hdg,Φp(q))

`

dRR/A b
L
A,ϕ A

˘∧
p

“ 1
p
, q
‰∧

Φp(q)

boils down to an inclusion of ideals. Using the observation above, this inclusion can be checked modulo powers
of p and Φp(q), and so we can use base change along A! A∞ without having to worry about completion issues.
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§3.5. The twisted q-Hodge filtration
For smooth A-algebras S, let fil⋆Hdgm q9WmΩ˚

S/A denote the stupid filtration given by q9WmΩ⩾n,˚S/A
in degree n. In general, let

fil⋆Hdgm q9WmdR−/A : AniAlgA −! CAlg
´

Fil D
`

Arqs/(qm − 1)
˘

¯

be the animation of this functor. In this subsection, we’ll show that once q9dRR/A is equipped
with a q-Hodge filtration, the filtration fil⋆Hdgm q9WmdRR/A admits a canonical qm-deformation

fil⋆q9Hdgm q9dR(m)
R/A .

This will eventually allow us to prove Theorem 3.11 in §3.6 below. Let us first explain how
fil⋆Hdgm q9WmdRR/A is related to the Nygaard filtration from §3.4.

3.30. Lemma. — For all smooth A-algebras S, all primes p and all α ⩾ 1 the diagram

filnHdgpα q9WpαΩ˚
S/A filnN q9WpαΩ˚

S/A

filnHdgpα−1 q9Wpα−1Ω˚
S/A q9Wpα−1Ω˚

S/A

≒ p−n
rFp

becomes a pullback in D(Arqs) for all n ⩾ 0.

Proof. It’s enough to check that the induced map on horizontal cofibres is an equivalence. Since
filnHdgpα q9WpαΩ˚

S/A ! filnN q9WpαΩ˚
S/A is injective, the cofibre agrees with the cokernel, which

is given by
´

pn−1Vp
`

q9Wpα−1Ω0
S/A

˘

! · · ·! p0Vp
`

q9Wpα−1Ωn−1
S/A

˘

! 0! 0! · · ·
¯

.

Under p−n
rFp, this complex is mapped isomorphically onto

´

q9Wpα−1Ω0
S/A ! · · ·! q9Wpα−1Ωn−1

S/A ! 0! 0! · · ·
¯

,

which is the cokernel (and the cofibre) of filnHdgpα−1 q9Wpα−1Ω˚
S/A ! q9Wpα−1Ω˚

S/A

3.31. Corollary. — If S is smooth over A, then q9WmdRn
S/A » Σ−n q9WmΩn

S/A for all
m ∈ N and all degrees n ⩾ 0.

Proof. It’s enough to show this rationally and after p-completion for all primes p. Rationally,
rWag24, Corollary 3.34s shows

q9WmΩn
S/A bZ Q „=

∏
d|m

´

Ωn
S/A bA,ψd (Ab Q)rζds

¯

and it’s well-known that the values of Ωn
−/A on smooth A-algebras don’t change under animation.

After p-completion, rWag24, Lemma 4.36s allows us to restrict to the case where m = pα is a
prime power. Since q9WpαdRn

S/A » grnHdgpα q9WpαdRS/A, it will be enough to show that the
filtration fil⋆Hdgpα q9WpαΩ˚

S/A is unchanged under animation. This follows via induction on α

from Lemma 3.30 and Corollary 3.26(b).
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We now set out to construct the desired qm-deformation of fil⋆Hdgm q9WmdRR/A.

3.32. The twisted q-Hodge filtration (p-adically). — Let’s first construct the filtration
for prime powers m = pα and after p-completion. We’ll use a recursive definition. For α = 0,
q9dR(p0)

R/A » q9dRR/A is just the q-de Rham complex and we choose

fil⋆q9Hdgp0

`

q9dR(p0)
R/A

˘∧
p

:= fil⋆q9Hdg
`

q9dRR/A

˘∧
p

to be the given q-Hodge filtration. For α ⩾ 1, we consider the “rescaling” of the filtration
fil⋆q9Hdgpα−1

`

q9dR(pα−1)
R/A

˘∧
p

by Φpα , that is,

Φpα(q)⋆ fil⋆q9Hdgpα−1
:=

ˆ

fil0q9Hdgpα−1

Φpα (q)
 −−−− fil1q9Hdgpα−1

Φpα (q)
 −−−− · · ·

˙

.

We also equip
`

q9dR(pα−1)
R/A

˘∧
p

with its Φpα(q)-adic filtration. Then we define fil⋆Hdgpα
`

q9dR(pα)
R/A

˘∧
p

as the following pullback of filtered objects:

fil⋆q9Hdgpα
`

q9dR(pα)
R/A

˘∧
p

fil⋆N
`

q9dR(pα)
R/A

˘∧
p

Φpα(q)⋆ fil⋆q9Hdgpα−1

`

q9dR(pα−1)
R/A

˘∧
p

Φpα(q)⋆
`

q9dR(pα−1)
R/A

˘∧
p

≒ ϕp/Arqs

Using this pullback diagram, we can also inductively equip fil⋆q9Hdgpα
`

q9dR(pα)
R/A

˘∧
p

with the
structure of a filtered module over the filtered ring (qpα − 1)⋆Arqs.
3.33. Remark. — If we reduce the pullback diagram above modulo (qpα − 1) (where we
invoke Convention 3.1 as usual), we obtain the pullback diagram from Lemma 3.30. Indeed,
this follows via induction on α, using Proposition 3.22. It follows that

fil⋆q9Hdgpα
`

q9dR(pα)
R/A

˘∧
p
/(qpα − 1) » filHdgpα (q9WpαdRR/A)∧

p .

3.34. Lax symmetric monoidal structure I. — The functor

fil⋆Hdgpα
`

q9dR(pα)
−/A

˘∧
p

: AniAlgq9Hdg
A −! Mod(qpα−1)⋆Arqs

´

Fil D
`

Arqs˘
¯∧

(p,q−1)

comes equipped with a canonical lax symmetric monoidal structure. This follows from the
recursive construction. For α = 0, Proposition 3.7 even provides a symmetric monoidal structure.
For α ⩾ 1, we must equip the legs of the pullback in 3.32 with the structure of symmetric
monoidal transformations. This is not hard. First, the Frobenius

ϕ/Arqs : fil⋆N
`

q9dR(pα)
R/A

˘∧
p
−! Φpα(q)⋆

`

q9dR(pα−1)
R/A

˘∧
p

becomes a symmetric monoidal transformation by quasi-syntomic descent from the case where
R is a p-complete quasi-syntomic A-algebra with a surjection Âp⟨x1/p∞

i | i ∈ I⟩↠ R. In this
case, we’re dealing with filtrations of rings by ideals, so symmetric monoidality is automatic.

Second, the functor that “rescales” a filtration by Φpα(q) as in 3.32 is lax symmetric monoidal.
Indeed, if we regard our filtered objects as graded modules over Zrq, ts, with the filtration
parameter t in graded degree −1, then rescaling corresponds to restriction along the Zrqs-linear
map Zrq, ts! Zrq, ts that sends t 7! Φpα(q)t. This is lax symmetric monoidal.
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3.35. Lax symmetric monoidal structure II. — It follows from the construction in 3.32
that we have a canonical map

fil⋆Hdgpα
`

q9dR(pα)
R/A

˘∧
p
−! fil⋆Hdgpα−1

`

q9dR(pα−1)
R/A

˘∧
p

compatible with the relative Frobenius ϕp/Arqs :
`

q9dR(pα)
R/A

˘∧
p
!

`

q9dR(pα−1)
R/A

˘∧
p
, because the

“rescaling” by Φpα(q) of any filtration in non-negative degrees has a canonical map back to
the original filtration. Moreover, by the discussion in 3.34, the map above can be canonically
equipped with the structure of a symmetric monoidal transformation.

3.36. Lemma. — For all primes p and all α ⩾ 0, there exists a canonical equivalence of
filtered (qpα − 1)⋆Arqs-modules

fil⋆q9Hdgpα
`

q9dR(pα)
R/A

˘∧
p

“1
p

‰∧
Φpα (q)

»
−! fil⋆(Hdg,Φpα (q))

`

dRR/A bL
A,ψpα A

˘∧
p

“1
p , q

‰∧
Φpα

,

where fil⋆(Hdg,Φpα (q)) denotes the combined Hodge and Φpα(q)-adic filtration. This equivalence is
compatible with (q9dRR/A)∧

p r1/ps∧
(q−1) » (dRR/A)∧

p r1/psJq − 1K.

Proof. For α = 0, this is the condition from Definition 3.2(cp). So let α ⩾ 1. After applying
(−)r1/ps∧

Φpα (q), the polynomial (qpα−1 −1) becomes invertible, and so the filtered (qpα−1 −1)⋆Arqs-
module

fil⋆q9Hdgpα−1

`

q9dR(pα−1)
R/A

˘∧
p

“1
p

‰∧
Φpα (q)

must be the constant filtration on
`

q9dR(pα−1)
R/A

˘∧
p

r1/ps∧
Φpα (q). Consequently, after applying

(−)r1/ps∧
Φpα (q) the bottom horizontal arrow in the pullback diagram from 3.32 becomes an

equivalence and thus the top horizontal arrow becomes an equivalence too. The desired assertion
then follows via base change from Lemma 3.29.

3.37. Lemma. — For all primes p, all α ⩾ 1, and all 0 ⩽ i ⩽ α− 1, the canonical map from
3.35 induces an equivalence of filtered (qpα − 1)⋆Arqs-modules

fil⋆q9Hdgpα
`

q9dR(pα)
R/A

˘∧
p

“1
p

‰∧
Φpi (q)

»
−! fil⋆q9Hdgpα−1

`

q9dR(pα−1)
R/A

˘∧
p

“1
p

‰∧
Φpi (q) .

Proof. After (−)r1/ps∧
Φpi (q), the polynomial Φpα(q) becomes invertible. Consequently, the

“rescaling” of filtrations in 3.32 has no effect anymore. Moreover, it follows that the filtered
Φpα(q)⋆Arqs-module

fil⋆N
`

q9dR(pα)
R/A

˘∧
p

“1
p

‰∧
Φpi (q)

must be the constant filtration on
`

q9dR(pα)
R/A

˘∧
p

“1
p

‰∧
Φpi (q). Thus, after applying (−)r1/ps∧

Φpi (q),
the pullback from 3.32 collapses to the desired equivalence.

Let us finally construct the filtration fil⋆q9Hdgm q9dR(m)
R/A in general.

3.38. The twisted q-Hodge filtration (globally) — Choose N ̸= 0 divisible by m (we’ll
argue below that the choice of N doesn’t matter). For every divisor d | m and every prime p | N ,
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§3.5. The twisted q-Hodge filtration

write m = pvp(m)mp and d = pvp(d)dp, where mp and dp are coprime to p. Using the animated
version of Lemma 3.15, we obtain a pullback diagram

q9dR(m)
R/A

∏
p|N

∏
dp|mp

´

q9dRR/A bL
Arqs,ψp

vp(m)dp Arqs
¯∧

(p,Φdp (q))

∏
d|m

´

q9dRR/A bL
Arqs,ψd A

“ 1
N , q

‰

¯∧

Φd(q)

∏
p|N

∏
d|m

´

q9dRR/A bL
Arqs,ψd Arqs

¯∧

p

“1
p

‰∧
Φd(q)

≒
´

ϕ
vp(m/d)
p/Arqs

¯

p|N, d|m

To construct fil⋆q9Hdgm q9dR(m)
R/A, we’ll equip each factor of the pullback above with a filtration

and then check that these filtrations are compatible.
(a) On the factor (q9dRR/A bL

Arqs,ψd
Ar1/N, qs)∧

Φd(q) for any d | m, we put the base-changed
q-Hodge filtration

´

fil⋆q9Hdg q9dRR/A bL
Arqs,ψd A

“ 1
N , q

‰

¯∧

Φd(q)
.

(b) On the factor (q9dRR/A bL
Arqs,ψd

Arqs)∧
p r1/p, qs∧

Φd(q) for any prime p | N and any d | m, we
put again the base-changed q-Hodge filtration.

(c) On the factor (q9dRR/A bL
Arqs,ψp

vp(m)dp Arqs)∧
(p,Φdp (q)) for any prime p | N and any dp | mp,

we put the base-changed filtration
´

fil⋆q9Hdgpvp(m)

`

q9dR(pvp(m))
R/A

˘∧
p

bL
Arqs,ψdp

Arqs
¯∧

(p,Φdp (q))
.

Moreover, each of these filtrations is canonically a module over the filtered ring (qm − 1)⋆Arqs.
It’s clear that (a) and (b) are compatible as filtered (qm − 1)⋆Arqs-modules. To check that
(c) and (b) are compatible, we may reduce via base change to the case where m = pα is a
power of p. From Lemmas 3.36 and 3.37 and our assumptions on fil⋆q9Hdg we deduce that both
filtrations can be identified with the combined Hodge and Φpα(q)-adic filtration

fil⋆(Hdg,Φpα (q))
`

dRR/A bL
A,ψpα A

˘∧
p

“1
p , q

‰∧
Φpα (q) ,

which yields the desired compatibility.
Let us now argue that the choice of N is irrelevant. Suppose N | N ′. Then the pullback

diagrams for N ′ is obtained from the pullback square for N by replacing the bottom left corner∏
d|m(q9dRR/A bL

Arqs,ψd
Ar1/N, qs)∧

Φd(q) by the pullback square

∏
d|m

´

q9dRR/A bL
Arqs,ψd A

“ 1
N , q

‰

¯∧

Φd(q)

∏
ℓ

∏
d|m

´

q9dRR/A bL
Arqs,ψd A

“ 1
N , q

‰

¯∧

(ℓ,Φd(q))

∏
d|m

´

q9dRR/A bL
Arqs,ψd A

“ 1
N ′ , q

‰

¯∧

Φd(q)

∏
ℓ

∏
d|m

´

q9dRR/A bL
Arqs,ψd A

“ 1
N , q

‰

¯∧

ℓ

“1
ℓ

‰∧
Φd(q)

≒

where the product is taken over all primes ℓ such that ℓ | N ′ but ℓ ∤ N . Note that for any
such prime we also have ℓ ∤ m, so each vℓ(m/d) = 0 and so each iterated Frobenius ϕvℓ(m/d)

ℓ/Arqs
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§3. Habiro descent for q-Hodge complexes

is the identity. Moreover, we see that the filtrations we put on the different factors is always
fil⋆q9Hdg, base changed along ψd. It follows that the filtrations constructed using N and using
N ′ must indeed agree, as claimed. To get a canonical construction, we can let N vary through
a totally ordered initial sub-poset of N (like tn!un⩾m) and then take the limit. This finishes the
construction of fil⋆q9Hdgm q9dR(m)

R/A.
The construction is clearly functorial. Using 3.34 and 3.35 we also see that the functor

fil⋆q9Hdgm q9dR(m)
−/A : AniAlgq9Hdg

A −! Mod(qm−1)⋆Arqs

´

Fil D
`

Arqs˘
¯∧

(qm−1)

comes equipped with a canonical lax symmetric monoidal structure.

3.39. Proposition. — For all m ∈ N, the equivalence q9dR(m)
R/A/(q

m − 1) » q9WmdRR/A

from the animated version of Proposition 3.19 upgrades canonically to an equivalence of filtered
Arqs/(qm − 1)-modules

fil⋆q9Hdgm q9dR(m)
R/A/(q

m − 1) »
−! fil⋆Hdgm q9WmdRR/A

(the quotient on the left-hand side is taken in accordance with Convention 3.1).

Proof sketch. We analyse the effect of (−)/(qm−1) on each of the factors in 3.38. For the factors
in 3.38(c), note that (qm − 1) and Φdp(qp

vp(m)) will only differ by a unit upon (p,Φdp(q))-adic
completion. Then the argument in Remark 3.33 plus base change shows that after modding
out (qm − 1) we get

´

fil⋆Hdgpvp(m) q9Wpvp(m)dRR/A bL
Arqs,ψdp

Arqs
¯∧

p
/Φdp

`

qp
vp(m)˘

It follows from rWag24, Lemma 4.36s that fil⋆Hdgm(q9WmdRR/A)∧
p is indeed a product of factors

of this form.
For the factors in 3.38(a), note that (qm − 1) and Φd(q) will only differ by a unit after

(−)r1/N s∧
Φd(q). By construction, the q-Hodge filtration becomes the Hodge filtration modulo

(q − 1). Thus, after base change along ψd : Arqs! Arqs, we get
´

fil⋆q9Hdg q9dRR/A bL
Arqs,ψd A

“ 1
N , q

‰

¯∧

Φd(q)
/Φd(q) » fil⋆Hdg dRR/A bL

A,ψd A
“ 1
N , ζd

‰

.

It follows from rWag24, Corollary 3.34s that fil⋆Hdgm q9WmdRR/Ar1/N s is indeed a product of
factors of this form. The same argument applies for the factors in 3.38(b).

3.40. Remark. — It follows from the proof that the equivalence in Proposition 3.39 is, in fact,
an equivalence of lax symmetric monoidal functors AniAlgq9Hdg

A ! Fil D(Arqs/(qm − 1)). Thus,
if (R,fil⋆q9Hdg q9dRR/A) admits the structure of an En-algebra in AniAlgq9Hdg

A for any 0 ⩽ n ⩽∞,
then the equivalence in Proposition 3.39 will be one of filtered En-Arqs/(qm − 1)-algebras.

3.41. Transition maps. — Whenever n | m, there’s a canonical map of filtered objects

fil⋆q9Hdgm q9dR(m)
R/A −! fil⋆q9Hdgn q9dR(n)

R/A .

To construct this, we look at the factors of the pullback from 3.38 (we’re allowed to use the
same N for both m and n). For the factors from 3.38(a) and (b), we simply project to those
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§3.6. Habiro descent for q-Hodge complexes

where d | n. For the factors from 3.38(c), we first project to those where dp | np and then we
use the maps from 3.35, base changed along ψdp : Arqs! Arqs.

It’s clear from the construction that these maps fil⋆q9Hdgm q9dR(m)
R/A ! fil⋆q9Hdgn q9dR(n)

R/A
assemble canonically into a symmetric monoidal transformation of lax symmetric monoidal
functors. With some more effort, one can also make these transformations functorial in n,m ∈ N,
where N denotes the category of natural numbers partially ordered by divisibility. For our
purposes, the existence of the individual maps is enough, as any limm∈N can be replaced by
the limit over the sequential subdiagram given by tn!un⩾1. We will therefore not spell out the
construction of this additional functoriality.

§3.6. Habiro descent for q-Hodge complexes

In this subsection, we’ll finish the proof of Theorem 3.11, following the outline that we have
explained at the end of §3.2.

3.42. The (qm − 1)-complete descent. — For all m ∈ N, we consider the colimit

q9HdgR/A,m := colim
´

fil0q9Hdgm q9dR(m)
R/A

(qm−1)
−−−−! fil1q9Hdgm q9dR(m)

R/A

(qm−1)
−−−−! . . .

¯∧

(qm−1)
.

In the following, we’ll informally write

q9HdgR/A,m » q9dR(m)
R/A

«

filiq9Hdgm
(qm − 1)i

∣∣∣∣∣ i ⩾ 1
ff∧

(qm−1)

and we’ll say that q9HdgR/A,m is given by adjoining (qm − 1)−⋆ fil⋆q9Hdgm to q9dR(m)
R/A. We’ll

also use similar notation and terminology for related filtrations such as the Nygaard filtration
or the combined Hodge and Φd(q)-adic filtration for some d | m.

3.43. Proposition. — Let m ∈ N. For all divisors n | m, the map from 3.41 induces an
equivalence

`

q9HdgR/A,m
˘∧

(qn−1)
»
−! q9HdgR/A,n .

In particular, q9HdgR/A,m is a descent of q9HdgR/A along Zrqs∧
(qm−1) ! ZJq − 1K.

Proof sketch. Again, we look at the different factors from 3.38. Let’s start with those from
3.38(a) for some d | m. If d ∤ n, then Φd(q) and (qn−1) are coprime in Qrqs and so the factor will
die after (qn−1)-completion. Therefore in (q9HdgR/A,m)∧

(qn−1) only those factors where d | n will
survive. These are precisely the factors that are also used in the construction of of q9HdgR/A,n.
Moreover, if d | n then both (qm − 1) and (qn − 1) are unit multiples of Φd(q) in Qrqs∧

Φd(q), so it
doesn’t matter whether we adjoin (qm − 1)−⋆ fil⋆(Hdg,Φd(q)) or (qn − 1)−⋆ fil⋆(Hdg,Φd(q)). It follows
that on the factors from 3.38(a) we get indeed an equivalence. The same argument applies to
the factors from 3.38(b).

It remains to show that we also get an equivalence on the factors from 3.38(c). So let’s
consider such a factor for some prime p and some dp | mp. Using induction, we may assume
that m and n differ only by a single prime factor. If that prime is different from p, then (qm− 1)
and (qn − 1) will differ by a unit after (p,Φdp(q))-completion and we can argue as above. So
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§3. Habiro descent for q-Hodge complexes

assume n = m/p. Via base change along ψdp : Arqs! Arqs, we may reduce to the case where
m = pα is a prime power and n = pα−1. From 3.32 we obtain a pullback diagram

`

q9dR(pα)
R/A

˘

«

filiq9Hdgpα

(qpα − 1)i

∣∣∣∣∣∣ i ⩾ 0
ff∧

(p,qpα−1 −1)

`

q9dR(pα)
R/A

˘

„

filiN
(qpα − 1)i

∣∣∣∣∣ i ⩾ 0
ȷ∧

(p,qpα−1 −1)

`

q9dR(pα−1)
R/A

˘

«

filiq9Hdgpα−1

(qpα−1 − 1)i

∣∣∣∣∣∣ i ⩾ 0
ff∧

(p,qpα−1 −1)

`

q9dR(pα−1)
R/A

˘

„

1
(qpα−1 − 1)

ȷ∧

(p,qpα−1 −1)

≒

To finish the proof, we must show that the left vertical arrow is an equivalence. Since the diagram
is a pullback, it will be enough to show that the right vertical arrow is an equivalence.(3.7)

This is now purely an assertion about the Nygaard filtration. Via base change, we may
reduce to the case α = 1. This case will be shown in Lemma 3.44 below.

3.44. Lemma. — The relative Frobenius ϕp/Arqs :
`

q9dR(p)
R/A

˘∧
p
! (q9dRR/A)∧

p induces functo-
rial equivalences

`

q9dR(p)
R/A

˘∧
p

„

filiN
Φp(q)i

∣∣∣∣∣ i ⩾ 0
ȷ∧

(p,q−1)

»
−!

`

q9dRR/A

˘∧
p
,

`

q9dR(p)
R/A

˘∧
p

„

filiN
(qp − 1)i

∣∣∣∣∣ i ⩾ 0
ȷ∧

(p,q−1)

»
−!

`

q9dRR/A

˘∧
p

„

1
(q − 1)

ȷ∧

(p,q−1)
» 0 .

Proof. We start with the first equivalence. Since both sides are Φp(q)-complete, it will be
enough to show the equivalence modulo Φp(q). The same argument as in 3.8 shows

`

q9dR(p)
R/A

˘∧
p

„

filiN
Φp(q)i

∣∣∣∣∣ i ⩾ 0
ȷ

/Φp(q) » colim
´

gr0
N

Φp(q)
−−−! gr1

N
Φp(q)
−−−! · · ·

¯

.

The divided Frobenius Φp(q)−iϕp/Arqs maps griN isomorphically onto filconj
i (q9dRR/A/Φp(q))

(by rBS19, Theorem 15.2s plus quasi-syntomic descent and animation to cover all animated
A-algebras R). Since the conjugate filtration is exhaustive, this shows the first of the two
claimed equivalences.

For the second equivalence, note that the inclusion of the diagonal into any Z⩾0 ×Z⩾0-shaped
diagram is coinitial. Therefore, we can write

`

q9dR(p)
R/A

˘∧
p

„

filiN
(qp − 1)i

∣∣∣∣∣ i ⩾ 0
ȷ

» colim

¨

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˝

fil0N fil1N · · ·

fil0N fil1N · · ·

...
... . . .

(q−1)

Φp(q)

(q−1)

Φp(q)

(q−1)

Φp(q)

(q−1)

Φp(q)

˛

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‚

(3.7)Also note that the bottom right corner vanishes, so it will follow that the top right corner vanishes as well.
But this will be irrelevant for our argument.
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By the first equivalence, the (p, q − 1)-completed colimit of every row in this diagram is
(q9dRR/A)∧

p . If we then take the colimit in the vertical direction, the second equivalence follows
and we’re done

3.45. The Habiro descent — Let (R,fil⋆q9Hdg q9dRR/A) be an object in AniAlgq9Hdg
A . We

define the Habiro–Hodge complex of R over A to be

q9HdgR/A := lim
m∈N

q9HdgR/A,m .

The same argument as in the proof of Proposition 3.7 allows us to equip q9Hdg−/A,m with
a lax symmetric monoidal structure for all m ∈ N; thanks to 3.41, the equivalences from
Proposition 3.43 will be compatible with this lax symmetric monoidal structure. It follows that
there’s a diagram of lax symmetric monoidal functors

D̂H
`

Arqs˘

AniAlgq9Hdg
A D̂(q−1)

`

Arqs˘
(−)∧

(q−1)

q9Hdg−/A

q9Hdg−/A

3.46. Lemma. — The lax symmetric monoidal functor q9Hdg−/A : AniAlgq9Hdg
A ! D̂H(Arqs)

is, in fact, symmetric monoidal.

Proof. It will be enough to show that for all m ∈ N the functor

q9Hdg−/A/(qm − 1)
”

␣

(qd − 1)−1ud|m, d ̸=m

ı

is symmetric monoidal. The same argument as in the proof of Proposition 3.7 allows us to
equip the filtration filq9WmΩ

⋆ (q9Hdg−/A/(qm − 1)) from Theorem 3.11(b) with a lax symmetric
monoidal structure. Symmetric monoidality can then be checked on the associated graded

grq9WmΩ
˚

`

q9Hdg−/A/(qm − 1)
˘ » Σ−˚ q9WmdR˚

−/A » gr˚
Hdgm q9WmdR−/A .

Thus, it would be enough to show that fil⋆Hdgm q9WmdR−/A is symmetric monoidal. This is
not true on the nose. However, once we invert (qd − 1) for all divisors d | m, d ≠ m, we claim
that the first ghost map

gh1 : fil⋆Hdgm q9WmdR−/A
»
−! fil⋆Hdg dR−/A bL

A,ψm Arζms
becomes an equivalence. If we can show this, we’re done, since the Hodge filtration fil⋆Hdg dR−/A
is symmetric monoidal.

To prove this claim, observe that for any ordinary R-algebra A and any d | m, d ̸= m, the
q-de Rham–Witt complex q9WdΩ˚

R/A is (qd − 1)-torsion and so it dies after inverting (qd − 1).
With this observation, a simple comparison of universal properties (compare the argument in
rWag24, Lemma 4.5s) shows that

gh1 : q9WmΩ˚
R/A

”

␣

(qd − 1)−1ud|m, d ̸=m

ı

„=−! Ω˚
R/A bA,ψm A

”

ζm,
␣

(ζdm − 1)−1ud|m, d ̸=m

ı

is an isomorphism of complexes. In particular, it induces an isomorphism on stupid filtrations.
By passing to animations, the above claim about gh1 follows and so we’re done.

At this point, we’ve assembled all the ingredients to carry out the proof of Theorem 3.11 as
outlined at the end of §3.2, and so the proof is finally finished.
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§3.7. Habiro descent for q-de Rham complexes

In this short subsection, we discuss to what extent the q-de Rham complex q9dRR/A can or
cannot be descended to the Habiro ring. Let’s start with the case that works.

3.47. Proposition. — Let (S, fil⋆q9Hdg q9dRS/A) ∈ AniAlgq9Hdg
A be an object such that S is a

smooth A-algebra. Then:
(a) q9ΩS/A » q9d̂RS/A is the completion of q9dRS/A at the q-Hodge filtration fil⋆q9Hdg.
(b) We have Lη(q−1) q9HdgS/A » q9ΩR/A. In particular, Lη(q−1) q9HdgS/A is a Habiro descent

of q9ΩS/A.

Proof. We construct the equivalence q9ΩS/A » q9d̂RS/A using an arithmetic fracture square.
Let us first construct an equivalence after p-completion for any prime p. Note that the
canonical maps q9dRS/A ! q9ΩS/A and q9dRS/A ! q9d̂RS/A become equivalences after p-
completion for any prime p. Indeed, this can be checked modulo (q − 1), where we recover
the well-known fact (ΩS/A)∧

p » (dRS/A)∧
p » (d̂RS/A)∧

p . So we obtain the desired equivalence
(q9ΩS/A)∧

p » (q9d̂RS/A)∧
p .

Let us now construct the equivalence rationally. We know that dRS/A bL
Z Q! ΩS/A bL

Z Q
identifies the right-hand side with the completion of the left-hand side at the Hodge filtration.
Consequently, (dRS/A bL

Z Q)Jq − 1K∧
(Hdg,q−1) » (ΩS/A bL

Z Q)Jq − 1K, which yields the desired
equivalence rationally. The data from Definition 3.2(cp) ensures that the p-complete and
rational equivalences glue, which finishes the proof of (a).

To prove (b), first observe that the natural map q9dRS/A ! q9HdgS/A factors through the
completion at the q-Hodge filtration, because each filtration step filiq9Hdg becomes divisible by
(q− 1)i in q9HdgS/A and q9HdgS/A is (q− 1)-complete. Now consider the map of filtered objects

· · · q9d̂RS/A q9d̂RS/A fil0q9Hdg q9d̂RS/A fil1q9Hdg q9d̂RS/A · · ·

· · · q9HdgS/A q9HdgS/A q9HdgS/A q9HdgS/A · · ·

(q−1)2 (q−1)

»

(q−1) (q−1) (q−1)

We claim that the top row is the connective cover of the bottom row in the Beilinson t-structure.
If we can prove this, then rBMS19, Proposition 5.8s will show q9d̂RS/A » Lη(q−1) q9HdgS/A,
hence q9ΩS/A » Lη(q−1) q9HdgS/A by (a), as desired. Since Lη(q−1) commutes with (q − 1)-
completion rBMS18, Lemma 6.20s, we also deduce that Lη(q−1) q9HdgS/A is indeed a Habiro
descent of q9ΩS/A.

To show the claim, let us first verify that the top row is indeed connective in the Beilinson
t-structure. We must show that grnq9Hdg q9dRS/A is concentrated in cohomological degrees ⩽ n
for all n. If n < 0, this is clear as then grnq9Hdg q9dRS/A » 0. If n ⩾ 0, we have a finite-length
filtration

0 −! gr0
q9Hdg q9dRS/A

(q−1)
−−−! gr1

q9Hdg q9dRS/A
(q−1)
−−−! · · · (q−1)

−−−! grnq9Hdg q9dRS/A .

The ith graded piece of this filtration is Σ−iΩi
S/A by Lemma 3.9, which is concentrated

in cohomological degree i. Hence grnq9Hdg q9dRS/A is indeed concentrated in cohomological
degrees ⩽ n and so the top row is Beilinson-connective.
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Moreover, the argument shows that grnq9Hdg q9dRS/A ! q9HdgS/A/(q− 1) induces an equiva-
lence grnq9Hdg q9dRS/A » τ⩽n(q9HdgS/A/(q − 1)). By rBMS19, Theorem 5.4(2)s, this shows that
the map from the top row to the Beilinson-connective cover of the bottom row is an equivalence
on associated gradeds. As both filtered objects are complete, we’re done.

Let us now discuss what probably doesn’t work.
3.48. Remark. — For an arbitrary object (R,fil⋆q9Hdg q9dRR/A) in AniAlgq9Hdg

A , without a
smoothness assumption on R, we don’t know how to construct a Habiro descent of q9dRR/A. A
naive guess would be

lim
m∈N

q9dR(m)
R/A

«

filiq9Hdgm
rmsiq

∣∣∣∣∣ i ⩾ 0
ff∧

(qm−1)

,

but this object doesn’t exist, since fil⋆q9Hdgm q9dR(m)
R/A is only a filtered module over the filtered

ring (qm − 1)⋆Arqs, but not necessarily over rms⋆qArqs.
3.49. Remark. — We also don’t expect that the Habiro descent of q9ΩS/A in Proposition 3.47
can be constructed without the datum of a q-Hodge filtration fil⋆q9Hdg q9dRS/A, let alone
functorially in S. While it seems hard to get any definite no-go theorem, let us at least explain
why the most natural attempt doesn’t work.

In Remark 3.18, we’ve explained an attempt to construct a filtration fil⋆Lη q9Ω
(m)
S/A: Each

Lηrm/dsq carries a natural filtration via rBMS19, Proposition 5.8s. If these filtrations could be
glued to give the desired fil⋆Lη, we could attempt to construct a Habiro descent of q9ΩS/A via

lim
m∈N

q9Ω(m)
S/A

«

filiLη
rmsiq

∣∣∣∣∣ i ⩾ 0
ff∧

(qm−1)

.

However, the filtrations on Lηrm/dsq do not glue. This can already be seen in the case m = p.
In this case we have a pullback diagram

q9Ω(p)
S/A

´

q9ΩS/A bL
Arqs,ψp Arqs

¯∧

rpsq

Lηrpsq q9ΩS/A Lηrpsq

`

q9ΩS/A

˘∧
p

≒ ϕp/Arqs

The filtration on Lηr1sq » id is trivial. But the trivial filtration on (q9ΩS/A bL
Arqs,ψp Arqs)∧

rpsq

will not be compatible with the natural filtration on Lηrpsq(q9ΩS/A)∧
p , so gluing fails.

To make the gluing work, we should instead equip (q9ΩS/A bL
Arqs,ψp Arqs)∧

rpsq
with a global

version of the Nygaard filtration. But such a global Nygaard filtration likely doesn’t exist. To
see this, let’s attempt to construct it via an arithmetic fracture square. On the p-completion
(q9ΩS/A bL

Arqs,ψp Arqs)∧
(p,rpsq), we put the usual Nygaard filtration. In view of Lemma 3.29, on

the rationalisation we should put the combined Hodge and rpsq-adic filtration. But then on the
ℓ-completion (q9ΩS/A bL

Arqs,ψp Arqs)∧
(ℓ,rpsq) for any prime ℓ ̸= p, we would need to put a filtration

that becomes the combined Hodge and rpsq-adic filtration after (−)r1/ℓs∧
rpsq

.
It is entirely unclear (at least to the author) how to construct such a filtration, unless we’re

already given a q-Hodge filtration fil⋆q9Hdg q9dRS/A. This explains the need for the additional
datum of fil⋆q9Hdg q9dRS/A.
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§3.8. Habiro descent in derived commutative algebras
Raksit rRak21s has introduced ∞-categories of derived commutative algebras, along with filtered,
graded, and differential-graded variants. The filtrations fil⋆Hdgm q9WmdRR/A admit canonical
filtered derived commutative Arqs/(qm − 1)-algebra structures (if R is a polynomial A-algebra,
these structures can be constructed on the level of complexes, then one can pass to animations)
and the E∞-structure on the derived q-de Rham complex q9dRR/A can be canonically enhanced
to a derived commutative Arqs-algebra structure (see A.13).

In this subsection, we sketch how Theorem 3.11 can be made compatible with these derived
commutative structures. As a warm-up, let us instead consider En-monoidal structures for
some 0 ⩽ n ⩽∞.

3.50. En-monoidal upgrade. — Let (R,fil⋆q9Hdg q9dRR/A) ∈ AniAlgq9Hdg
A . Suppose that

the q-Hodge filtration fil⋆q9Hdg q9dRR/A can be equipped with the structure of an En-algebra
in filtered (q − 1)⋆Arqs-modules, compatible with the E∞-Arqs-algebra structure on q9dRR/A.
Suppose furthermore that the data from Definition 3.2(a)–(cp) can be made compatible with
this En-structure. Then (R,fil⋆q9Hdg q9dRR/A) becomes an En-algebra in AniAlgq9Hdg

A .
By the symmetric monoidality statement in Theorem 3.11(a), we can conclude that the

Habiro–Hodge complex q9HdgR/A becomes an En-algebra in D̂H(Arqs). Similarly, the lax
symmetric monoidality statements in Theorem 3.11(b) show that filq9WmΩ

⋆ (q9HdgR/A/(qm − 1))
becomes a filtered En-algebra and the identification of its associated graded

grq9WmΩ
˚

`

q9HdgR/A/(qm − 1)
˘ » Σ−˚ q9WmdR˚

R/A » gr˚
Hdgm q9WmdRR/A

becomes a graded En-monoidal equivalence.

3.51. Derived commutative upgrade I. — Similar to 3.50, suppose that fil⋆q9Hdg q9dRR/A

can be equipped with the structure of a filtered derived commutative algebra over (q − 1)⋆Arqs,
that is, an element in the slice ∞-category (Fil DAlgArqs)(q−1)⋆Arqs/, where Fil DAlgArqs is
Raksit’s ∞-category of filtered derived commutative Arqs-algebras rRak21, Definition 4.3.4s.
Suppose furthermore that this derived commutative structure is compatible with the derived
commutative Arqs-algebra structure on q9dRR/A (see A.13) and that the data from Defini-
tion 3.2(a)–(cp) can be made compatible with the filtered derived commutative algebra structures
everywhere.

For example, this can be done in the special cases from Example 3.12 above and Construc-
tion 4.28 below. In the former case, we’ll verify this in Remark 9.14, in the latter case see
Remark 4.31.

3.52. Lemma. — In the situation of 3.51, q9HdgR/A admits a canonical derived commutative
Arqs-algebra structure. Furthermore, for all m ∈ N, filq9WmΩ

⋆ (q9HdgR/A/(qm − 1)) admits
a filtered derived commutative Arqs/(qm − 1)-algebra structure, compatible with the derived
commutative Arqs/(qm − 1)-algebra structure on q9HdgR/A/(qm − 1), and the equivalence

grq9WmΩ
˚

`

q9HdgR/A/(qm − 1)
˘ » Σ−˚ q9WmdR˚

R/A » gr˚
Hdgm q9WmdRR/A

from Theorem 3.11(b) is an equivalence of graded derived commutative Arqs/(qm − 1)-algebras.

Proof sketch. First note that our results about the Nygaard filtration, specifically Proposi-
tion 3.22 and Lemma 3.29, also hold true as equivalences of filtered derived commutative

64

https://arxiv.org/pdf/2007.02576#block.4.3.4


§3.8. Habiro descent in derived commutative algebras

algebras, since the proofs work in this setting as well. By tracing through 3.32–3.41, we now
see that each fil⋆q9Hdgm q9dR(m)

R/A acquires a filtered derived commutative algebra structure over
(qm − 1)⋆Arqs, and that the transition maps in 3.41 are compatible with these structures.

The construction from 3.42 produces a canonical derived commutative algebra structure on
HR/A,m, because we can view the construction as a filtered localisation followed by restriction
to filtered degree 0; compare 3.8. It is then clear from 3.45 that q9HdgR/A acquires a derived
commutative Arqs-algebra structure. Moreover, since the filtration filq9WmΩ

⋆ (q9HdgR/A/(qm−1))
and the identification of its associated graded were constructed in a completely way (see the
proofs of Lemmas 3.9 and 3.10), they will also work on the level of derived commutative algebras.
The only input this needs is that Proposition 3.39 holds as an equivalence of filtered derived
commutative Arqs/(qm − 1)-algebras, which is again apparent from the constructions.

But there’s one more piece of structure.

3.53. Derived commutative upgrade II. — Since q9WmΩ˚
−/A is a functor with val-

ues in commutative differential-graded Arqs/(qm − 1)-algebras, we see that its animation
Σ−˚ q9WmdR˚

−/A » gr˚
Hdgm q9WmdR−/A upgrades to a functor with values in Raksit’s ∞-

category DG− DAlgArqs/(qm−1) of derived differential-graded Arqs/(qm − 1)-algebras rRak21,
Definition 5.1.10s.

By transfer of structure, the associated graded grq9WmΩ
˚ (q9HdgR/A/(qm − 1)) becomes an

element in DG− DAlgArqs/(qm−1) as well. Via the following corollary, we can figure out what
the differentials are, at least in the case where R is smooth over A.

3.54. Corollary. — Let (S, fil⋆q9Hdg q9dRS/A) ∈ AniAlgq9Hdg
A be an object such that S is smooth

over A. Then:
(a) filq9WmΩ

⋆ (q9HdgS/A/(qm − 1)) is the Whitehead filtration τ⩾⋆(q9HdgS/A/(qm − 1)).
(b) The equivalence from Theorem 3.11(b) becomes an isomorphism of graded Arqs/(qm − 1)-

modules
H˚

`

q9HdgS/A/(qm − 1)
˘ „= q9WmΩ˚

S/A

(and an isomorphism of graded Arqs/(qm − 1)-algebras as soon as (S, fil⋆q9Hdg q9dRS/A) is
at least an E1-algebra in AniAlgq9Hdg

A ).
(c) Under the isomorphism from (b), the canonical differential on q9WmΩ˚

S/A corresponds to
the Bockstein differential on H˚(q9HdgS/A/(qm − 1)).

Proof. We’ve seen in Corollary 3.31 that q9WmΩn
S/A » q9WmdRn

S/A for all n. It follows that
each graded piece grq9WmΩ

n (q9HdgS/A/(qm−1)) is concentrated in cohomological degree n. Since
filq9WmΩ
⋆ (q9HdgS/A/(qm − 1)) is bounded below and thus complete, it has to be the Whitehead

filtration. This shows (a) as well as the graded Arqs/(qm − 1)-module isomorphism from (b).
The isomorphism as graded Arqs/(qm − 1)-algebras follows from 3.50.

It remains to show (c). Similar to the proof of Lemma 3.9, let us identify the filtered ring
(qm − 1)⋆Arqs with the graded ring Arq, β, tms/(βtm − (qm − 1)), where |q| = 0, |β| = 1, and
|tm| = −1.(3.8) The filtered structure comes from the Artms-module structure. In particular,
modding out tm is the same as passing to the associated graded. Let us also regard the

(3.8)In 8.33, we’ll recognise Zrq, β, tms/(βtm − (qm − 1)) „= π˚(kuCm ).
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filtrations fil⋆q9Hdgm q9dR(m)
S/A and fil⋆Hdgm q9WmdRS/A as graded Arq, β, tms/(βtm − (qm − 1))-

modules fil˚q9Hdg and fil˚Hdg. Finally, let us denote by β−⋆Arβs the ascendingly filtered graded
ring

β−⋆Arβs :=
´

· · · β
−! Arβs(1) β

−! Arβs(0) β
−! Arβs(−1) β

−! · · ·
¯

,

As explained in the proof of Lemma 3.10, the filtration filq9WmΩ
⋆ (q9HdgS/A/(qm − 1)) can be

written as follows:

filq9WmΩ
⋆

`

q9HdgS/A/(qm − 1)
˘ » `

fil˚q9Hdg /tm bL
Arβs β

−⋆Arβs˘0

(note that ˚ on the right-hand side refers to the graded degree whereas ⋆ corresponds to the
filtration degree). Now consider the Bockstein cofibre sequence for fil˚q9Hdg /tm. It fits into a
commutative diagram of graded Arq, β, tms/(βtm − (qm − 1))-modules

fil˚q9Hdg(−1)/tm fil˚q9Hdg /t
2
m fil˚q9Hdg /tm

fil˚q9Hdg /tm

tm

β
(qm−1)

If we apply (− bL
Arβs

Arβ±1s)0 to this diagram, the left vertical arrow becomes an equivalence
and so the cofibre sequence from the top row will become equivalent to the Bockstein cofibre
sequence

q9HdgR/A/(qm − 1) (qm−1)
−−−−! q9HdgR/A/(qm − 1)2 −! q9HdgR/A/(qm − 1) .

If we apply (− bL
Arβs

β−⋆Arβs)0 to the top row, we get a filtration on this cofibre sequence.
By (a), this filtration will be of the form

τ⩽⋆+1`q9HdgS/A/(qm − 1)
˘

−!
`

filq9Hdg /t
2
m bL

Arβs β
−⋆Arβs˘0 −! τ⩽⋆

`

q9HdgS/A/(qm − 1)
˘

where
`

filq9Hdg /t
2
m bL

Arβs
β−⋆Arβs˘0 is an ascending filtration on q9HdgS/A/(qm − 1)2 that lies

between τ⩽⋆ and τ⩽⋆+1. After passing to associated gradeds, the connecting morphism will
then necessarily be the usual Bockstein differential

H˚
`

q9HdgS/A/(qm − 1)
˘

−! H˚+1`q9HdgS/A/(qm − 1)
˘

.

On the other hand, the associated graded of β−⋆Arβs is given by
À

i∈ZA(−i). If we apply
(− bL

Arβs

À

i∈ZA(−i))0 to the top row of the diagram, we get the Bockstein cofibre sequence

fil˚Hdg(−1)/tm
tm−! fil˚Hdg /t

2
m −! fil˚Hdg /tm ,

because fil˚Hdg » fil˚q9Hdg /β by Proposition 3.39. Since fil⋆Hdg q9WmdRR/A is the stupid filtration
on the complex q9WmΩ˚

R/A, the differential of q9WmΩ˚
R/A agrees with the connecting morphism

for the Bockstein cofibre sequence of fil˚Hdg /tm. This finishes the proof of (c).
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§4. Functorial q-Hodge filtrations
Fix a perfectly covered Λ-ring A. We’ve seen in Lemma 3.3 that it’s impossible to get a
functorial q-Hodge filtration for all animated A-algebras, or even just for smooth A-algebras.
Despite this general no-go result, we’ll see in this section that functorial q-Hodge filtrations
exist for fairly large full subcategories of AniAlgA.

A further ample source of examples comes from homotopy theory and will be discussed at
length in Part II.

§4.1. Functorial q-Hodge filtrations away from small primes
In this subsection, we’ll give an elementary construction of a functorial q-Hodge filtration on
certain smooth A-algebras. In the introduction (see 1.18), we’ve already explained the idea in
the case of relative dimension ⩽ 1. The general case follows the same simple idea.

4.1. Canonical q-Hodge filtrations I. — Let S be smooth of arbitrary dimension over A
and let n be a positive integer such that all primes p ⩽ n are invertible in S. This assumption
ensures that the canonical map q9ΩS/A ! ΩS/A factors through an E∞-AJq − 1K-algebra map

q9ΩS/A −! ΩS/AJq − 1K/(q − 1)n .

Indeed, by construction of the global q-de Rham complex (see Construction A.12), it’s enough
to check this after completion at any prime p. In general, (q9ΩS/A)∧

p ! (ΩS/A)∧
p factors through

(q9ΩS/A)∧
p ! (ΩS/A)∧

p Jq − 1K/(q − 1)p−1 by Lemma A.6. For primes p > n, this does what we
want. For p ⩽ n, our assumption on S ensures that (q9ΩS/A)∧

p vanishes, so this case is fine too.
Let us now equip ΩS/AJq − 1K/(q − 1)n with the following filtration: We first define

fil⋆(Hdg,q−1) ΩS/AJq − 1K := (fil⋆Hdg ΩS/A bL
Z (q − 1)⋆ZJq − 1K)∧

(q−1) to be the combined Hodge
and (q − 1)-adic filtration, as usual. We then let fil⋆(Hdg,q−1) ΩS/AJq − 1K/(q − 1)n denotes its
reduction modulo (q − 1)n, which we regard as an element in filtration degree n.(4.1) We may
then form the following pullback of filtered objects in degrees ⩽ n:

fil⋆⩽nq9Hdg,n q9ΩS/A q9ΩS/A

fil⋆⩽n(Hdg,q−1) ΩS/AJq − 1K/(q − 1)n ΩS/AJq − 1K/(q − 1)n
≒

Here fil⋆⩽n(Hdg,q−1) ΩS/AJq − 1K/(q − 1)n denotes the restriction of the to degrees ⋆ ⩽ n; more
precisely, we apply the truncation functor τ˚

n from Lemma 4.2 below.
We then wish to extend fil⋆⩽nq9Hdg,n q9ΩS/A to degrees ⋆ ⩾ n+ 1. Intuitively, this should be

done via the (q − 1)-adic filtration (q − 1)⋆−n filnq9Hdg,n q9ΩS/A as in 1.18. To do this formally
and make the resulting filtered (q − 1)⋆AJq − 1K-module structure apparent, we need to show a
technical lemma.

4.2. Lemma. — Let Fil⩾0 D(Z) denote the full sub-∞-categories of filtered objects that are
constant in filtration degrees ⋆ ⩽ 0. Let Filr0,ns D(Z) ⊆ Fil⩾0 D(Z) denote the full sub-∞-
category of filtered objects that also vanish in filtration degree ⋆ ⩾ n+ 1.

(4.1)Said differently, we wish to equip ZJq−1K/(q−1)n with the finite filtration given by (q−1)iZJq−1K/(q−1)n
in degree i. This is not the (q − 1)-adic filtration in our sense, since the latter would be ZJq − 1K/(q − 1)n in
every degree, with transition maps given by multiplication by (q − 1).
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(a) The inclusion Filr0,ns D(Z)! Fil⩾0 D(Z) has a left adjoint τ˚
n , which on objects is given

by replacing all filtration degrees ⋆ ⩾ n+ 1 by 0. Moreover, if fil⋆M and fil⋆N are filtered
Z-modules, the canonical map

τ˚
n

´

fil⋆M bL
Z τ

˚
n (fil⋆N)

¯

»
−! τ˚

n

´

fil⋆M bL
Z fil⋆N

¯

is an equivalence. Consequently there’s a canonical way to equip Filr0,ns D(Z) and
τ˚
n : Fil⩾0 D(Z)! Filr0,ns D(Z) with symmetric monoidal structures.

(b) For any filtered E∞-algebra T ∈ CAlg(Fil⩾0 D(Z)), the induced symmetric monoidal
functor

τ˚
n : ModT

`

Fil⩾0 D(Z)
˘

−! Modτ˚
n T

`

Filr0,ns D(Z)
˘

admits an oplax symmetric monoidal left adjoint

τTn,! : Modτ˚
n T

`

Filr0,ns D(Z)
˘

−! ModT
`

Fil⩾0 D(Z)
˘

(if T is clear from the context, we’ll often just write τn,!).
(c) Let T1 ! T2 be any map in CAlg(Fil⩾0 D(Z)) and let fil⋆M ∈ Modτ˚

n T
(Filr0,ns D(Z)).

Then there’s a natural equivalence

τT2
n,!
`

fil⋆M bτ˚
n T1 τ

˚
nT2

˘ »
−! τT1

n,!(fil⋆M) bT1 T2 .

Proof. We start with (a). It’s straightforward to see that τ˚
n exists and is given as claimed. To

show the equivalence, since τ˚
n and the inclusion preserve colimits, it will be enough to check the

case where fil⋆M » Z(i) and fil⋆N » Z(j), where i, j ⩾ 0. If j ⩽ n, then τ˚
nZ(j)! Z(j) is an

equivalence and the claim is clear. If j ⩾ n+1, then we must check that τ˚
nZ(i+j)! τ˚

nZ(i+n) is
an equivalence. This is clear as both sides are just Z(n). The final claim in (a) is general abstract
nonsense about symmetric monoidal structures on localisations (see rL-HA, Proposition 2.2.1.9s
for example).

Let us now prove (b) and (c) simultaneously. For any map T1 ! T2 in CAlg(Fil⩾0 D(Zp)),
the diagram

ModT2

`

Fil⩾0 D(Z)
˘

Modτ˚
n T2

`

Filr0,ns D(Z)
˘

ModT1

`

Fil⩾0 D(Z)
˘

Modτ˚
n T1

`

Filr0,ns D(Z)
˘

τ˚
n

τ˚
n

commutes. In the special case where T1 = Z is the filtered tensor unit and T2 = T , this
allows us to show that τ˚

n : ModT (Fil⩾0 D(Z))! Modτ˚T (Filr0,ns D(Z)) preserves all limits and
colimits. Therefore the claimed left adjoint τTn,! exists by Lurie’s adjoint functor theorem. By
abstract nonsense, τTn,! will automatically acquire an oplax symmetric monoidal structure. This
shows (b). By passing to left adjoints in the diagram above, we immediately obtain (c).

4.3. Canonical q-Hodge filtrations II. — We resume the discussion from 4.1. As we know
now, the pullback defining fil⋆⩽nq9Hdg,n q9ΩS/A can be taken in Modτ˚

n ((q−1)⋆AJq−1K)(Filr0,ns D(Z)).
Applying the functor τn,! from Lemma 4.2(b), we obtain a filtered (q − 1)⋆AJq − 1K-module

fil⋆q9Hdg,n q9ΩS/A := τn,!

´

fil⋆⩽nq9Hdg,n q9ΩS/A

¯∧

(q−1)
.

We can also take the pullback along q9dRS/A ! q9ΩS/A to construct fil⋆q9Hdg,n q9dRS/A (in order
to be in line with Definition 3.2).

68

http://people.math.harvard.edu/~lurie/papers/HA.pdf#theorem.2.2.1.9


§4.1. Functorial q-Hodge filtrations away from small primes

4.4. Remark. — If S satisfies the assumptions of 4.3 and is additionally equipped with an
étale framing □ : Arx1, . . . , xns! S, then there exists an equivalence of filtered (q−1)⋆AJq−1K-
modules

fil⋆q9Hdg,n q9ΩS/A
»
−! fil⋆q9Hdg,□ q9Ω˚

S/A,□

between the q-Hodge filtration from 4.3 and the one from Example 3.12. Indeed, we observe
fil⋆⩽nq9Hdg,n q9ΩS/A » τ˚

n (fil⋆q9Hdg,□ q9Ω˚
S/A,□), since both sides fit into the same pullback diagram

by construction. Since τn,! was defined as a the left adjoint of τ˚
n , we obtain the map above.

To see that it is an equivalence, we may reduce modulo (q − 1), where we get the identity on
fil⋆Hdg ΩS/A by inspection and Lemma 4.6 below.

4.5. Remark. — Here’s another way to do the construction from 4.1 and 4.3. Fix a prime p.
Recall that Bhatt–Lurie rBL22a, Construction 4.8.3s have defined a rp-de Rham complex
rp9ΩŜp/Âp . Explicitly, it is the homotopy-fixed points of the action of µp−1 on (q9ΩS/A)∧

p , where
we let µp−1 ⊆ Z×

p act via the Adams operations from A.20.
We can then define fil⋆⩽n

rp9Hdg,n rp9ΩŜp/Âp as the pullback of the Hodge filtration along the
canonical map rp9ΩŜp/Âp ! (ΩS/A)∧

p (no combined Hodge and (q − 1)-adic filtration is needed
here), extend via τn,!, and then finally base change to (q− 1)⋆ZpJq− 1K to define a p-completed
q-Hodge filtration fil⋆q9Hdg,n(q9ΩS/A)∧

p .
These filtrations for all p can be glued with the combined Hodge and (q − 1)-adic filtration

on (ΩS/A bL
Z Q)Jq − 1K to get the same filtration fil⋆q9Hdg,n q9ΩS/A as in 4.3. We prefer the

construction in 4.3, since spelling out the gluing argument is a bit of a pain.

4.6. Lemma. — With notation as in 4.1, assume additionally that dim(S/A) ⩽ n. Then
fil⋆q9Hdg,n q9dRS/A can naturally be equipped with the structure of a q-Hodge filtration as in
Definition 3.2.

Proof. In the following, we’ll regard (q−1) as sitting in filtration degree 1, as per Convention 3.1.
We first compute

fil⋆q9Hdg,n q9ΩS/A/(q − 1) » τZn,!

´

fil⋆⩽nq9Hdg,n q9ΩS/A bL
τ˚
n ((q−1)⋆ZJq−1K) Z

¯

» τZn,!τ
˚
n (fil⋆Hdg ΩS/A)

» fil⋆Hdg ΩS/A .

In the first equivalence we apply Lemma 4.2(c) to (q−1)⋆ZJq−1K! Z. The second equivalence
follows by construction. To see the third equivalence, first observe that the Hodge filtration
fil⋆Hdg ΩS/A is already contained in Filr0,ns D(Z) because we assume dim(S/A) ⩽ n. Since the
right adjoint of τ˚

n : Fil⩾0 D(Z)! Filr0,ns D(Z) is fully faithful, so is the left adjoint τZn,!, which
yields the third equivalence. Similarly,

`

fil⋆q9Hdg,n q9ΩS/A bL
Z Q

˘∧
(q−1) » τn,!

´

`

fil⋆⩽nq9Hdg,n q9ΩS/A bL
Z Q

˘∧
(q−1)

¯

» τn,!

´

`

fil⋆Hdg ΩS/A bL
Z τ

˚
n

`

(q − 1)⋆QJq − 1K
˘˘∧

(q−1)

¯

» fil⋆(Hdg,q−1)
`

ΩS/A bL
Z Q

˘

Jq − 1K .

The first equivalence is Lemma 4.2(c) applied to Z ! Q. For the second equivalence, we
apply (− bL

Z Q)∧
(q−1) to the pullback defining fil⋆q9Hdg,n q9ΩS/A in 4.3 and use the fact that
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(q9ΩS/A bL
Z Q)∧

(q−1) » (ΩS/A bL
Z Q)Jq − 1K. The third equivalence is Lemma 4.2(c) applied to

Z! (q − 1)⋆QJq − 1K.
In a completely analogus way, we obtain natural equivalences

fil⋆q9Hdg,n
`

q9ΩS/A

˘∧
p

“1
p

‰∧
(q−1)

»
−! fil⋆(Hdg,q−1)

`

ΩS/A

˘∧
p

“1
p

‰

Jq − 1K

for all primes p. Via pullback along q9dRS/A ! q9ΩS/A, we obtain analogous equivalences for
fil⋆q9Hdg,n q9dRS/A. The required compatibilities from Definition 3.2 can all be induced from
those for q9dRS/A, and so fil⋆q9Hdg,n q9dRS/A can indeed be equipped with the structure of a
q-Hodge filtration.

4.7. Lemma. — With assumptions as in Lemma 4.6, fil⋆q9Hdg,n q9ΩS/A is automatically the
completion of fil⋆q9Hdg,n q9dRS/A.

Proof. By Proposition 3.47, q9ΩS/A is automatically the completion of q9dRS/A at the filtration
fil⋆q9Hdg,n q9dRS/A. Since fil⋆q9Hdg,n q9dRS/A is defined as the pullback of fil⋆q9Hdg,n q9ΩS/A along
q9dRS/A ! q9ΩS/A, the desired assertion follows.

We will now make the construction from 4.3 functorial.

4.8. Functoriality across dimensions. — For all non-negative integers n and d let
Sm⩽dArn!−1s

be the category of all smooth A-algebras S of relative dimension dim(S/A) ⩽ d such
that all primes p ⩽ n are invertible in S. Then 4.3 and Lemma 4.6 provide us with a functor

`

−,fil⋆q9Hdg,n q9dR−/A
˘

: Sm⩽nArn!−1s
−! AniAlgq9Hdg

A .

We let Sm⩽nArdim!−1s
⊆ SmA be the full subcategory spanned by ⋃

d⩽n Sm⩽dArd!−1s
and we put

SmArdim!−1s :=
⋃
n⩾0

Sm⩽nArdim!−1s
.

Our goal is to show that the functors above for varying n combine into a single functor defined
on all of SmArdim!−1s. This will be achieved by the technical Lemmas 4.9 and 4.10 below.

4.9. Lemma. — For all n ⩾ 0, the following diagram is a pushout of ∞-categories:

Sm⩽nAr(n+1)!−1s
Sm⩽n+1

Ar(n+1)!−1s

Sm⩽nArdim!−1s
Sm⩽n+1

Ardim!−1s

≓

Proof. Let P denote the pushout. Since the diagram above commutes, we get a functor
P ! Sm⩽n+1

Ardim!−1s
. This functor is clearly essentially surjective. To show that it is fully faithful,

we must show that
HomP(S1, S2) »

−! HomSm⩽n+1
Ardim!−1s

(S1, S2)

is an equivalence for all S1, S2 ∈ P. We may assume without loss of generality that S1 and S2
are the images of objects in Sm⩽nArdim!−1s

or Sm⩽n+1
Ar(n+1)!−1s

.
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By an observation of Maxime Ramzi rRams, fully faithful functors are preserved under
pushouts. Since both legs of our pushout are fully faithful, the claimed equivalence is clear if
S1 and S2 come from the same cofactor. It remains to deal with the following two cases.

Case 1: S1 ∈ Sm⩽nArdim!−1s
and S2 ∈ Sm⩽n+1

Ar(n+1)!−1s
. Observe that the fully faithful functor

Sm⩽nAr(n+1)!−1s
−! Sm⩽nArdim!−1s

has a left adjoint given by localisation at (n+ 1)!. It follows formally that Sm⩽n+1
Ardim!−1s

! P
also has a left adjoint and that the diagram of left adjoints is still a pushout (and in particular
commutative). Indeed, we can simply define unit and counit by taking the pushout of the
original unit and counit; the triangle identities will automatically be satisfied. Therefore, we
can replace S1 by S1r(n+ 1)!−1s and thus reduce to the case where S1 and S2 come from the
same cofactor.

Case 2: S1 ∈ Sm⩽n+1
Ar(n+1)!−1s

and S2 ∈ Sm⩽nArdim!−1s
. We may additionally assume that (n+1)!

is not invertible in S2; otherwise we would be in a case already covered. But then

HomSm⩽n+1
Ardim!−1s

(S1, S2) » ∅

and so the map in question must be an equivalence, since only ∅ maps to ∅.

4.10. Lemma. — For all n ⩾ 0, in the ∞-category of functors Sm⩽nAr(n+1)!−1s
! AniAlgq9Hdg

A ,
there exists a natural equivalence

`

−,fil⋆q9Hdg,n q9dR−/A
˘ » `

−,fil⋆q9Hdg,n+1 q9dR−/A
˘

.

Proof. First observe that every morphism in Fil⩾0 D(Z) that is sent to an equivalence by
τ˚
n+1 : Fil⩾0 D(Z)! Filr0,ns D(Z) is also sent to an equivalence by τ˚

n . Since τ˚
n+1 is a symmetric

monoidal localisation, there exists a unique (up to contractible choice) symmetric monoidal
functor τ˚

n,n+1 such that

Fil⩾0 D(Z) Filr0,ns D(Z)

Filr0,n+1s D(Z)

τ˚
n+1

τ˚
n

τ˚
n,n+1

commutes. Moreover, arguing as in Lemma 4.2(b), we see that for any filtered E∞-algebra
T ∈ CAlg(Fil⩾0 D(Z)), the induced symmetric monoidal functor

τ˚
n,n+1 : Modτ˚

n+1T

`

Filr0,n+1s D(Z)
˘

−! Modτ˚
n T

`

Filr0,ns D(Z)
˘

admits an oplax symmetric monoidal left adjoint

τn,n+1,! : Modτ˚
n T

`

Filr0,ns D(Z)
˘

−! Modτ˚
n+1T

`

Filr0,n+1s D(Z)
˘

.

Let us now apply this in the case where T = (q − 1)⋆AJq − 1K. Let S be a smooth A-algebra
such that dim(S/A) ⩽ n and all primes p ⩽ n+ 1 are invertible in S. Plugging the canonical
projection fil⋆(Hdg,q−1)(ΩS/AJq − 1K/(q − 1)n+1) ! fil⋆(Hdg,q−1)(ΩS/AJq − 1K/(q − 1)n) into the
pullback from 4.1, we obtain a morphism

τ˚
n,n+1 fil⋆⩽n+1

q9Hdg,n+1 q9ΩS/A −! fil⋆⩽nq9Hdg,n q9ΩS/A .
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Applying τn,!(−)∧
(q−1) on both sides and using the counit τn,n+1,! ◦ τ˚

n,n+1 ⇒ id, we obtain a
canonical zigzag

fil⋆q9Hdg,n+1 q9ΩS/A
»
 − τn,!

´

τ˚
n,n+1 fil⋆⩽n+1

q9Hdg,n+1 q9ΩS/A

¯∧

(q−1)
»
−! fil⋆q9Hdg,n q9ΩS/A

It is now straightforward to check that both morphisms are equivalences. Indeed, everything is
filtered (q−1)-complete, so we may check this after reduction modulo (q−1). For the outer two
terms, the reduction is fil⋆Hdg ΩS/A by the calculation in the proof of Lemma 4.6. An analogous
calculation shows that the inner term also becomes fil⋆Hdg ΩS/A and that the morphisms become
the identity.

The zigzag above provides a functorial equivalence fil⋆q9Hdg,n+1 q9Ω−/A » fil⋆q9Hdg,n q9Ω−/A.
Taking the pullback along q9dRS/A ! q9ΩS/A, we get what we want.

In total we’ve shown:

4.11. Theorem. — Let A be a perfectly covered Λ-ring and let S be a smooth A-algebra such
that all primes p ⩽ dim(S/A) are invertible in S. Then q9dRS/A admits a canonical q-Hodge
filtration. More precisely, there exists a functor

`

−, fil⋆q9Hdg q9dR−/A
˘

: SmArdim!−1s −! AniAlgq9Hdg
A

which is a partial section of the forgetful functor AniAlgq9Hdg
A ! AniAlgA.

Proof. This is the quintessence of 4.1–4.10.

4.12. Monoidality. — We wish to study to what extent the q-Hodge filtrations from 4.3 can
be equipped with multiplicative structures. To this end, it would be nice to equip the functor
from Theorem 4.11 with a symmetric monoidal structure. This is made complicated by the
following issue:
( ! ) SmArdim!−1s is not closed under tensor products in SmA and we don’t see a way of equipping

it with a symmetric monoidal structure.
To address this problem, let Smb

A ! Fin˚ be the ∞-operad associated with the symmetric
monoidal structure on SmA. We define a sub-∞-operad Smb

Ardim!−1s
⊆ Smb

A as follows:

(a) An object (S1, . . . , Si) ∈ Smi
A in the fibre over ⟨i⟩ ∈ Fin˚ is contained in SmArdim!−1s if

and only S1, . . . , Si are all contained in SmArdim!−1s.
(b) A morphism (S1, . . . , Si) ! (S′

1, . . . , S
′
i′) over α : ⟨i⟩ ! ⟨i′⟩ is contained in SmArdim!−1s

if and only if both source and target satisfy the condition from (a) and the target
of a cocartesian lift of α with source (S1, . . . , Si) also satisfies the condition from (a).
Equivalently, we only retain those morphisms that factor through a cocartesian lift of
their image in Fin˚.

Let us immediately warn the reader that Smb

Ardim!−1s
is not the full sub-∞-operad of Smb

A

spanned by the full subcategory SmArdim!−1s ⊆ SmA, precisely because the condition from (b)
yields a non-full sub-∞-operad.

Below we’ll sketch how to make the functor from Theorem 4.11 into a functor of ∞-operads
(this wouldn’t work if we had used the full sub-∞-operad spanned by SmArdim!−1s). Let us
discuss what kind of multiplicative structures this induces on fil⋆q9Hdg q9dRS/A. In general,
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any multiplicative structure on S as an object in SmArdim!−1s will induce the same kind of
multiplicative structure on fil⋆q9Hdg q9dRS/A. For arbitrary S ∈ SmArdim!−1s there’s nothing we
can say. But as soon as all primes p ⩽ 2 dim(S/A) are invertible in S, the multiplication map
S bA S ! S is a morphism in SmArdim!−1s, and so S will have an A2-structure in Smb

Ardim!−1s
;

that is, a homotopy-unital multiplication. If for some r ⩾ 3 all primes p ⩽ r dim(S/A) are
invertible in S, then the multiplication will be Ar; that is, coherently associative for up to r
factors. A similar analysis works for commutativity.

We’ll now sketch how to make the functor from Theorem 4.11 into a functor of ∞-operads.
Let us temporarily fix n ⩾ 0.

4.13. Lemma. — Let Modτ˚
n ((q−1)⋆AJq−1K)(Filr0,ns D(Z)) be as in 4.3 and equip the full sub-

∞-category of (q − 1)-complete objects Modτ˚
n ((q−1)⋆AJq−1K)(Filr0,ns D(Z))∧

(q−1) with the (q − 1)-
completed tensor product. Then the functor

fil⋆q9Hdg,n q9dR−/A : SmArn!−1s −! Modτ˚
n ((q−1)⋆AJq−1K)

`

Filr0,ns D(Z)
˘∧

(q−1)

from 4.3 can be equipped with a symmetric monoidal structure.

Proof sketch. From the construction it’s straightforward to get a lax symmetric monoidal
structure. Whether it is symmetric monoidal can be checked modulo (q − 1), where we reduce
to the fact that τ˚

n (fil⋆Hdg dR−/A) is symmetric monoidal.

4.14. Lax vs. oplax symmetric monoidal functors. — For every symmetric monoidal
∞-category with associated cocartesian fibration Cb ! Fin˚, let (Cb)∨ ! Finop

˚ denote the
dual cartesian fibration. Lax symmetric monoidal functors C ! D are then encoded as functors
Cb ! Db in Cat∞/Fin˚

that preserve cocartesian lifts of inert morphisms, whereas oplax
symmetric monoidal functors are encoded as functors (Cb)∨ ! (Db)∨ in Cat∞/Finop

˚
that

preserve cartesian lifts of inert morphisms.
In general, the dual cartesian fibration (Cb)∨ ! Fin˚ has a very nice description in terms

of span ∞-categories. This is due to Barwick–Glasman–Nardin; see rBGN18, 1.2s. We will now
apply this to the oplax symmetric monoidal structure on

`

−, fil⋆q9Hdg,n q9dR−/A
˘

: SmArn!−1s −! AniAlgq9Hdg
A

that we obtain by composing the symmetric monoidal functor from Lemma 4.13 with the oplax
symmetric monoidal functor τn,!(−)∧

(q−1).

4.15. Lemma. — If φ : (S′
1, . . . , S

′
i′)! (S1, . . . , Si) is a cartesian morphism in (Smb

Arn!−1s
)∨

such that S′
1, . . . , S

′
i′ are all of relative dimension ⩽ n over A, then φ is sent to a cartesian

morphism under
`

Smb

Arn!−1s

˘∨
−!

`

AniAlgq9Hdg,b
A

˘∨
.

Proof sketch. This essentially reduces to the observation that whenever a tensor product of
smooth Arn!−1s-algebras S1 bA · · · bA Si has relative dimension ⩽ n over A, the q-Hodge
filtration fil⋆q9Hdg,n q9dRS1bA···bASi/A will agree with

´

fil⋆q9Hdg,n q9dRS1/A bL
(q−1)⋆AJq−1K · · · bL

(q−1)⋆AJq−1K fil⋆q9Hdg,n q9dRSi/A

¯∧

(q−1)
.

Indeed, this can be checked modulo (q − 1), where the desired claim follows using symmetric
monoidality of fil⋆Hdg dR−/A.
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4.16. Corollary. — The functor from Theorem 4.11 underlies a functor of ∞-operads

Smb

Ardim!−1s
−! AniAlgq9Hdg,b

A ,

which preserves all cocartesian lifts that exist in the source.

Proof sketch. As in 4.12, we can define a sub-∞-operad Sm⩽n,bArn!−1s
⊆ Smb

Arn!−1s
given by those

objects whose entries are of dimension ⩽ n and those morphisms that factor through a
cocartesian lift of their image in Fin˚. Analogously, we can define (Sm⩽n,bArn!−1s

)∨ ⊆ (Smb

Arn!−1s
)∨

given by those objects whose entries are of dimension ⩽ n and those morphisms that factor
through a cartesian lift of their image in Finop

˚ .
The dualising construction from rBGN18, 1.2s can not only be applied to cartesian fibrations,

but also to (Sm⩽n,bArn!−1s
)∨, and it is straightforward to check that we get back Sm⩽n,bArn!−1s

in this
case. Moreover, by Lemma 4.15, the functor

`

Sm⩽,bArn!−1s

˘∨
−!

`

AniAlgq9Hdg,b
A

˘∨

preserves all cartesian lifts that exist in the source. We may thus dualise via rBGN18, 1.2s to
obtain a functor

Sm⩽,bArn!−1s
−! AniAlgq9Hdg,b

A .

Now the ∞-operad Smb

Ardim!−1s
is built from Sm⩽,bArn!−1s

for all n ⩾ 0 via a sequence of pushouts
as in Lemma 4.9. Combining this with a straightforward analogue of Lemma 4.10, we can
inductively construct the desired map of ∞-operads.

§4.2. Functorial q-Hodge filtrations for certain quasi-regular quotients
In this subsection, we’ll explain another elementary construction of functorial q-Hodge filtrations.
To this end, let us first fix a prime p and work in a p-complete setting (at the end of this
subsection, we’ll get back to the global case). Throughout this subsection, all (q-)de Rham
complexes or cotangent complexes relative to p-complete rings will be implicitly p-completed.

4.17. Rings of interest. — Temporarily, A will not be a perfectly covered Λ-ring, but a
p-completely perfectly covered δ-ring, by which we mean a p-complete δ-ring for which the map
A! A∞ into its p-completed colimit perfection is p-completely faithfully flat. Equivalently,
the Frobenius ϕ : A ! A is p-completely flat (as being faithful is automatic). Since perfect
δ-rings are p-torsion free, it follows that A must be p-torsion free too.

Throughout, we will consider p-quasi-lci algebras over A: These are p-complete rings R
for which the cotangent complex LR/A (which, by our convention above, we always take to
be implicitly p-completed) has p-complete Tor-amplitude over R concentrated in degree r0, 1s.
Additionally, we’ll usually assume that R/p is relatively semiperfect over A: That is, the relative
Frobenius R/p bA,ϕ A ↠ R/p is surjective. This forces Ω1

R/A/p to vanish, so LR/A will have
p-complete Tor-amplitude over R concentrated in degree 1.

An important special case are A-algebras of perfect-regular presentation: These are the
quotients R „= B/J , where B is a p-complete relatively perfect δ-A-algebra, by which we mean
that the relative Frobenius ϕB/A : (B bA,ϕ A)∧

p ! B is an isomorphism, and J ⊆ B is an ideal
generated by a Koszul-regular sequence. We’ll sometimes refer to B/J as a perfect-regular
presentation of R.

The reason for restricting to rings R as above is the following lemma.
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4.18. Lemma. — Let R be a p-torsion free A-algebra such that LR/A has p-complete Tor-
amplitude over R concentrated in degree 1.
(a) The de Rham complex dRR/A, its Hodge-completion d̂RR/A, every degree in the completed

Hodge filtration fil⋆Hdg d̂RR/A, and the q-de Rham complex q9dRR/A are all static and
p-torsion free.

(b) The un-completed Hodge filtration fil⋆Hdg dRR/A is static in every degree if and only if R/p
is relatively semiperfect over A.

Proof. To show that every degree in the completed Hodge filtration is static and p-torsion
free, just observe that the same is true for the associated graded gr˚

Hdg d̂RR/A » Σ−˚
∧˚ LR/A,

because our assumption on R guarantees that Σ−1LR/A is a p-completely flat module over the
p-torsion free ring R. To show that the (q − 1)-complete object q9dRR/A is static and p-torsion
free, it will be enough to show the same for q9dRR/A/(q − 1) » dRR/A. Now all assertions
about dRR/A and its Hodge filtration can be checked after base change along the p-completely
faithfully flat map A! A∞.

So let us put R∞ := (R bA A∞)∧
p and consider dRR∞/A∞ and let R∞ := R∞/p. Since A∞

is a perfect δ-ring, LA∞/Zp » 0, so we may as well consider dRR∞/Zp . To see that dRR∞/Zp is
static and p-torsion free, it suffices to check that its modulo p reduction dRR∞/Zp/p » dRR∞/Fp
is static. The latter admits an ascending exhaustive filtration, the conjugate filtration, whose
associated graded Σ−˚

∧˚ LR∞/Fp » Σ−˚
∧˚ LR∞/Zp/p is static in every degree since Σ−1LR∞/Zp

is p-completely flat over the p-torsion free ring R∞. This shows that dRR∞/Fp is indeed static
and we’ve finished the proof of (a).

For (b), we’ve already seen that dRR∞/Zp and the associated graded of the Hodge filtration are
static and p-torsion free in every degree. Hence fil⋆Hdg dRR∞/Zp is degree-wise static if and only
if it consists of sub-modules of dRR∞/Zp , which must be p-torsion free too. Thus fil⋆Hdg dRR∞/Zp
is degree-wise static if and only if the same is true for fil⋆Hdg dRR∞/Zp/p » fil⋆Hdg dRR∞/Fp . In
the case where R∞ is semiperfect, this holds by rBMS19, Proposition 8.14s. Conversely, assume
fil⋆Hdg dRR∞/Fp is degree-wise static. If fil⋆N WdRR∞/Fp denotes the Nygaard filtration on the
derived de Rham–Witt complex, then

filnN WdRR∞/Fp/p filn−1
N WdRR∞/Fp » filnHdg dRR∞/Fp

holds for all n by deriving rBMS19, Lemma 8.3s. Inductively it follows that WdRR∞/Zp and
each step in its Nygaard filtration must be static too. By definition, filnN WdRR∞/Fp is the fibre
of

WdRR∞/Fp
ϕ
−!WdRR∞/Fp −!WdRR∞/Fp/p

n ,

so this composition must be surjective for all n. Then ϕ : WdRR∞/Fp !WdRR∞/Fp must be
surjective as well. Since WdRR∞/Fp/p » dRR∞/Fp ! R∞ is surjective by our assumption that
fil1Hdg dRR∞/Fp is static, we conclude that the Frobenius on R∞ must be surjective too.

4.19. Remark. — In the case where R „= B/J is of perfect-regular presentation over A,
everything can be made explicit: dRR/A » DB(J) is the (p-completed) PD-envelope of J ,
the Hodge filtration is just the PD-filtration, and the q-de Rham complex q9dRR/A is the
corresponding q-PD-envelope in the sense of rBS19, Lemma 16.10s.
4.20. Remark. — There exist p-complete Zp-algebras whose cotangent complex has p-
complete Tor-amplitude concentrated in degree 1, but whose reduction modulo p is not
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semiperfect. For example, if p ⩾ 3, the Fp-algebra constructed in rGul21s can be lifted
in a straightforward way to a p-complete Zp-algebra with this property.

Let us now define a q-Hodge filtration for rings R as in Lemma 4.18.

4.21. Construction. — Suppose R is a p-torsion free quasi-lci A-algebra such that R/p is
relatively semiperfect over A. By Lemma A.4, after rationalisation, dRR/A and q9dRR/A are
related via a functorial equivalence

q9dRR/A

“1
p

‰∧
(q−1) » dRR/A

“1
p

‰

Jq − 1K .

By Lemma 4.18, both sides are static rings. Let us equip the right-hand side with the combined
Hodge and (q − 1)-adic filtration fil⋆(Hdg,q−1) dRR/Ar1/psJq − 1K as in Definition 3.2(cp). This is
a descending filtration by ideals.

We now construct fil⋆q9Hdg q9dRR/A as the 1-categorical (!) preimage of this filtration under
q9dRR/A ! dRR/Ar1/psJq − 1K; in other words, as the pullback

fil⋆q9Hdg q9dRR/A fil⋆(Hdg,q−1) dRR/A

“1
p

‰

Jq − 1K

q9dRR/A dRR/A

“1
p

‰

Jq − 1K

≒

taken in the 1-category of filtered (q − 1)⋆AJq − 1K-modules. We remark that fil⋆q9Hdg q9dRR/A

will be a descending filtration of ideals in the static ring q9dRR/A, hence it’s automatically a
filtered E∞-algebra over (q − 1)⋆AJq − 1K.

Let us also remark that the canonical projection q9dRR/A ! dRR/A induces a (necessarily
unique) filtered map

fil⋆q9Hdg q9dRR/A −! fil⋆Hdg dRR/A .

Indeed, to see this, we must check that fil⋆Hdg dRR/A is the preimage of fil⋆Hdg dRR/Ar1/ps under
dRR/A ! dRR/Ar1/ps. Since any filtration is the preimage of its completion, we may further
replace the Hodge filtration fil⋆Hdg dRR/Ar1/ps by its completion fil⋆Hdg dRR/Ar1/ps∧

Hdg. To check
that fil⋆Hdg dRR/A is the preimage, it will thus be enough to check that the map on associated
gradeds is injective. Now

Σ−n
n∧

LR/A ! Σ−n
n∧

LR/A
“1
p

‰

will be injective for all n ⩾ 0, because Σ−n ∧n LR/A is a p-completely flat module over the
p-torsion free ring R and thus p-torsion free itself.

In general, the q-Hodge filtration from Construction 4.21 will be nonsense. But it does
behave as desired in the following cases:

4.22. Theorem. — Let A be a p-completely perfectly covered δ-ring and let R be a p-torsion
free quasi-lci A-algebra such that R/p is relatively semiperfect over A. Suppose that one of the
following two additional assumptions is satisfied:
(a) There exists a perfect-regular presentation R „= B/J , where the ideal J ⊆ B is generated by

a Koszul-regular sequence of higher powers, that is, a Koszul-regular sequence (xα1
1 , . . . , xαrr )

with αi ⩾ 2 for all i.
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(b) The ring R∞ := (R bA A∞)∧
p admits a lift to a p-complete connective E1-ring spectrum

SR∞ satisfying R∞ » SR∞ bSp Zp.
Then fil⋆q9Hdg q9dRR/A is a q-deformation of fil⋆Hdg dRR/A in the sense that the canonical map
from Construction 4.21 induces an equivalence

fil⋆q9Hdg q9dRR/A/(q − 1) »
−! fil⋆Hdg dRR/A .

Here we take the quotient in filtered (q − 1)⋆AJq − 1K-modules, with (q − 1) regarded as an
element in filtration degree 1.

4.23. Remark. — For primes p > 2, Theorem 4.22(b) implies (a). Indeed, if we put
B∞ := (B bA A∞)∧

p , then B∞ is a perfect δ-ring and so it lifts uniquely to a connective
p-complete E∞-ring spectrum. We can then use Burklund’s theorem on En-structures on
quotients rBur22, Theorem 1.5s to construct an E1-structure on

SR∞ := SB∞/
`

xα1
1 , . . . , xαrr

˘

.

More precisely, since p > 2, each SB∞/xi admits a right-unital multiplication (the relevant
obstruction Q1(xi) is 2-torsion), and so Burklund’s result provides E1-structures on SB∞/x

αi
i

in ModSB∞ (Sp), of which we can take the tensor product.
For p = 2, SB∞/x

2
i still admits a right-unital multiplication (see rBur22, Remark 5.5s) and

so the same argument shows that Theorem 4.22(b) implies (a) if all αi are even and ⩾ 4. It is
somewhat surprising that Theorem 4.22(a) is true without this additional restriction at p = 2.

Before we prove Theorem 4.22, let us discuss two examples.

4.24. Example. — Let A := Zptxu∧
p be the free p-complete δ-ring on a generator x and let

R := Zptxu∧
p /x

α for some α ⩾ 1. Then Theorem 4.22(a) will apply as soon as α ⩾ 2, but not for
α = 1. So let’s see what goes wrong for α = 1 and how higher powers (or divine intervention?)
fix the issue.

In the case at hand, dRR/A and q9dRR/A are the usual PD-envelope and the q-PD envelope

Dα := Zptxu
"

ϕ(xα)
p

*∧

p

and q9Dα := ZptxuJq − 1K
"

ϕ(xα)
rpsq

*∧

(p,q−1)
,

respectively. If the q-Hodge filtration were to be a q-deformation of the Hodge filtration, then
filpq9Hdg q9Dα would need to contain a lift rγq(xα) of the divided power γ(xα) := xαp/p ∈ filpHdg Dα.
Certainly, q9Dα itself contains such a lift; namely, the q-divided power

γq(xα) := ϕ(xα)
rpsq − δ(xα) .

The problem is that γq(xα) is usually not contained in filpq9Hdg q9Dα. So for the q-Hodge
filtration to be a q-deformation of the Hodge filtration, it must be possible to modify γq(xα) by
elements from (q − 1) q9Dα to get an element in filpq9Hdg q9Dα. As we’ll see momentarily, this is
impossible for α = 1, but it works for α ⩾ 2.

By definition, fil⋆q9Hdg q9dRR/A is the preimage of the combined Hodge and (q− 1)-adic filtra-
tion on Dαr1/psJq− 1K. Since every filtration is the preimage of its completion, we may replace
the latter by its completion, which is the (xα, q−1)-adic filtration on Qp⟨δ(x), δ2(x), . . . ⟩Jx, q−1K.
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So our task is to modify γq(xα) by elements from the (q − 1) q9Dα such that the result is
contained in the ideal (xα, q − 1)p ⊆ Qp⟨δ(x), δ2(x), . . . ⟩Jx, q − 1K.

Write rpsq = pu+ (q − 1)p−1, where u ≡ 1 mod q − 1. In particular, u is a unit in q9Dα.
In Qp⟨δ(x), δ2(x), . . . ⟩Jx, q − 1K, we can rewrite γq(xα) as

xαp

rpsq +
ˆ

p

rpsq − 1
˙

δ(xα) = xαp

rpsq +
ˆ

(u−1 − 1) − u−2 (q − 1)p−1

p
+ O

`

(q − 1)p
˘

˙

δ(xα) .

Here O((q − 1)p) denotes “error terms” which are divisible by (q − 1)p. Observe that these
error terms are contained in (xα, q − 1)p, so we can safely ignore them. Also xαp/rpsq is clearly
contained in (xα, q − 1)p. The term (u−1 − 1)δ(xα) is contained in (q − 1) q9Dα, so we can just
kill it. This leaves the term u−2(q − 1)p−1δ(xα)/p.

If α = 1, there’s nothing we can do: No modification by elements from (q− 1) q9Dα will ever
get rid of a non-integral multiple of δ(x), as δ(x) is a polynomial variable in Zptxu. This shows
that for α = 1, the q-Hodge filtration on q9Dα is not a q-deformation of the Hodge filtration.
For α = 2, however, we have δ(x2) = 2xpδ(x) + pδ(x)2. Now the term 2xpδ(x)u−2(q − 1)p−1/p
is contained in (x2, q − 1)p and so

rγq(xα) := γq(xα) − (u−1 − 1)δ(x2) + u−2(q − 1)p−1δ(x)2

is contained in filpq9Hdg q9Dα and satisfies rγq(xα) ≡ x2p/p mod q − 1, as desired. For α ⩾ 3, we
can similarly decompose δ(xα) into a multiple of xp(α−1) and a multiple of p.

This explains what goes wrong at α = 1 and how the objection is resolved for α ⩾ 2. In the
latter case, it is possible to continue the analysis above and construct for all n ⩾ 1 a lift of the
divided power xαn/n! that lies in in filnq9Hdg q9dRR/A. This will be explained in §11.2 and leads
to an elementary proof of Theorem 4.22(a).

4.25. Example. — An example for Theorem 4.22(b) that is not covered by Theorem 4.22(a)
is the case A „= Zprxs∧

p , with δ-structure defined by δ(x) = 0, and R „= A/(x− 1) „= Zp. Then A
lifts to the p-complete E∞-ring spectrum Sprxs∧

p and A! R lifts to an E∞-map Sprxs∧
p ! Sp.

Base changing along Sprxs∧
p ! Sprx1/p∞s∧

p yields a lift of R∞, even as an E∞-ring. In this case,
q9dRR/A is the q-PD envelope

q9D := ZprxsJq − 1K
"

xp − 1
rpsq

*∧

(p,q−1)
.

It can be shown that this ring contains elements of the form (x− 1)(x− q) · · · (x− qn−1)/rnsq!
for all n ⩾ 1 (see Lemma 9.11 for an argument). After completed rationalisation, these elements
are visibly contained in the ideal (x− 1, q − 1)n. Hence they belong to filnq9Hdg q9dRR/A and lift
the usual divided powers.

Let us now prove Theorem 4.22, albeit large parts of the argument will be postponed to
later sections. We start with the observation that only surjectivity is critical.

4.26. Lemma. — Let R be a p-torsion free p-quasi-lci A-algebra such that R/p is relatively
semiperfect over A. Then the canonical map from Construction 4.21 induces a degree-wise
injection

fil⋆q9Hdg q9dRR/A/(q − 1) ↪−! fil⋆Hdg dRR/A .
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Proof. We need to check

(q − 1) filn−1
q9Hdg q9dRR/A = filnq9Hdg q9dRR/A ∩ (q − 1) q9dRR/A

for all n. This immediately reduces to the analogous assertion for the combined Hodge and
(q − 1)-adic filtration on dRR/Ar1/psJq − 1K, which is straightforward to check.

The q-Hodge filtration from Construction 4.21 enjoys a general flat base change property.
This will allow us to reduce the proof of Theorem 4.22 to the case where A is perfect.

4.27. Lemma. — Let R be a p-torsion free p-quasi-lci A-algebra such that R/p is relatively
semiperfect over A. Let A! A′ be a p-completely flat morphism of δ-rings, where A′ is also
p-completely perfectly covered, and put R′ := (R bA A

′)∧
p . Then the canonical map

`

fil⋆q9Hdg q9dRR/A bL
A A

′˘∧
(p,q−1)

»
−! fil⋆q9Hdg q9dRR′/A′

is an equivalence.

Proof. This is not completely automatic since we have to be careful with completions. Fix n.
By Remark A.7, the canonical map q9dRR/A ! (dRR/A bZ Q)Jq − 1K/(q − 1)n already factors
through p−NdRR/AJq − 1K/(q − 1)n for sufficiently large N . Since filnq9Hdg q9dRR/A contains
(q − 1)n q9dRR/A, we can also express it as a pullback of AJq − 1K-modules

filnq9Hdg q9dRR/A q9dRR/A

p−N filn(Hdg,q−1) dRR/AJq − 1K/(q − 1)n p−NdRR/AJq − 1K/(q − 1)n
≒

(here the combined Hodge and (q − 1)-adic filtration fil⋆(Hdg,q−1) dRR/AJq − 1K/(q − 1)n is
constructed as in 4.1 above).

It will be enough to show that the pullback is preserved (− bL
AA

′)∧
(p,q−1). To this end, let P

denote the derived pullback (that is, the pullback taken in the derived ∞-category D(AJq− 1K))
and recall that derived tensor products preserve derived pullbacks. It is then enough to check
that (H−1(P ) bL

A A
′)∧

(p,q−1) is static. We claim that H−1(P ) is (q − 1)n-torsion and pm-torsion
for sufficiently large m. Believing this for the moment, p-complete flatness of A! A′ guarantees
that H−1(P ) bL

A A
′ is static. Since it is also pm- and (q − 1)n-torsion, the completion doesn’t

change anything and we’re done.
To prove the claim, observe that the cokernel of q9dRR/A ! p−NdRR/A must clearly be

pN -torsion. Hence the cokernel of the right vertical map

q9dRR/A −! p−NdRR/AJq − 1K/(q − 1)n

is pnN -torsion and also (q − 1)n-torsion. Since H−1(P ) is a quotient of that cokernel (explicitly
the quotient by the bottom left corner of the pullback diagram), we conclude that H−1(P ) is
pnN -torsion and (q − 1)n-torsion too, as desired.

Proof of Theorem 4.22. By Lemma 4.26, we only need to check surjectivity. By Lemma 4.27,
we can check this after the p-completely faithfully flat base change A! A∞ and thus assume
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that A is perfect. Since in this case q9dRR/A » q9dRR/Zp , we may further reduce to the case
A = Zp.

Then part (b) is a special case of Theorem 7.18 below. As we’ve explained in Remark 4.23,
this also proves part (a) if p > 2. In §11.2, we’ll give an elementary proof of (a), which also
covers the case p = 2.

To finish this subsection, we’ll extract a global construction from the above. From now on,
we cancel the assumptions from 4.17 and return to our usual notation, where A is a perfectly
covered Λ-ring.

4.28. Construction. — Let R be an A-algebra such that for all primes p, R is p-torsion
free, the p-completion R̂p is p-quasi-lci over Âp, and R/p is relatively semiperfect over Âp. We
construct fil⋆q9Hdg q9dRR/A as the pullback

fil⋆q9Hdg q9dRR/A

∏
p

fil⋆q9Hdg q9dRR̂p/Âp

fil⋆(Hdg,q−1)
`

dRR/A bL
Z Q

˘

Jq − 1K fil⋆(Hdg,q−1)

ˆ∏
p

dRR̂p/Âp bL
Z Q

˙

Jq − 1K

≒

taken in the ∞-category filtered E∞-algebras over (q−1)⋆AJq−1K. To see that the right vertical
map in the pullback exists, observe that we’re dealing with two filtrations by submodules,
so there’s only a set-level condition to check, which follows directly from the definition of
fil⋆q9Hdg q9dRŜp/Âp .

4.29. Theorem. — Let A be a perfectly covered Λ-ring and let QRegq9Hdg
A be the category

of all A-algebras R such that for all primes p, R is p-torsion free, the p-completion R̂p is
p-quasi-lci over Âp, R/p is relatively semiperfect over Âp, and the canonical morphism from
Construction 4.21 induces an equivalence

fil⋆q9Hdg q9dRR̂p/Âp/(q − 1) »
−! fil⋆Hdg dRR̂p/Âp .

Then Construction 4.28 determines a functor
`

−,fil⋆q9Hdg q9dR−/A
˘

: QRegq9Hdg
A −! CAlg

`

AniAlgq9Hdg
A

˘

,

which is a partial section of the forgetful functor CAlg(AniAlgq9Hdg
A )! AniAlgA.

Proof sketch. Let us construct the required data from Definition 3.2. In degree 0, the pullback
square from Construction 4.28 becomes the one from Construction A.12, which provides the
datum from Definition 3.2(a). If we reduce the pullback from Construction 4.28 modulo (q− 1),
we’ll get the arithmetic fracture square for fil⋆Hdg dRR/A by our assumptions on R. This provides
the data from Definition 3.2(b). Similarly, if we apply (− bL

Z Q)∧
(q−1) or (−)∧

p r1/ps∧
(q−1) to the

pullback, we get the data from Definition 3.2(c) and (cp).
So (R,fil⋆q9Hdg q9dRR/A) can be made into an object of AniAlgq9Hdg

A . Since all constructions
above can also be done on the level of filtered E∞-algebras, it immediately upgrades to
an object of CAlg(AniAlgq9Hdg

A ). Finally, all steps of the construction can easily be made
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functorial in R. To this end, one writes CAlg(AniAlgq9Hdg
A ) as an iterated pullback of CAlg(−)

of various symmetric monoidal ∞-categories of filtered objects. We know how to make
fil⋆(Hdg,q−1)(dRR/A bL

Z Q)Jq − 1K functorial; in the other factors of the iterated pullback, the
objects in question will be 1-categorical in nature, so all functorialities and compatibilities can
easily be constructed by hand.

4.30. Remark. — Thanks to Theorem 4.22, it’s easy to write down objects of QRegq9Hdg
A .

For example, it contains the category QReg A of A-algebras R which are p-torsion free for all
primes p and can be written in the form R „= B/J , where B is a relatively perfect Λ-A-algebra
(by which we mean that the relative Adams operations ψmB/A : BbA,ψmA! B are isomorphisms)
and J ⊆ B is an ideal generated by a Koszul-regular sequence of higher powers, that is, a
Koszul-regular sequence (xα1

1 , . . . , xαrr ) with αi ⩾ 2 for all i.

4.31. Remark. — We can not only equip fil⋆q9Hdg q9dRR/A with a filtered E∞-algebra
structure, but even with the structure of a filtered derived commutative (q−1)⋆AJq−1K-algebra
as in 3.51, and the various compatibilities all respect this structure.

4.32. Monoidality. — Similar to 4.12, the functor from Theorem 4.29 can be equipped with
an ∞-operad structure. To this end, let

QRegq9Hdg,b
A ⊆ AniAlgb

A

be the non-full sub-∞-operad spanned by those objects whose entries are all contained in
QRegq9Hdg

A and those morphisms that factor through a cocartesian lift of its image in Fin˚

(compare the construction of Smb

Ardim!−1s
in 4.12).

Note that QRegq9Hdg,b
A ! Fin˚ is not a cocartesian fibration, because QRegq9Hdg

A is not
closed under tensor products in AniAlgA. The problem is that R1 bL

A R2 might not be static
or not p-torsion free for some prime p. As we’ll see momentarily, this is the only obstruction.

4.33. Lemma. — Let R1, R2 ∈ QRegq9Hdg
A and put R := R1 bL

A R2.

(a) If R is static and p-torsion free for all primes p, then also R ∈ QRegq9Hdg
A .

(b) In the situation from (a) the canonical map
´

fil⋆q9Hdg q9dRR1/A bL
(q−1)⋆AJq−1K fil⋆q9Hdg q9dRR2/A

¯∧

(q−1)
»
−! fil⋆q9Hdg q9dRR/A

is an equivalence of filtered E∞-algebras over (q − 1)⋆AJq − 1K.

Proof. Let p be any prime. Using LR/A » (LR1/A bL
A R2) ‘ (R1 bL

A LR2/A), it’s clear that R̂p is
again p-quasi-lci over Âp. Similarly, R/p will still be relatively semiperfect over Âp. To show
R ∈ QRegq9Hdg

A , it remains to verify that

fil⋆q9Hdg q9dRR̂p/Âp/(q − 1) »
−! fil⋆Hdg dRR̂p/Âp .

is an equivalence. By Lemma 4.26, only surjectivity needs to be checked. But since we have
fil⋆Hdg dRR̂p/Âp » (fil⋆Hdg dRR̂1,p/Âp bL

A fil⋆Hdg dRR̂2,p/Âp)∧
p , surjectivity for R follows from the

analogous assertions for R1 and R2. This shows (a).
To show (b), we can reduce both sides modulo (q − 1) and then once again reduce to the

well-known fact that fil⋆Hdg dR−/A is symmetric monoidal.
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4.34. Corollary. — The functor from Theorem 4.29 underlies a functor of ∞-operads

QRegq9Hdg,b
A −! CAlg

`

AniAlgq9Hdg
A

˘b
,

which preserves all cocartesian lifts that exist in the source. In particular, when we restrict
to the full subcategory QRegq9Hdg,♭

A ⊆ QRegq9Hdg
A spanned by those R that are flat over A, the

functor from Theorem 4.29 is symmetric monoidal.

Proof sketch. To construct the functor of ∞-operads, we repeat the argument from the proof
of Theorem 4.29: Write CAlg(AniAlgq9Hdg

A )b as an iterated pullback of CAlg(−)b of various
symmetric monoidal ∞-categories of filtered objects. For fil⋆(Hdg,q−1)(dR−/A bL

Z Q)Jq − 1K we
know what to do, for all other factors of the iterated pullbacks the objects in question are
1-categorical in nature, so everything can be constructed by hand.

That all existing cocartesian lifts are preserved boils down to Lemma 4.33(b). Finally, if
R1, R2 ∈ QRegq9Hdg

A are flat over A, then R1 bL
A R2 will be static and p-torsion free for all p,

so Lemma 4.33(a) implies that the full sub-∞-operad of QRegq9Hdg,b
A spanned by QRegq9Hdg,♭

A

will be a cocartesian fibration. Since our map preserves all cocartesian lifts, we deduce that we
indeed get a symmetric monoidal functor

`

−,fil⋆q9Hdg q9dR−/A
˘

: QRegq9Hdg,♭
A −! CAlg

`

AniAlgq9Hdg
A

˘

.
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Part II.
q-de Rham cohomology and topological

Hochschild homology over ku
In this part, we’ll prove a version of Antieau’s Theorem 1.20 over the connective complex
K-theory spectrum ku. We’ll show in Theorem 7.27 that for any quasi-syntomic ring R (with
2 ∈ R×), if R admits a lift to an E2-ring spectrum SR such that R » SR b Z, then the derived
q-de Rham complex q9dRR/Z can be equipped with a q-Hodge filtration fil⋆q9Hdg q9dRR/Z in the
sense of Definition 3.2 in such a way that the associated graded of the even filtration

Σ−2˚ gr˚
ev,hS1 TC−(ku b SR/ku) » fil⋆q9Hdg q9d̂RR/Z

is the completion of this filtration (up to shift). We’ll also show a version if SR is only E1 under
additional hypotheses.

This provides another large supply of examples to which the Habiro descent from The-
orem 3.11 can be applied. For these examples the Habiro descent can also be obtained
homotopically: First, the q-Hodge complex arises as q9HdgR/Z » gr0

ev,hS1 TC−(KU b SR/KU).
To get its descent to the Habiro ring, we use the cyclotomic structure on THH(SR) and the
usual genuine equivariant structure on KU to see that for all m ∈ N the action of the cyclic
subgroup Cm ⊆ S1 on THH(KU b SR/KU) » THH(SR) b KU can be refined to a genuine
action. We’ll then construct appropriate even filtrations on (THH(KU b SR/KU)Cm)hS1/Cm

and recover the Habiro descent q9HdgR/Z in Theorem 8.63 via

q9HdgR/Z » lim
m∈N

gr0
ev,S1

`

THH(KU b SR/KU)Cm
˘h(S1/Cm)

.

Overview of Part II. — This part is organised as follows: In §5 we’ll develop a version of the
even filtration in the solid condensed setting. This makes it much easier to compare, for example,
even filtrations on THH(−/ku)∧

p and THH(−/Qrβs), but it may also be of independent interest.
In §6, we’ll apply this construction to THH(−/ku) and show that it satisfies all expected
properties. In §7 we’ll explain the connection to q-de Rham cohomology. In §8 we’ll show how
the Habiro descent from Theorem 3.11 can also be recovered in this framework. Finally, we’ll
use the short section §9 to discuss several examples, including the one mentioned below.

Relation to work of Devalapurkar and Raksit. — It will become apparent to the reader
that the results in §7 are very closely connected to work of Sanath Devalapurkar and Arpon
Raksit. In fact, it was Raksit who first computed in unpublished work that

Σ−2˚ gr˚
ev,hS1 TC−`kurxs/ku

˘ » fil⋆q9Hdg,□ q9Ω˚
Zrxs/Z,□

is the explicit q-Hodge filtration from 1.11. This amazing observation has motivated much of
our work in Parts II and III, and we’ll give it a proof in Theorem 9.10.

Our proof of Theorem 7.27 crucially uses the equivalence THH(Zp)∧
p » τ⩾0(jtCp) of Devala-

purkar and Raksit (rDR25, Theorem 0.1.4s; reproduced as Theorem 7.13 below) as well as
its variant THH(Zprζps/SpJq − 1K)∧

p » τ⩾0(kutCp) from Devalapurkar’s thesis (rDev25, Theo-
rem 6.4.1s; reproduced as Theorem 7.2 below). That these results could be used to prove a
result like Theorem 7.27 has already been anticipated in Devalapurkar’s thesis; see e.g. the
discussion after rDev25, Corollary 6.4.2s.

https://arxiv.org/pdf/2505.02218.pdf#block.0.1.4
https://sanathdevalapurkar.github.io/files/thesis.pdf#sublemma.6.4.1
https://sanathdevalapurkar.github.io/files/thesis.pdf#sublemma.6.4.2
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§5. The solid even filtration
In this section we’ll sketch how to adapt Pstrągowski’s perfect even filtration rPst23s to E1-
algebras in solid condensed spectra. This facilitates many p-completion arguments later on.
However, as we’ll see, not all of the nice properties of the perfect even filtration carry over to
the solid condensed case. But in the cases we need—and probably most cases of interest in
general—it works as expected. It would be desirable to develop a more complete (and perhaps
less naive) theory of the perfect even filtration in the condensed setting.

Before we begin, let us briefly recall the solid condensed setting. There are no properly
published sources yet, so we have to refer the reader to the recordings of rCS24s and the
unfinished notes rRC24as.
5.1. Solid condensed recollections. — Let Cond(Sp) denote the ∞-category of (light)
condensed spectra, that is, hypersheaves of spectra on the site of light profinite sets as defined
by Clausen and Scholze rCS24s. The evaluation at the point (−)(˚) : Cond(Sp)! Sp admits a
fully faithful symmetric monoidal left adjoint (−) : Sp! Cond(Sp), sending a spectrum X to
the discrete condensed spectrum X.

One can develop a theory of solid condensed spectra along the lines of rCS24, Lectures 5–6s.
Let Null := cofib(Srt∞us! SrN∪t∞us) be the free condensed spectrum on a null sequence. Let
σ : Null! Null be the endomorphism induced by the shift map (−) + 1: N ∪ t∞u! N ∪ t∞u.
Recall that a condensed spectrum M is called solid if

1 − σ˚ : HomS(Null,M) »
−! HomS(Null,M)

is an equivalence, where HomS denotes the internal Hom in Cond(Sp). We let Sp■ ⊆ Cond(Sp)
denote the full sub-∞-category of solid condensed spectra. Then Sp■ is closed under all
limits and colimits. This implies that the inclusion Sp■ ⊆ Cond(Sp) admits a left adjoint
(−)■ : Cond(Sp) ! Sp■. It satisfies (M b N)■ » (M■ b N)■, which allows us to endow Sp■
with a symmetric monoidal structure, called the solid tensor product, via M b■N := (M bN)■.
5.2. Solid condensed spectra and p-completions. — If X is a p-complete spec-
trum, then X is usually not p-complete in Cond(Sp) because (−) doesn’t commute with
limits. After passing to p-completions, we still get an adjunction on p-complete objects
(−)∧

p : Sp∧
p  ! Cond(Sp)∧

p :(−)(˚) and the left adjoint is still fully faithful because the unit is
still an equivalence.

It’s straightforward to check that any discrete condensed spectrum is solid. By closure under
limits it follows that (−)∧

p : Sp∧
p ! Cond(Sp)∧

p takes values in Sp■. The solid tensor product
has the magical property that if M and N are p-complete and bounded below solid condensed
spectra, then M b■ N is again p-complete; see rCS24, Lecture 6s or rBos23, Proposition A.3s.
In particular, the fully faithful embedding (−)∧

p : Sp∧
p ! Sp■ is symmetric monoidal when

restricted to bounded below objects.

§5.1. Definitions and basic properties
In the following we let R be an E1-algebra in the symmetric monoidal ∞-category of solid
condensed spectra Sp■ and we let

− b■
R − : RModR(Sp■) × LModR(Sp■) −! Sp■

denote the relative tensor product over R. We start setting up the theory in a completely
analogous way to rPst23, §§2–3s.
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§5. The solid even filtration

5.3. Solid perfect even modules. — We let NullR := R b■ Null■, where we define
Null := cofib(Srt∞us! SrN ∪ t∞us) to be the free condensed spectrum on a null sequence as
in 5.1. It can be shown that the solidification Null■ agrees with ∏

N S and defines a compact
generator of Sp■, so that NullR is a compact generator of LModR(Sp■).

We say that an R-module Q is solid perfect even if it is contained in the smallest sub-∞-
category

Perfev(R■) ⊆ LModR(Sp■)

which contains Σ2nNullR for all n ∈ Z and is closed under extensions and retracts.
Note that RrSs■ is solid perfect even for all light condensed sets S. Also note that in

contrast to the uncondensed situation, it is no longer true that Perfev(R■) is closed under duals.
Already for R = S we have HomS(NullS, S) » À

N S, which is not solid perfect even. This is
ultimately the reason why the solid theory is not quite as nice.

5.4. The solid even filtration. — Equip Perfev(R■) with a Grothendieck topology in which
covers are maps P ! Q whose fibre is again solid perfect even. Every left-R-module M defines
a Sp■-valued sheaf on the additive site Perfev(R■) via

HomR(−,M) : Perfev(R■)op −! Sp■ .

We can form its truncations τ⩾2n HomR(−,M) in the sheaf ∞-category Sh(Perfev(R■), Sp■)
and then define the solid even filtration of M as the sections

fil⋆ev /RM := ΓPerfev(R■)
`

R, τ⩾2⋆ HomR(−,M)
˘

.

If R is clear from the context, we’ll often just write fil⋆ev M . In particular, if we write fil⋆ev R, it
is understood that we take the solid even filtration of R over itself.

For any half-integer weight w, we also define the even sheaf of weight w, denoted FM (w), as
the sheafification of the presheaf of solid abelian groups π2w HomR(−,M) : Perfev(R■)op ! Ab■.
For w = 0 we just write FM := FM (0). We call M solid homologically even if FM (w) „= 0 for
all proper half-integers w ∈ 1

2 + Z.
The results from rPst23, §2s can be carried over verbatim to the solid setting. In particular,

it’s still true that an R-module E, whose condensed homotopy groups π˚(E) are concentrated
in even degrees, will be homogically even and its solid even filtration will be the double-speed
Whitehead filtration fil⋆ev /RE » τ⩾2⋆(E).

5.5. Monoidality of the solid even filtration. — The arguments from rPst23, §3s can
mostly be adapted to the solid situation, but we need some enriched ∞-category to do so.

Let us first set up the enriched setting. We use the formalism from rHei23s. The ∞-category
LModR(Sp■) is naturally a module over Sp■ in PrL and so it will be enriched in the sense of
rHei23s. Explicitly, for left R-modules M and N , the mapping spectrum HomR(M,N) comes
with a natural condensed structure HomR(M,N) which will be solid if N is (we’ve already used
this in 5.4). Restricting the module structure, we see that LModR(Sp■) is also a module over
the connective part Sp■,⩾0 in PrL, which yields an enrichment given by τ⩾0 HomR(M,N). The
full sub-∞-category Perfev(R■) ⊆ LModR(Sp■) inherits an enrichment over Sp■,⩾0. There is
an established notion of an enriched presheaf ∞-category PShSp■,⩾0(Perfev(R■),Sp■,⩾ 0) with
an enriched Yoneda embedding; see rHin20; Hei25s. By considering enriched presheaves which
are additive and local with respect to all covering sieves, we can also define an enriched version
of additive sheaves. To avoid cumbersome notation, we’ll drop the superscript and just write
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§5.1. Definitions and basic properties

ShΣ(Perfev(R■), Sp■,⩾0) and ShΣ(Perfev(R■), Sp■) in the following, implicitly assuming that
all sheaves are enriched over Sp■,⩾0.

Let us now explain how to adapt rPst23, §3s to turn the solid even filtration into a lax
symmetric monoidal functor

fil⋆ev /−(−) : LMod(Sp■) −! LMod(Fil Sp■) .

Let U⩾0 and U denote the cocartesian unstraightenings of the functors lax symmetric monoidal
functors R 7! ShΣ(Perfev(R■),Sp■,⩾0) and ShΣ(Perfev(R■), Sp■). The ∞-category of enriched
(pre)sheaves satisfies a similar universal property as usual; see rHei23, Theorem 5.1s. As in
rPst23, Construction 3.8s, we obtain a symmetric monoidal natural transformation between
the lax symmetric monoidal functors R 7! ShΣ(Perfev(R■),Sp■,⩾0) and R 7! LModR(Sp■).
Applying unstraightening, we obtain a diagram

U⩾0 LMod(Sp■)

AlgE1(Sp■)

F

where the vertical arrows are cocartesian fibrations and the top horizontal arrow F is symmetric
monoidal.

The functor F admits a fibre-wise right adjoint: In the fibre over R, the right adjoint is
given by the restricted enriched Yoneda embedding LModR(Sp■) ! ShΣ(Perfev(R■), Sp■,⩾0)
sending M 7! τ⩾0 HomR(−,M). Since our sheaves take values in Sp■,⩾0, the truncation can be
performed section-wise and no sheafification is necessary. By rL-HA, Corollary 7.3.2.7s, the fibre-
wise right adjoints assemble into a lax symmetric monoidal right adjoint G : LMod(Sp■)! U⩾0.
We’ll now study the composition

LMod(Sp■)
G
−! U⩾0 −! U .

In the fibre over R, this composition is given by sending M 7! νR(M) := τ⩾0 HomR(−,M),
where now the truncation is performed in ShΣ(Perfev(R■),Sp■).

Another application of the universal property rHei23, Theorem 5.1s allows us to extend
the lax symmetric monoidal functor τ⩾−2⋆ HomS(−, S) : Z ! ShΣ(Perfev(S■), Sp■) to a lax
symmetric monoidal functor

Fil Sp■ −! ShΣ
`

Perfev(S■),Sp■
˘

As in rPst23, Construction 3.20s, for any R ∈ AlgE1(Sp■), ShΣ(Perfev(R■), Sp■) is a module
over ShΣ(Perfev(S■),Sp■) and thus over Fil Sp■. Therefore, if X and Y are Sp■-valued sheaves
on Perfev(R■), we can define a filtered solid condensed mapping spectrum Hom⋆(X,Y ). Using
the enriched Yoneda lemma of rHin20s, we can argue as in rPst23, Lemma 3.23s to show

Hom⋆
`

νR(R), νR(M)
˘ » fil⋆ev /RM .

Now consider the functor R 7! ShΣ(Perfev(R■), Sp■). As in rPst23, Construction 3.27s we can
refine it to a lax symmetric monoidal functor AlgE1(Sp■)! AlgE0(ModFil Sp■

(PrL)).
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We don’t know if this functor factors through the image of the fully faithful embedding
AlgE1(Fil Sp■) ↪! AlgE0(ModFil Sp■

(PrL)), as it does in the uncondensed setting.(5.1) But this
fully faithful embedding has a right adjoint by rL-HA, Theorem 4.8.5.11s, which sends a Fil Sp■-
module M with a distinguished object X ∈ M to End⋆(X) ∈ AlgE1(Fil Sp■). Composing with
this right adjoint allows us to turn R 7! fil⋆ev /RR into a lax symmetric monoidal functor

fil⋆ev /−(−) : AlgE1(Sp■) −! AlgE1(Fil Sp■)

and provides a symmetric monoidal natural transformation from R 7! ShΣ(Perfev(R■), Sp■)
to R 7! Modfil⋆ev /R R

(Fil Sp■). The unstraightening of the latter functor is the the pullback of
LMod(Fil Sp■)! AlgE1(Fil Sp■) along filev /−(−)⋆. We obtain a diagram

U LMod(Fil Sp■)

AlgE1(Sp■) AlgE1(Fil Sp■)
fil⋆ev /−(−)

with lax symmetric monoidal horizontal arrows. We can now finally define a functorial lax
symmetric monoidal solid even filtration as the composite

filev /−(−) : LMod(Sp■)
G
−! U⩾0 −! U −! LMod(Fil Sp■) .

5.6. Calculus of solid evenness. — Deviating from rPst23, Definition 4.4s, let us call a
left-R-module M solid ind-perfect even if it can be written as a filtered colimit of solid perfect
evens, and solid even flat if π˚(Eb■

RM) is concentrated in even degrees for any right-R-module
E such that π˚(E) is concentrated in even degrees. In the uncondensed setting these notions
are equivalent by the “even Lazard theorem” rPst23, Theorem 4.14s. In the solid setting it is
still true that solid ind-perfect even modules are solid even flat (as we’ll see). However, we
don’t know if the converse is true. Similarly, we don’t know if rPst23, Theorem 4.16s still works.
In §5.2, we’ll discuss what the problem is, and in §5.3 we’ll see how to fix this, at least under
certain additional assumptions.

Despite these problems, the formalism of π˚-even envelopes can entirely be carried over to
the solid setting: Any left-R-module M admits a map M ! E such that:
(a) cofib(M ! E) is ind-solid perfect even.
(b) π˚(E) is concentrated in even degrees.
(c) for any other map M ! F into a left-R-module F such that π˚(F ) is even, a dashed

arrow can be found to make the following diagram commutative:

M

E F
(5.1)In particular, we don’t know if the analogue of rPst23, Proposition 3.26s is true, i.e. whether

Hom⋆
`

νR(R),−
˘

: ShΣ
`

Perfev(R■), Sp■

˘

−! LModEnd⋆(νR(R))(Fil Sp■)

is an equivalence. The problem is that the even filtration fil⋆ev /R(M) only knows about the values of the sheaf
τ⩾2⋆ HomR(−,M) on R (plus even shifts, extensions, and retracts thereof), but not about the value on NullR.
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The proof is the same as in the uncondensed setting, except that we have to consider maps
ΣnNullR !M from odd suspensions of NullR.

5.7. Comparison with the uncondensed theory. — Let R be a discrete solid condensed
ring and let M be a discrete left-R-module. Let fil⋆P9ev M be Pstrągowski’s perfect even filtation,
regarded as a filtered discrete solid spectrum. Since Pstrągowski’s category Perfev(R) is a full
sub-∞-category of Perfev(R■), we get a canonical comparison map

fil⋆P9ev M −! fil⋆ev M .

As a consequence of the fact that π˚-even envelopes still work, we obtain:

5.8. Corollary. — With assumptions as in 5.7, let M be homologically even as a left-R-module.
If M is solid homologically even as well, then the comparison map

fil⋆P9ev M
»
−! fil⋆ev M

is an equivalence. In particular, this applies if M = R.

Proof. It’s straightforward to check that the construction of a π˚-even envelopes of M as a
discrete left-R-module in rPst23, Proposition 4.11s also yields a π˚-even envelope as a solid
condensed left-R-module.(5.2) Assuming homological evenness, both gr˚

P9ev M and gr˚
ev M can

be computed by repeatedly taking π˚-even envelopes, as explained in rPst23, §5s. It follows
that fil⋆P9ev M ! fil⋆ev M is an equivalence on associated gradeds. Since both filtrations are
exhaustive, we conclude.

5.9. Remark. — We believe that in the context of Corollary 5.8 it’s automatically true that
M is solid homologically even.

§5.2. Recollections on trace-class morphisms and nuclear objects
In contrast to the mostly smooth sailing of 5.3–5.8, it’s not so clear how to transport Pstrą-
gowski’s discussion of even flatness—in particular, the powerful results rPst23, Theorems 4.14
and 4.16s—to the solid setting. The main problem is the following: In the proofs, Pstrągowski
repeatedly uses the trick that a map P ! Q of perfect even R-modules can be equivalently
described by a map S! P∨ bR Q. This doesn’t work anymore in the solid setting, since most
solid perfect even R-modules are not dualisable, the quintessential example being NullR.

This is not the first time that such a problem occurs in solid condensed mathematics. The
usual way to deal with these issues (which will also work in our case) is to replace dualisable
objects by the weaker notions of trace-class morphisms and nuclear objects that we’ll review in
this subsection.

5.10. Trace-class morphisms. — Let C be a presentable symmetric monoidal(5.3) ∞-
category. Let R be an E1-algebra in C. By Lurie’s adjoint functor theorem, for all left-R-modules
M and N there exists an object HomR(M,N) ∈ C characterised by

HomC
`

−,HomR(M,N)
˘ » HomR(M b −, N) .

(5.2)Implicitly, we use that discrete condensed abelian groups have vanishing higher cohomology on any light
profinite set; see rCS24, Lecture 4s.

(5.3)By convention, this includes the assumption that − b − commutes with colimits in both variables, so the
adjoint functor theorem is applicable.
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We remark that HomR(M,R) is naturally a right-R-module. A morphism φ : M ! N of
left-R-modules is called trace-class if there exists a morphism η : 1C ! HomR(M,R) bR N ,
such that φ is the composition

M » M b 1C
η
−!M b HomR(M,R) bR N

evM−−! R bR N » N .

We often call η the classifier of φ.

Trace-class morphism have a number of nice properties. We’ll often use the properties from
rCS22, Lemma 8.2s as well as the following lemma.

5.11. Lemma. — Let F : C ! D be a symmetric monoidal functor between presentable
symmetric monoidal ∞-categories. Let R ∈ AlgE1(C). By abuse of notation, we’ll denote both
HomR(−, R) and HomF (R)(−, F (R)) by (−)∨.
(a) There exists a natural transformation F ((−)∨) ⇒ F (−)∨.
(b) If M ! N is a trace-class morphism in LModR(C), then N∨ ! M∨ is trace-class in

RModR(C) and F (M)! F (N) is trace-class in LModF (R)(D).
(c) The commutative square in RModF (R)(D) formed by the morphisms from (a) and (b)

F (N∨) F (M∨)

F (N)∨ F (M)∨

admits a canonical diagonal map F (N)∨ ! F (M∨) that makes both triangles commute.

Proof. The natural transformation from (a) is adjoint to F ((−)∨) bF (R) F (−) ⇒ F (R), which
is in turn given by applying F to the evaluation (−)∨ bR (−) ⇒ R.

Now let M ! N be trace-class in LModR(C) with classifier 1C !M∨bRN . If we apply F to
the classifier and compose with the morphism F (M∨)! F (M)∨ from (a), we obtain a morphism
1D ! F (M∨)bF (R)F (N)! F (M)∨bF (R)F (N), which serves as a classifier for F (M)! F (N).
If we compose instead with N ! N∨∨, we obtain 1C !M∨ bRN !M∨ bRN

∨∨, which serves
as a classifier for N∨ !M∨ being trace-class. This shows (b). To show (c), we construct the
diagonal map F (N)∨ ! F (M∨) as follows:

F (N)∨ −! F (M∨ bR N) bD F (N)∨ » F (M∨) bF (R) F (N) bD F (N)∨ −! F (M∨) .

Here we use the classifier 1C !M∨ bR N and the evaluation map for F (N).

5.12. Nuclear objects — In addition to the assumptions from 5.10, let us now assume that
C is stable, compactly generated, and 1C is compact.
(a) A left-R-module M is called nuclear if every morphism P !M from a compact left-R-

module P is trace-class.
(b) We call a left-R-module M basic nuclear if M can be written as a sequential colimit

M » colim(M0 !M1 ! · · · ) such that each transition map Mn !Mn+1 is trace-class.
We let Nuc(LModR(C)) ⊆ LModR(C) denote the full sub-∞-category spanned by the nuclear
left-R-modules.
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5.13. Theorem. — Let C be a presentable stable symmetric monoidal ∞-category such that
C is compactly generated and the tensor unit 1C ∈ C is compact. Let R ∈ AlgE1(C)
(a) Nuc(LModR(C)) ⊆ LModR(C) closed under shifts and colimits. Moreover, if M is a

nuclear left-R-module and X ∈ Nuc(C), then M bX ∈ Nuc(LModR(C)).
(b) Nuc(LModR(C)) is ω1-compactly generated and the ω1-compact objects are precisely the

basic nuclears.
(c) If R! S is a map of E1-algebras in C, then S bR − : LModR(C)! LModS(C) preserves

the full sub-∞-categories of nuclear objects.
(d) Suppose that for all compact left-R-modules P and all compact C ∈ C the tensor product

P b C is still compact as a left-R-module. If P is compact and M is nuclear, the natural
map

HomR(P,R) bRM
»
−! HomR(P,M)

is an equivalence. Furthermore, if R ! S is a map of E1-algebras in C such that S is
nuclear as a left-R-module, then the forgetful functor LModS(C)! LModR(C) preserves
the full sub-∞-categories of nuclear objects.

Proof sketch. For parts (a) and (b), the case R » 1C is covered in rCS22, Theorem 8.6s; the
arguments given therein apply verbatim for general R as well. For (c), it’s straightforward to
check that S bR − preserves trace-class maps, hence basic nuclear objects and thus all nuclear
objects by (b).

For (d), the assumption implies that every compact left-R-module is also internally compact
in the sense that HomR(P,−) preserves filtered colimits. We may thus reduce to the case
where M is basic nuclear. Write M as a sequential colimit M » colim(M0 !M1 ! · · · ) with
trace-class transition maps. If η : 1C ! HomR(Mn, R) bRMn+1 is a classifier for Mn !Mn+1
and c : HomR(P,Mn) b HomR(Mn, R) ! HomR(P,R) is the canonical composition map, we
get a commutative diagram

HomR(P,Mn) HomR(P,Mn+1)

HomR(P,Mn) b HomR(Mn, R) bRMn+1 HomR(P,R) bRMn+1

η

c

Using these diagrams for all n we see that colim HomR(P,R) bR Mn ! colim HomR(P,Mn)
has an inverse. It follows that HomR(P,R) bRM » HomR(P,M), as desired.

Now let N be a nuclear left-S-module and let P ! N be a map from a compact left-R-
module. Then S bR P ! N is trace-class, because it factors through S bR P ! S bR N and
S bR − preserves trace-class morphisms. If η : 1C ! HomS(S bR P, S) bS N is a classifier, we
note HomS(SbRP, S) » HomR(P, S) » HomR(P,R)bRS by our assumption that S is nuclear.
Thus HomS(SbRP, S)bSN » HomR(P,R)bRN and so η is also a classifier witnessing P ! N
being trace-class. This shows that the forgetful functor LModS(C)! LModR(C) preserves the
full sub-∞-categories of nuclear objects.

5.14. Remark. — If C0 is a small stable symmetric monoidal ∞-category, then Theorem 5.13
can be applied to Ind(C0). Since every trace-class map in Ind(C0) factors through a compact
object by rCS22, Lemma 8.4s, we see that the basic nuclear objects in Ind(C0) are of the form
“colim”(X1 ! X2 ! · · · ), where each Xn ! Xn+1 is trace-class in C0.
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If C is a presentable stable symmetric monoidal ∞-category (hence C is large unless C » 0),
one can still make sense of Nuc Ind(C) without running into set-theoretic problems. Indeed, if κ
is a sufficiently large regular cardinal such that C is κ-compactly generated and 1 is κ-compact,
the same argument as in rCS22, Lemma 8.4s shows that every trace-class morphism in C factors
through a κ-compact object. Then every basic nuclear object is equivalent to one in which each
Xn is κ-compact and so the basic nuclear objects in form an essentially small ∞-category. We
may then define Nuc Ind(C) as Indω1(−) of the ∞-category of basic nuclear objects.

§5.3. Solid even flatness in the nuclear case
In this subsection we explain that the analogues of rPst23, Theorems 4.14 and 4.16s are still
true under certain additional nuclearity assumptions.

5.15. Assumptions on R. — From now on let us assume that R satisfies the following
condition:
(R) HomR(NullR, R) is nuclear and solid ind-perfect even both as a left-R-module and as a

right-R-module.
Here we use that NullR » ∏

N S b■ R is naturally a bimodule over R. Also note that Assump-
tion (R) implies that that HomR(P,R) is nuclear and solid ind-perfect even for any solid perfect
even left- or right-R-module P .

5.16. Lemma. — Let R◦ be a discrete condensed E1-ring spectrum and let M◦ be any discrete
condensed left-R◦-module.
(a) Assumption 5.15(R) is satisfied for R = R◦. Moreover, M◦ is nuclear as a left-R◦-module.
(b) Assumption 5.15(R) is satisfied for R = (R◦)∧

p . Moreover, if R◦ is connective, then (M◦)∧
p

is nuclear over (R◦)∧
p .

(c) Assumption 5.15(R) is satisfied for R = (R◦)∧
p r1/ps. Moreover, if R◦ is connective, then

(M◦)∧
p r1/ps is nuclear over (R◦)∧

p r1/ps.
Proof. In the following, we won’t specify whether we’re working with left- or right-R-modules,
since the arguments will be valid in either case. For arbitrary solid E1-algebras R, we have
HomR(NullR, R) » HomS(∏

N S, R). If R = R◦ is discrete, then HomS(∏
N S, R) » À

NR
◦,

which is solid ind-perfect even. Since R is nuclear over itself and nuclear objects are closed
under shifts and colimits, it follows that every discrete R-module is nuclear. This shows (a).

If R = (R◦)∧
p , then the same argument shows HomS(∏

N S, R) » (
À

NR
◦)∧
p . To show the

solid ind-perfect evenness condition, write
ˆ

à

N
R◦

˙∧

p

» colim
f : N!N,
f(n)!∞

∏
N
pf(n)R ,

where the colimit is taken over all functions f : N ! N such that f(n) ! ∞ as n ! ∞. We
claim that whenever g ⩽ f is growing so slowly that f(n) − g(n) ! ∞, the transition map∏

N p
f(n)R!

∏
N p

g(n)R is trace-class and factors through NullR. This will show that every map
from a compact left-R-module to (

À

NR
◦)∧
p is trace-class and factors through NullR, so that

(
À

NR
◦)∧
p is nuclear and solid ind-perfect even by the solid analogue of rPst23, Proposition 4.3s.

To show the claim, we may as well assume g = 0 and show that (pf(n))n∈N : ∏
NR!

∏
NR is

trace-class and factors through NullR. Let en denote the nth basis vector in the standard basis
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of
À

NR
◦. Then ∑

pf(n)(enben) is a well-defined π0-class in (
À

N τ⩾0(R◦))∧
p b■

τ⩾0(R)
∏

N τ⩾0(R),
since the solid tensor product of connective p-complete objects will be p-complete again. The
image of this π0-class in (

À

NR
◦)∧
p b■

R

∏
NR defines a morphism

S −! HomR(NullR, R) b■
R

∏
N
R ,

which classifies a trace-class map NullR !
∏

NR. By inspection, this is a factorisation of
(pf(n))n∈N : ∏

NR!
∏

NR, as desired.
This argument shows, in particular, that the p-completion of any countable direct sum of

copies of R◦ is nuclear over R. We deduce the same for arbitrary direct sums, as p-completion
commutes with ω1-filtered colimits. Now suppose R◦ is connective. First consider the case where
M◦ is bounded below. Let M be the p-completion of M◦. Define a sequence of left-R-modules
M0,M1, . . . as follows: M0 := M ; for n ⩾ 0, we choose a map

À

ΣnR◦ !Mn that is surjective
on πn and then define Mn+1 := cofib(

À

ΣnR◦ !Mn)∧
p . Then M » colim fib(M !Mn); note

that the colimit doesn’t need to be p-completed, since each term is p-complete and in each
homotopical degree the colimit stabilises after finitely many steps. Thus, it will be enough to
check that each fib(M !Mn) is nuclear, which follows from our observation that p-completions
of arbitrary direct sums of copies of R◦ are nuclear. This shows that (M◦)∧

p is nuclear in the
bounded below case. For general M◦, note that (M◦)∧

p and (τ⩾−nM
◦)∧
p agree in homotopical

degrees ⩾ −n+ 1. It follows that (M◦)∧
p » colimn⩾0(τ⩾−nM

◦)∧
p . By the bounded below case,

this is a (non-p-completed) colimit of nuclear objects and so (M◦)∧
p must be nuclear too. This

finishes the proof of (b).
If R = (R◦)∧

p r1/ps, then HomS(∏
N S, R) » (

À

NR
◦)∧
p r1/ps by compactness of ∏

N S. The
desired assertions then follow from (b) using base change for nuclear modules (Theorem 5.13(c)).
This shows (c).

Under Assumption 5.15(R), we can show the following weaker analogue of the “even Lazard
theorem” rPst23, Theorem 4.14s.
5.17. Lemma. — Let R be a solid condensed E1-ring spectrum and let M be a left-R-module.
(a) If M is solid ind-perfect even, then M is solid even flat.
(b) Let M be solid even flat. If R satisfies Assumption 5.15(R) and M is nuclear, then is

solid ind-perfect even.

Proof. For (a), we only need to check that NullR is solid even flat. This follows from the fact
that NullZ » ∏

N Z is flat for the solid tensor product on Ab■ by rCS24, Lecture 6s.
For (b), let φ : P !M be a map from a compact left-R-module. By the solid analogue of

rPst23, Proposition 4.3s, it will be enough to show that φ factors through a solid perfect even.
Since M is nuclear, φ will be trace-class, with classifier η : S! HomR(P,R) b■

RM . As in the
proof of rPst23, Theorem 4.14s, let us choose a map HomR(P,R)! E whose suspension is a
π˚-even envelope in right-R-modules. Then π˚(E b■

RM) is concentrated in odd degrees, hence
the composite

S −! HomR(P,R) b■
RM −! E b■

RM

must vanish.(5.4) It follows that the classifier η lifts to a map η′ : S ! Σ−1C b■
R M , where

C » cofib(HomR(P,R) ! E). By definition of π˚-even envelopes, Σ−1C is solid ind-perfect
(5.4)This argument still works with condensed homotopy groups since any cover of the one-point set ˚ in the

site of light profinite sets is split.
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even as a right-R-module. Writing Σ−1C as a filtered colimit of solid perfect evens and using
that S is compact, we obtain a further factorisation

S Qb■
RM

HomR(P,R) b■
RM

η′′

η

where Q is solid perfect even. Assumption 5.15(R) guarantees that HomR(P,R) is nuclear,
hence the composition Q! Σ−1C ! HomR(P,R) is trace-class as a map of right-R-modules.
Choose a classifier ϑ : S ! HomR(P,R) b■

R HomR(Q,R). We see that the original map
φ : P ! M is given by tensoring P with η′′ and ϑ and then applying the evaluation maps
evQ : HomR(Q,R) b■Q! R and evP : P b■ HomR(P,R)! R. This can be done in any order,
hence φ also agrees with the composition

P
ϑ
−! P b■ P∨ b■

R HomR(Q,R) evP−! HomR(Q,R) η′′
−! HomR(Q,R) b■ Qb■

RM
evM−−!M ,

where we wrote P∨ := HomR(P,R) for short. We conclude that φ factors through HomR(Q,R).
Again by Assumption 5.15(R), HomR(Q,R) is a filtered colimit of solid perfect even left-R-
modules. Since P is compact, we conclude that φ : P !M factors through a solid perfect even
left-R-module, as desired.

We can also show the following weaker analogue of rPst23, Theorem 4.16s.
5.18. Lemma. — Let R be a solid condensed E1-ring spectrum and let M be a left-R-module.
(a) M is solid homologically even if and only if every map P ! ΣM , where P is solid perfect

even, factors through a map P ! ΣQ, where Q is solid perfect even.
(b) Suppose M is solid homologically even. If E is a solid even flat right-R-module such that

π˚(E) is even, then any map S! E b■
R ΣM vanishes.

(c) Suppose R satisfies Assumption 5.15(R) and M is nuclear. Suppose furthermore that
for any solid ind-perfect even right-R-module E such that π˚(E) is even, any morphism
S! E b■

R ΣM vanishes. Then M is solid homologically even. In particular, this applies
if M is nuclear and solid even flat.

Proof. For part (a), the proof of rPst23, Theorem 4.16(2)s can be copied verbatim. For (b), let
η : S! E b■

R ΣM be any map. Let M ! F be a π˚-even envelope and let C := cofib(M ! F ).
Since E is solid even flat, π˚(E b■

R ΣF ) is concentrated in odd degrees and so the composite

S −! E b■
R ΣM −! E b■

R ΣF

must vanish. Choosing a null-homotopy, we see that η factors through a map η′ : S! E b■
R C.

By assumption, C is solid ind-perfect even. Since S is compact, η′ factors through another map
η′′ : S! E b■

R P , where P is solid perfect even. Since M is solid homologically even, (a) shows
that the composite P ! C ! ΣM factors through ΣQ, where Q is solid perfect even. Now Q
is solid even flat by Lemma 5.17(a) and so π˚(E b■

R ΣQ) is concentrated in odd degrees. Thus
any map S! E b■

R ΣQ vanishes. Composing with ΣQ! ΣM , we find that our original map
S! E b■

R ΣM must vanish as well, as desired.
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Let us now show (c). Let P ! ΣM be any map from a solid perfect even. Since M is assumed
to be nuclear, any such map is trace-class. Choose a classifier η : S ! HomR(P,R) b■

R ΣM
as well as a π˚-even envelope HomR(P,R)! E in right-R-modules. By Assumption 5.15(R),
HomP (P,R) is solid ind-perfect even, hence the same is true for any π˚-even envelope. Our
assumption then implies that any map S ! E b■

R ΣM vanishes. It follows that η factors
through a map η′ : S! Σ−1C b■

R ΣM , where C := cofib(HomR(P,R)! E). By assumption,
C is solid ind-perfect even; since S is compact, we find a solid perfect even right-R-module Q
and a commutative diagram

S Σ−1Qb■
R ΣM

HomR(P,R) b■
R ΣM

η′′

η

By Assumption 5.15(R), HomR(P,R) is nuclear as a right-R-module and so the composition
Σ−1Q! Σ−1C ! HomR(P,R) is trace-class. Arguing as in the proof of Lemma 5.17(b), we
find that our original map P ! ΣM factors through HomR(Σ−1Q,R). By Assumption 5.15(R)
again, HomR(Q,R) is solid ind-perfect even. Writing HomR(Σ−1Q,R) » Σ HomR(Q,R) as a
filtered colimit of suspensions of solid perfect even left R-modules and using that P is compact,
we deduce that P ! ΣM factors through the suspension of a solid perfect even left-R-module,
as desired.

For the “in particular”, just observe that M being solid even flat implies that π˚(E b■
R ΣM)

is concentrated in odd degrees and so indeed any map S! E b■
R ΣM vanishes.

§5.4. Solid faithfully flat descent in the nuclear case

In this subsection we’ll show a flat descent result for the solid even filtration. We start with
the definition of faithful flatness; it is slightly more restrictive than rPst23, Definition 6.15s,
but we expect that this doesn’t cause any problems in practice.

5.19. Definition. — A map R! S of solid condensed E1-algebras is called solid faithfully
even flat if S and cofib(R! S) are solid even flat both as left- and as right-R-modules.

5.20. Theorem. — Let R ! S be a solid faithfully even flat map of solid condensed E1-
algebras such that R satisfies Assumption 5.15(R) and S is nuclear as a left-R-module. We
denote the Čech nerve of R! S by R! S•. Then for every nuclear solid homologically even
left-R-module M , the canonical map

fil⋆ev /RM −! lim
∆∆

fil⋆ev /R(S• b■
RM)

is an equivalence up to completing the filtrations on either side.

Proof. Put C := cofib(R ! S) for short. First observe that S bRM and C bRM are again
nuclear by Theorem 5.13(c) and (d). If E is any π˚-even and solid even flat right-R-module, then
Eb■

R S is π˚-even and solid even flat since S is solid even flat both as as a left- and as a right-R-
module. Using that M is solid homologically even, we find that any map S! E b■

R S b■
R ΣM

vanishes by Lemma 5.18(b). Since S b■
R M is nuclear, we conclude that it must be solid

homologically even by Lemma 5.18(c). The same argument applies to C b■
RM .
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Therefore we get a short exact sequence 0! FM ! FSb■
RM
! FCb■

RM
! 0. Arguing as in

the proof of rPst23, Theorem 6.26s, we conclude that the Moore complex

0 −! FM −! FSb■
RM
−! FSb■

RSb■
RM
−! · · ·

is exact. Replacing M by an even suspension, we deduce the same for F(−)(w) for every integral
weight w ∈ Z. For proper half-integral weights w ∈ 1

2 + Z this is true as well for trivial reasons,
since our argument above shows that all terms in S• b■

RM are homologically even. We can
thus apply the solid analogue of rPst23, Proposition 5.5s.

We also need the following variant of faithfully flat descent.

5.21. Theorem. — Let R0 be a solid condensed E∞-algebra and let S0 be an E1-algebra
in R0-modules such that R0 ! S0 is solid faithfully even flat and S0 is nuclear over R0. We
denote the Čech nerve of R0 ! S0 by R0 ! S•

0 . Let R0 ! R be another map of solid condensed
E1-algebras such that R satisfies Assumption 5.15(R). Then for every solid homologically flat
R0-module M0, the canonical map

fil⋆ev /R(R b■
R0 M0) −! lim

∆∆
fil⋆ev /R(R b■

R0 M0 b■
R0 S

•
0)

is an equivalence up to completing the filtrations on both sides.

Proof. This doesn’t follow from Theorem 5.20 since we can’t produce an E1-structure on
R b■

R0
S0. But the argument can be adapted in a straightforward way.

Let C0 := cofib(R0 ! S0). A combination of Theorem 5.13(c) and (d) shows again that
Rb■

R0
M0 b■

R0
S0 and Rb■

R0
M0 b■

R0
C0 are nuclear over R. Moreover, both are solid even flat

as left-R-modules, hence solid homologically even by Lemma 5.18(c). It follows that

0! FRb■
R0
M0 −! FRb■

R0
M0b■

R0
S0 −! FRb■

R0
M0b■

R0
C0 −! 0

is a short exact sequence. Since the cosimplicial R0-module M0 b■
R0
S0 b■

R0
S•

0 is split, we can
still use an analogous argument as in the proof of rPst23, Theorem 6.26s to conclude that the
Moore complex

0 −! FRb■
R0
M0 −! FRb■

R0
M0b■

R0
S0 −! FRb■

R0
M0b■

R0
S0b■

R0
S0 −! · · ·

is exact. The same follows for F(−)(w) for every half-integral weight w: If w ∈ Z, replace M0 by
an even suspension, otherwise exactness holds for trivial reasons as the whole complex vanishes
by solid homological evenness. We can thus apply the solid analogue of rPst23, Proposition 5.5s
again to finish the proof.

5.22. Remark. — Note that M = R satisfies the nuclearity and homological evenness assump-
tion in Theorem 5.20. Similarly, M0 = R satisfies the assumptions in Theorem 5.21. So in either
case we get a way of computing fil⋆ev /RR via descent, provided R satisfies Assumption 5.15(R).
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§6. The solid even filtration for THH
The purpose of this section is to construct and study an appropriate even filtration on
TC−(kuR/kuA), where kuA and kuR denote certain lifts to ku of rings A and R (subject
to strong additional assumptions to be specified below). In the subsequent section §7 we’ll show
that the associated graded of this even filtration is closely related to the q-de Rham complex
q9dRR/A.

Throughout §6 and §§7.1–7.3, we fix a prime p as well as rings A and R satisfying the
following assumptions:

6.1. Assumptions on A. — We let A be a p-complete and p-completely perfectly covered
δ-ring as in 4.17. We assume that A is equipped with the following additional structure:
(tCp) A has a lift to a p-complete connective E∞-ring spectrum SA such that SA bSp Zp » A

and such that the Tate-valued Frobenius

ϕtCp : SA −! StCpA

agrees with the δ-ring Frobenius ϕ : A ! A on π0. Furthermore, ϕtCp must be equipped
with an S1-equivariant structure as a map of E∞-ring spectra, where SA receives the trivial
S1-action and StCpA the induced S1 » S1/Cp-action.

The S1-equivariant structure in (tCp) ensures that SA is a p-cyclotomic base: By the universal
property of THH, the augmentation THH(SA) ! SA becomes a map of E∞-algebras in
cyclotomic spectra in a unique way, where the p-cyclotomic Frobenius on SA is ϕtCp with its
chosen S1-equivariant structure. In particular, THH(−/SA) » THH(−) bTHH(SA) SA carries a
p-cyclotomic structure. We also put kuA := (ku b SA)∧

p .

6.2. Assumptions on R. — We let R be a p-complete A-algebra of bounded p∞-torsion.
We assume that R is p-quasi-lci over A in the sense that the cotangent complex LR/A has
p-complete Tor-amplitude in homological degrees r0, 1s over R. In addition, one of the following
two conditions must be satisfied:
(E2) R has a lift to a p-complete connective E2-algebra SR ∈ AlgE2(ModSA(Sp)) such that

SR bSp Zp » R.
(E1) R is p-torsion free and has a p-quasi-syntomic cover R! R∞ such that:

(a) R∞/p is relatively semiperfect over A in the sense that its relative Frobenius over
the δ-ring A is a surjection R∞/pbA,ϕ A↠ R∞/p.

(b) If R•
∞ denotes the p-completed Čech nerve of R! R∞, then the augmented cosim-

plicial diagram R! R•
∞ has a lift to an augmented cosimplicial diagram SR ! SR•

∞
in AlgE1(ModSA(Sp)), which is p-complete and connective in every degree.

We put kuR := (ku b SR)∧
p and, in case (E1), kuR•

∞ := (ku b SR•
∞)∧

p .

6.3. Remark. — Even though the assumptions in 6.1 and 6.2 seem quite restrictive, they
allow for many interesting examples, as we’ll see in §9.1.

6.4. Remark. — Let us motivate the rather artificial condition 6.2(E1). If our lifts are
only E1, there’s no even filtration on TC−(kuR/kuA)∧

p . However, if TC−(kuR/kuA)∧
p happens

to be an even spectrum, then we can still consider its double-speed Whitehead filtration
τ⩾2⋆ TC−(kuR/kuA)∧

p . This case turns out to be quite interesting: As we’ll see in §7.3, the
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q-deformation of the Hodge filtration that we get in this case is independent of the choice of
the E1-lift SR! This is the reason why we don’t content ourselves with the E2-case.

More generally, given a resolution SR ! SR•
∞ as in 6.2(E1), then TC−(kuR•

∞/kuA)∧
p is

even in every cosimplicial degree, so we can use it to define an ad-hoc replacement of the
even filtration. Indeed, evenness can be checked modulo β, so we only need to check that
HC−(R•

∞/A)∧
p is even. By assumption, R∞/p is relatively semiperfect over A, hence the

same is true for R•
∞/p in every cosimplicial degree. Then the desired evenness follows from

Lemma 4.18(a) and rBMS19, Theorem 1.17s.
6.5. Remark. — Throughout §6, we won’t use that the lifts kuA and kuR come from
spherical lifts SA and SR, nor will we use the structure of a p-cyclotomic base on SA. But for
the comparison with q-de Rham cohomology in §7, these assumptions will become relevant.

§6.1. Solid THH

Throughout §§6–7, we’ll work in the world of solid condensed spectra (see 5.1). In many cases,
it makes no difference whether we work solidly or p-completely; for the most part, the reader
not familiar with the solid theory may safely replace each “■” by a p-completion. But working
solidly has the advantage that that THH will automatically be p-complete (Lemma 6.7). This
simplifies the p-completed descent for the even filtration (Lemma 6.12) and it makes it much
easier to deal with rationalisations, as not having to p-complete allows us to appeal directly to
the fact that ku∧

p b Q » Qprβs.
6.6. Convention. — For readability we’ll adopt the following abusive convention: If X is a
p-complete spectrum, we’ll identify X with the solid condensed spectrum X∧

p , otherwise we
identify X with the discrete solid condensed spectrum X. In particular, we’ll regard ku as a
discrete condensed spectrum, but kuR and kuA as a p-complete ones.

For any E∞-algebra k in Sp■, the module ∞-category Modk(Sp■) is symmetric monoidal
for the solid tensor product − b■

k −. We can then consider topological Hochschild homology
inside Modk(Sp■). This yields a functor

THH■(−/k) : AlgE1

`

Modk(Sp■)
˘

−! Modk(Sp■)BS1
.

We also let TC−
■ (−/k) := THH■(−/k)hS1 and TP■(−/k) := THH■(−/k)tS1 , where the fixed

points and Tate construction are taken inside Modk(Sp■)BS1 .
6.7. Lemma. — Let k◦ be a discrete connective E∞-ring spectrum and let T ◦ be a discrete
connective E1-algebra in k◦-modules. Let k := (k◦)∧

p and T := (T ◦)∧
p . Then solid condensed

spectrum THH■(T/k) is the p-completion of the discrete spectrum THH(T ◦/k◦).
Proof. By the magical property of the solid tensor product,

THH■(T/k) » T b■
T opb■

k
T T

is again p-complete. Hence we get a map THH(T ◦/k◦)∧
p ! THH■(T/k). Whether this map is an

equivalence can be checked modulo p5. By Burklund’s result rBur22, Theorem 1.2s, the quotient
k/p5 » k b■ S/p5 admits an E2-k-algebra structure, and so we may regard T/p5 » T b■

k k/p
5

as an E1-algebra in the E1-monoidal ∞-category RModk/p5(Sp■). Since k/p5 » k◦ b S/p5 and
T/p5 » T ◦ b S/p5 are discrete and the inclusion of discrete objects into all solid condensed
spectra preserves tensor products, we obtain

THH(T ◦/k◦)∧
p /p

5 » (T/p5) b■
(T/p5)opb■

k/p5 (T/p5) (T/p5) » THH■(T/k)/p5 .
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§6.2. The solid even filtration via even resolutions

Let us now construct the desired even filtrations. We’ll use the adaptation of Pstrągowski’s
perfect even filtration to the solid setting that we’ve sketched in §5.

Throughout this subsection, we’ll fix a connective even E∞-ring spectrum k such that
π2˚(k) is p-torsion free. The example of interest is of course k = ku, but we’ll later apply the
same results in other cases as well (e.g. for ku b Q or the geometric fixed points kuΦCm), so
the additional generality will be worthwhile. We put kA := k b■ SA, kR := k b■ SR, and in
case 6.2(E1) also kR•

∞ := k b■ SR•
∞ , where we regard k, SA, and SR as solid condensed spectra

per Convention 6.6. Note that these are all even by our assumptions on k, A, and R, but they
are not necessarily p-complete; in the case k = ku however, p-completeness is satisfied.

6.8. Even filtrations. — If we are in situation 6.2(E2), then THH■(kR/kA) is an E1-algebra
and so we can define

fil⋆ev THH■(kR/kA)

to be its solid even filtration as a module over itself. For k = ku, we’ll see in Corollary 6.24
below that fil⋆ev THH■(kuR/kuA) is the p-completion of Pstrągowski’s perfect even filtration
on the discrete E1-ring spectrum THH(kuR/kuA). For k = Z, we’ll see in Corollary 6.21, that
fil⋆ev HH■(R/A) agrees with the Hahn–Raksit–Wilson/HKR filtration on HH(R/A)∧

p .
In situation 6.2(E1), THH■(kR/kA) doesn’t have any multiplicative structure; instead, we

use the following ad-hoc definition as discussed in Remark 6.4:

fil⋆ev THH■(kR/kA) := lim
∆∆
τ⩾2⋆ THH■(kR•

∞/kA) .

To define filtrations on TC−
■ (kR/kA) and TP■(kR/kA) in either situation, we use a construction

due to Pstrągowski and Raksit that will appear in forthcoming work rPRs and has already been
used in rAR24s. Let Sev := fil⋆ev S and Tev := fil⋆ev SrS1s denote the even filtrations of S and SrS1s,
respectively.(6.1) Following rAR24, Definition 2.11s, we define the ∞-category of synthetic solid
condensed spectra to be SynSp■ := ModSev(Fil Sp■). Then Tev is a bicommutative bialgebra
in SynSp■ and we can equip ModTev(SynSp■) with the symmetric monoidal structure coming
from the coalgebra structure on Tev. By monoidality of the even filtration, fil⋆ev THH■(kR/kA)
is an object in ModTev(SynSp■) (in case 6.2(E2) it is even an E1-algebra). We can then finally
define the desired filtrations as

fil⋆ev,hS1 TC−
■ (kR/kA) :=

`

fil⋆ev THH■(kR/kA)
˘hTev ,

fil⋆ev,tS1 TP■(kR/kA) :=
`

fil⋆ev THH■(kR/kA)
˘tTev ,

where the fixed points and Tate constructions (−)hTev and (−)tTev with respect to Tev are
defined as in rAR24, §2.3s.(6.2)

(6.1)It doesn’t matter whether they are defined in à la Hahn–Raksit–Wilson or à la Pstrągowski or in the solid
setting. Indeed, by rPst23, Theorem 7.5s, the Hahn–Raksit–Wilson filtration is the completion of Pstrągowski’s
filtration in either case (to apply this result, we use that SrS1

s! S and S! MU are eff by rAR24, Corollary 2.36s

and rHRW22, Proposition 2.2.20s). But the filtrations are also exhaustive: For Pstrągowski’s, this is always the
case, for the Hahn–Raksit–Wilson filtration of connective E∞-rings it is an unpublished result of Burklund and
Krause. Finally, the comparison with the solid version is Corollary 5.8.

(6.2)To avoid confusion with the genuine fixed points that will appear later, we deviate from the notation in
rAR24s and write (−)hTev instead of (−)Tev .
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§6. The solid even filtration for THH

In situation 6.2(E1), the ad-hoc even filtration being given as a cosimplicial limit gives us
good control over it. We’ll now show a similar description in situation 6.2(E2).

6.9. Even resolutions. — Assume we’re in situation 6.2(E2). Let P := Zrxi | i ∈ Is be
a polynomial ring with a surjection P ↠ R. Since SP := Srxi | i ∈ Is is the free E1-ring on
commuting generators xi, we get an E1-map SP ! kuR. It is a folklore result that SP admits
an even cell decomposition as an E2-ring; see Lemma C.1 for a proof. Since kR is even, the
map SP ! kR can be upgraded to an E2-map.

Now let Z ! P • denote the Čech nerve of Z ! P and define S ! SP • similarly. We
also let Zp ! P̂ •

p and Sp ! SP̂p denote the p-completed Čech nerves. The Čech nerve of
the augmentation THH■(SP̂p)! SP̂p is the cosimplicial diagram THH■(SP̂p/SP̂ •

p
). If we base

change this diagram along the E1-map THH■(SP̂p)! THH■(kuR/kuA), we get an augmented
cosimplicial diagram of left-THH■(kR/kA)-modules

THH■(kR/kA) −! THH■

`

kR/kA b■ SP̂ •
p

˘

.

In the case k = Z, this becomes the descent diagram HH■(R/A)! HH■(R/Ab■
Zp P̂

•
p ).

6.10. Remark. — Instead of the resolution from 6.9, we could also use the following: Let
SP∞ := Srx1/p∞

i | i ∈ Is, let SP ! SP •
∞ be the Čech nerve of SP ! SP∞ and define

kR•
∞ :=

`

kR bSP SP •
∞

˘∧
p
.

In this way we get resolutions of the same form in both cases 6.2(E1) and (E2). Most arguments
below would work for this resolution as well, but the one from 6.9 is more convenient for
Corollary 6.24 and for the global case in §7.4.

6.11. Proposition. — Assume we are in situation 6.2(E2). Then the cosimplicial resolution
from 6.9 induces a canonical equivalence

fil⋆ev THH■(kR/kA) »
−! lim

∆∆
τ⩾2⋆ THH■

`

kR/kA b■ SP̂ •
p

˘

.

To prove Proposition 6.11, we’ll send two technical lemmas in advance.

6.12. Lemma. — The augmentation maps THH■(SP )! SP and THH■(SP̂p)! SP̂p are solid
faithfully even flat in the sense of Definition 5.19. Moreover, SP is nuclear as a THH■(SP )-
module and SP̂p is nuclear as a THH■(SP̂p)-module.

Proof. The nuclearity assumptions follow from Lemma 5.16. We only show solid faithful even
flatness for THH■(SP̂p)! SP̂p ; the argument for THH■(SP )! SP is similar (but easier). Let
E be a π˚-even module over THH■(SP̂p). We have a convergent spectral sequence

E2 = H˚

´

π˚(E) bL■
π˚ THH■(SP̂p ) π˚(SP̂p)

¯

=⇒ π˚

´

E b■
THH■(SP̂p ) SP̂p

¯

.

To show that the right-hand side is even, so that SP̂p will be solid even flat as a THH■(SP̂p)-
module, it will be enough to show that the E2-page is concentrated in even bidegrees. The
calculation in the proof of rHRW22, Proposition 4.2.4s shows that

π˚ THH■(SP̂p) „= π˚(SP̂p) b■
Zp Λ˚

Zp(dxi | i ∈ I)∧
p
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§6.2. The solid even filtration via even resolutions

is a graded p-completed exterior algebra over π˚(SP̂p) on generators dxi in bidegree (1, 0). Since
π˚(E) is concentrated in even degrees, each dxi must act by 0, and so

π˚(E) bL■
π˚ THH■(SP̂p ) π˚(SP̂p) » π˚(E) bL■

Zp Γ˚
Zp(σ

2xi | i ∈ I)∧
p ,

where Γ˚
Zp(σ

2xi | i ∈ I)∧
p denotes a p-completed divided power algebra on generators in

bidegree (2, 0). Thus, to show that the E2-page is concentrated in even bidegrees, we only
need to check that any p-completed direct sum (

À

J Zp)∧
p is solid even flat over Zp. For finite

direct sums this is obvious, for countable direct sums we can use the argument from the proof
of Lemma 5.16, and for uncountable direct sums we can reduce to the countable case since
p-completion commutes with ω1-filtered colimits. This finishes the proof of evenness of the
E2-page, so that SP̂p is indeed solid even flat over THH■(SP̂p).

Since the unit component Zp ! Γ˚
Zp(σ

2xi | i ∈ I)∧
p is a direct summand, we see that the

condensed homotopy groups

π˚

´

E b■
THH■(SP̂p ) cofib

`

THH■(SP̂p
˘

! SP̂p)
¯

are also computed by a spectral sequence with E2-page concentrated in even bidegrees. This
shows that cofib(THH■(SP̂p)! SP̂p) is also solid even flat over THH■(SP̂p) and we’re done.

6.13. Lemma. — There exists a natural convergent spectral sequence

E2
r,s = Hr

`

HH■(R/A) bL■
Z π2s(k)

˘

=⇒ πr+s THH■(kR/kA) .

Proof. The argument is the same as in rHRW22, Proposition 4.2.4s except for different grading
conventions. Consider the filtered spectrum THH■(τ⩾⋆(kR)/τ⩾⋆(kA)). This is an exhaustive
and complete (due to increasing connectivity) filtration on THH■(kR/kA) and so it determines
a convergent spectral sequence.

It remains to check that the E2-page has the desired form. The associated graded
of the filtered spectrum above is THH■(Σ˚π˚(kR)/Σ˚π˚(kA)). Since π˚(kA) and π˚(kR)
are concentrated in even graded degrees and Z-linear, the shearing functor Σ˚ is symmet-
ric monoidal and commutes with THH. The associated graded can thus be rewritten as
Σ˚ HH■(π˚(kR)/π˚(kA)) » Σ˚ HH■(R/A) bL■

Z π˚(k). This yields the desired E2-page.

Proof of Proposition 6.11. Using the spectral sequence from Lemma 6.13 (applied to SA b■ SP̂ •
p

instead of SA) and our asssumption that Ab■
Z P̂p ↠ R is p-quasi-lci and surjective, we see that

THH■(kR/kA b■ SP̂ •
p

) is even. It follows by the solid analogue of rPst23, Lemma 2.36s that the
solid even filtration (taken in left modules over THH■(kR/kA)) is the double speed Whitehead
filtration

fil⋆ev THH■

`

kR/kA b■ SP̂ •
p

˘ » τ⩾2⋆ THH■

`

kR/kA b■ SP̂ •
p

˘

.

Using the flat descent result from Theorem 5.21, which applies thanks to Lemmas 6.12
and 5.16(b), we find that

fil⋆ev THH■(kR/kA) −! lim
∆∆
τ⩾2⋆ THH■

`

kR/kA b■ SP̂ •
p

˘

becomes an equivalence upon completion of the filtrations. Since the left-hand side is exhaustive
whereas the right-hand side is complete, to finish the proof of the THH case, it will be enough
to check that the right-hand side is also exhaustive.
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In other words, we must show THH■(kR/kA) » lim∆∆ THH■(kR/kA b■ SP̂ •
p
). By the same

argument as in rBMS19, Corollary 3.4(2)s, it’s enough to show instead

THH■(kR/kA) b■
k τ⩽2sk

»
−! lim

∆∆

´

THH■

`

kR/kA b■ SP̂ •
p

˘ b■
k τ⩽2sk

¯

for all s ⩾ 0. This can be checked on associated gradeds in s. So we must show that
HH■(R/A) b■

Z π2s(k) » lim∆∆(HH■(R/A b■
Z P̂

•
p ) b■

Z π2s(k)) for all s ⩾ 0. By our assumptions
on R and A, the HKR filtrations fil⋆HKR HH■(R/A) and fil⋆HKR HH■(R/A b■

Z P̂
•
p ) increase in

connectivity as ⋆!∞. They are therefore still complete after − b■
Z π2s(k). So we may also

pass to the associated graded of the HKR filtration. It remains to show that
n∧

LR/A bL■
Z π2s(k) −! lim

∆∆

ˆ n∧
LR/AbZP • bL■

Z π2s(k)
˙

is an equivalence for all n, s ⩾ 0 (here the cotangent complexes are implicitly p-completed). By
descent for the cotangent complex, this would be true without − bL■

Z π2s(k) on either side, so
we must check that − bL■

Z π2s(k) commutes with the cosimplicial limit. Since R is p-quasi-lci
over A and P ↠ R is surjective, each ∧n LR/AbZP • is concentrated in homological degree n.
Writing ∧n LR/AbZP i » ΣnLi, it follows that the cosimplicial limit lim∆∆

∧n LR/AbZP • is given
by the unnormalised Moore complex L˚ » (· · ·  L1  L0), sitting in homological degrees
(−∞, ns. Now since π2s(k) is p-torsion free and discrete by our assumptions on k, we see that
Li bL■

Z π2s(k) » Li b■
Z π2s(k) is static. It follows that

L˚ bL■
Z π2s(k) »

´

· · · 
`

L1 b■
Z π2s(k)

˘

 
`

L0 b■
Z π2s(k)

˘

¯

.

So in this case it is indeed true that − bL■
Z π2s(k) commutes with the cosimplicial limit. This

finishes the proof.

6.14. Corollary. — In both situations 6.2(E1) and 6.2(E2), fil⋆ev THH■(kR/kA) is an exhaus-
tive complete filtration on THH■(kR/kA).

Proof. In case 6.2(E1) completeness is clear and exhaustiveness follows from the same argument
as in the proof of Proposition 6.11 above. In case 6.2(E2) exhaustiveness is automatic and
completeness follows from Proposition 6.11.

6.15. Corollary. — Put (τ⩽2sk)A := (SA b τ⩽2sk)∧
p and (τ⩽2sk)R := (SR b τ⩽2sk)∧

p for all
s ⩾ 0. In both situations 6.2(E1) and 6.2(E2), consider the bifiltered object given by

fils fil⋆ev THH■(kR/kA) := fil⋆ev THH■

`

(τ⩽2˚k)R/(τ⩽2sk)A
˘

.

(a) We have fil⋆ev THH■(kR/kA) » lims⩾0 fils fil⋆ev THH■(kR/kA).
(b) If fil⋆HKR denotes the usual HKR filtration, then for all s ⩾ 0,

grs fil⋆ev THH■(kR/kA) » `

fil⋆−s
HKR HH■(R/A)

˘ bL■
Z Σ2s+1π2s(k) .

Proof. We explain the argument in the context of 6.2(E1). The other case is analogous, using
the cosimplicial resolution from Proposition 6.11 instead. Put (τ⩽2sk)R•

∞ := (SR•
∞ b τ⩽2sk)∧

p

and consider the cosimplicial bifiltered object

fils τ⩾2⋆ THH■(kR•
∞/kA) := τ⩾2⋆ THH■

`

(τ⩽2sk)R•
∞/(τ⩽2sk)A

˘

.
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§6.2. The solid even filtration via even resolutions

Then clearly τ⩾2⋆ THH■(kR•
∞/kA) » lims⩾0 fils τ⩾2⋆ THH■(kR•

∞/kA). Applying lim∆∆ on both
sides already shows (a). To prove (b), observe that the functor τ⩾2⋆(−) is non-exact in general,
but nevertheless it preserves the cofibre sequence

HH■(R•
∞/A) b■

Z Σ2sπ2s(k) −! THH■(kR•
∞/kA) b■

k τ⩽2sk −! THH■(kR•
∞/kA) b■

k τ⩽2(s−1)k .

Indeed, consider the spectral sequence(6.3) from Lemma 6.13 with k replaced by τ⩽2s(k) or
τ⩽2(s−1)(k). Our assumptions on R•

∞ guarantee that both E2-pages are concentrated in even
bidegrees and so the spectral sequences collapse. A closer examination of the induced map on
E2-pages then shows that τ⩾2⋆(−) indeed preserves the cofibre sequence above.

Using this observation, we conclude that the graded pieces of fils τ⩾2⋆ THH■(kR•
∞/kA) are

given by(6.4)

grs τ⩾2⋆ THH■(kR•
∞/kA) » Στ⩾2⋆

´

HH■(R•
∞/A) bL■

Z Σ2sπ2s(k)
¯

.

The right-hand side agrees with τ⩾2(⋆−s) HH■(R•
∞/A)bL■

Z Σ2s+1π2s(k) since π2s(k) was assumed
to be discrete and p-torsion free. Now the HKR filtration can be computed as the cosimplicial
limit fil⋆HKR HH■(R/A) » lim∆∆ τ⩾2⋆ HH■(R•

∞/A). Thus, to prove (b), it remains to check that
− bL■

Z π2s(k) commutes with the cosimplicial limit. Since the HKR filtration stays complete
after − bL■

Z π2s(k) (due to increasing connectivity), we may pass to the associated graded. This
reduces us to an assertion that was checked in the proof of Proposition 6.11 above.

6.16. Corollary. — In situation 6.2(E1), the given cosimplicial resolution induces equivalences

fil⋆ev,hS1 TC−
■ (kR/kA) »

−! lim
∆∆
τ⩾2⋆ TC−

■ (kR•
∞/kA) ,

fil⋆ev,tS1 TP■(kR/kA) »
−! lim

∆∆
τ⩾2⋆ TP■(kR•

∞/kA) .

If we are in situation 6.2(E2), the cosimplicial resolution from 6.9 induces equivalences

fil⋆ev,hS1 TC−
■ (kR/kA) »

−! lim
∆∆
τ⩾2⋆ TC−

■

`

kR/kA b■ SP̂ •
p

˘

,

fil⋆ev,tS1 TP■(kR/kA) »
−! lim

∆∆
τ⩾2⋆ TP■

`

kR/kA b■ SP̂ •
p

˘

.

Proof. To see the assertion for TC− in both cases, just observe that (−)hTev commutes with the
cosimplicial limit and that (τ⩾2⋆ THH■(−))hTev » τ⩾2⋆ TC−

■ (−) holds in this case by rAR24,
Lemma 2.75(vi)s. To show the same for TP, we need to commute (−)hTev » Sev b■

Tev
− past

the cosimplicial limit.
Let us explain how to do this in case 6.2(E1); the other case is analogous. We use the

bifiltration from Corollary 6.15. By Corollary 6.15(b), cofib(fils fil⋆ev ! fil⋆ev) is ⋆+ s-connective.
Using Corollary 6.15(a) follows that (fil⋆ev)hTev » (lims⩾0 fils fil⋆ev)hTev » lims⩾0(fils fil⋆ev)hTev . So
we may pass to the associated graded in s-direction and thus, using Corollary 6.15(b) again, it
will be enough to check

´

fil⋆HKR HH■(R/A) bL■
Z π2s(k)

¯

hTev

»
−! lim

∆∆

´

`

τ⩾2⋆ HH■(R•
∞/A) bL■

Z π2s(k)
˘

hTev

¯

.

(6.3)In the construction of the spectral sequence in Lemma 6.13 we used the Postnikov filtration τ⩾⋆k, while here
we’re working with the double speed Whitehead filtration τ⩽2⋆k. We could have used the Postnikov filtration as
well to construct a similar spectral sequence as in Lemma 6.13. But we still use the one from Lemma 6.13.

(6.4)Note that grs is defined as a cofibre, not a fibre. Hence the extra Σ.
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Now both sides are Z-linear. By rAR24, Proposition 2.54s, the construction (−)hTev agrees
with the orbits with respect to Raksit’s filtered circle rRak21, Notation 6.3.2s. Combining
this observation with rBMS19, Corollary 3.4(1)s (plus an easy argument as in the proof of
Proposition 6.11 to deal with the extra −bL■

Z π2s(k)), we conclude that both sides are exhaustive
filtrations on (HH■(R/A) bL■

Z π2s(k))hS1 .
The equivalence can now be checked on associated gradeds. By rRak21, Proposition 6.3.3s,

the nth graded piece of (fil⋆HKR HH■(R/A) bL■
Z π2s(k))hTev will be an iterated extension of

griHKR HH■(R/A) bL■
Z π2s(k) for i = 0, 1, . . . , n. A similar argument applies on the right-hand

side. So we can finally deduce the desired equivalence from Proposition 6.11.

§6.3. Base change
We continue to fix a k as specified at the beginning of §6.2. As a consequence of Proposition 6.11,
we show that the even filtrations constructed in 6.8 satisfy all expected base change properties.

6.17. Corollary. — Let k ! l be any map of E∞-ring spectra where l is also connective,
even, and p-torsion free in every homotopical degree. Let lA := l b■ SA and lR := l b■ SR. Let
furthermore kev := τ⩾2⋆k and lev := τ⩾2⋆l. Then the canonical base change morphism is an
equivalence

fil⋆ev THH■(kR/kA) b■
kev lev

»
−! fil⋆ev THH■(lR/lA) .

Proof. Using Corollary 6.14, we see that both sides are exhaustive filtrations on THH■(lR/lA).
It is thus enough to check the equivalence on associated gradeds. Let us now assume we’re in
case 6.2(E2); the 6.2(E2) is analogous using the resolution from Proposition 6.11. Using the spec-
tral sequence from Lemma 6.13, we see that the cosimplicial graded object π2˚ THH■(kR•

∞/kA)
has a finite filtration(6.5) in every graded degree-wise finite filtration whose associated graded
satisfies

gr˚ π2(⋆+˚) THH■(kR•
∞/kA) » π2⋆ HH■(R•

∞/A) bL■
Z π2˚(k)

as cosimplicial bigraded objects. Applying lim∆∆ (which commutes with − bL■
Z π2˚(k) by the

argument in the proof of Proposition 6.11), we find that gr˚
ev THH■(kR/kA) has a finite filtration

in every graded degree in such a way that the associated graded satisfies

gr˚ gr⋆+˚
ev THH■(kR/kA) » gr⋆HKR HH■(R/A) b■

Z Σ2˚π2˚(k)

as bigraded objects. This equivalence is compatible with gr˚ kev » Σ2˚π2˚(k), since the latter
can be obtained from the spectral sequence for THH■(k/k). Using the same for l, the desired
equivalence now follows from the trivial observation
`

gr⋆HKR HH■(R/A) b■
Z Σ2˚π2˚(k)

˘ b■
Σ2˚π2˚(k) Σ2˚π2˚(l) » gr⋆HKR HH■(R/A) b■

Z Σ2˚π2˚(l) ,

so we’re done.

6.18. Corollary. — Let k ! l be as in Corollary 6.17 and put khS1
ev := τ⩾2⋆(khS

1) as well as
lhS

1
ev := τ⩾2⋆(lhS

1). Let also t ∈ π−2(khS1) be a complex orientation of k. We regard t as sitting
in homotopical degree −2 and filtration degree −1 of khS1

ev . Then the canonical base change
morphism is an equivalence

´

fil⋆ev,hS1 TC−
■ (kR/kA) b■

khS1
ev

lhS
1

ev

¯∧

t

»
−! fil⋆ev,hS1 TC−

■ (lR/lA) .
(6.5)This is not the filtration from Corollary 6.15.
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Proof. Using Corollary 6.16, we see that both sides are t-complete. Upon reduction modulo t,
we get the equivalence from Corollary 6.17.

A similar base change equivalence exists for filev,tS1 TP■(kR/kA), but one has to be a little
careful about completions. One way to formulate the result would be via Corollary 6.18
combined with the following:

6.19. Corollary. — Let ktS1
ev := τ⩾2⋆(ktS

1). We have a canonical equivalence

fil⋆ev,hS1 TC−
■ (kR/kA) b■

khS1
ev

ktS
1

ev
»
−! fil⋆ev,tS1 TP■(kR/kA) .

Proof. Using Corollary 6.16, we see that both sides are exhaustive filtrations on TP■(kR/kA).
It is thus enough to check the equivalence on associated gradeds. Using Corollary 6.16, we find
that

gr˚
ev,hS1 TC−

■ (kR/kA)! gr˚
ev,tS1 TP■(kR/kA)

is an equivalence in negative graded degrees and that the right-hand side is periodic. Since
− b■

gr˚ khS
1

ev
gr˚ ktS

1
ev will also make the left-hand side periodic, we’re done.

§6.4. Comparison of even filtrations

As another consequence of Proposition 6.11, we can show that the even filtrations from 6.8
agree with the those defined by rBMS19; HRW22; Pst23s.
6.20. Even filtrations on ordinary Hochschild homology. — In the case k = Z, the
constructions in 6.8 yield filtrations

fil⋆ev HH■(R/A) , fil⋆ev,hS1 HC−
■ (R/A) , and fil⋆ev,tS1 HP■(R/A) .

But HH■(R/A) » HH(R/A)∧
p is a p-complete E∞-ring spectrum and so we can also consider

the Hahn–Raksit–Wilson even filtrations

fil⋆HRW9ev HH(R/A)∧
p , fil⋆HRW9ev,hS1 HC−(R/A)∧

p , and fil⋆HRW9ev,tS1 HP(R/A)∧
p .

These can be regarded as filtrations on HH■(R/A), HC−
■ (R/A), and HP■(R/A) in a natural way.

For HH, we simply regard p-complete spectra as solid condensed spectra per Convention 6.6
and use Lemma 6.7. For HC− and HP, we must be a little more careful: If HH(R/A)! E is
an S1-equivariant E∞-map into an even p-complete ring spectrum with bounded p∞-torsion,
we regard EhS

1 as a solid condensed spectrum by performing both the p-completion and the
homotopy fixed points (−)hS1 in Sp■. We then regard

fil⋆HRW9ev,hS1 HC−(R/A)∧
p » lim

HH(R/A)!E
τ⩾2⋆

`

EhS
1˘ ;

as a solid condensed spectrum by also performing the limit in Sp■. In the same way we can
regard fil⋆HRW9ev,tS1 HP(R/A)∧

p as a filtered solid condensed spectrum.
If E is even, then the perfect even filtration of E is the double-speed Whitehead filtration

τ⩾2⋆(E) by rPst23, Lemma 2.36s and its solid analogue. Moreover, (τ⩾2⋆(E))hTev » τ⩾2⋆(EhS
1)

by rAR24, Lemma 2.75(vi)s and similarly (τ⩾2⋆(E))tTev » τ⩾2⋆(EtS
1). It follows that there’s a

canonical map fil⋆ev ! fil⋆HRW9ev in each case.
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6.21. Corollary. — Via the comparison maps constructed in 6.20 above, the filtrations

fil⋆ev HH■(R/A) , fil⋆ev,hS1 HC−
■ (R/A) , and fil⋆ev,tS1 HP■(R/A) ,

agree with the Hahn–Raksit–Wilson/HKR even filtrations

filHRW9ev HH(R/A)∧
p , filHRW9ev,hS1 HC−(R/A)∧

p , and filHRW9ev,tS1 HP(R/A)∧
p .

Proof. The solid even filtration fil⋆ev HH■(R/A) can be computed by a certain cosimplicial
resolution (in case 6.2(E1) by definition, in case 6.2(E2) by Proposition 6.11). The same
resolutions also compute the even filtration of Hahn–Raksit–Wilson. The same argument also
works for HC−

■ and HP■ thanks to Corollary 6.16.

6.22. Remark. — For later use, let us point out the following consequence: Using Corol-
lary 6.18 for ku! ku b Q » Qrβs and Z! Qrβs, we deduce that

´

fil⋆ev,hS1 TC−
■ (kuR/kuA) b■ Q

¯∧

t
»
´

fil⋆ev,hS1 HC−
■ (R/A) b■

ZhS1
ev

QrβshS1
ev

¯∧

t
.

Moreover, the filtration on the right-hand side is the usual Hahn–Raksit–Wilson/HKR even
filtration. This will give us good control over the constructions in §7 after rationalisation.

The filtration on TC−(S/SAJq − 1K)r1/us∧
(p,q−1) from Proposition A.17, whose associated

graded computes prismatic/q-de Rham cohomology, is also recovered by the solid even filtration.

6.23. Corollary. — If S is any p-complete p-quasi-lci Arζps-algebra of bounded p∞-torsion,
then there’s a canonical filtered E∞-equivalence

´

fil⋆ev THH■

`

S/SAJq − 1K
˘“ 1
u

‰∧
p

¯hTev »
−! fil⋆HRW9ev,hS1

´

TC−`S/SAJq − 1K
˘“ 1
u

‰∧
(p,q−1)

¯

(where the right-hand side is regarded as a filtered solid condensed spectrum in the way described
in 6.20 above).

Proof. Let us first construct the canonical map in question. For every S1-equivariant E∞-map
THH(S/SAJq − 1K)r1/us! E into a p-complete even ring spectrum, we get a canonical filtered
E∞-map

´

fil⋆ev THH■

`

S/SAJq − 1K
˘“ 1
u

‰∧
p

¯hTev
−! (τ⩾2⋆E)hTev » τ⩾2⋆

`

EhS
1˘

using rAR24, Lemma 2.75(vi)s. This induces the desired comparison map. To prove that
we get an equivalence, we can use the same arguments as before: Choose a polynomial ring
P = Zrxi | i ∈ Is with a surjection P ↠ S and then show that both sides are computed by the
cosimplicial resolution τ⩾2⋆ TC−

■ (S/(SA b■ SP̂ •
p
)Jq − 1K)r1/us∧

(p,q−1).

Finally, we show that in the case k = ku our solid even filtration on THH■(kuR/kuA) agrees
with the p-completion of Pstrągowski’s perfect even filtration fil⋆P9ev THH(kuR/kuA). This won’t
be needed in the rest of the text, but it is perhaps a nice sanity check.

6.24. Corollary. — The canonical map induced by 5.7 is an equivalence
`

fil⋆P9ev THH(kuR/kuA)
˘∧
p

»
−! fil⋆ev THH■(kuR/kuA) .
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Proof. Let T := THH(kuR/kuA) for short. Since THH(SP ) ! SP is eff, we can compute
fil⋆P9ev T using descent; more precisely, using the uncondensed version of Theorem 5.21. We find
that

fil⋆P9ev/T T −! lim
∆∆

fil⋆P9ev/T
`

T bTHH(SP ) THH(SP /SP •)
˘

is an equivalence up to completing the filtrations on both sides. Let us now study the right-hand
side. Fix some cosimplicial degree i and put M := THH(kuR/kuA b SP i) for short. We claim
that there is a canonical equivalence

(fil⋆P9ev M)∧
p

»
−! fil⋆P9ev M̂p » τ⩾2⋆(M̂p) .

If we can show this, we’re done. Indeed, by comparison with the resolution from Proposi-
tion 6.11, we find that

`

fil⋆P9ev THH(kuR/kuA)
˘∧
p
! fil⋆ev THH■(kuR/kuA) is an equivalence up

to completion. But the filtrations on both sides are exhaustive and the right-hand side is
complete by Proposition 6.11 again, and so the map must be an equivalence.

To show the claim, first observe that the homotopy groups of M̂p/β » HH(R/A bZ P
i)∧
p

are concentrated in even degrees and p-completely flat over R, where the R-module structure
on π˚(M̂p/β) comes from the left-T -module structure on M . We would like to show that the
same conclusion is true for π˚(HomT (Q, M̂p)/β) for any perfect even T -module Q; however,
the seemingly obvious argument doesn’t quite work, since T is only E1 and so there’s no
left-T -module structure on HomT (−,−).

To fix this, observe that T bTHH(SP ) SP has a right-SP -module structure commuting with
the left-T -module structure. Restricting to π0(SP ) „= P , we get a right homotopy action of P
on T bTHH(SP ) SP . Since π0 THH(SP ) „= P as well, this action agrees with the right action of P
on T via P ↠ R „= π0(T ). In particular, the right homotopy action by P factors through R. An
analogous right homotopy action of R can be constructed on M » T bTHH(SP ) S

bTHH(SP )(i+1)
P ,

by picking our favourite tensor factor.
This explains how π˚ HomT (−, M̂p) can be equipped with an R-module structure. With

this R-module structure, it is still true that the homotopy groups π˚(M̂p/β) are concentrated
in even degrees and are p-completely flat R-modules, because HH(R/AbZ P

i) is commutative.
This allows us to deduce that the homotopy groups π˚(HomT (Q, M̂p)/β) are also concetrated
in even degrees and p-completely flat over R for any perfect even left T -module Q. Since M
is bounded below, we deduce that also HomT (Q, M̂p) is even and its homotopy groups are
p-completely flat R-modules. In particular, this is true for M̂p itself. By rBMS19, Lemma 4.7s,
the p∞-torsion in π2˚ HomT (Q, M̂p) is therefore bounded. In fact, there’s a uniform bound N
that works for all Q, since we can use the same bound as for R.

Let us use this to analyse the canonical map

gr˚
P9ev M̂p −! lim

α⩾0
gr˚

P9ev(M̂p/p
α) .

By definition, (gr˚
P9ev M̂p)/pα is given by the sections over T of the sheafification of the spectra-

valued presheaf Σ2˚(π2˚ HomT (−, M̂p))/pα on the perfect even site Perfev(T ). In homotopical
degree 2˚, this presheaf agrees with Σ2˚π2˚ HomT (−, M̂p/p

α), but in homotopical degree 2˚ + 1
it has an extra torsion component. However, if we go from α + N to α, then the transition
map will vanish on the torsion component, because N is a uniform bound for the p∞-torsion.
Thus, in the limit we get an equivalence limα⩾0(gr˚

P9ev M̂p)/pα » limα⩾0 gr˚
P9ev(M̂p/p

α). The
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left-hand side agrees with π2˚(M̂p) since M̂p is already even and p-complete. We conclude that

τ⩾2⋆(M̂p) » fil⋆P9ev M̂p −! lim
α⩾0

fil⋆P9ev(M̂p/p
α)

is an equivalence up to completion of the filtration on the right-hand side.
Since THH(SP )! SP is eff, M will be even flat, hence homologically even over T . Thus

rPst23, Remark 2.35s shows fil⋆P9ev M » fil⋆−1/2
P9ev M . By definition, (fil⋆−1/2

P9ev M)/pα is given by
the sections over T of the sheafification of the spectra-valued presheaf

cofib
`

pα : τ⩾2⋆−1 HomT (−,M) −! τ⩾2⋆−1 HomT (−,M)
˘

on Perfev(T ). In homotopical degrees ⩾ 2⋆, this presheaf agrees with τ⩾2⋆ HomT (−,M/pα),
but in homotopical degree 2⋆ − 1 there might be an additional component that injects into
Σ2⋆−1π2⋆−1 HomT (−,M/pα). However, the transition maps from α+N to α will vanish on this
additional component by our uniform p∞-torsion bound, so in the limit we get an equivalence

pfil⋆P9ev Mq∧
p » lim

α⩾0
pfil⋆P9ev Mq/pα »

−! lim
α⩾0

fil⋆P9ev(M/pα) .

At this point we’ve shown that pfil⋆P9ev Mq∧
p ! τ⩾2⋆(M̂p) is an equivalence up to completion.

But both sides are already complete: The right-hand side by inspection, the left-hand side by
rPst23, Theorem 8.3(2)s. So we’re done.

6.25. Remark. — The argument can be adapted to any even ring spectrum k such that
π˚(k) is a graded polynomial ring over Z with finitely many generators in each given degree.
In particular, it works for k = MU. We don’t know to what extent Corollary 6.24 is true
in complete generality. At the very least, one would need some finiteness assumption on k;
otherwise kA and kR won’t be p-complete in general.
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§7. q-de Rham cohomology and TC− over ku
In this section we’ll finally formulate and prove the precise relationship between the even
filtration on TC−(kuR/kuA) and the q-de Rham complex q9dRR/A.

7.1. Convention — To avoid excessive use of completions, throughout §7, all (q-)de Rham
complexes and cotangent complexes relative to a p-complete ring will be implicitly p-completed.

§7.1. The p-complete comparison (case p > 2)
We fix a prime p > 2. We’ll also continue to fix rings A and R satisfying the assumptions
from 6.1 and 6.2.

Our main tool will be a striking result of Devalapurkar. To formulate this result, let us
regard Zprζps as a SpJq−1K-algebra via q 7! ζp. We let S1 act on THH(Zprζps/SpJq−1K)∧

p in the
usual way and let Z×

p act via A.20. We let S1 act on kutCp via the residual S1 » S1/Cp-action
and let Z×

p act via the Adams operations on ku∧
p .

7.2. Theorem (Devalapurkar rDev25, Theorem 6.4.1s). — For primes p > 2, there exists an
S1 × Z×

p -equivariant equivalence of E∞-ring spectra

THH
`

Zprζps/SpJq − 1K
˘∧
p

»
−! τ⩾0

`

kutCp
˘

.

Moreover, this equivalence fits into a commutative diagram of S1-equivariant E∞-algebras

THH
`

Zprζps/SpJq − 1K
˘∧
p

τ⩾0(kutCp)

THH(Fp) τ⩾0(ZtCpp )

»

»

where the bottom row is the equivalence from rNS18, Corollary IV.4.13s.
7.3. Remark. — Theorem 7.2 was conjectured for all p by Lurie and Nikolaus. By an
unpublished result of Nikolaus, Theorem 7.2 is true as an S1-equivariant E1-equivalence for
all p (see Theorem 7.17 below). As far as the author is aware, constructing an S1-equivariant
E∞-equivalence case p = 2 is still open.

7.4. Remark. — If we also let q ∈ π0(kuhS1) „= ku0(BS1) denote the class corresponding to
the standard representation of S1 on C, then the map from Theorem 7.2 sends q 7! q.

Moreover, there’s a unique complex orientation t ∈ π−2(kuhS1) satisfying q − 1 = βt. In the
following, we’ll frequently use π˚(kuhS1) „= ZrβsJtK, and we’ll identify this graded Zrts-algebra
with the filtered ring (q − 1)⋆ZJq − 1K, where (q − 1) in degree 1 corresponds to β.

7.5. The comparison map I. — We import the equivalence from Theorem 7.2 into the
solid world via 6.6. Using this equivalence, we can construct an S1-equivariant map of solid
condensed spectra as follows:
`

THH■(SR/SA) b■
SA,ϕtCp SA

˘ b■ THH■

`

Zprζps/SpJq − 1K
˘

THH■(SR/SA)tCp b■ kutCp

THH■

´

(R bL
A,ϕ A)∧

p rζps/SAJq − 1K
¯

THH■(kuR/kuA)tCp

»
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The map in the top row is given by ϕp/SA b■ (7.2), where ϕp/SA denotes the relative cyclotomic
Frobenius on THH(−/SA). The right vertical arrow comes from lax symmetric monoidality
of (−)tCp . The left vertical arrow is an equivalence since THH is symmetric monoidal. So the
dashed bottom horizontal arrow exists.

Now THH■(Zprζps/SpJq−1K)! kutCp sends the generator u ∈ π2 to a unit. Indeed, this can
be checked modulo (q−1) = βt, so we reduce to the same question for THH(Fp)! ZtCpp . Under
the equivalence ZtCpp » THH(Fp)tCp , this map becomes the cyclotomic Frobenius for THH(Fp),
which is well-known to send u to a unit. The diagram above thus induces an S1-equivariant
map

ψR : THH■

`

R(p)rζps/SAJq − 1K
˘“ 1
u

‰

−! THH■(kuR/kuA)tCp ,

where R(p) := (R bL
A,ϕ A)∧

p as in A.19. From ψR, we can now construct a filtered map

ψ⋆R : fil⋆ev TC−
■

`

R(p)rζps/SAJq − 1K
˘“ 1
u

‰∧
(p,q−1) −! fil⋆ev TP■(kuR/kuA) ,

where the filtration on the left-hand side agrees with the Bhatt–Morrow–Scholze filtration, the
Hahn–Raksit–Wilson, and the Pstrągowski–Raksit even filtration. To construct ψ⋆R, we have to
distinguish the two cases:
(E1) In situation 6.2(E1), we construct ψ⋆R as the limit

lim
∆∆
τ⩾2⋆ TC−

■

`

(R•
∞)(p)rζps/SAJq − 1K

˘“ 1
u

‰∧
(p,q−1)

(7.5)
−−−! lim

∆∆
τ⩾2⋆ TP■(kuR•

∞/kuA)

The left-hand side is fil⋆ev TC−
■ (R(p)rζps/SAJq − 1K)r1/us∧

(p,q−1) by quasi-syntomic descent
for the Bhatt–Morrow–Scholze even filtration and the right-hand side is filev TP■(kuR/kuA)
by definition.

(E2) In situation 6.2(E2), we construct ψ⋆R by applying (fil⋆ev(−))h(T/Cp)ev to the map from 7.5
and composing with a certain canonical map

`

fil⋆ev THH■(kuR/kuA)tCp
˘h(T/Cp)ev

−! fil⋆ev,tS1 TP■(kuR/kuA) ,

that will be constructed in 7.7 below.

7.6. Even filtrations and the Tate construction. — To construct such a map, let more
generally T be a complex orientable solid E1-ring spectrum and let M be an S1-equivariant
left-T -module such that MhCp is solid homologically even over T hCp . Let T hS1

ev := fil⋆ev T
hS1

and T tS
1

ev := fil⋆ev T
tS1 . First observe that we have an equivalence

T tS
1

ev b■

ThS1
ev

fil⋆ev /ThCp M
hCp »
−! fil⋆ev /T tCp M

tCp

Indeed, choose a complex orientation t ∈ π−2(T hS1). It’s well-known that T tS1 » T hS
1rt−1s

and M tCp » MhCprt−1s. In particular, we see that both sides above are exhaustive filtrations
on M tCp , and so it’s enough to check the equivalence on graded pieces. Since t sits in even
degree −2, if we take any π˚-even envelope over T hS1 or T hCp and invert t, we get a π˚-even
envelope over T tS1 or T tCp , respectively. Since the associated graded of the even filtration can
be computed by successively taking π˚-even envelopes (see rPst23, §5s; the solid analogue is
discussed in 5.6), the claimed equivalence follows.
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Now let (−)hCp,ev and (−)tCp,ev denote the synthetic fixed point and Tate constructions
from rAR24, Definition 2.61s. We have canonical maps

fil⋆ev /ThCp M
hCp −!

`

fil⋆ev /T M
˘hCp,ev ,

T tS
1

ev b■

ThS1
ev

`

fil⋆ev /T M
˘hCp,ev −!

`

fil⋆ev /T M
˘tCp,ev .

Composing these with the equivalence above, we get a canonical map

fil⋆ev /T tCp M
tCp −!

`

fil⋆ev /T M
˘tCp,ev .

7.7. The comparison map II. — To construct the map that we need in 7.5(E2), we apply
(−)h(T/Cp)ev to the general construction from 7.6, where (−)h(T/Cp)ev denotes fixed points in
the sense of rAR24, §2.3s with respect to the even filtration on SrS1/Cps. It then remains to
check that the canonical map

fil⋆ev TP■(kuR/kuA) »
−!

´

`

fil⋆ev THH■(kuR/kuA)
˘tCp,ev

¯h(T/Cp)ev

is an equivalence. To see this, we’ll use the cosimplicial resolution from Proposition 6.11. A
similar argument as in the proof of Corollary 6.16 can be used to verify that (−)tCp,ev commutes
with the cosimplicial limit. We can thus reduce to the case where THH■(kuR/kuA) is already
even. The desired result then follows from rAR24, Lemma 2.75(vi)s, its analogue for (−)hCp,ev ,
and the classical fact that (−)tS1 » ((−)tCp)h(S1/Cp) holds on bounded below p-complete spectra
by rNS18, Lemma II.4.2s.
7.8. The q-Hodge filtration. — We can pass to the 0th graded piece of our filtered
comparison map ψ⋆R and use Proposition A.17 to obtain a map

ψ0
R : q9dRR/A −! gr0

ev,tS1 TP■(kuR/kuA) » gr0
ev,tS1 TC−

■ (kuR/kuA) .

Now gr˚
ev,hS1 TC−

■ (kuR/kuA) is a graded module over gr˚
ev,hS1(kuhS1) » Σ2˚π2˚(kuhS1). Hence

the double shearing Σ−2˚ gr˚
ev,hS1 TC−

■ (kuR/kuA) is a graded module over ZprβsJtK, with |β| = 2,
|t| = −2.(7.1) We can regard t as a filtration parameter, so that the graded ZprβsJtK-module
Σ−2˚ gr˚

ev,hS1 TC−
■ (kuR/kuA) defines a filtration on gr0

ev,hS1 TC−
■ (kuR/kuA). We define the

q-Hodge filtration as the pullback

fil⋆q9Hdg q9dRR/A Σ−2˚ gr˚
ev,hS1 TC−

■ (kuR/kuA)

q9dRR/A gr0
ev,hS1 TC−

■ (kuR/kuA)

≒
ψ0
R

The name q-Hodge filtration is justified by the fact that fil⋆q9Hdg q9dRR/A is indeed a q-deformation
of the Hodge filtration on dRR/A. This is part of the main result of this subsection, which
we can now formulate and prove. Here we identify the graded Zrts-algebra ZprβsJtK with the
(q − 1)-adic filtration (q − 1)⋆ZpJq − 1K as explained in Remark 7.4.

(7.1)Also note that since everything is Z-linear, the double shearing functor Σ2˚ is symmetric monoidal.

111

https://arxiv.org/pdf/2411.19929.pdf#theorem.2.61
https://arxiv.org/pdf/2411.19929.pdf#subsection.2.3
https://arxiv.org/pdf/2411.19929.pdf#theorem.2.75
https://arxiv.org/pdf/1707.01799#thm.2.4.2


§7. q-de Rham cohomology and TC− over ku

7.9. Theorem. — Let p > 2 be a prime and let A and R satisfy the assumptions from 6.1
and 6.2. Then the map ψ0

R from 7.7 induces an equivalence of graded ZprβsJtK-modules

fil⋆q9Hdg q9d̂RR/A
»
−! Σ−2˚ gr˚

ev,hS1 TC−
■ (kuR/kuA) ,

where the left-hand side denotes the completion of the q-Hodge filtration fil˚q9Hdg q9dRR/A from
7.8. Moreover, modulo β and after rationalisation, we get equivalences

fil⋆q9Hdg q9dRR/A bL
ZprβsJtK ZpJtK

»
−! fil⋆Hdg dRR/A ,

fil⋆q9Hdg q9dRR/A

“1
p

‰∧
(q−1)

»
−! fil⋆(Hdg,q−1) dRR/A

“1
p

‰

Jq − 1K

with the usual Hodge filtration and the combined Hodge and (q − 1)-adic filtration, respectively.

7.10. Remark. — In case 6.2(E2), all equivalences in Theorem 7.9 are canonically E1-
monoidal. In fact, if SR can be equipped with an En-algebra structure in SA-modules for any
2 ⩽ n ⩽∞, then all equivalences will be canonically En−1-monoidal. To see this, observe that
for any T ∈ AlgE2(ModSA(Sp■)), we can use the same construction as in 7.5 to produce an
S1-equivariant map

THH■

`

(T b■
SA,ϕtCp SA) b■ Zprζps/SAJq − 1K

˘“ 1
u

‰

−! THH■(ku b■ T/kuA)tCp ;

these maps assemble into a symmetric monoidal transformation of symmetric monoidal functors
AlgE2(ModSA(Sp■))! AlgE1(SpBS1

■ ). If SR admits an En-algebra structure in SA-modules, then
SR ∈ AlgEn−2(AlgE2(ModSA(Sp■))) and so ψR is S1-equivariantly En−2 as a map in AlgE1(Sp■),
hence S1-equivariantly En−1 as a map in Sp■. The other parts of the construction clearly
preserve En−1-monoidality.

If we are in case 6.2(E1), then a priori we only get E0-monoidal structures. However, we
can a posteriori upgrade everything from E0 to E∞ by applying Theorem 7.18 below to the
given resolution R! R•

∞.

The main step in the proof of Theorem 7.9 is to describe ψ0
R modulo (q − 1).

7.11. Lemma. — The reduction modulo (q − 1) = βt of the map ψ0
R from 7.7 agrees with the

canonical Hodge completion map

dRR/A −! d̂RR/A » gr0
ev,tS1 HP■(R/A) .

Proof (initial reduction). In the following, we’ll assume we’re in case 6.2(E2). In case 6.2(E1),
we repeat the arguments below instead for each term in the cosimplicial resolution R•

∞, with
the even filtration replaced by τ⩾2⋆.

Put R := R bL
Zp Fp and R(p) := R bL

A,ϕ A for short. If we reduce the diagram from 7.5
modulo (q − 1) = βt, we obtain the following commutative diagram:

`

THH■(SR/SA) b■
SA,ϕtCp SA

˘ b■ THH(Fp) THH■(SR/SA)tCp b■ ZtCpp

THH■

`

R(p)/SA
˘

HH■(R/A)tCp
»
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The top row is induced by the equivalence THH(Fp) » τ⩾0(ZtCpp ) from rNS18, Corollary IV.4.13s
and the relative cyclotomic Frobenius ϕp/SA for THH(−/SA). After passing to homotopy S1-
fixed points, the bottom row of this diagram factors induces a map

ψhS
1

R : TC−
■

`

R(p)/SA
˘“ 1
u

‰∧
p
−! HP■(R/A) .

The key observation is now that the map ψhS
1

R can be constructed without the choice of a
spherical lift SR. Let us interrupt the proof for the moment and discuss how this works.

7.12. Constructing ψhS1

R without a spherical lift. — Let us first assume that A „= W(k)
is the ring of Witt vectors over a perfect field of characteristic p. In this case, Petrov and
Vologodsky rPV23s construct an equivalence TP■(R/SA) » HP■(R/A) without choosing any
spherical lift SR. We claim that this equivalence holds, in fact, for arbitrary A, and that the
composition with the relative cyclotomic Frobenius

ϕhS
1

p/SA : TC−
■

`

R(p)/SA
˘“ 1
u

‰∧
p
−! TP(R/SA)

agrees with the map ψhS
1

R . Both of these claims follow from work of Devalapurkar and Raksit
rDR25s: They give a new proof of the equivalence TP■(R/SA) » HP■(R/A), which works for
arbitrary A, and from their proof it will be apparent that the maps indeed coincide. The new
proof is based on the following result:

7.13. Theorem (Devalapurkar–Raksit rDR25s). — Let j := τ⩾0(SK(1)) be the connective
cover of the K(1)-local sphere.

(a) There is an equivalence THH(Zp)∧
p » τ⩾0(jtCp) as well as a commutative diagram

j THH(Zp)∧
p

Zp THH(Fp)

///

of S1-equivariant (in fact, cyclotomic) E∞-rings. Moreover, there exists a dashed diagonal
arrow that makes the upper left but not the lower right triangle commute S1-equivariantly.

(b) The horizontal maps j ! THH(Zp)∧
p and Zp ! THH(Fp) are S1-nilpotent, that is, for any

spectrum X with S1-action the maps Xbj ! XbTHH(Zp)∧
p and XbZp ! XbTHH(Fp)

become equivalences upon (−)tS1.

The new proof of the equivalence TP■(R/SA) » HP■(R/A) in rDR25, §5s then proceeds as
follows: By Theorem 7.13(a) we have an S1-equivariant commutative diagram

THH■(R/SA) b■
j Zp THH■(R/SA) b■

THH■(Zp) Zp

THH■(R/SA) b■
j THH(Fp) THH■(R/SA) b■

THH■(Zp) THH(Fp)

(»)tS1

(»)tS1

(»)tS1
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By Theorem 7.13(b), the horizontal arrows and the left vertical arrow become equivalences
after applying (−)tS1 .(7.2) Hence after (−)tS1 the dashed vertical arrow exists and it induces
the desired equivalence HP■(R/A) » TP■(R/SA).

Using THH■(R/SA) » THH■(SR/SA)b■THH■(Zp), it is also apparent that the composition
of this equivalence with the relative cyclotomic Frobenius ϕhS1

p/SA agrees with the map ψhS
1

R , as
we’ve claimed above.

Proof of Lemma 7.11 (end of proof ). The proof can now be finished as follows: Let S be a
p-torsion free p-complete p-quasi-lci A-algebra, put S := S/p and S(p) := S bL

A,ϕ A. Via
quasi-syntomic descent as in the proof of Proposition A.17, we can define a Bhatt–Morrow–
Scholze-style even filtration fil⋆BMS9ev,hS1 TC−

■ (S(p)/SA)r1/us∧
p together with a map

ψ⋆S : fil⋆BMS9ev,hS1 TC−
■

`

S(p)/SA
˘“ 1
u

‰∧
p
−! fil⋆BMS9ev,tS1 HP■(S/A) ;

to construct this map, we use 7.12 above. By passing to animations, we can also cover the case
S = R.(7.3) A comparison with prismatic cohomology as in the proof of Proposition A.17 shows
that the 0th graded piece of ψ⋆S has the form

ψ0
S : ∆S(p)/A » dRS/A −! d̂RS/A ;

here we also use the crystalline comparison for prismatic cohomology rBS19, Theorem 5.2s
and the fact that the de Rham cohomology of S agrees with the crystalline cohomology of its
reduction S. If we can show that ψ0

S is the canonical Hodge completion map, then we’ll be
done, because from the comparison results in Corollaries 6.21 and 6.23 it’s clear that in the
case S = R the map ψ⋆R agrees with the reduction of ψ0

R modulo (q − 1).
To show that ψ0

S has the desired form, we can now use quasi-syntomic descent. In particular,
we may reduce to a situation where S/p is relatively semiperfect over A (i.e. the relative
Frobenius S/pbA,ϕ A↠ S/p is surjective). Then everything is even, hence both sides of ψ⋆S
are double speed Whitehead filtrations on even spectra and ψ0

S is a map between two static
condensed rings. Whether this map is the correct one can be checked on the level of sets and
hence after any p-completely faithfully flat base change. Let A∞ denote the p-completed colimit
perfection of A. By our assumption 6.1, A! A∞ is p-completely faithfully flat, and it can be
lifted to an E∞-map SA ! SA∞ (see Lemma A.15 for example). Via base change along this
map, we may reduce to the case where A is perfect. Then S/p is semiperfect on the nose and
so Ainf := W(S♭)↠ S is surjective.

Now everything becomes rather explicit: Let J := ker(Ainf ! R) and let Acrys := DAinf (J)
denote the p-completed PD-envelope of J . It’s well-known(7.4) that

dRS/A » dRR/Ainf » Acrys .

Since the un-p-completed PD-envelope A◦
crys of J ⊆ Ainf is contained in Ainf r1/ps, the Hodge

completion map Acrys ! Âcrys is uniquely characterised by the following two properties:
(7.2)The functor (−)tS

1
factors through a certain category, denoted M̂odtW rS1s

by rPV23s and (ModtS
1

j )∧
(p,v1)

by rDev25s; the S1-nilpotence property from Theorem 7.13(b) ensures that j ! THH(Zp)∧
p and Zp ! THH(Fp)

become equivalences in that category.
(7.3)Observe that R(p) might only be an animated ring.
(7.4)Indeed, the first equivalence follows from the fact that A and Ainf being are perfect δ-rings. For the

second, note that dRR/Ainf is p-torsion free and contains divided powers for all x ∈ J , as can be seen from
dRZ/Zrxs ! dRR/Ainf . Hence there’s a map Acrys ! dRR/Ainf , and this map is an equivalence modulo p by
rBMS19, Proposition 8.12s.
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(a) It is a map of Ainf-modules.
(b) It is continuous with respect to the natural topologies on either side.
It’s clear from the construction that ψ0

S satisfies (b) since it is a map of condensed rings. To
see (a), just observe that in the construction of ψ0

S , instead of working with THH■(−/SA),
we could have worked with THH■(−/SAinf ), where SAinf denotes the unique lift of the perfect
δ-ring Ainf to a p-complete connective E∞-ring spectrum.

Next let us describe ψ0
R after rationalisation.

7.14. Lemma. — The rationalisation of the map ψ0
R from 7.7 fits into a commutative diagram

q9dRR/A

“1
p

‰∧
(q−1) gr0

ev,hS1 TC−
■ (kuR/kuA)

“1
p

‰∧
(q−1)

dRR/A

“1
p

‰

Jq − 1K dRR/A

“1
p

‰∧
HdgJq − 1K

ψ0
R,Qp

» »

where the left vertical arrow is the usual equivalence for rationalised q-de Rham cohomology,
the right vertical arrow is obtained via Remark 6.22, and the bottom arrow is the natural Hodge
completion map.

Proof. The following argument was suggested by Peter Scholze (any errors are due to the author).
Observe that the usual rationalisation equivalence q9dRR/Ar1/ps∧

(q−1) » dRR/Ar1/psJq − 1K is
Z×
p -equivariant, where the action on the left-hand side is the one discussed in A.20 and on

the right-hand side u ∈ Z×
p acts via q 7! qu. Since the equivalence from Theorem 7.2 is also

Z×
p -equivariant, we obtain a Z×

p -equivariant map

dRR/A

“1
p

‰

Jq − 1K −! dRR/A

“1
p

‰∧
HdgJq − 1K ,

which we must show to agree with the natural Hodge completion map. In general, if M ∈ D(Qp)
is equipped with the trivial action of Z×

p , there’s a functorial equivalence

M
»
−!MJq − 1KhZ

×
p bL

ZhZ
×
pp
Zp .

Indeed, the fixed points MJq − 1KhZ
×
p would be M ‘ Σ−1M ; to kill the shifted copy of M , we

take the tensor product along ZhZ
×
p

p ! Zp.
Applying this in the situation at hand, we get a map dRR/Ar1/ps ! dRR/Ar1/ps∧

Hdg. By
comparison with the reduction modulo (q − 1) and using Lemma 7.11, we see that this map
must be the canonical Hodge completion map. By applying (− bL

Qp QpJq− 1K)∧
(q−1) to this map,

we deduce that the original map must have been the natural Hodge completion as well.

Proof of Theorem 7.9. By definition of the filtration fil⋆q9Hdg q9dRR/A (see 7.8), the base change
fil⋆q9Hdg q9dRR/A bL

ZprβsJtK ZpJtK is the pullback of the filtered module Σ−2⋆ gr⋆ev,hS1 HC−
■ (R/A)

along ψ0
R : dRR/A ! gr0

ev,hS1 HC−
■ (R/A). The rationalisation fil⋆q9Hdg q9dRR/Ar1/ps∧

(q−1) can be
described analogously. Using Lemmas 7.11 and 7.14 as well as the fact that any filtration is the
pullback of its completion (see 1.48), we deduce that

fil⋆q9Hdg q9dRR/A bL
ZprβsJtK ZpJtK

»
−! fil⋆Hdg dRR/A ,

fil⋆q9Hdg q9dRR/A

“1
p

‰∧
(q−1)

»
−! fil⋆(Hdg,q−1) dRR/A

“1
p

‰

Jq − 1K
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are indeed equivalences. Finally, whether

fil⋆q9Hdg q9d̂RR/A
»
−! Σ−2˚ gr˚

ev TC−
■ (kuR/kuA)

is an equivalence can be checked modulo β. By the base change result that we’ve already shown,
this follows from fil⋆Hdg d̂RR/A » Σ−2˚ gr˚

ev HC−
■ (R/A).

§7.2. The p-complete comparison (case p = 2)
In this subsection, we’ll discuss how much of §7.1 can be salvaged in the case p = 2. We expect
that Theorem 7.9 is still true for p = 2, but our proof fails at several places. Here are the two
main issues:
( ! ) The S1-equivariant E∞-equivalence THH(Zprζps/SpJq−1K) » τ⩾0(kutCp) from Theorem 7.2

is still conjectural for p = 2.
( !! ) Theorem 7.13 is provably false for p = 2.
The objection in the second issue is essentially the discrepancy between Nygaard and divided
power completion at p = 2; see rDR25, Remark 0.5.3s for example. The goal of this subsection
is to show that both issues only affect the case 6.2(E2).

7.15. Theorem. — If R satisfies the assumptions from 6.2(E1), then the conclusions of The-
orem 7.9 are true in the case p = 2 as well.

7.16. Remark. — Note that a priori fil⋆q9Hdg q9dRR/A will only be a graded E0-algebra over
ZprβsJtK. A posteriori, we get an E∞-structure by applying Theorem 7.18 below to the given
cosimplicial resolution R! R•

∞.

To show Theorem 7.15, let us first address the less serious issue ( ! ) above.

7.17. Theorem (Nikolaus, unpublished). — For all primes p there exists an S1-equivariant
equivalence of E1-ring spectra

THH
`

Zprζps/SpJq − 1K
˘∧
p

»
−! τ⩾0

`

kutCp
˘

,

compatible with THH(Fp) » τ⩾0(ZtCpp ). For p > 2, this equivalence agrees with the underlying
S1-equivariant E1-equivalence of Theorem 7.2.

Proof. We thank Sanath Devalapurkar for explaining the following argument to us; any errors
are our own responsibility. Let us first construct an S1-equivariant E∞-map SJq − 1K! kutCp ,
where the left-hand side receives the trivial S1 action and the right-hand side the residual
S1 » S1/Cp-action. It’s enough to construct an S1-equivariant E∞-map SJq − 1K! kuhCp , or
equivalently, an E∞-map SJq − 1K! (kuhCp)h(S1/Cp) » kuhS1 . But the element q ∈ π0(kuhS1)
is is detected by an E∞-map Srqs ! kuhS1 ; see Corollary D.2. This factors over the (q − 1)-
completion Srqs! SJq − 1K and so we obtain the desired map.

Now let us construct an E2-SpJq− 1K-algebra map Zprζps! kutCp . To this end, observe that
Zprζps is the free (q−1)-complete E2-SpJq−1K-algebra satisfying rpsq = 0. Indeed, since rpsq = 0
holds in Zprζps, it certainly receives an E2-SpJq − 1K-map from the free guy. Whether this map
is an equivalence can be checked modulo (q− 1), where it reduces to the classical fact that Fp is
the free E2-algebra satisfying p = 0. Since rpsq = 0 holds in π˚(kutCp) „= π˚(kutS1)/rpsq and any
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nullhomotopy witnessing this must be unique by evenness, we get our desired E2-SpJq−1K-algebra
map Zprζps! kutCp . It induces S1-equivariant E1-SpJq − 1K-algebra maps

THH
`

Zprζps/SpJq − 1K
˘∧
p
−! THH

`

kutCp/SJq − 1K
˘∧
p
−! kutCp ,

where the arrow on the right comes from the universal property of THH(−/SJq − 1K) on
E∞-SJq − 1K-algebras.(7.5) Since the left-hand side is connective, the above composition factors
through an S1-equivariant E1-SpJq − 1K-algebra map THH(Zprζps/SpJq − 1K)∧

p ! τ⩾0(kutCp).
We wish to show that this map is an equivalence. This can be checked modulo (q − 1), so it

will be enough to prove that modulo (q − 1) we obtain the equivalence THH(Fp) » τ⩾0(ZtCpp )
from rNS18, Corollary IV.4.13s. To this end, observe that by the universal properties of Zprζps
and Fp as free E2-algebras, the E∞-map kutCp ! ZtCpp fits into a commutative diagram of
E2-algebras

Zprζps kutCp

Fp ZtCpp

which on the level of underlying spectra exhibits the bottom row as the mod-(q − 1)-reduction
of the top row. Using the same recipe as above, the bottom row induces an S1-equivariant
maps of E1-algebras

THH(Fp) −! THH
`

ZtCpp

˘

−! ZtCpp

After passing to connective covers, we get an S1-equivariant E1-map THH(Fp) ! τ⩾0(ZtCpp ).
We claim that this map necessarily agrees with the underlying E1-map of the S1-equivariant
E∞-equivalence THH(Fp) » τ⩾0(ZtCp) from rNS18, Corollary IV.4.13s. Indeed, by the universal
property of THH for E∞-ring spectra, this equivalence must also be given by a composition as
above, where the first arrow is given by the non-equivariant E∞-map Fp ! ZtCpp induced by the
equivalence. But Fp is the free E2-algebra with p = 0. Since ZtCpp is even, any nullhomotopy
witnessing p = 0 is unique, and so there’s a unique E2-map Fp ! ZtCpp . This shows that the S1-
equivariant E1-map THH(Fp)! τ⩾0(ZtCpp ) agrees with the equivalence THH(Fp) » τ⩾0(ZtCpp )
and concludes the proof that THH(Zprζps/SpJq − 1K)∧

p ! τ⩾0(kutCp) is an equivalence.
To show that for p > 2 this equivalence agrees with the underlying S1-equivariant E1-

equivalence of Theorem 7.2, we can use the same argument as above, noting that the E2-
SJq − 1K-algebra map Zprζps! kutCp is unique.

We can now show Theorem 7.15.

Proof sketch of Theorem 7.15. Let us indicate how to modify the arguments in order to avoid
those that don’t work for p = 2. To construct the comparison map ψ0

R as an E0-map, we don’t
need the full strength of Theorem 7.2, so Theorem 7.17 will suffice. In the proof of Lemma 7.11,
we don’t need quasi-syntomic descent (and in particular, we don’t need Theorem 7.13, so we
circumvent the more serious issue ( !! ) above), since the given resolution R ! R•

∞ places us
already in a relatively semiperfect situation.

(7.5)In particular, this map THH(kutCp/SpJq−1K)∧
p ! kutCp is not the usual augmentation, as the augmentation

would only be S1-equivariant for the trivial S1-action on kutCp .
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It remains to explain how to adapt the proof of Lemma 7.14. We don’t know if the Z×
p -

equivariance argument still works, but fortunately, we can replace it by a simple argument similar
to the proof of Lemma 7.11. In the given resolution, R•

∞/p is already relatively semiperfect
over A and so TC−

■ (kuR•
∞ b■Qp/kuAb■Qp) is already even. This reduces the question whether

ψ0
R,Qp is the correct map to a question that can be checked on underlying sets. In particular,

we can base change again to a situation where A is already perfect, so that R•
∞/p is semiperfect

on the nose. If we put A•
inf := W((R•

∞)♭), J• := ker(A•
inf ! R•

∞), and let A•
crys denote the

p-completed PD-envelope of J•, then

q9dRR•
∞/A

“1
p

‰∧
(q−1) » dRR•

∞/A

“1
p

‰

Jq − 1K » A•
crys

“1
p

‰

Jq − 1K .

So to prove Lemma 7.14 in this particular case, we must check whether a certain map
A•

crysr1/psJq − 1K! A•
crysr1/ps∧

HdgJq − 1K agrees with the canonical Hodge completion map. As
in the proof of Lemma 7.11, the Hodge completion map is uniquely determined by:
(a) It is a map of A•

infJq − 1K-modules.
(b) It is continuous with respect to the natural topologies on either side.
Condition (b) is again clear from our condensed setup, whereas (a) follows by working over
SA•

inf
rather than SA. This finishes the proof.

§7.3. The case of quasi-regular quotients

Let us continue to fix a prime p (with p = 2 allowed) and keep Convention 7.1. Let A be a
δ-ring as in 6.1 and suppose that R is an A-algebra satisfying 6.2(E1) for the identical cover
id : R! R. In other words, R is a p-quasi-lci A-algebra with a lift to a p-complete connective
E1-algebra SR ∈ AlgE1(ModSA(Sp)) such that R/p is relatively semiperfect over A.

These assumptions ensure that q9dRR/A and dRR/A are static rings and that the Hodge
filtration fil⋆Hdg dRR/A is a descending filtration by ideals (see Lemma 4.18(b)). As it turns out,
the q-Hodge filtration from 7.8 has a very explicit description in this case.

7.18. Theorem. — Under the assumptions above, the q-Hodge filtration fil⋆q9Hdg q9dRR/A is
the descending filtration by ideals given by the (1-categorical) preimage of the combined Hodge-
and (q − 1)-adic filtration under the rationalisation map q9dRR/A ! dRR/Ar1/psJq − 1K. In
other words, there’s a pullback

fil⋆q9Hdg q9dRR/A fil⋆(Hdg,q−1) dRR/A

“1
p

‰

Jq − 1K

q9dRR/A dRR/A

“1
p

‰

Jq − 1K

≒

in the 1-category of filtered (q − 1)⋆AJq − 1K-modules. In particular, fil⋆q9Hdg q9dRR/A is inde-
pendent of the choice of the spherical E1-lift SR, and canonically a filtered E∞-algebra over the
filtered ring (q − 1)⋆AJq − 1K.

Proof. That q9dRR/A is static and fil⋆q9Hdg q9dRR/A is a descending filtration by subgroups follows
from the corresponding assertions for dRR/A and fil⋆Hdg dRR/A, using q9dRR/A/(q− 1) » dRR/A

and fil⋆q9Hdg q9dRR/A/β » fil⋆Hdg dRR/A by Theorems 7.9 and 7.15.
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To show the description as a preimage, we first note that fil⋆q9Hdg q9dRR/A is the preimage of
its completion under q9dRR/A ! q9d̂RR/A and likewise for fil⋆(Hdg,q−1) dRR/Ar1/psJq− 1K. Thus,
it remains to show that the filtration on π0 TC−

■ (kuR/kuA) induced by the homotopy fixed point
spectral sequence is the preimage of the analogous filtration on π0 TC■(kuR b■ Qp/kuA b■ Qp)
under the rationalisation map

π0 TC−
■ (kuR/kuA) −! π0 TC■(kuR b■ Qp/kuA b■ Qp) .

As both filtrations are complete, it will be enough to show that the map on associated gradeds
is injective. That is, we must show π2˚ THH■(kuR/kuA)! π2˚ THH■(kuR b■ Qp/kuA b■ Qp)
is injective. This can be checked modulo β, so we’ve reduced the problem to checking injectivity
of π2˚ HH■(R/A)! π2˚ HH■(R b■ Qp/Ab■ Qp). By the HKR theorem, we must show that

Σ−n
n∧

LR/A −! Σ−n
n∧

LR/A b■ Qp

is injective for all n. Our assumptions guarantee that Σ−1LR/A is a p-completely flat module
over the p-torsion free ring R and so each Σ−n ∧n LR/A will be a p-torsion free R-module.

§7.4. The global case
In this subsection we’ll sketch a global analogue of the p-complete comparison between q9dRR/A

and TC−(kuR/kuA) from §7.1. So let us no longer fix a prime p and update our assumptions
on A and R accordingly.

7.19. New assumptions on A and R. — From now on, A and R must satisfy the following:
(A) We assume that A is a perfectly covered Λ-ring (in the sense defined in 1.50) such that

for all primes p the p-completion Âp satisfies 6.1(tCp), with SÂp denoting the p-complete
spherical lift.

(R) We assume that R is a quasi-lci A-algebra in the sense that the cotangent complex LR/A
has Tor-amplitude in homogical degrees r0, 1s over R. In addition, for every prime p, the
ring R must have bounded p∞-torsion and its p-completion R̂p must satisfy one of the
conditions 6.2(E2) or (E1) (but not necessarily the same for every p). We let SR̂p denote
the p-complete spherical lift of R̂p.

We note that the p-complete lifts SÂp and SR̂p for all primes p can be glued with AbQ and RbQ
to a connective E∞-ring spectrum SA and a connective E1-algebra SR ∈ AlgE1(ModSA(Sp))
satisfying

SA b Z » A and SR b Z » R .

By construction, SA acquires the structure of a cyclotomic base. If 6.2(E2) was chosen for
every p, then SR will be an E2-algebra in SA-modules. We also let kuÂp := (ku b SÂp)∧

p and
kuA := ku b SA and define kuR̂p and kuR analogously.

7.20. Remark. — Despite the restrictive hypotheses, there are many examples of such A
and R, as we’ll see in §9.1.

To carry out our global constructions, we’ll proceed by gluing the p-complete constructions
from §7.1 with the rational case. For the gluing to work, we’ll the notion of profinite completion
and the fact that it interacts well with the solid tensor product; see the review in B.8.
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7.21. Profinite even filtrations. — Let Â and R̂ denote the profinite completions of A
and R. Let k be any connective even E∞-ring spectrum such that π˚(k) is p-torsion free for
all primes p (the most relevant case is of course k = ku, but we’ll also need k = ku b Q and
later k = kuΦCm). Let kÂ := k b■

∏
p SÂp and kR̂ := k b■

∏
p SR̂p . We wish to construct an

appropriate even filtration
fil⋆ev THH■

`

kR̂/kÂ
˘

.

Once we have this, we can also construct versions for TC−
■ and TP■ via

fil⋆ev,hS1 TC−
■

`

kR̂/kÂ
˘

:=
`

fil⋆ev THH■(kR̂/kÂ)
˘hTev ,

fil⋆ev,tS1 TP■
`

kR̂/kÂ
˘

:=
`

fil⋆ev THH■(kR̂/kÂ)
˘tTev

Before we discuss the construction in general, let us start with two special cases:
(E1) If we chose condition 6.2(E1) for all primes p, and SR̂p ! SR̂•

p,∞ are the given cosimplicial
resolutions, we put kR̂•

∞ := k b■
∏
p SR̂•

p,∞ and define our filtration via

fil⋆ev THH■

`

kR̂/kÂ
˘

:= lim
∆∆
τ⩾2⋆ THH■

`

kR̂•
∞/kÂ

˘

.

(E2) If instead 6.2(E2) was chosen for all primes p, so that kR̂ is an E2-algebra in kÂ-modules,
we simply define fil⋆ev THH■(kR̂/kÂ) to be the solid even filtration of THH■(kR̂/kÂ) as a
left module over itself.

In general, let P1 and P2 be the set of primes where we choose 6.2(E1) and 6.2(E2), respectively.
Let kR̂,E1 := ∏

p∈P1 kR̂p and kR̂,E2 := ∏
p∈P2 kR̂p . Then

THH■

`

kR̂/kÂ
˘ » THH■

`

kR̂,E1/kÂ
˘

× THH■

`

kR̂,E2/kÂ
˘

and we can apply the constructions from (E1) and (E2) to the two factors separately.
The results from §§6.2–6.4 can all be adapted to the profinite case in a straightforward

way and the proofs can be copied verbatim. For example, in case (E2), let P := Zrxi | i ∈ Is
be a polynomial ring with a surjection P ↠ R and let P̂ be its profinite completion. Let
SP := Srxi | i ∈ Is and let SP̂ be its profinite completion. Finally, let S ! SP̂ • denote the
profinitely completed Čech nerve of S! SP̂ . Then

fil⋆ev THH■

`

kR̂/kÂ
˘ »
−! lim

∆∆
τ⩾2⋆ THH■

`

kR̂/kÂ b■ SP̂ •
˘

.

To show this, we can simply copy the proof of Proposition 6.11. The key points are that
THH■(SP̂ )! SP̂ is still solid faithfully even flat, which can be shown by the same argument as
in Lemma 6.12, and that HH■(R̂/Âb■

Z P̂
•) is still even.

7.22. Lemma. — For k = ku, we have canonical equivalences

fil⋆ev THH■

`

kuR̂/kuÂ
˘ »
−!

∏
p

fil⋆ev THH■

`

kuR̂p/kuÂp
˘

,

fil⋆ev,hS1 TC−
■

`

kuR̂/kuÂ
˘ »
−!

∏
p

fil⋆ev,hS1 TC−
■

`

kuR̂p/kuÂp
˘

,

fil⋆ev,tS1 TP■
`

kuR̂/kuÂ
˘ »
−!

∏
p

fil⋆ev,tS1 TP■
`

kuR̂p/kuÂp
˘

.
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Proof. Let us first show the assertion for fil⋆ev THH■. Note that kuÂ » ∏
p kuÂp » (kuA)∧ is the

profinite completion of kuA and likewise for kuR̂. Using Lemma 6.7 and its profinite analogue,
we see

THH■

`

kuR̂/kuÂ
˘ » THH(kuR/kuA)∧ » ∏

p

THH■

`

kuR̂p/kuÂp
˘

.

Applying the same observation to the cosimplicial resolutions THH■(kuR̂•
∞/kuÂ) (in the special

case 7.21(E1)) or THH■(kuR̂/kuÂ b■ SP̂ •) (in the special case 7.21(E1)) or a mixture thereof
(in the general case), we get the desired equivalence for fil⋆ev THH■.

The equivalence for fil⋆ev,hS1 TC−
■ immediately follows. For fil⋆ev,tS1 TP■, we must explain

why (−)hTev » Sev b■
Tev

− commutes with the infinite product ∏
p. By arguing as in the proof

of Corollary 6.16 (or just reduction modulo β), we can reduce this to showing that (−)hS1

commutes with the infinite product in ∏
p fil⋆HKR HH■(R̂p/Âp). Since the HKR filtration increases

in connectivity, it’s enough to show the same for each graded piece ∏
p grnHKR HH■(R̂p/Âp).

Since R was assumed to be quasi-lci over A, each graded piece is concentrated in a finite range
of degrees. Thus, in any given homotopical degree, only finitely many cells of CP∞ » BS1 will
contribute to (−)hS1 , so it commutes with the infinite product.

Finally, we can put everything together.

7.23. Global even filtrations. — Since kuA and kuR are discrete, THH■ agrees with the
usual THH. We can thus equip THH(kuR b Q/kuA b Q) with the solid even filtration, which
agrees with Pstrągowski’s perfect even filtration by Corollary 5.8, and with the Hahn–Raksit–
Wilson filtration by rPst23, Theorem 7.5s and our assumption that R is quasi-lci over A. We
can now define an even filtration on THH(kuR/kuA) via the pullback diagram

fil⋆ev THH(kuR/kuA) fil⋆ev THH■

`

kuR̂/kuÂ
˘

fil⋆ev THH(kuR b Q/kuA b Q) fil⋆ev THH■

`

kuR̂ b■ Q/kuÂ b■ Q
˘

≒

where the right vertical map is given by 7.21 applied to k = ku and k = ku b Q.
We must explain where the bottom horizontal map comes from. It’s straightforward to

check that fil⋆ev THH(kuR b Q/kuA b Q) » fil⋆ev HH(R/A) b Qrβsev. Moreover, since the base
change result from Corollary 6.17 is still true in the profinite situation (see the discussion in
7.21), we can use base change for Z! Qrβs » ku b Q to get

fil⋆ev THH■

`

kuR̂ b■ Q/kuÂ b■ Q
˘ » fil⋆ev HH■(R̂/Â) b■ Qrβsev .

Moreover, the profinite analogue of Corollary 6.21 shows that fil⋆ev HH■(R̂/Â) agrees with∏
p fil⋆HRW9ev HH(R/A)∧

p . We then have a canonical map fil⋆ev HH(R/A) ! fil⋆ev HH■(R̂/Â),
which provides us with the desired bottom horizontal map in the diagram above.

Once we have constructed fil⋆ev THH(kuR/kuA), we can also construct filtrations on TC−

and TP in the usual manner:

fil⋆ev,hS1 TC−(kuR/kuA) :=
`

fil⋆ev THH(kuR/kuA)
˘hTev ,

fil⋆ev,tS1 TP(kuR/kuA) :=
`

fil⋆ev THH(kuR/kuA)
˘tTev .

Here’s a sanity check:
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7.24. Lemma. — Suppose we chose condition 6.2(E2) for all primes p, so that kuR is
an E2-algebra in kuA-modules. Then fil⋆ev THH(kuR/kuA) agrees with the solid perfect even
filtration on the solid E1-ring THH■(kuR/kuA), and also with Pstrągowski’s perfect even
filtration fil⋆P9ev THH(kuR/kuA).

Proof sketch. The solid even filtration agrees with Pstrągowski’s construction by Corollary 5.8.
To show that both agree with the pullback fil⋆ev THH(kuR/kuA) from 7.23, we verify that all
even filtrations in sight can be computed by cosimplicial resolutions as in Proposition 6.11.
To show this, the proof of said proposition can be adapted in a straightforward way. The
key points are that THH■(SP )! SP is still solid faithfully even flat by Lemma 6.12 and that
HH(R/AbZ P

•) is still even.

We’re now ready to construct the global comparison with q-de Rham cohomology. Due to
the problems at p = 2 that we’ve discussed at the end of §7.1, we need a small addendum to
the assumptions from 7.19(R).

7.19a. New assumptions on A and R. — From now on we’ll assume that R satisfies not
only 7.19(R) but also:
(R2)The 2-adic completion R̂2 satisfies 6.2(E1).
We note that this is true, in particular, if 2 is invertible in R.

7.25. The global comparison map. — Let us denote q9dRR̂/Â := ∏
p q9dRR̂p/Âp and

dRR̂/Â := ∏
p dRR̂p/Âp for short. Then the global q-de Rham complex sits inside a pullback

q9dRR/A q9dRR̂/Â

`

dRR/A bL
Z Q

˘

Jq − 1K
`

dRR̂/Â bL
Z Q

˘

Jq − 1K

≒

(see Construction A.12). We claim that this diagram maps canonically to the pullback square

gr0
ev,hS1 TC−(kuR/kuA) gr0

ev,hS1 TC−
■

`

kuR̂/kuÂ
˘

gr0
ev,hS1 TC−(kuR b Q/kuA b Q) gr0

ev,hS1 TC−
■

`

kuR̂ b■ Q/kuÂ b■ Q
˘

≒

coming from 7.23. To construct this map of pullback squares, we need:
(a) A map q9dRR̂/Â ! gr0

ev,hS1 TC−
■ (kuR̂/kuÂ). This we get by taking the product of the

maps ψ0
R̂p

from 7.7 for all primes p.

(b) A map (dRR/A bZ Q)Jq − 1K! gr0
ev TC−(kuR b Q/kuA b Q). Since kuA b Q » Ab Qrβs

and kuR b Q » R b Qrβs, we get

TC−(kuR b Q/kuA b Q) » HC−`R b Qrβs/Ab Qrβs˘ .
A standard computation identifies gr0

ev with the Hodge completion (dRR/A bQ)∧
HdgJq− 1K,

so we can choose our desired map to be the Hodge completion map.
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(c) A map (dRR̂/Â bZ Q)Jq − 1K! gr0
ev,hS1 TC−

■ (kuR̂ b■ Q/kuÂ b■ Q). This works as in (b)
above.

Clearly (b) and (c) are compatible; compatibility of (a) and (c) will be checked in Lemma 7.29
below. So we get our map of pullback squares and thus a map

ψ0
R : q9dRR/A −! gr0

ev,hS1 TC−(kuR/kuA) .

7.26. The global q-Hodge filtration. — As in the p-complete case 7.8, we identify
Σ−2˚ gr˚

ev,hS1(kuhS1) » ZrβsJtK with the filtered ring (q − 1)⋆ZJq − 1K, where t is the filtration
parameter and β corresponds to (q − 1) in filtration degree 1. We then define the q-Hodge
filtration as the pullback

fil⋆q9Hdg q9dRR/A Σ−2˚ gr˚
ev,hS1 TC−(kuR/kuA)

q9dRR/A gr0
ev,hS1 TC−(kuR/kuA)

≒
ψ0
R

As the name suggests, fil⋆q9Hdg q9dRR/A is indeed a q-Hodge filtration in the sense of Definition 3.2.

7.27. Theorem. — Suppose A and R satisfy the assumptions from 7.19 along with the
addendum (R2). Then the map ψ0

R from 7.25 induces an equivalence of graded ZrβsJtK-modules

fil⋆q9Hdg q9d̂RR/A
»
−! Σ−2˚ gr˚

ev,hS1 TC−(kuR/kuA) ,

where the left-hand side denotes the completion of the q-Hodge filtration fil˚q9Hdg q9dRR/A from
7.26. Moreover, modulo β and after rationalisation, we get equivalences

fil⋆q9Hdg q9dRR/A bL
ZrβsJtK ZJtK »

−! fil⋆Hdg dRR/A ,

fil⋆q9Hdg
`

q9dRR/A bL
Z Q

˘∧
(q−1)

»
−! fil⋆(Hdg,q−1)

`

dRR/A bL
Z Q

˘

Jq − 1K

with the usual Hodge filtration and the combined Hodge and (q − 1)-adic filtration, respectively.
Via these equivalences, (R,fil⋆q9Hdg q9dRR/A) becomes canonically an object in AniAlgq9Hdg

A .

7.28. Remark. — Fix 2 ⩽ n ⩽ ∞. If for every prime p either 6.2(E1) was chosen or SR̂p
admits an En-algebra structure in SÂp-modules, then all equivalences in Theorem 7.27 are
canonically En−1-monoidal. Indeed, for those primes where SR̂p is En, we get En−1-monoidality
by carefully tracing through all constructions. For the other primes use Theorem 7.18. It
follows that (R,fil⋆q9Hdg q9dRR/A) is canonically an En−1-algebra in AniAlgq9Hdg

A (compare 3.50).

7.29. Lemma. — The maps from 7.25(a) and (c) fit into a commutative diagram

`

q9dRR̂/Â bL
Z Q

˘∧
(q−1)

´

gr0
ev,hS1 TC−

■ (kuR̂/kuÂ) b■ Q
¯∧

(q−1)

`

dRR̂/Â bL
Z Q

˘

Jq − 1K gr0
ev,hS1 HC−

■

´

R̂ b■ Qrβs/Âb■ Qrβs
¯

7.25(a)

» »

7.25(c)

where the left vertical arrow is the usual equivalence for rationalised q-de Rham cohomology
and the right vertical arrow is obtained as explained in 7.23.
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Proof. In the following, we’ll assume that 2 is invertible in R. To treat the general case, we
can just split off the factor p = 2 from

`∏
p q9dRR̂p/Âp bL

Z Q
˘∧

(q−1) and use Lemma 7.14.(7.6)

We’ll use an adaptation of the argument from the proof of Lemma 7.14. Observe that all
maps in question are equivariant with respect to the Adams action of Ẑ× := ∏

p Z×
p , so the

problem boils down to checking that a certain Ẑ×-equivariant map
`

dRR̂/Â bL
Z Q

˘

Jq − 1K −!
`

dRR̂/Â bL
Z Q

˘∧
HdgJq − 1K

is the canonical Hodge completion map.
To see this, consider the element ψ := (ζp−1(1 + p))p ∈

∏
p Z×

p , where ζp−1 ∈ Z×
p denotes any

primitive (p− 1)st root of unity. We claim that for any M ∈ D(Z), equipped with the trivial
action of Ẑ×, one has a functorial equivalence

`

M̂ bL
Z Q

˘

Jq − 1Kψ=1 » `

M̂ bL
Z Q

˘ ‘ Σ−1`M̂ bL
Z Q

˘

To show the claim, it’ll be enough to show H−1(ẐJq − 1Kψ=1/(q − 1)n) » Ẑ ‘ (torsion group)
for every n. This H−1 agrees with π−1 of the spectrum∏

p

`

(ku∧
p )BS1˘ψ=1

/tn » ∏
p

`

(ku∧
p )ψ=1˘CPn

The homotopy groups of (ku∧
p )ψ=1 are Zp in degrees t−1, 0u and torsion groups in degrees

⩾ 2p− 3. Since CPn has a finite even cell decomposition, the torsion groups in positive degrees
will only contribute to π−1

`∏
p((ku∧

p )ψ=1)CPn
˘

for finitely many primes, and so the result will
indeed be of the form Ẑ ‘ (torsion group). This proves the claim.

To deduce that our map above must be the canonical Hodge completion, we apply
(−)ψ=1 bL

Zψ=1 Z to get a map dRR̂/Â bL
Z Q ! (dRR̂/Â bL

Z Q)∧
Hdg. By comparison with the

reduction modulo (q − 1) and Lemma 7.11 (applied for all primes p), we know that this map
must be the canonical Hodge completion. By applying (− bL

Q QJq − 1K)∧
(q−1) to this map, we

deduce that our original map must be the Hodge completion as well.

Proof sketch of Theorem 7.27. Using Corollary 6.21, we see that the base change of our even
filtration fil⋆ev,hS1 TC−(kuR/kuA) along kuhS1

ev ! ZhS1
ev is the Hahn–Raksit–Wilson even filtration

on HC−(R/A). Moreover, it’s clear from the construction in 7.25 and Lemma 7.11 that the
induced map

ψ0
R : dRR/A −! d̂RR/A » gr0

HRW9ev,hS1 HC−(R/A)
is the canonical Hodge completion map. Similarly, by the construction in 7.25(b), the rationali-
sation

ψ0
R,Q :

`

dRR/A bL
Z Q

˘

Jq − 1K −! gr0
ev,hS1 TC−(kuR b Q/kuA b Q)

gets identified with the canonical Hodge completion map. With these two observations, the
proof of Theorem 7.9 can be copied verbatim to show everything but the last claim.

To give (R,fil⋆q9Hdg q9dRR/A) the structure of an object in AniAlgq9Hdg
A , the equivalences from

Definition 3.2(b) and (c) have already been constructed; the compatibility between them follows
by comparing the even filtrations on TC−(kuR bQ/kuA bQ) » HC−(RbQrβs/AbQrβs) and
HC−(R b Q/Ab Q). For Definition 3.2(cp), we use Theorem 7.9; the compatibilities come for
free via the adelic gluing constructions in 7.23 and 7.25.

(7.6)Recall that Lemma 7.14 still works for p = 2 as long as 6.2(E1) was chosen; see the argument in the proof
of Theorem 7.15.
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§8. Habiro descent via genuine equivariant homotopy theory
We’ve seen in Theorem 7.27 that the even filtration on TC−(kuR/kuA) gives rise to a q-Hodge
filtration fil⋆q9Hdg q9dRR/A in the sense of Definition 3.2. In particular, this provides many
examples to which Theorem 3.11 can be applied.

The goal of this section is to show that, in the situation at hand, the Habiro descent
from Theorem 3.11 can also be obtained homotopically. As a straightforward corollary of
Theorem 7.27, one checks that the q-Hodge complex associated to fil⋆q9Hdg q9dRR/A agrees with

q9HdgR/A » gr0
ev,hS1 TC−(KUR/KUA) ,

where we put KUA := KU b SA and KUR := KU b SR. To get the Habiro descent, we’ll show
that for every m ∈ N the action of the cyclic subgroup Cm ⊆ S1 on THH(KUR/KUA) can be
made genuine. We’ll then construct an even filtration on (THH(KUR/KUA)Cm)h(S1/Cm). The
Habiro descent q9HdgR/A will finally be recovered as the 0th graded piece

q9HdgR/A » lim
m∈N

gr0
ev,S1

`

THH(KUR/KUA)Cm
˘h(S1/Cm)

This section is organised as follows: In §§8.1–8.3 we review genuine equivariant homotopy
theory, its special case of cyclonic spectra, and the genuine equivariant structure on ku. In §8.4,
we finally construct the desired even filtrations in the cyclonic setting and prove that they give
rise to the same Habiro descent as in Theorem 3.11.

§8.1. Recollections on genuine equivariant homotopy theory
In this subsection, we briefly review theory of genuine equivariant spectra. We’ll follow the
model-independent treatment of rGM23, Appendix Cs and the lecture notes rHau24s.
8.1. Genuine equivariant anima. — Let G be a compact Lie group (of relevance to us
will only be the case of S1 and its finite cyclic subgroups Cm ⊆ S1). We let OrbG denote the
category whose objects are quotient spaces G/H, where H ⊆ G is a closed subgroup, and whose
morphisms are G-equivariant maps. OrbG is canonically topologically enriched; through this
enrichment we view it as an ∞-category.

We define the ∞-category of G-anima (or G-spaces) as well as its pointed variant as

AniG := PSh(OrbG) and AniG˚ := PSh(OrbG)˚ ,

where PSh(−) := Fun((−)op,Ani) and PSh(−)˚ := Fun((−)op,Ani˚) denote the presheaf ∞-
category and its pointed variant. The pointwise product or smash product induces symmetric
monoidal structures on AniG and AniG˚ and thus turns them into objects in CAlg(PrL). We
denote the evaluation at G/H by (−)H : AniG ! Ani and likewise for AniG˚ . By construction,
these functors are symmetric monoidal.

8.2. Genuine equivariant spectra. — For every finite-dimensional real G-representation
V , we have a topologically enriched functor Orbop

G ! Top˚ sending G/H 7! SV
H , where SV H

denotes the 1-point compactification of the vector space V H . This functor defines a pointed
G-anima SV ∈ AniG˚ , which we call the representation sphere of V . We finally define the
∞-category of genuine G-equivariant spectra

SpG := AniG˚
”

␣

(SV )b−1(
V

ı
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to be the initial AniG˚ -algebra in PrL in which all representation spheres SV become b-invertible.
Explicitly, SpG can be written as a colimit in PrL of a diagram whose objects are copies of AniG˚
and whose transition maps are of the form SV ∧ − : AniG˚ ! AniG˚ , where V ranges through
finite-dimensional G-representations; see rGM23, §C.1s. By construction, SpG comes with a
symmetric monoidal functor

Σ∞
G : AniG˚ −! SpG

in PrL, which thus admits a lax monoidal right adjoint Ω∞
G : SpG ! AniG˚ .

We let ΣV : SpG ! SpG denote the functor Σ∞
G S

V b −. By construction, this functor is an
equivalence, and we let Σ−V denote its inverse. If (−)+ : AniG ! AniG˚ denotes the left adjoint
of the forgetful functor, we also define

SGr−s : AniG (−)+
−−−! AniG˚

Σ∞
G−−! SpG

and we let SG := SGr˚s be the genuine G-equivariant sphere spectrum.
The ∞-category AniG˚ is compactly generated, with a set of compact generators given by

(G/H)+ for all closed subgroups H ⊆ G. The transition maps SV ∧ − preserve compact objects
and PrL

ω ! PrL preserves colimits. It follows that SpG is compactly generated, with a set
of compact generators given by Σ−V SGrG/Hs for all representation spheres and all closed
subgroups H ⊆ G. In fact, we can do slightly better; see Lemma 8.9 below.

8.3. Pullback functors. — Given any morphism φ : G! K of compact Lie groups, we can
define a functor OrbG ! OrbK by sending G/H 7! K/φ(H). By precomposition, we obtain a
symmetric monoidal functor φ˚ : AniK˚ ! AniG˚ in PrL, which sends representation spheres to
representation spheres and therefore determines a unique symmetric monoidal colimit-preserving
functor

φ˚ : SpK −! SpG .

8.4. Lemma. — For every morphism φ : G ! K of compact Lie groups, the following
diagrams commute:

AniK˚ AniG˚

SpK SpG

φ˚

Σ∞
K Σ∞

G

φ˚

and
AniK˚ AniG˚

SpK SpG

φ˚

Ω∞
K

φ˚

Ω∞
G

Proof sketch. The diagram on the left commutes by construction. To see that the diagram on
the right commutes as well, rewrite the colimits defining SpG and SpK as limits in PrR. It’s
then enough to check that φ˚ : AniK˚ ! AniG˚ intertwines the right adjoints of SV ∧ − and
Sφ

˚(V ) ∧ − for any finite-dimensional K-representation V . Since φ˚ : AniK˚ ! AniG˚ has a left
adjoint φ!, given by left Kan extension, we may pass to left adjoints and show the equivalent
assertion φ!(Sφ

˚(V ) ∧ −) » SV ∧ φ!(−). Now in general, for any functor φ : C ! D of small
∞-categories, the adjunction φ! : PSh(C)˚  ! PSh(D)˚ :φ˚ satisfies the “projection formula”
φ!(φ˚(Y ) ∧X) » Y ∧ φ!(X) by abstract nonsense.

8.5. Lemma. — Let i : H ↪! G be the inclusion of a closed subgroup. Then i˚ : SpG ! SpH
preserves all limits and and thus admits a left adjoint i! : SpH ! SpG.(8.1) If we also let

(8.1)The functor i! is usually denoted IndGH and called induction.
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i! : AniH˚ ! AniG˚ denote the left Kan extension functor, then the following diagram commutes:

AniH˚ AniG˚

SpH SpG

i!

Σ∞
H Σ∞

G

i!

In particular, i!SH » SGrG/Hs.
Proof sketch. To form SpH , it’s enough to invert all representation spheres of the form Si

˚(V )

in AniH˚ , where V is a finite-dimensional G-representation. Thus, we can obtain SpG and SpH
by colimit diagrams of the same shape in PrL. Treating them as limit diagrams in PrR and
noting that the transition maps still commute with i˚ : AniG˚ ! AniH˚ (see the argument in
the proof of Lemma 8.4) shows that i˚ indeed preserves limits. Commutativity of the diagram
follows from the right diagram in Lemma 8.4 by passing to left adjoints.

8.6. Borel-complete spectra. — The full sub-∞-category spanned by G/t1u ∈ Orbop
G

defines a functor BG ! Orbop
G . Via precomposition we get a symmetric monoidal functor

AniG˚ ! AniBG˚ . Since all representation spheres SV ∈ AniG˚ become b-invertible under
Σ∞ : AniBG˚ ! SpBG, we can use the universal property of SpG to obtain a commutative
diagram

AniG˚ AniBG˚

SpG SpBG

Σ∞
G Σ∞

UG

of symmetric monoidal functors in PrL. For a genuine G-equivariant spectrum X, we think of
UG(X) as the underlying spectrum with its non-genuine G-action, and we’ll often suppress UG
in the notation. Genuine G-equivariant spectra in the image of the right adjoint

BG : SpBG −! SpG

will be called Borel-complete and we call the functor BG ◦ UG Borel completion.

8.7. Lemma. — The functor BG : SpBG ! SpG is fully faithful.

Proof. As in Lemma 8.5, one shows that UG also preserves limits and hence admits a left adjoint
L. It will be enough to show that the unit u : id ⇒ UG ◦ L is an equivalence. Since both UG
and L preserve all colimits, we only need to check that u is an equivalence on the generator
SrGs of SpBG.

To see this, note that the forgetful functor SpBG ! Sp is conservative. Moreover, it’s
clear from the construction that SpG ! SpBG ! Sp equals e˚ : SpG ! Sp, where e : t1u ↪! G
is the inclusion of the identity element. Since SrGs is the image of S under the left adjoint
of SpBG ! Sp, it will thus be enough to check that S ! e˚e!S is an equivalence. Using the
commutative diagram of Lemma 8.5, this reduces to checking that S0 ! e!e

˚S0 is an equivalence
in Ani˚, which is clear since Kan extension along a fully faithful functor is fully faithful.

8.8. Genuine fixed points. — For every morphism φ : G ! K of compact Lie groups,
the right adjoint φ˚ : SpG ! SpK of φ˚ is lax symmetric monoidal and still preserves colimits.
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Indeed, since φ˚ is an exact functor between compactly generated stable ∞-categories, it will
be enough to check that φ˚ preserves compact objects, which is clear from the description of
compact generators in 8.2. In the case where φ is the projection πG : G ! t1u to the trivial
group, we also denote πG,˚ by

(−)G : SpG −! Sp

and call this the genuine G-fixed points. We have (−)G » HomSp(S, (−)G) » HomSpG(SG,−)
by adjunction, and so (−)G is represented by SG.

If X ∈ SpG and i : H ↪! G is the inclusion of a closed subgroup, we’ll usually write XH

instead of (i˚X)H for brevity. It follows formally that (−)H : SpG ! Sp is represented by
i!SH » SGrG/Hs.
8.9. Lemma. — The ∞-category SpG is compactly generated, with a set of compact generators
given by Σ−nSGrG/Hs for all n ⩾ 0 and all closed subgroups H ⊆ G.

Proof. The following argument is taken from rHau24, Proposition 2.7s. We use induction
on (dimG, |π0(G)|), ordered lexicographically. Suppose a genuine G-equivariant spectrum X
satisfies HomSpG(Σ−nSGrG/Hs, X) » 0 for all closed subgroups H and all n ⩾ 0. If i : H ↪! G
is the inclusion of any such H, then for any closed subgroup K ⊆ H we have

0 » HomSpG
`

SGrG/Ks, X˘ » HomSpG
`

i!SHrH/Ks, X˘ » HomSpH
`

SHrH/Ks, i˚(X)
˘

and therefore i˚(X) » 0 by the inductive hypothesis. As a consequence, we see that
HomSpG(Σ−V SGrG/Hs, X) » 0 for all proper closed subgroups H ⊊ G and all finite-dimensional
G-representations V .

It remains to show HomSpG(Σ−V SG, X) » 0 for all V . Let j : Orb<G ↪! OrbG denote the
inclusion of the full sub-∞-category spanned by all objects except the terminal object G/G. Let
Ani<G˚ := PSh(Orb<G)˚. A straightforward application of the Kan extension formula shows that
the left Kan extension functor j! : Ani<G˚ ! AniG˚ is fully faithful, with essential image given by
those pointed genuine G-equivariant anima Y that satisfy Y G » ˚ (i.e. those presheaves that
vanish on G/G ∈ OrbG). Since cofib(SV G ! SV ) is of this form, it can be written as a colimit
of (G/H)+ for proper closed subgroups H ⊊ G. It follows that cofib(ΣV GX ! ΣVX) » 0,
since it can be written as a colimit of terms of the form

SGrG/Hs bX » i!SH bX » i!
`

SH b i˚(X)
˘ » 0 .

By our assumption on X, we also have HomSpG(SG,ΣV GX) » HomSpG(Σ−nSG, X) » 0, where
n := dimV G. We conclude 0 » HomSpG(SG,ΣVX) » HomSpG(Σ−V SG, X), as desired.

8.10. Lemma. — If G is finite, then the compact objects SGrG/Hs ∈ SpG are self-dual for
all subgroups H ⊆ G. In particular, SpG is a rigid symmetric monoidal ∞-category.

Proof sketch. We need to construct a coevaluation η : SG ! SGrG/Hs b SGrG/Hs and an
evaluation ε : SGrG/Hs b SGrG/Hs! SG satisfying the triangle identities. To construct ε, we
simply apply Σ∞

G to the map (G/H×G/H)+ ! S0 that sends the diagonal to the non-basepoint
and everything else to the basepoint.

Let us now construct η. Let V := RrG/Hs. Equip V with an inner product in such a
way that tσuσ∈G/H is an orthonormal basis. Consider the “diagonal map” V ! V × (G/H),
whose σth component is given by RrG/Hs ! Rσ ! Rσ × tσu, where the first map is the
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orthogonal projection. This map is G-equivariant and proper, so it induces a G-equivariant map
of one-point compactifications, which takes the form SV ! SV ∧ (G/H)+. Applying Σ∞−V

G ,
we obtain a map trGH : SG ! SGrG/Hs, called the transfer. Let also ∆: G/H ! G/H ×G/H
denote the diagonal. We finally define η as the composite

η : SG
trGH−−! SGrG/Hs SGr∆s

−−−−! SGrG/Hs b SGrG/Hs .
The triangle identities can already be verified on the level of genuine G-equivariant anima.

8.11. Remark. — For arbitrary compact Lie groups G, it is still true that SGrG/Hs are
dualisable, so that SpG is still rigid. See e.g. rHau24, §2.3s.
8.12. Genuine vs. homotopy fixed points. — By abuse of notation, let us denote the
composition ofthe functor UG : SpG ! SpBG from 8.6 with the homotopy fixed point functor
(−)hG : SpBG ! Sp also by (−)hG. For any X ∈ SpG we have

`

BGUG(X)
˘G » HomSpG

`

SG, BGUG(X)
˘ » HomSpBG

`

S, UG(X)
˘ » XhG .

Thus, the natural transformation id ⇒ UG ◦ BG (Borel-completion) induces a symmetric
monoidal transformation of lax symmetric monoidal functors

(−)G =⇒ (−)hG

In general, this is far from being an equivalence; in fact, the goal of this whole section is to
explain how the Habiro descent of the q-Hodge complex is accounted for by the failure of
THH(KUR/KUA)Cm ! THH(KUR/KUA)hCm to be an equivalence.

8.13. Geometric fixed points. — The functor Σ∞ ◦ (−)G : AniG˚ ! Sp is symmetric
monoidal and inverts all representation spheres. Therefore it induces a symmetric monoidal
functor

(−)ΦG : SpG −! Sp

in PrL, called geometric fixed points.(8.2) There always exists a natural transformation

(−)G =⇒ (−)ΦG .

One way to construct this would be as the following composite (see rHau24, §2.2s):
XG » HomSpG(SG, X) −! HomSp

`

SΦG
G , XΦG˘ » HomSp

`

S, XΦG˘ » XΦG .

Just as for genuine fixed points, for every closed subgroup H ⊆ G, we also consider the functor
(−)ΦH : SpG ! Sp, suppressing the pullback SpG ! SpH in the notation.

8.14. Lemma. — The family of functors t(−)HuH⊆G in Fun(SpG,Sp) is jointly conservative.
The same is true for t(−)ΦHuH⊆G.

Proof. Both assertions are classical; see e.g. rSch18, Proposition 3.3.10s for the case of geometric
fixed points. We’ll give a proof by abstract nonsense, following rHau24, §§2.2–2.3s.

For genuine fixed points, joint conservativity follows immediately from Lemma 8.9. For
geometric fixed points, assume X ∈ SpG satisfies XΦH » 0 for all H. We wish to show

(8.2)Geometric fixed points are usually denoted ΦG. We chose (−)ΦG to be in line with (−)G, (−)hG, and (−)tG.
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X » 0. Arguing by induction over (dimG, |π0(G)|), we may assume i˚(X) » 0 for all
inclusions i : H ↪! G of proper closed subgroups. As in the proof of Lemma 8.9, this implies
SGrG/Hs bX » 0 for all such H.

As in the proof of Lemma 8.9, let now j : Orb<G ↪! OrbG denote the inclusion of the
full sub-∞-category spanned by all objects except G/G and put Ani<G := PSh(Orb<G). Let
s : tG/Gu ↪! OrbG denote the complementary inclusion. Let j! : Ani<G  ! AniG :j˚ be the
adjunction given by left Kan extension/restriction along j and let s˚ : AniG˚  ! Ani˚ :s˚ be
the adjunction given by restriction/right Kan extension along s. We denote EPG := j!j

˚(˚)
and rEPG := s˚s

˚S0 (in the classical setup this has intrinsic meaning; for us it’s just notation).
Then the Kan extension formula shows that

(EPG)H »
#

∅ if H = G

˚ if H ⊊ G
and (rEPG)H »

#

S0 if H = G

˚ if H ⊊ G
.

Thus the canonical sequence (EPG)+ ! S0 ! rEPG induced by the universal property of Kan
extension is a cofibre sequence in AniG˚ . It follows that SGrEPGs! SG ! Σ∞

G (rEPG) is a cofibre
sequence in SpG, respectively. We have SGrEPGs bX » 0 as SGrEPGs is contained in the full
sub-∞-category generated under colimits by SGrG/Hs for proper closed subgroups H ⊊ G. It
will thus be enough to show Σ∞

G (rEPG) bX » 0. Since (−)ΦH is symmetric monoidal, we still
have (Σ∞

G (rEPG) bX)ΦH » 0 and so the inductive hypothesis shows (Σ∞
G (rEPG) bX)H » 0 for

all proper closed subgroups H ⊊ G. It remains to show (Σ∞
G (rEPG) bX)G » 0, which follows

from the assumption XΦG » 0 using Lemma 8.15 below.

8.15. Lemma. — With notation as above, for any X ∈ SpG there is a functorial equivalence
`

Σ∞
G (rEPG) bX

˘G »
−! XΦG .

Proof. Let us first construct the functorial map. With notation as in the proof of Lemma 8.14
above, we have SGrEPGsΦG » Sr(EPG)Gs » 0. Thus, if we apply the natural transformation
(−)G ⇒ (−)ΦG to the cofibre sequence SGrEPGs b X ! SG b X ! Σ∞

G (rEPG) b X, it will
induce the desired map.

Let us now verify that this map is an equivalence. Since (−)G and (−)ΦG preserve colimits,
it’s enough to check the case X » SGrG/Hs. For proper subgroups H ⊊ G we have (G/H)G » ˚
and so SGrG/HsΦG » 0 as well as

Σ∞
G (rEPG) b SGrG/Hs » Σ∞

G

`

rEPG ∧ (G/H)+
˘ » Σ∞

G (˚) » 0 .

It remains to show that Σ∞
G (rEPG)G ! SΦG

G » S is an equivalence. This can be checked on
underlying anima. Using the definition of SpG as a colimit, we see

Ω∞`

Σ∞
G (rEPG)G

˘ » Ω∞ HomSpG
`

SG,Σ∞
G (rEPG)

˘ » colim
V⊆U

MapAniG˚

´

SV , SV ∧ rEPG
¯

,

where U is a complete G-universe, that is, a direct sum of countably many copies of each
irreducible G-representation, and V ranges through all finite-dimensional subrepresentations of
U . Now recall that rEPG » s˚s

˚S0. Using the Kan extension formula, it’s straightforward to
check SV ∧ s˚s

˚S0 » s˚S
V G and so the colimit above can be rewritten as desired:

colim
V⊆U

MapAniG˚

`

SV , s˚S
V G

˘ » colim
V⊆U

MapAni˚
`

SV
G
, SV

G˘ » Ω∞S .
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Using a similar argument, we can also show the following assertion:

8.16. Lemma. — Let G be finite. For a genuine G-equivariant spectrum X, the following
are equivalent:
(a) For all subgroups H ⊆ G, the genuine fixed points XH are bounded below.
(b) For all subgroups H ⊆ G, the geometric fixed points XΦH are bounded below.

Proof. Via induction on |G|, it will be enough to show under the hypothesis that XH is bounded
below for all proper subgroups H ⊊ G, the genuine fixed points XG are bounded below if and
only if the geometric fixed points XΦG are bounded below. Using Lemma 8.15 and the proof of
Lemma 8.14, we find a cofibre sequence (SGrEPGs bX)G ! XG ! XΦG. Moreover, SGrEPGs
can be written as a colimit of SGrG/Hs for proper subgroups H ⊊ G. Thus, it will be enough
to show that each (SGrG/Hs bX)G is bounded below (here we use finiteness of G to ensure
that there are only finitely many H). This follows from

`

SGrG/Hs bX
˘G » HomSpG

`

SG,SGrG/Hs bX
˘ » HomSpG

`

SGrG/Hs, X˘ » XH ,

where we use self-duality of SGrG/Hs (Lemma 8.10)

8.17. Inflation maps. — Given any morphism φ : G! K of compact Lie groups, one has a
symmetric monoidal natural transformation of lax symmetric monoidal functors

infφ : (−)K =⇒
`

φ˚(−)
˘G

Indeed, from 8.8 we see that (−)G » (−)K ◦ φ˚ and then the desired natural transformation
arises by postcomposing the unit transformation id ⇒ φ˚ ◦ φ˚ with (−)K .

If φ is injective, the transformation above is called restriction and denoted resKG . We’re
instead interested in the case where φ is surjective, where it is customary to call these maps
inflations. In the surjective case, there’s also a symmetric monoidal inflation

infφ : (−)ΦK =⇒
`

φ˚(−)
˘ΦG

.

Indeed, on the level of genuine equivariant pointed anima, the pullback φ˚ : AniK˚ ! AniG˚
satisfies (−)K » (φ˚(−))G (this needs surjectivity, so that evaluation at K/K ∈ Orbop

K agrees
with evaluation at K/φ(G)) and then the desired inflation transformation is induced by the
universal property of SpK as an AniK˚ -algebra in PrL. It’s straightforward to check that for all
X ∈ SpK the diagram

XK (φ˚X)G

XΦK (φ˚X)ΦG

infφ

infφ

commutes functorially in X, where the horizontal maps are the inflations and the vertical maps
are the ones from 8.13.

8.18. Residual actions. — Let i : N ↪! G be the inclusion of a normal subgroup, let
π : G ! G/N denotes the canonical projection and let e : t1u ↪! G/N the inclusion of the
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identity element. Then the diagram

SpG SpG/N

SpN Sp

π˚

i˚ e˚

(−)N

commutes. Indeed, commutativity can be checked after passing to left adjoints, and then it
follows from π˚e!S » π˚SG/N rG/N s » SGrG/N s » i!SN , using the diagram from 8.8 to compute
the values of i! and e!.

In particular, for any X ∈ SpG, the genuine fixed points XN can be equipped with a residual
genuine G/N -action. In a similar way, one can equip XΦN with a residual genuine G/N -action,
and it can be checked that XN ! XΦN is genuine G/N -equivariant.

8.19. Lemma. — With the residual actions from 8.18, for all X ∈ SpG we have canonical
equivalences

XG » (XN )G/N and XΦG » (XΦN )Φ(G/N) .

Proof. If πG : G! t1u and πG/N : G/N ! t1u denote the canonical projections, then clearly
π˚
G » π˚ ◦ π˚

G/N . Since adjoints compose, the equivalence for genuine fixed points follows. To
see the equivalence for geometric fixed points, it’s enough to check the case X » SGrY s for Y a
genuine G-equivariant anima; this case follows from Y G » (Y N )G/N .

§8.2. The ∞-category of cyclonic spectra

After reviewing the general framework of genuine equivariant homotopy theory, from now on
we’ll restrict to the following special case:

8.20. Cyclonic spectra. — In the following, we’ll consider spectra with an S1-action that
is genuine with respect to all finite cyclic subgroups Cm ⊆ S1. These were introduced under
the name cyclonic spectra by Barwick and Glasman rBG16s.

While the original construction uses spectral Mackey functors, we’ll follow rAMR17, No-
tation 2.3(3)s and construct ∞-category of cyclonic spectra as the full stable sub-∞-category
CycnSp ⊆ SpS1 generated under colimits by Σ−nSS1rS1/Cms for all finite cyclic subgroups
Cm ⊆ S1 and all n ⩾ 0.

8.21. Lemma. — The family of functors t(−)Cmum∈N in Fun(CycnSp, Sp) is jointly conser-
vative. The same is true for t(−)ΦCmum∈N.

Proof. For genuine fixed points this follows since tΣ−nSS1rS1/Cmsum∈N,n⩾0 is a system of
generators for CycnSp by construction. The assertion about geometric fixed points then follows
from Lemma 8.14.

8.22. Lemma. — The fully faithful inclusion j! : CycnSp ↪! SpS1 admits a right adjoint
j˚ : SpS1

! CycnSp with the following properties:
(a) j˚ still preserves all colimits.
(b) The counit transformation c : j! ◦j˚ ⇒ id is an equivalence after applying (−)Cm or (−)ΦCm

for any finite cyclic subgroup Cm ⊆ S1.

132

https://arxiv.org/pdf/1710.06416.pdf#theorem.2.3


§8.2. The ∞-category of cyclonic spectra

(c) For all X,Y ∈ SpS1 the canonical map

j˚(X b j!j
˚Y ) »
−! j˚(X b Y )

is an equivalence. Thus, there’s a canonical way to equip CycnSp and j˚ : SpS1
! CycnSp

with symmetric monoidal structures.

Proof. The right adjoint j˚ exists since j! preserves all colimits. Since CycnSp is compactly
generated and j! preserves compact objects, j˚ preserves filtered colimits and thus all colimits
by exactness, proving (a). By construction,

HomSpS1
`

SS1rS1/Cns, j!j˚X
˘ » HomSpS1

`

SS1rS1/Cms, X˘

and so (j!j˚X)Cm ! XCm is indeed an equivalence. Since this is true for all divisors d | m,
Lemma 8.14 shows that (j!j˚X)ΦCm ! XΦCm is an equivalence as well. This shows (b).

Whether j˚(X b j!j
˚Y )! j˚(X b Y ) is an equivalence can be checked on geometric fixed

points by Lemma 8.21. But after applying (j!(−))ΦCm , both sides become XΦCm b Y ΦCm by
(b) and symmetric monoidality of (−)ΦCm . This shows the first claim in (c); the second claim is
general abstract nonsense about localisations of symmetric monoidal ∞-categories (see rL-HA,
Proposition 2.2.1.9s for example).

In the following, we’ll usually suppress j! and j˚ in the notation.
8.23. Lemma. — For m,n ∈ N, let us identify Cmn/Cm „= Cn, Cmn/Cn „= Cm. For all
cyclonic spectra X, the residual actions from 8.18 satisfy the following functorial identites:
(a) (XCm)Cn » XCmn, (XΦCm)ΦCn » XΦCmn, and (XhCm)hCn » XhCmn.
(b) If m and n are coprime, then (XCm)ΦCn » (XΦCn)Cm.

Proof. The first two assertions from (a) are special cases of Lemma 8.19, the third assertion
is classical. For (b), let us first note that OrbCmn » OrbCm × OrbCn , which easily implies
SpCmn » SpCm b SpCn for the Lurie tensor product. By construction of geometric fixed points
it’s clear that (−)ΦCn : SpCm b SpCn ! SpCm is given by applying (−)ΦCn : SpCn ! Sp in the
second tensor factor. If we can show a similar assertion for (−)Cm , we’ll be done.

To this end, let π : Cmn ! Cn and πCm : Cm ! t1u denote the canonical projections. It
is again clear from the construction that π˚ : SpCn ! SpCm b SpCn is given by applying
π˚
Cm

: Sp ! SpCm in the first tensor factor. Its right adjoint π˚ must then also be given by
applying the right adjoint πCm,˚ (which is also a functor in PrL) in the first tensor factor,
because we can just apply − b SpCn to the unit, the counit, and the triangle identities.

Nikolaus–Scholze rNS18, Theorem II.6.9s showed that on bounded below objects, the
structure of a cyclotomic spectrum is equivalent to a “naive” notion, in which one only asks for
S1-equivariant maps X ! XtCp . We’ll now show a similar result in the cyclonic case. This is
based on the following well-known fact (see e.g. rHM97s or rNS18, Lemma II.4.5s):
8.24. Lemma. — There’s a pullback square of symmetric monoidal transformations between
lax symmetric monoidal functors in Fun(SpCp ,Sp)

(−)Cp (−)ΦCp

(−)hCp (−)tCp

(8.13)

(8.12) ≒
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Proof. If we regard the orbit Cp/C1 as a genuine Cp-equivariant anima via the Yoneda em-
bedding, we find (Cp/C1)Cp » ∅ and (Cp/C1)C1 » Cp. By direct inspection, it follows that
EPCp » (Cp/C1)hCp , where Cp acts on Cp/C1 in the obvious way.

For every genuine Cp-equivariant spectrum X, we’ve seen in Lemma 8.15 that the fibre
of XCp ! XΦCp is given by (SCprEPCps bX)Cp . Using that (−)Cp preserves all colimits and
SCprCps is self-dual by Lemma 8.10, we find

`

SCprEPCps bX
˘Cp » `

SCprCpshCp bX
˘Cp » `

(SCprCps bX)Cp
˘

hCp
» XhCp .

In the case where X is Borel-complete, it’s straightforward to check that the induced map
XhCp ! XCp » XhCp is the norm map and so XΦCp » XtCp for Borel-complete X. In general,
composing the Borel completion transformation id ⇒ BCpUCp with the natural trasformation
(−)Cp ⇒ (−)ΦCp , we obtain the desired commutative square. It is a pullback square since the
row-wise fibres are given by (−)hCp , as we’ve just verified. Symmetric monoidality is also clear
from the construction.

8.25. Naive cyclonic spectra — Informally, a naive cyclonic spectrum should consist of
a collection of spectra (Ym)m∈N, each Ym equipped with an (S1/Cm)-action, together with
(S1/Cpm)-equivariant maps ϕp,m : Ypm ! Y

tCp
m for all m and all primes p. The intuition is

that Ym » XΦCm records the geometric fixed points of some cyclonic spectrum X. To see
obtain the maps ϕp,m : XΦCpm ! (XΦCm)tCp in this case, we plug XΦCm into the natural
transformation (−)ΦCp ⇒ (−)tCp ; by naturality, the map ϕp,m that we obtain is (non-genuinely)
(S1/Cpm)-equivariant.

Formally, we define the ∞-category of naive cyclonic spectra to be the lax equaliser (in the
sense of rNS18, Definition II.1.4s)

CycnSpnaiv := LEq
˜ ∏
m∈N

SpB(S1/Cm) ∏
p

∏
m∈N

SpB(S1/Cpm)can

((−)tCp )p,m

˙

,

where p runs through all primes, the top functor is given by (Ym)m 7! (Ypm)p,m, and the bottom
functor is given by (Ym)m 7! (Y tCp

m )p,m. By the universal property of lax equalisers there is a
functor

(−)ΦC : CycnSp −! CycnSpnaiv

which sends X 7! (XΦCm)m∈N, equipped with the canonical maps ϕp,m : XΦCpm ! (XΦCm)tCp
described above. Using Lemma 8.27 below, we can also equip CycnSpnaiv with a symmetric
monoidal structure in such a way that (−)ΦC is symmetric monoidal.

Let us also call a cyclonic spectrum X bounded below if each XCm is bounded below (not
necessarily with a uniform bound for all m); equivalently by Lemma 8.16, all XΦCm are bounded
below. Similarly, a naive cyclonic spectrum Y = ((Ym)m, (ϕp,m)p,m) will be called bounded
below if each Ym is bounded below (not necessarily with a uniform bound). We denote by
CycnSp+ and CycnSpnaiv

+ the respective full sub-∞-categories of bounded below objects.

8.26. Proposition. — When restricted to the respective full sub-∞-categories of bounded
below objects, the functor (−)ΦC becomes a symmetric monoidal equivalence

(−)ΦC : CycnSp+
»
−! CycnSpnaiv

+ .

To prove Proposition 8.26, let us first construct the desired symmetric monoidal structure.
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8.27. Lemma. — Let F : C ! D be a symmetric monoidal functor and let G : C ! D be a
lax symmetric monoidal functor of symmetric monoidal ∞-categories. Let Fb and Gb denote
the corresponding functors between the ∞-operads Cb ! Fin˚ and Db ! Fin˚ and define

LEq(F,G)b := LEq(Fb, Gb) ×LEq(idFin˚
,idFin˚

) Fin˚ .

(a) LEq(F,G)b ! Fin˚ is an ∞-operad associated to a symmetric monoidal structure on the
∞-category LEq(F,G) and LEq(F,G)! C is symmetric monoidal.

(b) If C and D are presentably symmetric monoidal, F preserves colimits, and G is accessible,
then LEq(F,G) is again presentably monoidal.

Proof sketch. Let ⟨i⟩ ∈ Fin˚. Using LEq(idt⟨i⟩u, idt⟨i⟩u) » ˚, the fact that lax equalisers commute
with pullbacks, and the fact that the fibres over Fb and Gb over ⟨i⟩ are F i : Ci ! Di and
Gi : Ci ! Di respectively, we find that the fibre of LEq(F,G)b ! Fin˚ over ⟨i⟩ ∈ Fin˚ is of the
desired form:

LEq(Fb, Gb) ×LEq(idFin˚
,idFin˚

) LEq
`

idt⟨i⟩u, idt⟨i⟩u

˘ » LEq(F i, Gi) » LEq(F,G)i .

Let us next check that LEq(F,G)b ! Fin˚ is a cocartesian fibration. For simplicity, we’ll only
describe locally cocartesian lifts of the unique active morphism f2 : ⟨2⟩! ⟨1⟩; it will be obvious
how to perform the construction in general, as will be the fact that the locally cocartesian lifts
compose, so that we obtain a cocartesian fibration by the dual of rL-HTT, Proposition 2.4.2.8s.
So suppose we’re given ((x1, φ1), (x2, φ2)) ∈ LEq(F,G)2, where φ1 : F (x1) ! G(x1) and
φ2 : F (x2)! G(x2). Let φ denote the composite

φ : F (x1 bC x2) » F (x1) bD F (x2) φ1bφ2−−−−! G(x1) bD G(x2) −! G(x1 bC x2) ,

where we use strict and lax symmetric monoidality of F and G, respectively. Now let
µ : (x1, x2) ! x1 bC x2 be a locally cocartesian lift of f2 along Cb ! Fin˚. Moreover, let
µF » Fb(µ) : (F (x1), F (x2))! F (x1) bD F (x2) and µG : (G(x1), G(x2))! G(x1) bDG(x2) be
locally cocartesian lifts of f2 along Db ! Fin˚. We have φ ◦µF » µG ◦ (φ1, φ2) by construction
of φ, and so we obtain a morphism ((x1, φ1), (x2, φ2))! (x1 bC x2, φ) in LEq(F,G)b. Using
the formula for mapping anima in lax equalisers from rNS18, Proposition II.1.5(ii)s and the
general criterion from the dual of rL-HTT, Proposition 2.4.4.3s, it’s straightforward to verify
that this morphism is indeed a locally cocartesian lift of f2, as desired.

Therefore, LEq(F,G)b ! Fin˚ is indeed a cocartesian fibration. From the description
of cocartesian lifts above, it’s clear that LEq(F,G)b ! Cb preserves cocartesian lifts, hence
LEq(F,G)! C is indeed symmetric monoidal. This finishes the proof sketch of (a).

For (b), we must check that LEq(F,G) is presentable and that the tensor product preserves
colimits in either variable. Both assertions follow from rNS18, Proposition II.1.5(iv)–(v)s.

Let us now commence with the proof of Proposition 8.26. The main ingredient is a formula
that allows to compute genuine fixed points for finite cyclic groups in terms of homotopy fixed
points, geometric fixed points, and the Tate construction.
8.28. Lemma. — Let X be a cyclonic spectrum and let m ∈ N. If the geometric fixed points
XΦCd are bounded below for all divisors d | m, then the following canonical (S1/Cm)-equivariant
map is an equivalence:

XCm »
−! eq

˜∏
d|m

(XΦCd)hCm/d
can
−!−!
ϕ

∏
p

∏
pd|m

`

(XΦCd)tCp
˘hCm/pd

¸

.

135

http://people.math.harvard.edu/~lurie/papers/HTT.pdf#theorem.2.4.2.8
https://arxiv.org/pdf/1707.01799#thm.2.1.5
http://people.math.harvard.edu/~lurie/papers/HTT.pdf#theorem.2.4.4.3
https://arxiv.org/pdf/1707.01799#thm.2.1.5


§8. Habiro descent via genuine equivariant homotopy theory

Here the second product is taken over all primes p. The two maps can and ϕ in the equaliser
are given as follows:

(XΦCd)hCm/d » `

(XΦCd)hCp
˘hCm/pd −!

`

(XΦCd)tCp
˘hCm/pd ,

(XΦCpd)hCm/pd » `

(XΦCd)ΦCp˘hCm/pd −!
`

(XΦCd)tCp
˘hCm/pd ,

using the natural transformations (−)hCp ⇒ (−)tCp and (−)ΦCp ⇒ (−)tCp, respectively.

Proof. We use induction on m. If m = pα is a prime power, the assertion is rNS18, Corol-
lary II.4.7s. Now let m be arbitrary. We may assume that all but one prime factors of m act
invertibly on X, because an arbitrary X can be written as a finite Čech limit of such objects
(also the assumption that all XΦCd are bounded below is preserved under any localisation).
Write m = pαmp, where p is the not necessarily invertible prime and mp is coprime to p.
Using the inductive hypothesis and the fact that the Tate construction (−)tCℓ vanishes on
Sr1/ℓs-modules, we find

XCmp » ∏
dp|mp

`

XΦCdp
˘hCmp/dp .

Also observe that all homotopy fixed points (−)hCmp/dp in this formula can be computed as
finite limits, as BCmp/dp has a finite cell structure once mp is invertible. An argument as
in Lemma 8.23(b) then allows us to deduce that the formula above is also true as genuine
Cpα-equivariant spectra and that the homotopy fixed points (−)hCmp/dp commute with the
geometric fixed points (−)ΦCpi . With these observations, the formula for XCm » (XCmp )Cpα
becomes precisely the desired equaliser.

With a similar argument, one can show the following technical lemma.

8.29. Lemma. — Let Y = ((Ym)m, (ϕp,m)p,m) be a naive cyclotomic spectrum. Then Y is
bounded below if and only if for all m ∈ N the following equaliser is bounded below:

eq
˜∏
d|m

Y
hCm/d
d

can
−!−!
ϕ

∏
p

∏
pd|m

`

Y
tCp
d

˘hCm/pd

¸

.

Proof. We only prove the “only if” part, the “if” will follow from Proposition 8.26 (and won’t
be used in the proof). So let Y be bounded below. We may once again assume that all but one
prime factors of m act invertibly on Y , since the property of being bounded below is preserved
under finite Čech limits. So write m = pαmp, where p is the not necessarily invertible prime
and mp is coprime to p. Since the Tate constructions (−)tCℓ vanish for all primes p ≠ ℓ, the
equaliser simplifies to

eq
˜∏
d|m

Y
hCm/d
d

can
−!−!
ϕp

∏
pd|m

`

Y
tCp
d

˘hCm/pd

¸

Let pd | m and write d = pidp, where i ⩽ α− 1 and dp is coprime to p. Using the Tate fixed
point lemma rNS18, Lemma II.4.1s, we find

fib
´

Y
hCm/d
d !

`

Y
tCp
d

˘hCm/pd
¯

» `

(Yd)hCpα−i

˘hCm/pαdp .

Since (−)hCpα−i preserves bounded below objects and (−)hCm/pαdp can be written as a finite
limit in our situation, we deduce that the fibre is bounded below. An easy induction shows
that the equaliser in question must be bounded below as well.
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Proof of Proposition 8.26. Let us first show that (−)ΦC : CycnSp+ ! CycnSpnaiv
+ is fully faith-

ful. For any m ∈ N, we have

SS1rS1/CmsΦCd »
#

SrS1/Cm/ds if d | m
0 else

.

By unravelling the general formula for mapping anima/spectra in lax equalisers rNS18, Proposi-
tion II.1.5(ii)s, we find that HomCycnSpnaiv(SS1rS1/CmsΦC , XΦC) is given by the equaliser from
Lemma 8.28 for all cyclonic spectra X. If X is bounded below, it follows that

HomCycnSpnaiv
`

SS1rS1/CmsΦC , XΦC˘ » XCm » HomCycnSp
`

SS1rS1/Cms, X˘

,

as desired. Since CycnSp is generated under colimits by shifts of SS1rS1/Cms for all m ∈ N, we
deduce that (−)ΦC : CycnSp+ ! CycnSpnaiv

+ is indeed fully faithful.
Using rNS18, Proposition II.1.5(iv)–(v)s, we see that (−)ΦC : CycnSp ! CycnSpnaiv is a

colimit-preserving functor between presentable ∞-categories and so it admits a right adjoint
R : CycnSpnaiv ! CycnSp. We note that R restricts to a functor R : CycnSpnaiv

+ ! CycnSp+.
Indeed, an analogous computation as above shows that

R(Y )Cm » HomCycnSpnaiv
`

SS1rS1/CmsΦC , Y
˘ » eq

˜∏
d|m

Y
hCm/d
d

can
−!−!
ϕ

∏
p

∏
pd|m

`

Y
tCp
d

˘hCm/pd

¸

for all Y ∈ CycnSpnaiv. Thus, if Y is bounded below, Lemma 8.29 shows that R(Y ) will be
bounded below as well.

The same calculation shows that R is conservative. Indeed, if Y ! Y ′ is a morphism of
naive cyclonic spectra such that R(Y )! R(Y ′) is an equivalence, then the induced morphisms
on the equalisers from Lemma 8.29 are equivalences for all m ∈ N. Arguing inductively, this
implies that Ym ! Y ′

m must be an equivalence for all m ∈ N and so Y ! Y ′ is indeed an
equivalence as well.

In general, if the left adjoint in any adjunction is fully faithful and the right adjoint is
conservative, the adjunction is a pair of inverse equivalences. This finishes the proof.

8.30. Remark. — Ayala–Mazel-Gee–Rozenblyum derive another “naive” description of
cyclonic spectra in rAMR17, Corollary 0.4s. In contrast to Proposition 8.26, which is only
valid in the bounded below case, their result covers all cyclonic spectra. This comes at a cost
of additional coherence data. The moral reason why, in the bounded below case, we can get
away with only the maps XΦCpm ! (XΦCm)tCp , with no coherence data to be specified, is the
following: For X bounded below, the composition maps for the proper Tate construction are
equivalences

XτCmn »
−! (XτCm)τCn ,

and unless m and n are powers of the same prime, both sides vanish. This determines all
coherence data uniquely. We expect that by formalising this observation, one can deduce
Proposition 8.26 from rAMR17, Corollary 0.4s, but we have not attempted to do so.

8.31. Cyclonic vs. cyclotomic spectra. — Let CyctSp denote the ∞-category of cyclo-
tomic spectra and let CyctSpnaiv denote its naive variant introduced by Nikolaus–Scholze rNS18,
Definition II.1.6(i)s. We have a symmetric monoidal functor

CyctSpnaiv −! CycnSpnaiv
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sending a cyclotomic spectrum X to the constant family ((X)m, (ϕp,m)p,m) in which each ϕp,m
is given by the cyclotomic Frobenius X ! XtCp . This functor is not fully faithful (this will
become useful in 8.43 below).

One can also construct a functor CyctSp ! CycnSp on the non-naive ∞-categories (see
rAMR17, §2.5s for example) which agrees with the functor above on bounded below objects.

§8.3. Genuine equivariant ku

In this subsection we’ll equip ku with the structure of a cyclonic spectrum and compute its
genuine and geometric fixed points kuCm and kuΦCm for all m.
8.32. Cyclonic ku. — Recall that Schwede rSch18, Construction 6.3.9s constructs a model
kugl of ku as an ultracommutative global(8.3) ring spectrum. Throwing away most of the structure,
this yields an E∞-algebra kuS1 ∈ CAlg(SpS1) with underlying non-equivariant E∞-algebra ku.
We still have a Bott map β : Σ2SS1 ! kuS1 (in fact, β already exists for kugl) and we define
KUS1 := kuS1rβ−1s. In the following we’ll often abusingly drop the index and just write ku
or KU for the genuine S1-equivariant versions. We also note that by restriction, ku and KU
define E∞-algebras in cyclonic spectra.
8.33. Genuine fixed points of ku. — Let q denote the standard representation of S1

on C via rotations, so that the complex representation rings of S1 and Cm are given by
RU(S1) „= Zrq±1s and RU(Cm) „= Zrqs/(qm − 1). Via the canonical map RU(S1)! π0(kuS1),
we can regard q as a class in π0(kuS1), compatible with Remark 7.4. It’s a well-known fact
that q is a strict element, that is, it is detected by an E∞-algebra map Srqs ! kuS1 . See
Corollary D.2 for a proof.

For the finite groups Cm the analogous maps RU(Cm)! π0(kuCm) are isomorphisms rSch18,
Theorem 6.3.33s and so, by equivariant Bott periodicity,

π˚(kuCm) „= Zrβ, qs/(qm − 1) and π˚(KUCm) „= Zrβ±1, qs/(qm − 1) .

In particular, kuCm » τ⩾0(KUCm). Using the homotopy fixed point spectral sequence, we can
also compute the homotopy fixed points of the residual (S1/Cm)-action:

π˚

`

(kuCm)h(S1/Cm)˘ „= Zrβ, qsJtmK/
`

βtm − (qm − 1)
˘

,

where |tm| = −2. The canonical map (kuCm)h(S1/Cm) ! kuhS1 sends tm 7! rmsqt. In particular,
on π0 this map recovers the (q−1)-completion Zrqs∧

(qm−1) ! ZJq−1K, and tm = rmsku(t) agrees
with the m-series of the formal group law of ku.
8.34. Inflation maps for ku. — Consider the inflation maps from 8.17 in the special case
where φ is the nth power map (−)n : S1 ! S1 for some n ⩾ 1. We have φ˚kuS1 » kuS1 , since
the genuine S1-equivariant structure comes from a global spectrum kugl, where all actions are
trivial (compare rSch18, §4.1s). Since (−)n maps the subgroups Cmn to Cm, we get inflations

infn : kuCm −! kuCmn and infn : kuΦCm −! kuΦCmn .

These are maps of E∞-algebras in SpS1 for the residual genuine S1 » S1/Cm-equivariant
structure on the left-hand sides and the residual S1 » S1/Cmn-equivariant structure on the
right-hand sides. A straightforward check shows infn(q) = qn and infn(β) = β (compare D.3).

(8.3)“Global” in the sense of global homotopy theory, not in the sense of §7.4. Very roughly, it means to have
compatible trivial actions by all compact Lie groups. “Ultracommutative” refers to the fact that Schwede’s
model admits a strictly commutative multiplication on the point-set level.
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8.35. Corollary. — For all m and n, the inflation map induces an S1-equivariant equivalence
of E∞-algebras

infn : kuCm bSrqs,ψn Srqs −! kuCmn ,

where ψn : Srqs! Srqs is given by ψn(q) := qn.

Proof. This can be checked on homotopy groups, where it follows from 8.33 and 8.34.

8.36. Remark. — The notation ψn : Srqs! Srqs is chosen to be compatible with the Adams
operations on the Λ-ring Zrqs. One can also construct equivariant Adams operations on ku
(see D.5), but these do not coincide with infn.

8.37. Geometric fixed points of ku. — To prove our Habiro descent result, it will be
crucial to know the geometric fixed points kuΦCm as well, at least after inverting m and after
p-completion for any prime p | m. This will be our goal for the rest of this subsection. Our
strategy will be to compute the geometric fixed points inductively using Lemma 8.28. To
apply said lemma, observe that we already know that each kuΦCm is bounded below thanks to
Lemma 8.16.

For KU, the geometric fixed points can essentially already be found in the literature (even
though the author could only find the precise result in the case where m is a prime power): We
have an equivalence of S1-equivariant E∞-ring spectra

KUCm
”

␣

(qd − 1)−1(
d|m, d ̸=m

ı

»
−! KUΦCm .

One way to prove this is via the corresponding statement for equivariant MU rSin01, Proposi-
tion 4.6s and the equivariant Conner–Floyd theorem rCos87s. The result can also be deduced
from Proposition 8.42 below.

8.38. Lemma. — The canonical map kur1/msCm ! kur1/msΦCm induces an equivalence of
S1-equivariant E∞-ring spectra

`

ku
“ 1
m

‰Cm˘∧
Φm(q)

»
−! ku

“ 1
m

‰ΦCm .

In particular, π˚(kur1/msΦCm) „= Zr1/m, β, qs/Φm(q).

Proof. Since we already know that kuΦCd is bounded below for all d | m, we can apply the
formula from Lemma 8.28 to kur1/ms. Because we’ve inverted m, all Tate constructions will
vanish, and the formula becomes an equivalence

ku
“ 1
m

‰Cm » ∏
d|m

ku
“ 1
m

‰ΦCd .

The claim then follows via induction on m and Corollary 8.35.

8.39. Lemma. — Let m = pαmp, where p is a prime and mp is coprime to p. The inflation
map induces an S1-equivariant equivalence of E∞-ring spectra

infmp :
´

`

kuΦCpα
˘∧
p

bSrqs,ψmp Srqs
¯∧

Φm(q)
»
−!

`

kuΦCm˘∧
p
.
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Proof. Note that mp is invertible on (kuΦCpα )∧
p . The same argument as in the proof of

Lemma 8.38 shows that the canonical map
`

(kuΦCpα )∧
p

˘Cmp » `

(kuΦCpα )Cmp
˘∧
p
−!

`

(kuΦCpα )ΦCmp
˘∧
p

» `

kuΦCm˘∧
p

exhibits the target as the (p,Φm(q))-completion of the source. It remains to show that inflation
induces an equivalence (kuΦCpα )∧

pbSrqs,ψmpSrqs » ((kuΦCpα )Cmp )∧
p . As both sides are p-complete,

this can be checked modulo p. Moreover, note that with geometric fixed points replaced by
genuine fixed points, this would follow from Corollary 8.35. In fact, applying Corollary 8.35 to
kuCpi for all i ⩽ α, we deduce that

infmp : ku/pbSrqs,ψmp Srqs »
−! (ku/p)Cmp

is an equivalence of genuine Cpα-equivariant spectra, as it induces equivalences on genuine fixed
points for all subgroups (see 8.8). Then it must induce equivalences on geometric fixed points
as well, which proves what we want.

8.40. Lemma. — For all primes p and all α ⩾ 1, the following assertions are true.
(a) The canonical map kuΦCpα ! (kuΦCpα−1 )tCp induces an S1-equivariant equivalence of

E∞-ring spectra
`

kuΦCpα
˘∧
p

»
−! τ⩾0

`

(kuΦCpα−1 )tCp
˘

.

(b) On homotopy groups, we have π˚((kuΦCpα )∧
p ) „= Zprupα , qs/Φpα(q) where |upα | = 2, and

π˚

´

`

(kuΦCpα )∧
p

˘h(S1/Cpα )
¯ „= Zprupα , qsJtpαK/

`

upαtpα − Φpα(q)
˘

.

With notation as in 8.33, the canonical map (kuCpα )h(S1/Cpα ) ! ((kuΦCpα )∧
p )h(S1/Cpα )

sends q 7! q, tpα 7! tpα, and β 7! (qpα−1 − 1)upα.
(c) The inflation map induces an equivalence of S1-equivariant E∞-ring spectra

infpα−1 :
´

kuΦCp bSrqs,ψpα−1 Srqs
¯∧

p

»
−!

`

kuΦCpα
˘∧
p
.

Proof. We show all three assertions at once using induction on α. In general, using Lemma 8.28,
or more directly the iterated pullback diagram from rNS18, Corollary II.4.7s, we obtain a
pullback square

kuCpα kuΦCpα

`

kuCpα−1
˘hCp `

kuΦCpα−1
˘tCp

≒

For α = 1, we see that kuCp ! kuhCp induces an equivalence (kuCp)∧
p » τ⩾0(kuhCp)∧

p , and
(kuhCp)∧

p ! kutCp is an equivalence in homotopical degrees ⩽ −1. From the pullback square
we deduce that (kuΦCp)∧

p » τ⩾0(kutCp), proving (a). Assertion (b) for α = 1 is then a standard
calculation; see rDR25, Proposition 3.3.1s for example. Assertion (c) is tautological for α = 1.
For the inductive step, let α ⩾ 2. We claim that

π˚

`

kuCpα
˘ „= π˚

`

kuCp
˘ bZrqs,ψpα−1 Zrqs ,

π˚

`

(kuCpα−1 )hCp
˘ „= π˚

`

kuhCp
˘ bZrqs,ψpα−1 Zrqs ,

π˚

`

(kuΦCpα−1 )tCp
˘ „= π˚

`

kutCp
˘ bZrqs,ψpα−1 Zrqs
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Indeed, the first two isomorphism follow from Corollary 8.35 and the third one from (b) for
kuΦCpα−1 , which we already know by induction. Then (b) and (c) follow immediately from the
pullback square above. Moreover, we see that the vertical map kuCpα ! (kuCpα−1 )hCp induces
an equivalence (kuCpα )∧

p » τ⩾0((kuCpα−1 )hCp)∧
p , and that after p-completion the horizontal map

((kuCpα−1 )hCp)∧
p ! (kuΦCpα−1 )tCp is an equivalence in homotopical degrees ⩽ −1. As in the

case α = 1, this implies (a).

8.41. Remark. — Let p > 2, so that THH(Zprζps/SpJq − 1K)∧
p » τ⩾0(kutCp) holds as S1-

equivariant E∞-ring spectra by Theorem 7.2. As a consequence of Lemma 8.40(a), we get an
equivalence

THH
`

Zprζps/SpJq − 1K
˘∧
p

» `

kuΦCp˘∧
p

of S1-equivariant E∞-ring spectra.
But we can say even more. Devalapurkar shows in rDev25, Theorem 6.4.1s that the

equivalence THH(Zprζps/SpJq − 1K)∧
p » τ⩾0(kutCp) holds as cyclotomic E∞-ring spectra, where

τ⩾0(kutCp) is equipped with the cyclotomic structure induced from the trivial cyclotomic
structure on ku (see rDR25, Construction 1.1.3s). Since the inflation maps for ku are similarly
induced via the trivial S1-action on the global ultracommutative ring spectrum kugl, we see
that the cyclotomic Frobenius

ϕp : τ⩾0
`

kutCp
˘

−!
`

τ⩾0(kutCp)
˘tCp

agrees, up to passing to the connective cover in the target, with infp : (kuΦCp)∧
p ! (kuΦCp2 )∧

p ,
as maps of S1-equivariant E∞-ring spectra. Therefore we obtain a commutative diagram

`

kuΦCp˘∧
p

bSrqs,ψp Srqs `

kuΦCp2
˘∧
p

THH
`

Zprζps/SpJq − 1K
˘∧
p

bSrqs,ψp Srqs THH
`

Zprζps/SpJq − 1K
˘tCp

infp

»

ϕp/Srqs

of S1-equivariant E∞-ring spectra.

For our purposes, the description of kuΦCm that we get from Lemmas 8.38–8.40 would be
enough, but for the sake of completeness, let us deduce a complete computation of π˚(kuΦCm).

8.42. Proposition. — Let m ∈ N. For all divisors d | m let rdsku(t) = β−1(qd − 1) denote
the d-series of the formal group law of ku. Then

π˚

`

kuΦCm˘ „= Zrβ, ts/rmsku(t)
”

␣rdsku(t)−1(
d|m,d̸=m

ı⩾0
,

where (−)⩾0 on the right-hand side denotes the restriction to non-negative graded degrees.

Proof sketch. We use the arithmetic fracture square (see 1.49)

kuΦCm
∏
p|m

`

kuΦCm˘∧
p

ku
“ 1
m

‰ΦCm ∏
p|m

`

kuΦCm˘∧
p

“1
p

‰

≒
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Using Lemmas 8.38–8.40, one readily checks that the right vertical and bottom horizontal maps
are jointly surjective on π˚. Therefore, we also get a pullback on π˚. It is then straightforward
to construct a map Zrβ, ts/rmsku(t)

“trdsku(t)−1ud|m,d ̸=m
‰

⩾0 ! π˚(kuΦCm). Whether this map
is an equivalence can be checked after localising m and after p-completion for all p | m, which
is again straightforward via Lemmas 8.38–8.40.

§8.4. Cyclonic even filtrations and Habiro descent of q-Hodge complexes
Let A and R be rings that satisfy the assumptions from 7.19 and assume that 2 ∈ R× (so that
the addendum (R2) is automatically satisfied as well). In this subsection, we’ll finally explain
how to obtain the Habiro descent q9HdgR/A of the q-Hodge complex from a cyclonic structure
on THH(KUR/KUA).

To this end, let us first discuss how to equip THH(kuR/kuA) » THH(SR/SA) b ku with
a suitable cyclonic structure. At first, one would expect that the cyclonic structure on
THH(SR/SA) coming from its cyclotomic structure via 8.31 would do the job. But it doesn’t! For
example, the constructions in §3 are all Arqs-linear. But THH(SR/SA)ΦCp ! THH(SR/SA)tCp ,
which by definition agrees with the cyclotomic Frobenius, is not SA-linear; instead, it is semilinear
over the Tate-valued Frobenius ϕtCp : SA ! StCpA . It is thus unclear how one would construct
an Arqs-linear structure on the associated graded of some even filtration on THH(kuR/kuA)Cp .

8.43. Cyclonic structure on THH(kuR/kuA). — To fix this, we need to modify the
cyclonic structure on THH(SR/SA). This requires yet another assumption on A.
(A2) Let Scyct

A and Striv
A denote the cyclonic structures on SA given by the cyclotomic structure

from 7.19(A) and the trivial cyclotomic structure, respectively. Then we must assume that
there exists a map

Scyct
A −! Striv

A

of E∞-algebras in CycnSp(8.4) whose underlying map of S1-equivariant E∞-algebras is the
identity on SA, equipped with the trivial action.

Now let THH(SR/SA)cyct denotes the cyclonic structure on THH(SR/SA) coming from the
usual cyclotomic structure. Assuming (A2), we can instead consider the following cyclonic
structure:

THH(SR/SA)cyct bScyct
A

Striv
A .

We’ll then regard THH(kuR/kuA) » THH(SR/SA) b ku as a cyclonic spectrum in the apparent
way, using the above cyclonic structure on THH(SR/SA) as well as the cyclonic structure on
ku from 8.32. As we’ll see, this has the desired properties.

Let us unravel Assumption (A2). Since both Scyct
A and Striv

A are cyclotomic spectra, we have
(Scyct
A )ΦCm » SA and (Striv

A )ΦCm » SA for all m, identifying the residual (S1/Cm)-action with
the trivial S1-action on SA. In particular, after taking (−)ΦCm , a map Scyct

A ! Striv
A induces

S1-equivariant E∞-maps ψm : SA ! SA that fit into commutative diagrams

SA SA

StCpA StCpA

ψpm

ϕp

(ψm)tCp

(8.4)Beware that there may be more maps as cyclonic E∞-algebras than as cyclotomic E∞-algebras.
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for all m ∈ N and all primes p. It follows inductively that ψm : SA ! SA must be a lift of the
Λ-ring Adams operation ψm : A! A.

8.44. Lemma. — The data of S1-equivariant E∞-maps ψm : SA ! SA together with commu-
tative diagrams as above uniquely determines a map Scyct

A ! Striv
A of cyclonic E∞-algebras.

Proof. By Proposition 8.26 we may equivalently construct Scyct
A ! Striv

A as a map of E∞-algebras
in naive cyclonic spectra. It’s clear from the construction in Lemma 8.27 that

CAlg
`

CycnSpnaiv˘ » LEq
˜ ∏
m∈N

CAlg
`

SpB(S1/Cm)˘ ∏
p

∏
m∈N

CAlg
`

SpB(S1/Cpm)˘can

((−)tCp )p,m

˙

,

and so the given data indeed uniquely determines such a map.

We’ll verify in §9.1 that in all examples we can construct, Assumption (A2) is satisfied as well.
This concludes our discussion of the cyclonic structure on THH(kuR/kuA). For convenience,
let us also introduce the following notation.

8.45. Definition. — For all m ∈ N, the mth topological cyclonic homology of kuR over kuA
is the spectrum

TC−(m)(kuR/kuA) :=
`

THH(kuR/kuA)Cm
˘h(S1/Cm)

.

8.46. Cyclonic even filtrations in general. — Let T be a cyclonic E1-algebra and let
M be a cyclonic left T -module. Suppose that T and M are bounded below and that for
all m ∈ N the geometric fixed points TΦCm are complex orientable (but we don’t require
any genuine equivariant or cyclonic complex orientation). In this situation, we expect that
the correct filtration to put on MΦCm is simply the non-equivariant even perfect filtration
fil⋆ev M

ΦCm := fil⋆P9ev/TΦCm M
ΦCm of MΦCm as a left module over TΦCm . Moreover, the genuine

Cm-fixed points should be equipped with the filtration

fil⋆ev /T,CmM
Cm := eq

˜∏
d|m

`

fil⋆ev M
ΦCd

˘hCm/d,ev
can
−!−!
ϕ

∏
p

∏
pd|m

`

(fil⋆ev M
ΦCd)tCp,ev

˘hCm/pd,ev

¸

.

Here (−)hCm/d,ev , (−)tCp,ev , and (−)hCm/pd,ev refer to the filtered fixed points and Tate con-
struction defined rAR24, §2.3s.(8.5) The map can in the equaliser is induced by the natural
transformation (−)hCp,ev ⇒ (−)tCp,ev and the map ϕ is induced by the canonical maps

fil⋆P9ev/TΦCpd

`

(MΦCd)tCp
˘

−! fil⋆P9ev/(TΦCd )tCp
`

(MΦCd)tCp
˘

−!
`

fil⋆P9ev/TΦCd M
ΦCd

˘tCp,ev

using the construction from 7.6. To apply this construction, we need the additional assumption
that (MΦCm)hCp is homologically even over (TΦCm)hCp ; this is certainly satisfied in the case
M = T that is relevant for us.

A genuine equivariant version of the even filtration is currently in the works; for example,
the author has been informed of (independent) work in progress by Jeremy Hahn and Lucas
Piessevaux. We have little doubt that in the foreseeable future, an intrinsically defined genuine
equivariant even filtration will be available and we expect that for M as above (maybe subject
to some extra assumptions), the true even filtration will agree with our formula.

(8.5)This needs the residual S1-actions, so as stated the formula above only applies in the cyclonic setting but
not in the genuine Cm-equivariant setting.
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8.47. Cyclonic even filtrations on THH(kuR/kuA). — Put R(m) := R bL
A,ψm A. Note

that R(m) is static, since the Adams operation ψm is flat in any perfectly covered Λ-ring.
Moreover, R(m) satisfies the assumptions from 7.19(R); in particular, it admits a spherical lift
given by SR(m) := SR bSA,ψm SA, where ψm : SA ! SA is the lift of the Λ-ring Adams operation
from 8.43. We may thus define fil⋆ev THH(kuR(m)/kuA) via 7.23. Via base change along the
inflation infm : ku! kuΦCm , we may then equip the geometric fixed points THH(kuR/kuA)ΦCm

with the filtration

fil⋆ev THH(kuR/kuA)ΦCm := fil⋆ev THHpkuR(m)/kuAq bkuev kuΦCm
ev ,

where kuΦCm
ev := τ⩾2⋆(kuΦCm) denotes the double-speed Whitehead filtration. We’ll check in

Lemma 8.48 below that this agrees with the usual perfect even filtration on THH(kuR/kuA)ΦCm ,
as long as the latter is defined. Next, we construct the filtration on genuine fixed points

fil⋆ev,Cm THH(kuR/kuA)Cm

via the formula in 8.46. Finally, using the notation introduced in Definition 8.45, we define

fil⋆ev,S1 TC−(m)(kuR/kuA) :=
`

fil⋆ev,Cm THH(kuR/kuA)Cm
˘h(T/Cm)ev

,

where (−)h(T/Cm)ev denotes fixed points in the sense of rAR24, §2.3s with respect to the even
filtration on SrS1/Cms.

Here are two sanity checks:

8.48. Lemma. — Suppose we chose condition 6.2(E2) for all primes p, so that kuR is an
E2-algebra in kuA-modules. Then fil⋆ev THH(kuR/kuA)ΦCm agrees with Pstrągowski’s perfect
even filtration on the E1-ring THH(kuR/kuA)ΦCm.

Proof sketch. We know from Lemma 7.24 that filev THH(kuR(m)/kuA) agrees with Pstrągowski’s
perfect even filtration. It will thus be enough to show that the canonical base change map

fil⋆P9ev THHpkuR(m)/kuAq bkuev kuΦCm
ev −! fil⋆P9ev THH(kuR/kuA)ΦCm

is an equivalence. It’s enough to check this on associated gradeds as both sides are exhaustive
filtrations on THH(kuR(m)/kuA) bku kuΦCm » THH(kuR/kuA)ΦCm . Now on associated gradeds
(and in fact, one the nose) both sides can be computed by a cosimplicial resolution as in
Proposition 6.11, because THH(SP ) ! SP is faithfully even flat. We can then use a similar
argument as in Corollary 6.17 to show the desired base change equivalence. Here we use that
kuΦCm is even with p-torsion free homotopy groups for all primes p by Proposition 8.42.

8.49. Lemma. — For all m ∈ N,

fil⋆ev,Cm THH(kuR/kuA)Cm and fil⋆ev,S1 TC−(m)(kuR/kuA)

are complete exhaustive filtrations on THH(kuR/kuA)Cm and TC−(m)(kuR/kuA), respectively.

Proof sketch. For completeness, apply rAR24, Lemma 2.75(iv)s to each of the constituents of the
equaliser from 8.46. The only non-obvious thing to check is that (fil⋆ev THH(kuR/kuA)ΦCd)tCp,ev
is complete, which follows from an argument as in 7.7. For exhaustiveness, apply rAR24,
Lemma 2.75(iv)s to each of the constituents in the equaliser from 8.46. To see that this lemma
applies, one can use Corollary 6.15.
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We can now formulate the main result of §8.

8.50. Return of the twisted q-Hodge filtration. — We can plug the q-Hodge filtration
fil⋆q9Hdg q9dRR/A from Theorem 7.27 into construction 3.38 to obtain the twisted q-Hodge
filtration

fil⋆q9Hdgm q9dR(m)
R/A .

We will relate this to gr˚
ev,S1 TC−(m)(kuR/kuA). To this end, we must explain how the latter

acquires a filtered structure.
Observe that fil⋆ev,S1 TC−(m)(ku/ku) » τ⩾2⋆((kuCm)h(S1/Cm)). This computation is not

completely trivial, but it can be done in the same way as Theorem 8.51 below.(8.6) As a
consequence, we see that in general,

Σ−2˚ gr˚
ev,S1 TC−(m)(kuR/kuA)

is a module over the graded ring Zrβ, qsJtmK/(βtm − (qm − 1)) „= π2˚((kuCm)h(S1/Cm)) (see
8.33). Regarding tm as the filtration parameter, this graded ring can be identified with the
(qm − 1)-adic filtration (qm − 1)⋆Zrqs∧

(qm−1).

8.51. Theorem. — Let m ∈ N. Suppose A and R satisfy the assumptions from 7.19 along
with the addenda 2 ∈ R× and 8.43(A2). Then there exists a canonical equivalence of filtered
Zrβ, qsJtmK/(βtm − (qm − 1))-modules

fil⋆q9Hdgm q9d̂R(m)
R/A

»
−! Σ−2˚ gr˚

ev,S1 TC−(m)(kuR/kuA) ,

where the left-hand side denotes the completion of the twisted q-Hodge filtration fil⋆q9Hdgm q9dR(m)
R/A

from 8.50 and the right-hand side is defined in 8.47.

To show Theorem 8.51, we’ll decompose Σ−2˚ gr˚
ev,S1 TC−(m)(kuR/kuA) into a fracture

square and match it up with 3.38.

8.52. Fracture squares for even filtrations. — Let N be a positive integer. We construct
an even filtration

fil⋆ev THH
`

kuR
“ 1
N

‰

/kuA
“ 1
N

‰˘

as in 7.23, except that we replace every occurence of ku by a kur1/N s. Moreover, for any
prime p we let

fil⋆ev THH■

`

kuR̂p/kuÂp
˘

, and fil⋆ev THH■

`

kuR̂p
“1
p

‰

/kuÂp
“1
p

‰˘

be the even filtrations given by applying 6.8 for k = ku and k = kur1/ps, respectively. By
construction, we then have a pullback square

fil⋆ev THH(kuR/kuA)
∏
p|N

fil⋆ev THH■

`

kuR̂p/kuÂp
˘

fil⋆ev THH
`

kuR
“ 1
N

‰

/kuA
“ 1
N

‰˘
∏
p|N

fil⋆ev THH■

`

kuR̂p
“1
p

‰

/kuÂp
“1
p

‰˘

≒

(8.6)In fact, it is almost a special case of that theorem, except that 2 /∈ Z×. Even so, to formulate the theorem
properly, we need this special case first.
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A similar fracture square exists for the geometric Cm-fixed points. To this end, replace R by
R(m) in the above construction and apply the base change − bkuev kuΦCm

ev to obtain

fil⋆ev THH
`

kuR
“ 1
N

‰

/kuA
“ 1
N

‰˘ΦCm ,

fil⋆ev THH■

`

kuR̂p/kuÂp
˘ΦCm and fil⋆ev THH■

`

kuR̂p
“1
p

‰

/kuÂp
“1
p

‰˘ΦCm .

These fit into a pullback square

fil⋆ev THH(kuR/kuA)ΦCm
∏
p|N

fil⋆ev THH■

`

kuR̂p/kuÂp
˘ΦCm

fil⋆ev THH
`

kuR
“ 1
N

‰

/kuA
“ 1
N

‰˘ΦCm ∏
p|N

fil⋆ev THH■

`

kuR̂p
“1
p

‰

/kuÂp
“1
p

‰˘ΦCm

≒

We also note that if we define the ∞-category of cyclonic solid condensed spectra as the
Lurie tensor product CycnSp b Sp■, then THH■(kuR̂p/kuÂp) and THH■(kuR̂pr1/ps/kuÂpr1/ps)
can be equipped with cyclonic solid condensed structures as in 8.43 and so the expressions
THH■(kuR̂p/kuÂp)ΦCm and THH■(kuR̂pr1/ps/kuÂpr1/ps)ΦCm make sense. Finally, the construc-
tions from 8.47 can also be applied in this setting, and so we obtain

fil⋆ev,S1 TC−(m)`kuR
“ 1
N

‰

/kuA
“ 1
N

‰˘

,

fil⋆ev,S1 TC−(m)
■

`

kuR̂p/kuÂp
˘

and fil⋆ev,S1 TC−(m)
■

`

kuR̂p
“1
p

‰

/kuÂp
“1
p

‰˘

,

which fit into a pullback square

fil⋆ev,S1 TC−(m)(kuR/kuA)
∏
p|N

fil⋆ev,S1 TC−(m)
■

`

kuR̂p/kuÂp
˘

fil⋆ev,S1 TC−(m)`kuR
“ 1
N

‰

/kuA
“ 1
N

‰˘
∏
p|N

fil⋆ev,S1 TC−(m)
■

`

kuR̂p
“1
p

‰

/kuÂp
“1
p

‰˘

≒

We will now analyse this pullback. Let us begin with the part where N is invertible.

8.53. Lemma. — Suppose N is divisible by m. Then the inflation map infm : ku! kuΦCm

induces a filtered S1-equivariant (or more precisely, Tev-module) equivalence
´

fil⋆ev THH
`

ku(m)
R

“ 1
N

‰

/kuA
“ 1
N

‰˘ bSrqs,ψm Srqs
¯∧

Φm(q)
»
−! fil⋆ev THH

`

kuR
“ 1
N

‰

/kuA
“ 1
N

‰˘ΦCm .

Proof. Observe that the Φm(q)-adic completion is just the projection to the mth factor in the
decomposition

S
“ 1
N , q

‰

/(qm − 1) » ∏
d|m

S
“ 1
N , q

‰

/Φd(q) .

The claim then follows from Lemma 8.38 and the definition of fil⋆ev THH(kuRr1/N s/kuAr1/N s)
and fil⋆ev THH■(kuR̂pr1/ps/kuÂpr1/ps˘ as base changes along − bkuev kuΦCm

ev .
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Let us now analyse the p-adic part.

8.54. Lemma. — For all primes p, the inflation map infm : ku! kuΦCm induces a filtered
S1-equivariant (or more precisely, Tev-module) equivalence
´

fil⋆ev THH■

`

kuR̂(m)
p

“1
p

‰

/kuÂp
“1
p

‰˘ bSrqs,ψm Srqs
¯∧

Φm(q)
»
−! fil⋆ev THH■

`

kuR̂p
“1
p

‰

/kuÂp
“1
p

‰˘ΦCm .

Proof. Analogous to Lemma 8.53.

8.55. Lemma. — Write m = pαmp, where p is a prime and mp is coprime to p. Then the
inflation map infmp : kuΦCpα ! kuΦCm induces a filtered S1-equivariant (or more precisely,
Tev-module) equivalence

´

fil⋆ev THH■

`

kuR̂(mp)
p

/kuÂp
˘ΦCpα bSrqs,ψmp Srqs

¯∧

Φm(q)
»
−! fil⋆ev THH■

`

kuR̂p/kuÂp
˘ΦCm .

Proof. As in the proof of Lemma 8.53, observe that the Φm(q)-adic completion, which agrees
with Φmp(q)-adic completion as everything is already p-complete, is just a projection to the
mth
p factor in the product decomposition

`

Srqs/(qm − 1)
˘∧
p

» ∏
dp|mp

`

Sprqs/(qm − 1)
˘∧

(p,Φdp (q)) .

The claim then follows from the constructions and Lemma 8.39.

8.56. Lemma. — In the case m = pα, where p > 2 is a prime and α ⩾ 1, we have a canonical
equivalence of filtered Zprupα , qsJtpαK/(upαtpα − Φpα(q))-modules

fil⋆N
`

q9dR(pα)
R/A

˘∧
(p,N )

»
−! Σ−2˚ gr⋆

´

`

fil˚ev THH■

`

kuR̂p/kuÂp
˘ΦCpα˘h(T/Cpα )ev

¯

.

Proof. We’ll explain the case α = 1; the general case will follow from an analogous argument
using Lemma 8.40(c). Let R̂(p)

p , SR̂(p)
p

, and kuR̂(p)
p

denote the p-completions of R(p), SR(p) , and
kuR(p) , respectively. By Remark 8.41, (kuΦCp)∧

p » THH■(Zprζps/SpJq − 1K), and so we get
S1-equivariant equivalences

THH■

`

kuR̂p/kuÂp
˘ΦCp » THH■

`

SR̂(p)
p
/SÂp

˘ b■ kuΦCp » THH■

`

R̂(p)
p rζps/SÂpJq − 1K

˘

.

This also induces an equivalence of S1-equivariant even filtrations
´

fil⋆ev THH■

`

kuR̂p/kuÂp
˘ΦCp

¯h(T/Cp)ev » fil⋆HRW9ev,hS1 TC−`R̂(p)
p rζps/SÂpJq − 1K

˘∧
p
.

Indeed, depending on whether we are in case 6.2(E1) or (E2), the given resolution R̂p ! R̂•
p,∞ or

the resolution from Proposition 6.11 will also compute the Hahn–Raksit–Wilson even filtration.
By Proposition A.17 and A.19, the associated graded

Σ−2˚ gr˚
HRW9ev,hS1 TC−`R̂(p)

p rζps/SÂpJq − 1K
˘∧
p

» fil⋆N
`

q9dR(p)
R/A

˘∧
(p,N )

is the completion of the Nygaard filtration on
`

q9dR(p)
R/A

˘∧
p

, as desired.
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8.57. Lemma. — In the case m = pα, where p > 2 is a prime and α ⩾ 1, we have a canonical
equivalence of filtered Zprβ, qsJtpαK/(βtpα − (qpα − 1))-modules

fil⋆q9Hdgpα
`

q9d̂R(pα)
R/A

˘∧
p

»
−! Σ−2˚ gr˚

ev,S1 TC−(pα)
■

`

kuR̂p/kuÂp
˘

.

Proof. We use induction on α. Unravelling the equaliser from 8.46 in the case m = pα provides
us with a pullback diagram

fil⋆ev,S1 TC−(pα)
■

`

kuR̂p/kuÂp
˘

´

fil⋆ev THH■

`

kuR̂p/kuÂp
˘ΦCpα

¯h(T/Cpα )ev

fil⋆ev,S1 TC−(pα−1)
■

`

kuR̂p/kuÂp
˘

´

`

fil⋆ev THH■

`

kuR̂p/kuÂp
˘ΦCpα−1˘tCp,ev

¯h(T/Cpα )ev

≒

Let us first consider the case α = 1. In this case the bottom left corner of the diagram
above is just fil⋆ev,hS1 TC−

■ (kuR̂p/kuÂp), whose associated graded is fil˚q9Hdg(q9d̂RR/A)∧
p by The-

orem 7.9. The argument in 7.7 shows that the bottom right corner can be identified with
fil⋆ev,tS1 TP■(kuR̂p/kuÂp), whose associated graded is (q9d̂RR/A)∧

p in every degree. The associ-
ated graded of the top right corner has been computed in Lemma 8.56. We conclude that the
associated graded of the pullback diagram above will be of the form

Σ−2˚ gr˚
ev,S1 TC−(p)

■

`

kuR̂p/kuÂp
˘

fil⋆N
`

q9dR(p)
R/A

˘∧
(p,N )

fil⋆q9Hdg
`

q9d̂RR/A

˘∧
p

`

q9d̂RR/A

˘∧
p

≒ ϕp/Arqs

By A.18 and the construction of the comparison map in 7.5–7.7, we see that the right vertical
map is indeed the relative Frobenius ϕp/Arqs on q-de Rham cohomology.

The filtered structure on fil⋆N (q9dR(p)
R/A)∧

(p,N ) comes from the structure as a graded module
over Zprup, qsJtK/(uptp − Φp(q)), whereas the filtered structure on fil˚q9Hdg(q9dRR/A)∧

p and the
constant filtration on (q9dRR/A)∧

p are presented as graded ZrβsJtK-modules. Changing the
filtration parameter from t to tp = Φp(q)t has the effect of “rescaling” filtrations by Φp(q) as
in 3.32. The resulting diagram almost looks like the completion of the defining pullback of
fil⋆q9Hdgp(q9dR(p)

R/A)∧
p , except for the following subtlety: The rescaled filtrations

Φp(q)⋆ fil⋆q9Hdg(q9dRR/A)∧
p and Φp(q)⋆(q9dRR/A)∧

p

are already complete, so Φp(q)⋆ fil⋆q9Hdg(q9d̂RR/A)∧
p and Φp(q)⋆(q9d̂RR/A)∧

p are not the com-
pletions of these filtrations. To see that the pullback above still yields the completion of
fil⋆q9Hdgp(q9dR(p)

R/A)∧
p , just observe that the pullback

fil⋆q9Hdg
`

q9dRR/A

˘∧
p

`

q9dRR/A

˘∧
p

fil⋆q9Hdg
`

q9d̂RR/A

˘∧
p

`

q9d̂RR/A

˘∧
p

≒
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stays a pullback after rescaling everything by Φp(q). This is clear since rescaling preserves all
limits. This concludes the proof in the case α = 1.

Now let α ⩾ 2. Using a similar argument as in 7.7, we see that the associated graded of
((fil⋆ev THH■(kuR̂p/kuÂp)

ΦCpα−1 )tCp,ev)h(T/Cpα )ev is given by
`

q9dR(pα−1)
R/A

˘∧
(p,N ) in every degree.

Thus, the associated graded of the pullback diagram from the beginning of the proof will take
the form

Σ−2˚ gr˚
ev,S1 TC−(pα)

■

`

kuR̂p/kuÂp
˘

fil⋆N
`

q9dR(pα)
R/A

˘∧
(p,N )

fil⋆q9Hdgpα−1

`

q9d̂R(pα−1)
R/A

˘∧
p

`

q9dR(pα−1)
R/A

˘∧
(p,N )

≒ ϕp/Arqs

Again, changing the filtration parameter from tpα−1 to tpα introduces a “rescaling” by Φpα(q) in
the bottom row. The resulting diagram looks almost like the completion of the defining pullback
of fil⋆q9Hdgpα

`

q9dR(pα)
R/A

˘∧
p

, except that again the rescaled filtrations are already complete. To fix
this and to finish the proof, it will be enough to check that the diagram

fil⋆q9Hdgpα−1

`

q9dR(pα−1)
R/A

˘∧
p

fil⋆N
`

q9dR(pα−1)
R/A

˘∧
p

`

q9dR(pα−1)
R/A

˘∧
p

fil⋆q9Hdgpα−1

`

q9d̂R(pα−1)
R/A

˘∧
p

fil⋆N
`

q9dR(pα−1)
R/A

˘∧
(p,N )

`

q9dR(pα−1)
R/A

˘∧
(p,N )

≒ ≒

consists of two pullback squares (so that we still get a pullback after rescaling the outer rectangle
by Φpα(q)). Now the right square is a pullback since every filtration is the pullback of its
completion. To see that the left square is a pullback, we observe that in the definition of
fil⋆q9Hdgpα−1

`

q9dR(pα−1)
R/A

˘∧
p

the only occuring non-complete filtration is fil⋆N
`

q9dR(pα−1)
R/A

˘∧
p

, as the
other two filtrations are rescaled by Φpα−1(q) and thus automatically complete.

Proof sketch of Theorem 8.51. We analyse the factors of the last fracture square from 8.52 in
the case where N is divisible by m and check that they match up with those from 3.38.
(a) Once we invert N , all filtered Tate constructions (−)tCp,ev for p | m will vanish, using that

the non-filtered Tate construction (−)tCp vanishes on Sr1/ps-modules plus an argument as
in 7.7. So the equaliser from 8.46 will just be a product. Together with Lemma 8.53, we
conclude that fil⋆ev,S1 TC−(m)(kuRr1/N s/kuAr1/N s) is the product∏

d|m

´

fil⋆ev TC−`kuR
“ 1
N

‰

/kuA
“ 1
N

‰˘ bSrqs,ψd Srqs
¯∧

Φd(q)

and therefore Σ−2˚ gr˚
ev,S1 TC−(m)(kuRr1/N s/kuAr1/N s) is the completion of the filtered

Zrβ, qsJtmK/(βtm − (qm − 1))-module∏
d|m

´

fil⋆q9Hdg q9dRR/A bL
Arqs,ψd A

“ 1
N , q

‰

¯∧

Φd(q)
.

(b) A similar analysis as in (a) shows that Σ−2˚ gr˚
ev,S1 TC−(m)(kuR̂pr1/ps/kuÂpr1/ps) is the

completion of the filtered Zrβ, qsJtmK/(βtm − (qm − 1))-module∏
d|m

´

fil⋆q9Hdg q9dRR/A bL
Arqs,ψd Arqs

¯∧

p

“1
p

‰∧
Φd(q) .
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(c) After p-completion for any p | N , we observe as in (a) that all filtered Tate constructions
(−)tCℓ,ev vanish for ℓ ̸= p. Simplifying the equaliser accordingly and using Lemma 8.55,
we find that fil⋆ev,S1 TC−(m)(kuR̂p/kuÂp) is given by the product

∏
dp|mp

´

fil⋆ev,S1 TC−(pα)`kuR̂(dp)
p

/kuÂp
˘ bSrqs,ψdp Srqs

¯∧

Φdp (q)
,

where we put m = pαmp with mp coprime to p. Using Lemma 8.56, we deduce that
the sheared associated graded Σ−2˚ gr˚

ev,S1 TC−(m)(kuR̂p/kuÂp) is the completion of the
filtered Zrβ, qsJtmK/(βtm − (qm − 1))-module

∏
dp|mp

´

fil⋆q9Hdgpα
`

q9dR(pα)
R/A

˘∧
p

bL
Arqs,ψdp

Arqs
¯∧

(p,Φdp (q))

Evidently, (a)–(c) above match up with 3.38(a)–(c). It’s straightforward to check (using
Lemma 7.14) that also the maps between them match up. This proves what we want.

As a consequence we obtain a “TR-style” description of derived q-de Rham–Witt complexes.
The question whether such a description exists was first raised by Johannes Anschütz in the
author’s Master’s thesis defense.

8.58. Corollary. — The associated graded of the even filtration fil⋆ev,Cm THH(kuR/kuA)Cm
is given by

Σ−2˚ gr˚
ev,Cm THH(kuR/kuA)Cm » q9WmdR˚

R/A .

Proof sketch. This follows from Theorem 8.51 and Proposition 3.39.

Finally, let us explain how to recover the Habiro-Hodge complex q9HdgR/A.

8.59. Cyclonic even filtrations on THH(KUR/KUA). — Put KUA := KU b SA and
KUR := KU b SR. We equip KU with its cyclonic structure from 8.32 and

THH(KUR/KUA) » THH(kuR/kuA) bku KU

with the base change of the cyclonic structure from 8.43. We also let

fil⋆ev,Cm THH(KUR/KUA)Cm := fil⋆ev,Cm THH(kuR/kuA)Cm bkuCmev
KUCm

ev ,

where kuCmev := τ⩾2⋆(kuCm) and KUCm
ev := τ⩾2⋆(KUCm). Observe that − bkuCmev

KUCm
ev can

be regarded as a localisation at the element β sitting in homotopical degree 2 and filtration
degree 1. Finally, we construct

fil⋆ev,S1 TC−(m)(KUR/KUA) :=
`

fil⋆ev,Cm THH(KUR/KUA)Cm
˘h(T/Cm)ev

.

8.60. Remark. — If we believe that our construction of fil⋆ev,Cm THH(kuR/kuA)Cm is the
“correct” filtration to put on THH(kuR/kuA)Cm (see the discussion in 8.46), then the construc-
tion from 8.59 provides the correct even filtration for THH(KUR/KUA)Cm , since taking even
filtrations should commute with filtered colimits.
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8.61. Lemma. — For all m ∈ N, the filtered objects

fil⋆ev,Cm THH(KUR/KUA)Cm and fil⋆ev,S1 TC−(m)(KUR/KUA)

are complete and exhaustive filtrations on THH(KUR/KUA)Cm and TC−(m)(KUR/KUA), re-
spectively.

Proof sketch. Observe that inverting the element β in homotopical degree 2 and filtration
degree 1 preserves the assumptions of rAR24, Lemma 2.75(iv)s. We can thus use the same
argument as in Lemma 8.49.

8.62. Remark. — In the general setup of 8.46, we have canonical maps

fil⋆ev /T,CmM
Cm −!

`

fil⋆ev /T,CnM
Cn

˘hCm/n,ev

whenever n | m. Indeed, upon applying (−)hCm/n,ev , the equaliser diagram for fil⋆ev /T,CnM
Cn

becomes a subdiagram of that for fil⋆ev /T,CmM
Cm . As a consequence, we get canonical maps

fil⋆ev,S1 TC−(m)(KUR/KUA) −! fil⋆ev,S1 TC−(n)(KUR/KUA) .

and similarly for ku. It’s possible to construct these maps coherently, that is, assemble them
into functor N ! SynSp. Since we’re only interested in the limit, the individual maps will
suffice, as we can always restrict to the sequential subposet tn!un⩾1 ⊆ N.

8.63. Theorem. — Let m ∈ N. Suppose A and R satisfy the assumptions from 7.19 along
with the addenda 2 ∈ R× and 8.43(A2). Then there exists a canonical Zrβ±1s-linear equivalence

q9HdgR/Arβ±1s »
−! gr˚

´

lim
m∈N

fil⋆ev,S1 TC−(m)(KUR/KUA)
¯

.

Proof. Let us first verify that
´

`

fil⋆ev,S1 TC−(m)(kuR/kuA)
˘rβ−1s

¯∧

tm

»
−! fil⋆ev,S1 TC−(m)(KUR/KUA) ,

where β sits in homotopical degree 2 and filtration degree 1, whereas tm sits in homotopi-
cal degree −2 and filtration degree −1 of τ⩾2⋆

`

(kuCm)h(S1/Cm)˘. Indeed, we can identify
the tm-adic filtration on (−)h(T/Cm)ev with the filtration coming from the CW filtration on
kurS1/Cmsev in the sense of rAR24, Construction 2.52s. This shows that both sides above
are tm-complete, so the map exists, and after reduction modulo tm we recover the defining
equivalence fil⋆ev,Cm THH(kuR/kuA)Cmrβ−1s » fil⋆ev,Cm THH(KUR/KUA)Cm , so also the map
above is an equivalence.

As a consequence of this observation and Theorem 8.51, we obtain that the filtration
fil⋆ev,S1 TC−(m)(KUR/KUA) is periodic and each graded piece is equivalent to

gr0
ev,S1 TC−(m)(KUR/KUA) » q9d̂R(m)

R/A

«

filiq9Hdgm
(qm − 1)i

∣∣∣∣∣ i ⩾ 1
ff∧

(qm−1)

,

where we use the notation from 3.42. Also observe that since we complete at (qm − 1) anyway,
it doesn’t matter whether we use q9d̂R(m)

R/A or q9dR(m)
R/A in this formula, so the right-hand side

agrees with q9HdgR/A,m.
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By tracing through the constructions it’s straightforward to check that the associated graded
of fil⋆ev,S1 TC−(m)(kuR/kuA)! fil⋆ev,S1 TC−(n)(kuR/kuA) from Remark 8.62 is the completion
of the transition map

fil⋆q9Hdgm q9dR(m)
R/A −! fil⋆q9Hdgn q9dR(n)

R/A

from 3.41. Thus, the associated graded of limm∈N fil⋆ev,S1 TC−(m)(KUR/KUA) is indeed given
by limm∈N q9HdgR/A,mrβ±1s » q9HdgR/Arβ±1s.
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§9. Examples
§9.1. Examples of spherical lifts

The assumptions of our main results—Theorems 7.27, 8.51, and 8.63—seem quite restrictive
at first. In this subsection we’ll show that there are nevertheless many nontrivial examples to
which the theorems apply. We’ll start with examples of Λ-rings A that satisfy the assumptions
from 7.19(A).

9.1. Example. — If A = Zrxi | i ∈ Is is a polynomial ring equipped with the toric Λ-
structure in which ψm(xi) = xmi for all m, then the assumptions from 6.1 are satisfied. Indeed,
we can choose SA » Srxi | i ∈ Is to be flat spherical polynomial ring. As explained in rBMS19,
Proposition 11.3s, this is a cyclotomic basis and for every prime p the Tate-valued Frobenius
satisfies ϕtCp(xi) = xpi = ψp(xi).

9.2. Example. — If A is a perfect Λ-ring, then the assumptions from 6.1 are also satisfied:
For every prime p, the spherical Witt vector ring SW(A/p) from rL-EllII, Example 5.2.7s yields
a p-complete lift of A. These can be glued with A b Q in a canonical way to yield SA. To
construct the structure of a cyclotomic base and check 6.1(tCp) for all primes p, we must equip
the Tate-valued Frobenius

ϕtCp : SA −! StCpA

with an S1-equivariant structure, where SA receives the trivial action and StCpA the residual
S1/Cp » S1-action. Equivalently, we must factor ϕtCp through an E∞-map

SA −!
`

StCpA

˘h(S1/Cp) » `

StS
1

A

˘∧
p
.

By the universal property of spherical Witt vectors, for all m ∈ N and all primes p the Adams
operation ψm : A! A lifts to an E∞-map ψm : SW(A/p) ! SW(A/p). These can be glued with
the rationalisation to obtain an E∞-map ψm : SA ! SA. From the trivial S1-action we also
obtain a map SA ! ShS1

A that splits the usual limit projection. The desired factorisation of
ϕtCp is then given by

SA
ψp
−! SA −! ShS

1
A −!

`

StS
1

A

˘∧
p
−! StCpA .

To see that the composition is really ϕtCp , we use the universal property of spherical Witt
vectors again: It’s enough to check that the map on π0(−)/p is the Frobenius on A/p, which is
clear from the construction.

9.3. Example. — We can also combine Examples 9.1 and 9.2 and consider A to be a
polynomial ring over a perfect Λ-ring, or even a localisation of such a ring, as long as it still
carries a Λ-structure.

The examples where A is a polynomial ring (over a perfect Λ-ring) are the most relevant
for us, since they are expected to show up in the connection with the work of Garoufalidis–
Scholze–Wheeler–Zagier (rGSWZ24s, but the relative case was only discussed in rSch24bs).
Nevertheless, there are examples that are not of this form, such as the following.

9.4. Example. — Recall that the polynomial ring Zrys admits one more Λ-structure besides
the toric one (rCla94s; see also rMan16s). This other Λ-structure is called the Chebyshev
Λ-structure, since ψm(y) is given by the Chebyshev polynomial Tm(y). If Zrx±1s is equipped
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with the toric Λ-structure, then the Chebyshev Λ-structure on Zrys can be identified with the
fixed points of the C2-action on Zrx±1s that sends x 7! x−1. Under this identification we have
y = x+ x−1.

We’ll show that A = Zr1
2 , ys still satisfies 7.19(A). Indeed, as soon as 2 is invertible, the

homotopy fixed points Sr1
2 , ys := Sr1

2 , x
±1shC2 define the desired E∞-lift. To verify that 6.1(tCp)

is satisfied for all primes p, there’s nothing to do for p = 2, as then Sr1
2 , ystC2 » 0. For p ̸= 2,

(−)tCp and (−)hC2 commute (see rKN17, Lemma 9.3s for example) and so 6.1(tCp) follows from
the corresponding assertions for Sr1

2 , x
±1s by applying (−)hC2 . The same argument shows that

the addendum from 8.43(A2) is satisfied as well.

9.5. Remark. — Recall that a cyclotomic spectrum X has Frobenius lifts in the sense of
rKN17, Definition 8.2s if for each prime p the cyclotomic Frobenius ϕp : X ! XtCp factors
S1-equivariantly through a map ψp : X ! XhCp such that the ψp commute for different primes.

In each of Examples 9.1–9.4 it’s clear that SA admits Frobenius lifts as a cyclotomic E∞-
algebra. Using Lemma 8.44, this implies that Assumption 8.43(A2) is satisfied. Indeed, since the
S1-action is trivial, we may equivalently regard ψp : SA ! ShCpA as an S1-equivariant E∞-algebra
map ψp : SA ! SA. The commutativity datum simply provides homotopies ψp ◦ψℓ » ψℓ ◦ψp for
all p ̸= ℓ. Inductively defining ψ1 := id, ψpm := ψm ◦ ψp, we obtain the necessary commutative
diagrams

SA SA

StCpA StCpA

ψpm

ϕp

(ψm)tCp

and thus the desired map Scyct
A ! Striv

A .

9.6. Non-example. — In the case where A = ZtxuΛ is a free Λ-ring, it’s not known whether
a spherical lift SA as in 6.1 exist.(9.1)

Let us now give several examples of A-algebras R that satisfy the assumptions of 7.19(R).

9.7. Example. — Suppose that S is a smooth A-algebra equipped with an étale map
□ : Arx1, . . . , xns ! S. By rL-HA, Theorem 7.5.4.3s, □ lifts uniquely to an étale map
SArx1, . . . , xns! SS,□ of E∞-ring spectra. Then R = S satisfies the assumptions of 7.19(R),
choosing 6.2(E2) for every prime p. We’ll continue to study this example in §9.2 below.

9.8. Example. — In the setting from Example 9.7, suppose that (y1, . . . , yr) is a regular
sequence in S. By Burklund’s theorem about multiplicative structures on quotients rBur22,
Theorem 1.5s (see also the argument in Remark 4.23), the spectrum

SR := SS,□/
`

yα1
1 , . . . , yαrr

˘

admits an E2-structure in SA-modules (even in SS,□-modules) if all αi are even and ⩾ 6. If 2 is
invertible in S, it’s already enough to have all αi ⩾ 3, with no evenness assumption. In either
case, we see that R = S/(yα1

1 , . . . , yαrr ) satisfies the assumptions of 7.19(R), choosing 6.2(E2)
for every prime p.

(9.1)In fact, it is a conjecture of Thomas Nikolaus that such a spherical lift doesn’t exist.
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If we only assume that all αi are even and ⩾ 4, or 2 is invertible in S and all αi ⩾ 2, then SR
still admits an E1-structure in SS,□-modules. Provided that R is p-torsion free, condition 6.2(E1)
is satisfied for every prime p. Indeed, if we put

R̂p,∞ :=
´

Âp
〈
x

1/p∞

1 , . . . , x1/p∞
n

〉 b
Âp⟨x1,...,xn⟩ R̂p

¯∧

p
.

then the p-completed Čech nerve of R̂p ! R̂p,∞ admits a spherical E1-lift, given by the p-
completed base change along SArx1, . . . , xns! SR of the Čech nerve of the E∞-algebra map
SArx1, . . . , xns! SArx1/p∞

1 , . . . , x
1/p∞
n s.

9.9. Example. — The easiest way for 6.2(E1) to be satisfied is the case where R/p is already
relatively semiperfect over A, so that we can take the trivial descent diagram for the identity
on R̂p. Then the only condition is for R̂p to admit an E1-lift SR̂p in SA-modules.

Thanks to Burklund’s result again, it’s easy to write down rings for which this is satisfied for
all primes p. Here’s one possible construction: Let B be a relatively perfect Λ-A-algebra such
that A ! B is quasi-lci.(9.2) For example, we could take B = Arx1/n | n ⩾ 1s with the toric
Λ-structure or B = AbZ ZtxuΛ,perf , the free Λ-A-algebra on a perfect generator. Let B′ be an
étale B-algebra and let (y1, . . . , yr) be a regular sequence in B′. Then R „= B′/(yα1

1 , . . . , yαrr )
satisfies 6.2(E1) if all αi are even and ⩾ 4. If 2 is invertible in R, it’s already enough to have
all αi ⩾ 2 with no evenness assumption.

Indeed, since each p-completions B̂′
p is all p-completely formally étale over A, it lifts uniquely

to a p-complete connective E∞-SA-algebra SB̂′
p
. Our assumptions on the αi ensure that rBur22,

Theorem 1.5s applies, so that

SR̂p := SB̂′
p
/
`

yα1
1 , . . . , yαrr

˘

admits an E1-structure in SA-modules (even in SR̂p-modules), as desired.

§9.2. The case of a framed smooth algebra
In the situation of Example 9.7, the q-deformation of the Hodge filtration that we see has a
very nice explicit description. This result is due to Arpon Raksit; in fact, his result is what
motivated our investigation. To formulate the result, recall that in the situation at hand, the
(underived) q-de Rham complex q9ΩS/A can be represented by an explicit complex

q9Ω˚
S/A,□ =

´

SJq − 1K q9∇
−−! Ω1

S/AJq − 1K q9∇
−−! · · · q9∇

−−! Ωn
S/AJq − 1K

¯

.

9.10. Theorem (Raksit, unpublished). — Let (S,□) be a framed smooth A-algebra as in
Example 9.7 and put kuS,□ := ku b SS,□. For all integers i we let filiq9Hdg,□ q9Ω˚

S/A,□ denote the
subcomplex

´

(q − 1)iSJq − 1K! (q − 1)i−1Ω1
S/AJq − 1K! · · ·! Ωi

S/AJq − 1K! · · ·! Ωn
S/AJq − 1K

¯

.

of the coordinate-dependent q-de Rham complex q9Ω˚
S/A,□ (which we regard as sitting in homo-

topical degrees r−n, 0s). Then

Σ−2˚ griev TC−(kuS,□/kuA) » fil⋆q9Hdg,□ q9Ω˚
S/A,□ .

(9.2)For every prime p, the relatively perfect map of δ-rings Âp ! B̂p will automatically be p-quasi-lci, so A! B
being quasi-lci is a rational condition.
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While Raksit’s original proof uses geometric arguments, we’ll give a more algebraic proof of
Theorem 9.10. We first need a general fact about q-divided powers.

9.11. Lemma. — Fix a prime p. Consider Zprx, y, qs, equipped with the toric δ-structure,
and let

q9D := Zprx, y, qs
"

ϕ(x− y)
rpsq

*∧

(p,q−1)
.

Then q9D is the (p, q− 1)-completion of the subalgebra of Qprx, ysJq− 1K generated by Zprx, y, qs
as well as elements (q − 1)drγdq (x− y) for all d ⩾ 1, where we put

rγdq (x− y) := (x− y)(x− qy) · · · (x− qd−1y)
(q; q)d

.

Proof. It will be enough to show that q9D contains (q − 1)drγdq (x − y) for all d ⩾ 1, as then
the fact that these are generators as well as the claimed description of q9D can be checked
modulo (q − 1).

First observe that (p, q − 1) is a regular sequence in q9D. Indeed, q9D/(q − 1), where the
quotient is taken in the derived sense as usual, is the PD-envelope of (x− y) ⊆ Zprx, ys, which
is a p-torsion free ring. It follows that (p, (q; q)d) is a regular sequence for all d ⩾ 1. Indeed, up
to factors that are invertible in q9D, the Pochhammer symbol is a product of factors of the
form (1 − qp

α), and (1 − qp
α) ≡ (1 − q)pα mod p. In particular, each (q; q)d is a non-zerodivisor

in q9D.
If we equip Zprx, y, qs with the toric Λ-structure, then the Adams operations ψℓ for ℓ ≠ p

are δ-ring maps. Using the universal property it is then straightforward to check that the ψℓ
extend to q9D, hence q9D carries a Λ-Zprx, y, qs-structure extending the given δ-structure. This
Λ-structure extends then uniquely to the localisation q9Dr(q; q)−1

d | d ⩾ 1s. In the localisation,
we have

λd
ˆ

x− y

q − 1

˙

= rγdq (x− y) ;

see rPri19, Lemma 1.3s. So we must show (q−1)dλd
`

x−y
q−1

˘

∈ q9D. To this end, first observe that
(q − 1)ψd

`

x−y
q−1

˘

∈ q9D for all d ⩾ 1. Indeed, it’s enough to check this if d = pα is a power of p.
So we must check that xpα − yp

α is divisible by rpαsq in q9D. Since q9D is (p, q− 1)-completely
flat over ZpJq − 1K by rBS19, Lemma 16.10s and thus flat on the nose over Zrqs, it will be
enough to check that xpα − yp

α is divisible by each cyclotomic polynomial in the factorisation
rpαsq = Φp(q)Φp2(q) · · · Φpα(q). Since xpi − yp

i divides xpα − yp
α for i ⩽ α, it suffices to show

that xpα − yp
α is divisible by Φpα(q), which follows by applying ϕα−1 to ϕ(x− y)/rpsq.

Now let us put λt(−) := ∑
d⩾0 λ

d(−)tn and ψt(−) := ∑
d⩾1 ψ

d(−)td, where t is a formal
variable. Our observation above shows that ψ(q−1)t

`

x−y
q−1

˘

has coefficients in q9D. From the
general Λ-ring formula ψt = −t d

dt log λ−t we deduce that λ(q−1)t
`

x−y
q−1

˘

has coefficients in
q9Drp−1s. Since (p, (q; q)d) is a regular sequence in q9D, the we get

q9D
“

p−1‰ ∩ q9D
“

(q; q)−1
d

‰

= q9D ,

where the intersection is taken in q9Drp−1, (q; q)−1
d s (and on the level of sets—nothing derived

is happening). This shows (q − 1)dλd
`

x−y
q−1

˘

∈ q9D, as desired.

9.12. A cosimplicial resolution. — To show Theorem 9.10, we’ll compute the even
filtration via an explicit resolution. To this end, let us fix the following notation:
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(a) Let P := Arx1, . . . , xns and SP := SArx1, . . . , xns. Let A! P • and SA ! SP • denote the
Čech nerves of A! P and SA ! SP and put kuP • := ku b SP • .

(b) Let x(r)
i ∈ P • „= PbA(•+1) denote the element 1 b · · · b 1 b xi b 1 b · · · b 1 coming from

the rth tensor factor for any 1 ⩽ r ⩽ • + 1.
(c) Let q9D• denote the (q − 1)-completion of the sub-algebra of (SbA(•+1) bZ Q)Jq − 1K

generated by SbA(•+1)Jq− 1K as well as the elements (q− 1)drγdq
`

x
(r)
i −x

(s)
i

˘

for all integers
d ⩾ 1, all tensor factors 1 ⩽ r, s ⩽ • + 1, and all indices 1 ⩽ i ⩽ n.

(d) Let fil⋆q9Hdg q9D
• be the descending filtration of ideals generated by (q − 1) in filtration

degree 1 and the elements (q−1)drγdq
`

x
(r)
i −x

(s)
i

˘

in filtration degree d, and let fil⋆q9Hdg q9D̂
•

denote the completion of this filtration.

9.13. Lemma. — With notation as above, there exists a canonical isomorphism of graded
ZrβsJtK „= (q − 1)⋆ZJq − 1K-modules

π2˚ TC−(kuS,□/kuP •) „= fil⋆q9Hdg q9D̂
• .

Proof. We know from Theorem 7.27 that π2⋆ TC−(kuS,□/kuP •) is the completion of a filtration
fil⋆q9Hdg q9dRS/P • . Consider the arithmetic fracture square for the completed filtration:

fil⋆q9Hdg q9d̂RS/P •
∏
p

fil⋆q9Hdg
`

q9d̂RS/P •
˘∧
p

fil⋆(Hdg,q−1)
`

dRS/P • bZ Q
˘∧

HdgJq − 1K fil⋆(Hdg,q−1)

ˆ∏
p

`

dRS/P •
˘∧
p

bZ Q
˙∧

Hdg
Jq − 1K

≒

Observe that all corners of this pullback square are static in every filtration degree. Indeed,
this can easily be checked modulo (q − 1). More precisely, if we identify the (q − 1)-adic
filtration (q−1)⋆ZJq−1K with the graded ring ZrβsJtK as in 7.26, then everything is β-complete;
modulo β, we’re then reduced to checking that fil⋆Hdg d̂RS/P • as well as its p-completions and
its Hodge-completed rationalisation are static, which is standard.

We conclude that this diagram is also a pullback of filtered abelian groups, which will make
it easy to construct a map fil⋆q9Hdg q9D̂

• ! fil⋆q9Hdg q9d̂RS/P • . To this end, let us now analyse
the factors of the pullback. Let us start with the p-completed q-de Rham complex (q9dRS/P •)∧

p .
Since δ-structures extend uniquely along p-completely étale maps, the toric δ-A-algebra structure
on P̂ •

p extends uniquely to a δ-A-algebra structure on (SbA(•+1))∧
p . Then (q9dRS/P •)∧

p is the
q-PD-envelope in the sense of rBS19, Lemma 16.10s of the (p, q − 1)-completely regular ideal

Ĵ•
p := ker

´

`

SbA(•+1)˘∧
p
↠ Ŝp

¯

Using Lemma 9.11 we see that (q9dRS/P •)∧
p contains all the elements (q − 1)drγdq

`

x
(r)
i − x

(s)
i

˘

.
By Theorem 7.18, for any fixed d, these elements are contained in fildq9Hdg(q9dRS/P •)∧

p .
The rational factor is similar: Since P ! S is étale, the Hodge-completed de Rham

complex satisfies d̂RS/P • » d̂RS/SbA(•+1) , and so (dRS/P • bZQ)∧
HdgJq−1K is the (J•

Q, q−1)-adic
completion of (SbA(•+1) bZ Q)Jq − 1K, where

J•
Q := ker

´

`

SbA(•+1) bZ Q
˘

↠ (S bZ Q)
¯

.
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Since x
(r)
i − x

(s)
i is an element of J•

Q, it’s also clear that rγdq
`

x
(r)
i − x

(s)
i

˘

is contained in
fil⋆(Hdg,q−1)(dRS/P • bZ Q)∧

HdgJq − 1K. Using the pullback above we get a filtered map

fil⋆q9Hdg q9D̂
• −! fil⋆q9Hdg q9d̂RS/P • .

Reducing modulo (q − 1), or more precisely modulo β, we see that this map is an isomorphism,
which finishes the proof.

Proof of Theorem 9.10. The even filtration in question can be computed via the cosimplicial
resolution

fil⋆ev TC−(kuS,□/kuA) » lim
∆∆
τ⩾2⋆ TC−(kuS,□/kuP •) .

Using Lemma 9.13, it remains to show that the totalisation of the cosimplicial filtered ring
fil⋆q9Hdg q9D̂

• is quasi-isomorphic to the filtered complex fil⋆q9Hdg,□ q9Ω˚
S/A,□. We’ll show this

using a similar argument as in the proof of rBS19, Theorem 16.22s.
To this end, first observe that the q-divided powers from Lemma 9.11 interact with the

q-derivatives as follows:

q9∂x
`

rγdq (x− y)
˘

= rγd−1
q (x− y) and q9∂y

`

rγdq (x− y)
˘

= −rγd−1
q (x− qy) .

It follows that the q-derivatives extend to q9D̂•. We can then consider the filtered cosimplicial
filtered complex fil⋆ q9M•,˚ given by

´

fil⋆q9Hdg q9D̂
• q9∇
−−! fil⋆−1

q9Hdg q9D̂
• bP • Ω1

P •/A
q9∇
−−! fil⋆−2

q9Hdg q9D̂
• bP • Ω2

P •/A
q9∇
−−! · · ·

¯

.

Then each column fil⋆ q9M i,˚ is quasi-isomorphic to fil⋆ q9M0,˚; indeed, this can be checked
modulo (q − 1), and then it follows from the Poincaré lemma for the completed Hodge-filtered
de Rham complex. On the other hand the rows fil⋆ q9M•,j for j > 0 are acyclic; this can be
seen e.g. by rStacks, Tag 07L7s applied to the cosimplicial filtered ring fil⋆q9Hdg q9D̂

•. It follows
formally that the 0th column fil⋆ q9M0,˚ is quasi-isomorphic to the totalisation of the 0th row
fil⋆ q9M•,0, which is exactly what we wanted to show.

9.14. Remark. — As a consequence of Theorem 9.10, the filtered complex filiq9Hdg,□ q9Ω˚
S/A,□

can be promoted to a filtered E∞-algebra over the filtered ring (q − 1)⋆AJq − 1K. In fact, we
even get the structure of a filtered derived commutative algebra, as we desired in 3.51.

§9.3. The Habiro ring of a number field, homotopically
As a final example, let us give a homotopical description of the Habiro ring of a number field
from rGSWZ24, Definition 1.1s.
9.15. Corollary. — Let F be a number field and let ∆ be divisible by 6 and by the discriminant
of F . Let SOF r1/∆s denote the unique lift of OF r1/∆s to an étale extension of S. Then

HOF r1/∆s
„= π0

´

lim
m∈N

`

THH(KU b SOF r1/∆s/KU)Cm
˘h(S1/Cm)

¯

.

Proof. By Corollary 3.13, q9HdgOF r1/∆s/Z » HOF r1/∆s. In particular, the Habiro–Hodge com-
plex must be static. By Theorem 8.63, the filtration limm∈N fil⋆ev,S1 TC−(m)(KUbSOF r1/∆s/KU)
must be the double-speed Whitehead filtration τ⩾2⋆ and the result follows.
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Part III.
q-Hodge complexes and refined THH/TC−

p = 0

q
=

1

q
=
ζ p

q
=
ζ p

2

q =
ζ p3

This part is based on joint work with Samuel Meyer rMW24s. We’ll discuss the construction
of refined localising invariants due to Efimov and Scholze, and we’ll explain a recipe how to
compute them in certain cases (see Theorem 10.17), using the notion of killing an idempotent
pro-algebra. We’ll then apply this recipe to compute

π˚ TC−,ref(k b Q/k) for k ∈
␣

ku,KU, ku∧
p ,KU∧

p

(

in Theorem 11.15.
The main input is a complete computation of the homotopy groups π˚ TC−((ku bS/pα)/ku)

for α ⩾ 2 (the case p = 2 needs α even and ⩾ 4 instead), where S/pα is equipped with a
Burklund-style E1-structure. To perform this computation, we use the relation between q-de
Rham cohomology and TC−(−/ku), particularly Theorem 7.18 as well as an explicit description
of the canonical q-Hodge filtration fil⋆q9Hdg q9dR(Zptxu∞/xα)/Zp from Construction 4.21. This
leads to proofs of Theorems 1.40 and 1.41 as well as to an elementary proof of Theorem 4.22(a).

Overview of Part III. — This part is organised as follows: In §10, we’ll discuss the
construction of refined localising invariants and the recipe for computation. In §11, we apply
this recipe to describe the homotopy groups π˚ TC−,ref(ku b Q) and π˚ TC−,ref(KU b Q/KU).
In §12, we study overconvergent neighbourhoods in analytic stacks and then derive the simpler
descriptions of π˚ TC−,ref(ku∧

p b Q/ku∧
p ) and π˚ TC−,ref(KU∧

p b Q/KU∧
p ) from Theorems 1.40

and 1.41
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§10. Refined localising invariants and how to compute them
In this section we’ll present Efimov–Scholze’s construction of refined localising invariants and
we’ll explain a method for computing them in the case of certain “open submotives” of “smooth
and proper” rigid symmetric monoidal ∞-categories over some base (these notions will be made
precise below). As a consequence, we’ll get a recipe for computing THHref(Q), which we’ll
carry out (after base change to ku) in §§11–12, but the method would apply just as well to
other cases like THHref(LfnS(p)/S(p)) or THHref(Srxs).

§10.1. Killing (pro-)algebra objects
In this subsection we review the general formalism for passing to the “open complement” of
an algebra object. We’ll follow rCS24, Lecture 13s. Throughout, let’s fix a presentable stable
symmetric monoidal ∞-category C.

10.1. Killing algebras. — Let A ∈ C be an object equipped maps µ : A b A ! A and
1! A such that µ is left-unital (or right-unital; this doesn’t matter). We let CA ⊆ C be the
full sub-∞-category spanned by those U ∈ C for which

HomC(A,U) » 0 ,

where HomC denotes the internal Hom of C, as usual.
Clearly CA is closed under limits in C. If κ is a sufficiently large cardinal such that S bA

are κ-compact for all S in a set of generators for C, then CA is also closed under κ-filtered
colimits. By the ∞-categorical reflection theorem rRS22s, it follows that the inclusion CA ! C
admits a left adjoint j˚ : C ! CA. Since CA is also clearly closed under HomC(Y,−) for any
Y ∈ C, we see that

j˚(X b Y ) »
−! j˚

`

j˚(X) b Y
˘

is an equivalence for all X,Y ∈ C. By abstract nonsense about symmetric monoidal localisations
(see rL-HA, Proposition 2.2.1.9s), it follows that CA and j˚ : C ! CA can be equipped with
canonical symmetric monoidal structures and the inclusion CA ! C with a lax symmetric
monoidal structure. In particular, j˚(1) is an E∞-algebra in C. We’ll often say that j˚(1) is
obtained from 1 by killing A.

Our first goal is now to give a formula for j˚ in certain cases.

10.2. Lemma. — Let I := fib(1! A). Then for every X ∈ C the canonical map

ηX : X » HomC(1, X) −! HomC(I, X)

becomes an equivalence upon applying HomC(−, U) for any U ∈ CA.

Proof. It’s enough to show HomC(fib(ηX), U) » 0. Note that the fibre fib(ηX) » HomC(A,X)
is a weak A-module in the sense that there exists a unital multiplication map

Ab HomC(A,X)! HomC(A,X) .

In particular, HomC(A,X) is a retract of A b HomC(A,X) and so it suffices to show that
HomC(−, U) vanishes on the latter. Now HomC(Ab Y, U) » HomC(Y,HomC(A,U)) » 0 holds
for all Y ∈ C, so we conclude.
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10.3. Proposition. — With notation as above, suppose that one of the following two
conditions is satisfied:
(a) For all X ∈ C, we recursively put X0 := X and Xn+1 := HomC(I, Xn). Then the diagram

X
ηX−! X1

ηX1−−! X2
ηX2−−! · · ·

stabilises at some finite stage (for example, this is satisfied if A is idempotent—then the
colimit always stabilises after the first step).

(b) The functor HomC(A,−) commutes with sequential colimits (for example, this is satisfied
if A is dualisable in C).

Then j˚(X) is the colimit of the diagram from (a) for all X ∈ C.

Proof. Let us denote the colimit of the diagram from (a) by X∞. Then Lemma 10.2 ensures
that HomC(X∞, U)! HomC(X,U) is an equivalence for all U ∈ CA, so we only need to check
X∞ ∈ CA; that is, HomC(A,X∞) » 0. Equivalently, ηX∞ : X∞ ! HomC(I, X∞) needs to be an
equivalence. But either of the two assumptions above makes sure that HomC(I,−) commutes
with the colimit defining X∞ and so ηX∞ is an equivalence by construction.

We’ll now explain a variant of the construction above in a pro-/ind-setting.

10.4. Killing pro-algebras — We keep C a presentable symmetric monoidal stable ∞-
category. The tensor product on C extends to symmetric monoidal structures on Pro(C) and
Ind(C).(10.1) Observe that HomC can also be extended to a functor

Pro(C)op b Ind(C) » Ind(Cop) b Ind(C) Ind(HomC)
−−−−−−−! Ind(C) ,

which, by abuse of notation, we still denote HomC . Explicitly,

HomC

´

“lim”
j∈J

Yj , “colim”
k∈K

Zk

¯

» “colim”
(j,k)∈Jop×K

HomC(Yj , Zk) .

Let now A := “lim”i∈I Ai ∈ Pro(C) be a pro-object equipped with maps µ : A b A ! A and
1 ! A such that µ is left-unital. We let Ind(C)A ⊆ Ind(C) denote the full sub-∞-category
spanned by those ind-objects for which

HomC(A,M) » 0 .

Our goal is again to describe a left adjoint j˚ : Ind(C)A ! Ind(C) of the inclusion. To this end,
let I := fib(1! A) and consider the canonical maps ηX : X » HomC(1, X)! HomC(I, X) for
all X ∈ Ind(C), as in Lemma 10.2.

10.5. Lemma. — The inclusion of Ind(C)A admits a left adjoint j˚ : Ind(C) ! Ind(C)A,
which can be explicitly described as follows: For X ∈ C we recursively put X0 := X and
Xn+1 := HomC(I, Xn). Then

j˚(X) » colim
´

X
ηX−! X1

ηX1−−! X2
ηX2−−! · · ·

¯

.

(10.1)We’ll ignore the set-theoretic difficulties that arise with applying Pro(−) and Ind(−) to large ∞-categories.
In all cases of interest, we can safely replace C by its κ-compact objects Cκ ⊆ C for some large enough regular
cardinal κ (usually κ = ω1 is enough).
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Proof. Since HomC(A,−) : Ind(C)! Ind(C) preserves filtered colimits, we can argue as in the
proof of Proposition 10.3 to see that j˚(X) ∈ Ind(C)A. It remains to show that the canonical
morphism X ! j˚(X) induces equivalences

HomInd(C)
`

j˚(X), U
˘ »
−! HomInd(C)(X,U)

for all U ∈ Ind(C)A. It will be enough to show the same for ηX , or equivalently, that
HomInd(C)(HomC(A,X), U) » 0. To this end, let M ∈ Ind(C) be any object for which the
natural transformation HomC(A,−) ⇒ HomC(1,−) » (−) admits a section.(10.2) Via such a
section M ! HomC(A,M), the identity on HomInd(C)(M,U) factors through

HomInd(C)
`

HomC(A,M),HomC(A,U)
˘ » 0 ,

and so HomInd(C)(M,U) » 0. Since such a section exists for M = HomC(A,X), we conclude.

10.6. Killing idempotent pro-algebras. — Suppose that A is idempotent in Pro(C), that
is, 1! A induces an equivalence

A » 1 bA
»
−! AbA .

Let us spell out how j˚(1) looks like in this case: We write A = “lim”Ai and denote by
(−)∨ := HomC(−,1) the predual in C. Then Lemma 10.5 implies that there is a cofibre sequence

“colim”
i∈Iop

A∨
i −! 1 −! j˚(1) .

For idempotent A, we check in Lemma 10.7 below that j˚ : Ind(C)! Ind(C)A can be equipped
with a symmetric monoidal structure (we don’t know if this works in general—the argument
from 10.1 doesn’t seem to work anymore). As a consequence, j˚(1) will be an E∞-algebra in
Ind(C). We’ll say that j˚(1) is obtained from 1 by killing the idempotent pro-algebra A.

10.7. Lemma. — Suppose that A is an idempotent pro-object. Then for all X,Y ∈ Ind(C),
the canonical morphism

j˚(X b Y ) »
−! j˚

`

j˚(X) b Y
˘

is an equivalence. In particular, there’s a canonical way to equip j˚ : Ind(C)! Ind(C)A with a
symmetric monoidal structure.

Proof. By Lemma 10.5 and idempotence of A, j˚(X) » cofib(HomC(A,X) ! X). Thus, to
show the first assertion, we may equivalently show that the canonical morphism

HomC
`

A,HomC(A,X) b Y
˘ »
−! HomC(A,X) b Y

induced by 1! A is an equivalence. To see this, first observe that this morphism has a left
inverse given by

HomC(A,X) b Y » HomC
`

A,HomC(A,X)
˘ b Y −! HomC

`

A,HomC(A,X) b Y
˘

using idempotence of A and Y » HomC(1, Y ). Now, in general, let M ∈ Ind(C) be an ind-
object for which HomC(A,M)!M has a left inverse. We can then exhibit HomC(A,M)!M

(10.2)Intuitively, the condition should be that M admits a unital multiplication AbM !M , but this doesn’t
make sense in our setting. So we replace this by the condition that HomC(A,M)!M admits a section.
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as a retract of HomC(A,HomC(A,M)) ! HomC(A,M). But the latter is an equivalence by
pro-idempotence of A, so already HomC(A,M)!M must be an equivalence.

This finishes the proof that j˚(X b Y ) ! j˚(j˚(X) b Y ) is an equivalence. By abstract
nonsense about symmetric monoidal structures on localisations (see rL-HA, Proposition 2.2.1.9s),
it follows that j˚ can be canonically equipped with a symmetric monoidal structure.

10.8. Remark. — In general, j˚(1) is not an idempotent E∞-algebra in Ind(C); it is
idempotent if and only if A∨ := “colim”i∈Iop A∨

i is an ind-idempotent coalgebra in the sense that
A∨ ! 1 induces an equivalence A∨ bA∨ » A∨ in Ind(C).

In the following lemma we’ll study a special situation in which this is the case. This uses
the notions of trace-class maps and nuclear objects; see the review in §5.2.

10.9. Lemma. — Let A = “lim”i∈I Ai be an idempotent pro-object whose transition maps
are eventually trace-class in the sense that for all i ∈ I there exists an object j ! i such that
Aj ! Ai is trace-class. Let A∨ := “colim”i∈I A∨

i . Then the canonical map

X bA∨ »
−! HomC(A,X)

is an equivalence for all X ∈ Ind(C). In particular, this implies:
(a) A∨ is an idempotent coalgebra in Ind(C) with eventually trace-class transition maps.
(b) j˚(1) is an idempotent nuclear E∞-algebra in Ind(C), Ind(C)A ⊆ Ind(C) is precisely the

full sub-∞-category of j˚(1)-modules, and − b j˚(1) » j˚(−).
(c) If F : C ! D is any symmetric monoidal functor of presentable symmetric monoidal

∞-categories, then F (j˚(1)) is obtained by killing the idempotent pro-algebra F (A).

Proof sketch. We can construct an inverse of X b A∨ ! HomC(A,X) as follows: Fix some
i ∈ I, choose j ! i such that Aj ! Ai is trace-class and let 1! Ai bA∨

j be the corresponding
classifier. Then consider the composition

HomC(Ai, X) −! HomC(Ai, X) bAi bA∨
j −! X bA∨

j .

In the first map, we tensor HomC(Ai, X) with the classifier above. In the second map we use
the evaluation HomC(Ai, X) bAi ! X. It’s straightforward but a little tedious to check that

X bA∨
i −! HomC(Ai, X) −! X bA∨

j

HomC(Ai, X) −! X bA∨
j −! HomC(Aj , X)

agree with the transition maps in the ind-objects X bA∨ and HomC(A,X), respectively; we’ll
omit the argument.

Proving that these maps assemble into an inverse map X bA∨ ! HomC(A,X) requires a
non-trivial argument, since we’re working in an ∞-category, but there’s an easier way to show
that XbA∨ ! HomC(A,X) is an equivalence: Equivalences are detected by π0 HomInd(C)(Z,−),
where Z ranges through all compact objects of Ind(C); now any morphism from a compact
object factors through X bA∨

i or HomC(Ai, X) for some i ∈ I, and so the observations above
will be enough.

To show (a), plug in X » A∨: We obtain A∨ b A∨ » HomC(A,A∨) » (A b A)∨. This
proves idempotence as a coalgebra, because (AbA)∨ » A∨ follows by dualising A » AbA. If
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j ! i is large enough so that Aj ! Ai is trace-class, then the dual transition map A∨
i ! A∨

j is
again trace-class by Lemma 5.11(b). This shows (a).

For (b), since we’ve shown that A∨ is an idempotent coalgebra in Ind(C), it follows that
j˚(1) is an idempotent algebra. Also A∨ is a nuclear object in Ind(C), since every map Z ! A∨

from a compact object factors through a trace-class morphism and is therefore trace-class itself.
Since 1 is nuclear too, it follows that j˚(1) is nuclear. X b j˚(1) » j˚(X) follows immediately
from the above equivalence X bA∨ » HomC(A,X). Since the inclusion Ind(C)A ! Ind(C) is
lax monoidal by Lemma 10.7, it factors through a functor

Ind(C)A ! Modj˚(1)
`

Ind(C)
˘

.

Since j˚(1) is idempotent, Modj˚(1)(Ind(C)) ⊆ Ind(C) is the full sub-∞-category spanned by
the objects of the form X b j˚(1). Hence we also get an inclusion Ind(C)A ⊆ Modj˚(1)(Ind(C)).
On the other hand, every object of the form X b j˚(1) » j˚(X) is contained in Ind(C)A. This
finishes the proof of (b).

To show (c), we only need “colim”i∈I F (A∨
i ) » “colim”i∈I F (Ai)∨. If Aj ! Ai is trace-class,

Lemma 5.11(c) provides a map F (Ai)∨ ! F (A∨
j ) in the reverse direction. By a formal argument

as above, this is enough to show the desired equivalence.

§10.2. Generalities on refined localising invariants

Throughout this subsection and the next, we fix the following notation: Let PrL
st denote the

∞-category of presentable stable ∞-categories and colimit-preserving functors. For a regular
cardinal κ, we also denote by PrL

st,κ ⊆ PrL
st the non-full sub-∞-category spanned by the κ-

compactly generated presentable stable ∞-categories and those colimit-preserving functors that
also preserve κ-compact objects (equivalently, the right adjoint preserves κ-filtered colimits).
We equip these ∞-categories with the Lurie tensor product and we let Catdual

st ⊆ PrL
st denote

the non-full sub-∞-category spanned by the dualisable objects and those functors whose right
adjoint still preserves all colimits.

We also let E ∈ CAlg(PrL
st) be a rigid presentable stable symmetric monoidal ∞-category in

the sense of 1.33. We denote

PrL
E := ModE(PrL

st) and PrL
E,κ := ModE(PrL

st,κ) ,

the latter assuming that E is κ-compactly generated. If E » Modk(Sp) is the ∞-category
of modules over some E∞-ring spectrum k, we’ll usually abbreviate these as PrL

k and PrL
k,κ,

respectively.

10.10. Localising motives over E. — We define the ∞-category of dualisable E-modules
as the module ∞-category Catdual

E := ModE(Catdual
st ).(10.3) Following Efimov rEfi25, Defini-

tion 1.20s, we let the ∞-category Motloc
E of localising motives over E be the recipient of the

universal localising invariant on dualisable E-modules.
In the case where E » Modk(Sp) is the ∞-category of modules over some E∞-ring spectrum k,

we’ll write Motloc
k instead; this agrees with the ∞-category of localising motives over k defined

by Blumberg–Gepner–Tabuada rBGT16s.
(10.3)Catdual

E can be defined without assuming that E is rigid, but usually it won’t agree with ModE(Catdual
st ).

See rEfi25, §1.3s.
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10.11. Refined localising invariants (Efimov–Scholze). — A deep theorem of Efimov
rEfi-Rigs states that Motloc

E is rigid itself. This has the following curious consequence, as
first observed by Efimov and Scholze: Suppose T is a localising invariant over E , that is, a
colimit-preserving functor

T : Motloc
E −! D

into a presentable stable ∞-category D. If T can be equipped with a symmetric monoidal
structure, then Efimov’s rigidity result implies that there’s a unique symmetric monoidal
factorisation

Motloc
E D

Drig

T

T ref

This factorisation T ref : Motloc
E ! Drig is the refinement of T defined by Efimov–Scholze.

Here Drig denotes the rigidification of D in the sense of rRam24, Construction 4.75s; see
also rEfi25, Proposition 1.23s. We recall from these references that Drig can be described as
the full sub-∞-category of Ind(D)(10.4) generated under colimits by ind-objects of the form
“colim”i∈Q xi, where all transition maps xi ! xj for rational numbers i < j are trace-class. If
D is locally rigid and its tensor unit is ω1-compact, then it suffices to consider Z⩾0-indexed
ind-objects instead of Q-indexed ones. In other words, in this case

Drig »
−! Nuc Ind(D)

is an equivalence. See rEfi25, Theorem 4.2s for a proof.

10.12. Lemma. — Let M(−) : Q ! Motloc
E be a diagram such that Mi ! Mj is trace-class

for all rational numbers i < j. Then

T ref
´

colim
i∈Q

Mi

¯

» “colim”
i∈Q

T (Mi) .

If D is locally rigid and its tensor unit is ω1-compact, then the same is true for Z⩾0-indexed
diagrams with trace-class transition maps.

Proof. This is almost tautological: Since Motloc
E is rigid, (Motloc

E )rig ! Motloc
E is an equivalence.

Since the ind-object “colim”i∈QMi is a preimage of M under this equivalence, the first claim
follows. The second claim is completely analogous, since the additional assumptions imply
Drig » Nuc Ind(D), as we’ve seen in 10.11.

10.13. Why computing T ref is hard. — In general, we’re faced with at least two difficult
problems:
( ! ) For an arbitrary motive M ∈ Motloc

E , it can be very hard to decompose M into pieces for
which resolutions as in Lemma 10.12 exist.

( !! ) Even if such resolutions can be found, computing T (Mi) (and the transition maps between
them) can still be a very hard problem.

(10.4)The set-theoretic difficulties here can be fixed as in Remark 5.14.

166

https://arxiv.org/pdf/2410.21524.pdf#thm.4.75
https://arxiv.org/pdf/2502.04123.pdf#theo.1.23
https://arxiv.org/pdf/2502.04123.pdf#theo.4.2


§10.2. Generalities on refined localising invariants

In §10.3, we’ll explain how to solve problem ( ! ) in many cases of interest, which will include
THHref(Q), THHref(LfnS(p)/S(p)) and THHref(Srxs). The entirety of §§11–12 below will then
be spent on problem ( !! ) for THHref(Q), and we will only be able to obtain an answer after
base change to ku.

But before we dive into the difficult calculations, let us discuss another easy case. To this
end, recall from rEfi25, Definition 1.48s that a dualisable E-module category X is called smooth
if the coevaluation Sp ! X ∨ bE X preserves compact objects, and proper if the evaluation
X b X ∨ ! E preserves compact objects. Here X ∨ denotes the dual of X as an E-module.

10.14. Lemma. — Let X be a dualisable E-module.
(a) X is smooth and proper in the sense above if and only if X is dualisable in Catdual

E .(10.5)

(b) If this is the case, then T ref(X ) » T (X ).

Proof sketch. Assume first that X is smooth and proper. We’ll only explain why the coevaluation
and the evaluation over E , i.e. E ! X ∨ bE X and X bE X ∨ ! E , are functors in Catdual

E ; the
triangle identities are then straightforward to verify. Since Sp! X ∨ bE X is strongly continuous
by smoothness, the same will be true for the composition

E −! E b (X ∨ bE X ) −! X ∨ bE X

by rEfi25, Proposition 1.12(ii)s. So the coevaluation is a functor in Catdual
E . Moreover, we have

X ∨ » Homdual
E (X , E) by rEfi25, Proposition 3.4(iii)s. Since E was assumed symmetric monoidal,

Catdual
E admits an internal Hom, which necessarily lifts Homdual

E . Hence we get an evaluation
X bE X ∨ ! E in E as well.

Now assume that X is dualisable in Catdual
E . Then E ! X ∨ bE X is strongly continuous,

hence it sends the tensor unit (which is compact as E is rigid) to a compact object. Then the
same must be true for Sp! X ∨ bE X , proving smoothness. For properness, we already know
that X bE X ∨ ! E is strongly continuous, so it remains to show the same for X bX ∨ ! X bE X ∨.
To this end, write

X bE X ∨ » (X b X ∨) bEbE E
and use that E b E ! E is strongly continuous by rigidity. This finishes the proof of (a).
Part (b) is an immediate consequence of this and Lemma 10.12, applied to the constant X -
valued diagram, which has trace-class transition maps since the identity on any dualisable
object is trace-class.

10.15. Corollary. — Let E ! X be a strongly continuous symmetric monoidal functor into
another rigid symmetric monoidal presentable stable ∞-category. If X is smooth and proper as
an E-module, then the forgetful functor Catdual

X ! Catdual
E preserves trace-class morphisms.

Proof. By Lemma 10.14(a) and the general fact that X ∨ » X (see rGR17, 1.9.2.1s or rEfi25,
Proposition 1.3s), we see that X is a self-dual E∞-algebra in Catdual

E . The assertion then
becomes purely abstract nonsense: For X -modules M and N , the diagram

Homdual
X (M,X ) bX N Homdual

X (M,X ) bX (X bE N ) Homdual
E (M, E) bE N

Homdual
X (M,N ) Homdual

X (M,X bE N ) Homdual
E (M,N )

»

»

(10.5)Note that being dualisable in Catdual
E is much stronger than being a dualisable E-module.
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commutes, where the horizontal arrows in the left square are given by the unit N ! X bE N of
the “wrong way” adjunction between the forgetful functor and X bE − : Catdual

E ! Catdual
X .

§10.3. A recipe for computation

We continue to fix the notation from §10.2 as well as a symmetric monoidal localising invariant

T : Motloc
E −! D .

From now on, we’ll additionally assume that D is locally rigid and its tensor unit is ω1-compact,
so that Drig » Nuc Ind(D) by rEfi25, Theorem 4.2s.

Our goal in this subsection is to explain a method to compute certain values of the refinement
T ref . This method is a more or less straightforward abstract reformulation of the method that
Efimov uses in his computations (see e.g. rEfi24, Talk 6s).
10.16. Motives of interest. — Let E ! X be a strongly continuous symmetric monoidal
functor into another rigid symmetric monoidal presentable stable ∞-category. Assume that X
is smooth and proper as an E-module. We wish to compute T ref(U) for localisations U ⊆ X
that arise as in 10.1. That is, there is some object V0 ∈ X with a left-unital multiplication such
that U is the full sub-∞-category spanned by those X ∈ X for which HomX (V0, X) » 0. Let
us additionally assume that the following is satisfied:
(V ) There exists a tower of E1-algebras in X ,

V0  − V1  − V2  − · · · ,

such that each Vr is dualisable in X and contained in the thick tensor ideal (that is, the
smallest full sub-∞-category closed under finite limits and colimits, retracts, and − bX
for all X ∈ X ) generated by V0. Moreover, we assume that for all r ⩾ 0, the induced map
Vr+1 b Vr ! Vr b Vr factors through the multiplication

Vr+1 b Vr
µ
−! Vr

as a map of Vr+1-Vr-bimodules.
The main example to keep in mind is the following: Suppose we’re given maps vi : Ii ! 1X for
i = 0, 1, . . . , n, where each Ii is dualisable in X . Then we can define Vr as the iterated cofibre

Vr := 1X /
`

v
αr,0
0 , . . . , vαr,nn

˘

for some entry-wise increasing sequence of (n+ 1)-tuples αr = (αr,1, . . . , αr,n) and equip the
tower tVrur⩾0 with Burklund-style E1-structures. We’ll discuss in §10.4 why this satisfies (V )
and how this allows us to recover many examples of interest, such as THHref(Q), THHref(Srxs),
and THHref(LfnS(p)/S(p)) (note that the last example doesn’t quite fit this situation, which will
cause us some pain).

10.17. Theorem. — Let E be rigid and let T : Motloc
E ! D be a localising invariant such that

D is locally rigid and its tensor unit is ω1-compact. Let X and U be as in 10.16.
(a) The pro-object “lim”r⩾0 T (RModVr(X )) is idempotent over T (X ) and its transition maps

are trace-class.
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(b) T ref(U) is obtained from T (X ) by killing this idempotent pro-algebra. In particular, T ref(U)
sits inside the following cofibre sequence in Drig » Nuc Ind(D):

“colim”
r⩾0

T
`

RModVr(X )
˘∨
−! T (X ) −! T ref(U) .

We start the proof of Theorem 10.17 with a few easy observations about the “closed
complement” of U in X .

10.18. Lemma. — Let X and U be as in 10.16.
(a) The inclusion U ! X admits a left adjoint j˚ : X ! U , which can be canonically equipped

with a symmetric monoidal structure.
(b) If V ⊆ X denotes the kernel of j˚, then V is a tensor ideal and closed under colimits,

finite limits, and retracts in X . If S runs through a set of generators of X , then V0 b S
forms a set of generators of V.

(c) For all r ⩾ 0, the E1-algebra Vr is a compact object of X , and every left- or right-module
over Vr is contained in V.

Proof. Part (a) follows immediately from 10.1. Since j˚ is symmetric monoidal and preserves
all colimits, its kernel V must be a tensor ideal and closed under colimits, finite limits, and
retracts. Now let V ∈ V be an object such that

0 » HomX (V0 b S, V ) » HomX
`

S,HomX (V0, V )
˘

for all S. Since S runs through a set of generators of X , this implies HomX (V0, V ) » 0. Hence
also V ∈ U and so V » j˚(V ) » 0. This finishes the proof of (b).

To show (c), observe that any X ∈ X is dualisable if and only if it is compact (because in a
rigid presentable symmetric monoidal ∞-category idX : X ! X is trace-class if and only if it is
compact; see rRam24, Corollary 4.52s or rEfi25, Proposition 1.7s). Hence Vr is compact for all
r ⩾ 0. To show that any left- or right-Vr-module is contained in V , it suffices to show the same
for induced modules (i.e. those of the form Vr bX), since every module is a colimit of induced
ones. By the thick tensor ideal condition in 10.16(V ), we can furthermore reduce to objects of
the form V0 bX. Now if U ∈ U , then

HomX (V0 bX,U) » HomX
`

X,HomX (V0, U)
˘ » 0 ,

proving j˚(V0 bX) » 0, as desired.

10.19. Lemma. — For every r ⩾ 0, the base change functor

− bVr+1 Vr : RModVr+1(X ) −! RModVr(X )

is a trace-class morphism in Catdual
X , hence also in Catdual

E .

Proof. The additional assertion will follow immediately from Corollary 10.15 once we’ve shown
the rest. Writing RModVr(X ) » RModVr(Ind(X ω))bInd(Xω)X , we may reduce to the case where
X is compactly generated, as − bInd(Xω) X preserves trace-class morphisms by Lemma 5.11(b).
In the compactly generated case, we’ll even show that − bVr+1 Vr is trace-class in PrL

X ,ω.
Recall from rL-HA, Remark 4.8.4.8s that RModVr+1(X ) is dualisable in PrL

X with dual
LModVr+1(X ). Therefore, the base change functor is always trace-class in PrL

X . The witnessing
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functor X ! LModVr+1(X ) bX RModVr(X ) » LModVr+1bV op
r

(X ) is the classifier of Vr as a left
module over Vr+1 b V op

r , or equivalently, a Vr+1-V − r-bimodule. If we work in PrL
X ,ω instead,

then RModVr+1(X ) will no longer be dualisable, but we can still form the predual

HomPrL
X ,ω

`

RModVr+1(X ),X
˘ » Ind

`

FunXω(RModVr+1(X )ω,X ω)
˘ » Ind

`

LModVr+1(X ω)
˘

,

where we’ve used rL-HA, Theorem 4.8.4.1s and the fact that Vr+1 ∈ X ω by Lemma 10.18(c).
Using rL-HA, Theorem 4.8.4.6s, we still have a functor

X −! Ind
`

LModVr+1(X ω)
˘ bX RModVr(X ) » RModVr

`

Ind
`

LModVr+1(X ω)
˘˘

in PrL
X that classifies Vr has a right Vr-module in Ind(LModVr+1(X )). For the desired trace-class

property to hold, this functor needs to be contained in PrL
X ,ω. That is, we need Vr to be a

compact object in RModVr(Ind(LModVr+1(X ω))).
To this end, recall our assumption 10.16(V ) that Vr+1 b Vr ! Vr b Vr factors through the

multiplication Vr+1 b Vr ! Vr as a map of Vr+1-Vr-bimodules. Consequently, Vr is a retract of
Vr b Vr in RModVr(Ind(LModVr+1(X ω))). This is enough to show compactness. Indeed, the
object Vr ∈ Ind(LModVr+1(X ω)) is compact(10.6) and so the induced right-Vr-module Vr b Vr
must be compact.

10.20. Remark. — As a consequence of the proof of Lemma 10.19 and Lemma 5.11(b), we
see that the functors

Ind LModVr(X ω) bInd(Xω) X −! Ind LModVr+1(X ω) bInd(Xω) X .

induced by the forgetful functors LModVr(X ω)! LModVr+1(X ω) are also trace-class in Catdual
X ,

hence in Catdual
E by Corollary 10.15.

The reader familiar with some of Efimov’s computations of refined invariants will have already
seen Ind LModVr(X ω) bInd(Xω) X , albeit in disguise: For example, it is the abstract analogue
of Db

coh(Qrxs/xn) in Efimov’s computation of HC−,ref(Qrx±1s/Qrxs) (see e.g. rEfi24, Talk 6s).
Also note that the forgetful functors LModVr(X ω) ! X ω will land in V by Lemma 10.18(c)
and so we get functors

Ind LModVr(X ω) bInd(Xω) X −! V .

for all r ⩾ 0. These are compatible with the functors above.

10.21. Lemma. — With notation as above, the functors from Remark 10.20 induce an
equivalence of X -linear presentable ∞-categories

colim
r⩾0

`

Ind LModVr(X ω) bInd(Xω) X
˘ »
−! V .

Here the colimit on the left-hand side is taken in Catdual
X , or equivalently, in Catdual

E or PrL
st.

Proof. We’ll prove this under the assumption that X is compactly generated; to reduce to
this special case, apply Lemma 10.22 below for Ind(X ω) ! X . Since X is rigid, compact
objects are closed under tensor products, since they coincide with the dualisable objects.
By Lemma 10.18(b), this implies that V is again compactly generated. By construction,
(10.6)By contrast, Vr is usually not compact in LModVr+1 (X ).

170

http://people.math.harvard.edu/~lurie/papers/HA.pdf#theorem.4.8.4.1
http://people.math.harvard.edu/~lurie/papers/HA.pdf#theorem.4.8.4.6
https://www.math.ku.dk/english/calendar/events/masterclass-continuous-k-theory/Efimov1.pdf#section.6


§10.3. A recipe for computation

Ind LModVr(X ω) ! X preserves compact objects, hence the same is true if we restrict the
codomain to V. Using that PrL

st,ω ! PrL
st preserves all colimits, we deduce that

L : colim
r⩾0

Ind LModVr(X ω) −! V

is a functor in PrL
st,ω. In particular, whether L is fully faithful can be checked on compact

objects. So let M and N be compact.
Writing colimr⩾0 Ind(LModVr(X ω)) » Ind(colimr⩾0 LModVr(X ω)), we may assume that M

and N are Vr-modules for some r. We must then show that

colim
s⩾r

HomVs(M,N) »
−! HomX (M,N) .

is an equivalence. To this end, let us rewrite this map as

colim
s⩾r

HomVr

`

(Vr bVs Vr) bVr M,N
˘

−! HomVr

`

(Vr b Vr) bVr M,N
˘

.

For all s ⩾ r, consider Vr b Vr as a right-Vs+1-module via the right action on the first tensor
factor and as a left-Vs+1-module via the left action on the second tensor factor. In total,
we’ve produced a right-(Vs+1 b V op

s+1)-module structure on Vr b Vr. Since Vr b Vr is already
a right-(Vs b V op

s )-module via the same construction, the identity on Vr b Vr factors through
(Vr bVr) bVs+1bV op

s+1
Vs bV op

s . By Assumption 10.16(V ), Vs+1 bVs+1 ! Vs bVs factors through
Vs+1 as a map of Vs+1-Vs+1-bimodules, or equivalently, as a map of left-Vs+1 b V op

s+1-modules.
This shows that the identity on Vr b Vr factors through

(Vr b Vr) bVs+1bV op
s+1

Vs+1 » Vr bVs+1 Vr .

This factorisation works as Vr-Vr-bimodules, since we haven’t touched the “outer” Vr-Vr-
bimodule structure anywhere and have only worked with the “inner” bimodule structures. Thus,
the colimit diagram above can be intertwined with the constant HomVr((Vr b Vr) bVr M,N)-
valued diagram, which proves that we get the desired equivalence.

Hence L is fully faithful. Once we know this, essential surjectivity follows immediately from
Lemma 10.18(b), so we win.

10.22. Lemma. — Let X ! X ′ be a symmetric monoidal colimit-preserving functor into
another rigid presentable stable symmetric monoidal ∞-category X ′. Let V ′

0 denote the image
of V0, let U ′ := (X ′)V ′

0 ⊆ X ′ and let V ′ be the kernel of the left adjoint X ′ ! U ′ of the inclusion.
Then the induced functor

V bX X ′ »
−! V ′

is an equivalence of ∞-categories.

Proof. It’s enough to show this in the case where X is compactly generated, since the general
case will follow by considering Ind(X ω) ! X ! X ′. By Lemma 10.18(b), V is a tensor
ideal and so the inclusion V ! X is X -linear. Note that its right adjoint is again X -linear.
Indeed, the right adjoint is given by fib(X ! j˚(X)) for all X ∈ X , so we must show that
j˚(X) b Y ! j˚(X b Y ) is an equivalence for all Y ∈ X . Since we assume X to be compactly
generated, it suffices to show this in the case Y ∈ X ω, as both sides commute with filtered
colimits. But then Y is dualisable as X is rigid. Since U ′ is stable under tensoring with
dualisable objects, we obtain j˚(X) b Y » j˚(j˚(X) b Y ) » j˚(X b Y ) from 10.1, as desired.
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It follows that V bX X ! X ′ is fully faithful, since we can now just base change the fact
that the unit is an equivalence. Its essential image is clearly contained in V ′, and it’s clear from
Lemma 10.18(b) that Vω bX X ′ ! V ′ is essentially surjective.

Proof of Theorem 10.17. By Lemma 10.19 and Lemma 5.11(b) applied to the symmetric
monoidal functor T : Catdual

X » ModX (Catdual
E ) ! ModT (X )(D), the transition maps of the

pro-object “lim”r⩾0 T (RModVr(X )) are trace-class morphisms in ModT (X )(D). To prove (a), it
will thus be enough to check that the dual ind-object is an idempotent coalgebra.

To see this, write RModVr(X ) » RModVr(Ind(X ω)) bInd(Xω) X . We’ve seen in the proof of
Lemma 10.19 that the predual of RModVr(Ind(X ω)) in PrL

Ind(Xω),ω is Ind LModVr(X ω). Now
consider the diagram of symmetric monoidal functors

PrL
Ind(Xω),ω Catdual

X ModX (Motloc
E ) ModT (X )(D)

Catdual
Ind(Xω) Motloc

Ind(Xω)

−bInd(Xω)X T

In general, none of them preserves preduals, but once we pass to “colim”r⩾0 this isn’t a
problem anymore by Lemma 5.11(c). Thus, it will be enough to check that the image of
“colim”r⩾0 Ind LModVr(X ω) is idempotent in Ind(Motloc

Ind(Xω)).
For ease of notation, let us now replace X by Ind(X ω), thereby assuming that X is

compactly generated. Since “colim”r⩾0 Ind LModVr(X ω) has trace-class transition maps and
Nuc Ind(Motloc

X ) » Motloc
X by Efimov’s rigidity theorem, it will be enough to show that

colimr⩾0 Ind LModVr(X ω) » V is idempotent in Motloc
X . We claim that V is already idem-

potent in Catdual
X . To see this, just observe that the same argument as in Lemma 10.21 also

proves that
colim
r⩾0

Ind LModVrbVr(X ω) »
−! V

is an equivalence of ∞-categories. This finishes the proof of (a).
Let us now show (b). In the following, we’ll use several times (and in a somewhat confusing

way) that Nuc Ind(ModX (Motloc
E )) » ModX (Motloc

E ) by Efimov’s rigidity theorem.
The proof of (a) shows that “lim”r⩾0 RModVr(X ) is idempotent in Pro(ModX (Motloc

E )),
its dual ind-object has nuclear transition map, and the dual ind-object is sent to V under
Nuc Ind(ModX (Motloc

E )) » ModX (Motloc
E ). Since V ! X ! U becomes a cofibre sequence in

MotX (Motloc
E ), it follows that the preimage of U under Nuc Ind(ModX (Motloc

E )) » ModX (Motloc
E )

is obtained from X by killing the pro-idempotent “lim”r⩾0 RModVr(X ). This is necessarily also
true as E∞-X -algebras, since the E∞-structure will be idempotent over X by Lemma 10.9(b) and
thus unique. Since any symmetric monoidal functor preserves killing idempotent pro-algebras
with trace-class transition maps by Lemma 10.9(c), the statement of (b) follows.

§10.4. Burklund’s E1-structures and square-zero extensions
In this subsection we show that tensor products of two Burklund-style E1-structures on quotients
are often trivial square zero algebras. We then use this technical result to make Theorem 10.17
applicable in many cases of interest.

For the abstract setup, let C be a presentable stable E2-monoidal ∞-category and v : I ! 1

be a morphism in C such that 1/v admits a right-unital multiplication. Fix α0 ⩾ 3, so that
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1/vα0 admits a preferred E2-algebra structure by rBur22, Theorem 1.5s. The same theorem
shows that 1/vα admits a preferred E1-algebra structure for all α ⩾ 2. Via base change, we get
an E1-structure on 1/vα0 b 1/vα in the E1-monoidal stable ∞-category LMod1/vα0 (C).

10.23. Proposition. — With notation and assumptions as above, suppose additionally that
C is rigid, I is dualisable in C, and α ⩾ α0 + 3.
(a) If we equip 1/vα0 ‘ Σ(Ibα/vα0) with the trivial square-zero E1-structure over 1/vα0 , then

the equivalence of left 1/vα0-modules

1/vα0 b 1/vα » 1/vα0 ‘ Σ(Ibα/vα0)

lifts canonically to an equivalence of E1-algebras in LMod1/vα0 (C). Under this iden-
tification, the multiplication 1/vα0 b 1/vα ! 1/vα0 becomes the augmentation map
1/vα0 ‘ Σ(Ibα/vα0)! 1/vα0.

(b) For all α′ ⩾ α ⩾ α0 + 3, the map 1/vα0 b 1/vα
′
! 1/vα0 b 1/vα agrees with the map

of trivial square-zero extensions induced by vα
′−α : Ibα′

/vα0 ! Ibα/vα0, as maps of
E1-algebras in LMod1/vα0 (C).

10.24. Remark. — The bound α ⩾ α0 + 3 doesn’t seem optimal and the author suspects
that Proposition 10.23 might already be true for α ⩾ α0. It also seems reasonable that the
result should be true for any compatible E1-structures on 1/vα0 and 1/vα, but we don’t know
how to show this.

10.25. Remark. — Since the bounds α0 ⩾ 3 and α ⩾ α0 + 3 ensure that the E1-algebra
structures on 1/vα0 and 1/vα refine to E2-algebra structures, the multplication map in Propo-
sition 10.23(a) is canonically a map of E1-algebras. The identification with the augmentation
1/vα0 ‘ Σ(Ibα/vα0)! 1/vα0 also holds as E1-algebra maps (as we’ll see in the proof).

Proof of Proposition 10.23. Recall rBur22, Constructions 4.7 and 4.8s: Let rC := Def(C,Q) be
the deformation of C that Burklund uses. The specific construction is irrelevant for the purpose of
this proof; the reader only needs to know that rC is a presentable stable E2-monoidal ∞-category
and comes with E2-monoidal functors ν : C ! rC (which is non-exact) and (−)τ=1 : rC ! C
(which preserves colimits and is therefore exact) such that ν(−)τ=1 » idC. Let furthermore
r1 := ν(1) denote the tensor unit of rC and let rI := Σ−1ν(ΣI). Even though ν is non-exact,
ν(1)! ν(1/v)! ν(ΣI) is still a cofibre sequence in rC and so ν(v) : ν(I)! r1 factors through
a map

rv : rI −! r1 .

Then rv is a deformation of v in the sense that rvτ=1 » v.(10.7) It will thus be enough to show
the assertions with v replaced by rv : rI ! r1.

Burklund constructs E1-structures on r1/rvα for α ⩾ 2 using the obstruction theory from
rBur22, Proposition 2.4s in rC. The reason to replace C and v by their deformations rC and rv is
that for the deformed versions all obstructions vanish (because the obstruction group vanishes),
and the witnessing nullhomotopies are unique (because the next homotopy group also vanishes).

The base-changed E1-structure on r1/rvα0 br1/rvα is then obtained via Burklund’s obstruction
theory in the E1-monoidal(10.8) presentable stable ∞-category LMod

r1/rvα0 (rC). The main step to
(10.7)Note that rv is usually not the trivial deformation ν(v), as the canonical map ν(I)! rI is usually not an
equivalence. This is crucial to make Burklund’s construction work.
(10.8)Burklund’s paper assumes an E2-monoidal structure, but for the purpose of rBur22, §2s only an E1-monoidal
structure is necessary.
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prove both (a) and (b) is to show that in this case too all obstructions vanish and the witnessing
nullhomotopies are unique. More precisely, we’ll show that for all k ⩾ 2 and all α′ ⩾ α ⩾ α0 + 3,

πi HomLMod
r1/rvα0 ( rC)

´

Σ−3`Σ2(rI/rvα0)bα′˘bk
, r1/rvα0 b r1/rvα

¯ „= 0 for i ∈ t0, 1u .

To show this, we use that r1/rvα0 b − : rC ! LMod
r1/rvα0 (rC) is left adjoint to the forgetful functor,

that r1/rvα0 b r1/rvα » r1/rvα0 ‘ Σ(rIbα/rvα0) as left-r1/rvα0-modules, and that rI is still dualisable,
with dual rI∨ » Σν(Σ−1I∨). The left-hand side above can then be rewritten as follows:

πi Hom
rC

´

Σ2k−3
rIbα′k, r1/rvα0 ‘ Σ(rIbα/rvα0)

¯

„= πi Hom
rC

´

Σ2k−3
rIbα′k, r1/rvα0

¯

‘ πi Hom
rC

´

Σ2k−2
rIbα′k b (rI∨)bα′

, r1/rvα0
¯

„= πi Hom
rC

´

Σ−α′k+2k−3ν(X), r1/rvα0
¯

‘ πi Hom
rC

´

Σ−α′k+α+2k−2ν(Y ), r1/rvα0
¯

,

where X » (ΣI)bα′k and Y » (ΣI)bα′kb(Σ−1I∨)bα. According to rBur22, Lemma 4.8s (which
is applicable thanks to our rigidity assumption on C), both summands on the right-hand side
vanish for i ∈ t0, 1u as soon as α′k − α− 2k + 1 ⩾ α0. Under our assumptions α′ ⩾ α ⩾ α0 + 3
and k ⩾ 2, we can estimate

α′k − α− 2k + 1 ⩾ (α0 + 3)(k − 1) − 2k + 1 = (k − 1)α0 + k − 2 ⩾ α0 ,

as desired. This shows that indeed all obstructions vanish (because the obstruction group π0
vanishes) and the witnessing nullhomotopies are unique (because π1 also vanishes).

Now (b) as well as the first part of (a) immediately follow. Indeed, in the case α′ = α, the
vanishing result above combined with rBur22, Remark 2.5s shows that the E1-structure on
r1/rvα0 b r1/rvα is unique, so it has to be the trivial square zero structure. For general α′ ⩾ α, the
same argument shows that the E1-map r1/rvα0 b r1/rvα

′
! r1/rvα0 b r1/rvα is unique, proving (b).

To show the second part of (a), observe that, with notation as above, we must also have

πi Hom
rC

´

Σ−α′k+2k−3ν(X), r1/rvα0
¯ „= 0 for i ∈ t0, 1u .

This precisely ensures that r1/rvα0 b r1/rvα ! r1/rvα0 is unique as well, and so it has to be the
augmentation map.

10.26. Corollary. — If I is dualisable, α ⩾ α0 + 3, and α′ ⩾ α+ α0, then

1/vα0 b 1/vα
′
−! 1/vα0 b 1/vα

factors through the tensor unit 1/vα0 as a map of E1-algebras in LMod1/vα0 (C).

Proof. By Proposition 10.23(b), it’s enough to check that vα′−α : Ibα′
/vα0 ! Ibα/vα0 is zero

in LMod1/vα0 (C) for α′ ⩾ α + α0. This reduces to vα0 : Ibα0/vα0 ! 1/vα0 being zero in
LMod1/vα0 (C). Since 1/vα0 b − : C ! LMod1/vα0 (C) is left adjoint to the forgetful functor,
this is equivalent to vα0 : Ibα0 ! 1/vα0 being zero in C, which is true by construction.

Thanks to Corollary 10.26, it is now easy to construct examples where Assumption 10.16(V )
is satisfied and thus Theorem 10.17 is applicable.
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10.27. Example. — Let m be a positive integer that is either coprime to 2 or divisible
by 4. Then S/m admits a right-unital multiplication and so Burklund’s construction applied to
m : S! S provides a tower of E1-algebras

S/m2  − S/m3  − S/m4  − · · · .

Up to passing to an appropriate subtower, this satisfies Assumption 10.16(V ). Indeed, dualis-
ability and the thick tensor ideal condition are clear and the factorisation condition follows
from Corollary 10.26 above.

Thus, for any E∞-ring spectrum k, Theorem 10.17 shows that THHref(kr1/ms/k) is obtained
from THH(k/k) » k by killing the idempotent pro-algebra “lim”α⩾1 THH((k b S/mα)/k). In
particular, there’s a cofibre sequence

“colim”
α⩾1

THH
`

(k b S/mα)/k
˘∨
−! k −! THHref`k

“ 1
m

‰

/k
˘

.

in Nuc Ind(Modk(Sp)BS1). Since THHref(−/k) commutes with filtered colimits, this also allows
us to compute THHref(k b Q/k) » colimm∈N THHref(kr1/ms/k).

10.28. Example. — If k is any E∞-ring spectrum, we can compute THHref(krxs/k) as
follows: Let P1

k denote the flat projective line over k, which is smooth and proper over k. We
can construct a tower of E1-algebras

krx−1s/x−1  − krx−1s/x−2  − krx−1s/x−3  − · · ·

either by hand (construct krx−1s as a graded E∞-k-algebra with x−1 in graded degree −1,
then truncate the grading) or by applying Burklund’s construction to OP1

k
(−1)! OP1

k
(this

will only give the tower from the second step onwards, but this is no problem). In either case,
Assumption 10.16(V ) will be satisfied and so Theorem 10.17 provides a cofibre sequence

“colim”
α⩾1

THH
`

(krx−1s/x−α)/k
˘∨
−! THH(P1

k/k) −! THHref`krxs/k˘

in Nuc Ind(Modk(Sp)BS1).

As a final example, let us explain how Theorem 10.17 applies to THHref(LfnS(p)/S(p)), where
Lfn denotes telescopic localisation to chromatic height ⩽ n. First we need a technical lemma:

10.29. Lemma. — Let m ⩾ 2 and n ⩾ 0. Let V ′ ! V be a map of Em+1-algebras whose
underlying spectra are of type n. Let v : ΣNV ! V be a vn-self map of V and v′ : ΣN ′

V ′ ! V ′

a vn-self map of V ′.
(a) Up to replacing v′ by a suitable power, the induced map v′ bV ′ V : ΣN ′

V ! V can be
chosen to be a power of v.

(b) Suppose v is the fourth power of another vn-self map of V , so that V/v admits a right-
unital multiplication in LModV (Sp(p)). Furthermore, assume that v′ is as in (a) and V ′/v′

admits a right-unital multiplication in LModV ′(Sp). Then the canonical left-V -module
map

V ′/v′m+1 bV ′ V −! V/vm+1 .

can be upgraded to an Em-algebra map in LModV (Sp), where we equip V/vm+1 and
V ′/v′m+1 with Burklund’s Em-structures in LModV (Sp) and LModV ′(Sp), respectively.
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Proof sketch. Part (a) follows immediately from asymptotic uniqueness of vn-self maps (see
rL-Ch, Lemma 27.10s for example).

To show (b), let us denote V/v′m+1 := V ′/v′m+1 bV ′ V for short. First note that the claim
is not completely automatic, since the Em-structures on V/vm+1 and V/v′m+1 are constructed
via different deformation categories. More precisely, let Q and Q′ be the classes of morphisms
in LModV (Sp)ω that become split epimorphisms upon − bV V/v or − bV V/v

′, respectively.
Then the Em-structure on V/vm+1 is constructed via Def(LModV (Sp); Q), whereas for V/v′m+1

we use Def(LModV (Sp); Q′).
Our assumptions on v and v′ imply that V/v′ ! V/v can be turned into an E1-map in

LModV (Sp). This need not be compatible with the E1-structures on V/vm+1 or V/v′m+1, but it
is enough to ensure Q′ ⊆ Q, because any morphism that becomes split after − bV V/v

′ will also
become split after (− bV V/v

′) bV/v′ V/v » − bV V/v. Sheafification then induces a strongly
continuous Em+1-monoidal functor Def(LModV (Sp); Q′)! Def(LModV (Sp); Q) which fits into
a commutative diagram

Def
`

LModV (Sp); Q′˘ Def
`

LModV (Sp); Q
˘

LModV (Sp)
ν′

ν

where ν and ν ′ denote the respective Yoneda embeddings.
Let us now denote deformations in Def(LModV (Sp); Q) by (r−) as in the proof of Propo-

sition 10.23. Via the functor above and rBur22, Proposition 2.4s, we can write rV /rv′m+1

as an iterated pushout of Em-algebras in Def(LModV (Sp); Q). This yields a sequence of
obstructions to constructing an Em-algebra map rV /rv′m+1 ! rV /rvm+1. Since the functor
Def(LModV (Sp); Q′)! Def(LModV (Sp); Q) intertwines ν ′ and ν, the obstructions are still of
the form that automatically vanishes.

10.30. Example. — For all m ⩾ 2 and n ⩾ 0 let us construct a tower of Em-algebras

V (n)0  − V (n)1  − V (n)2 −! · · ·

of the form V (n)r » S/(pαr,0 , vαr,11 , . . . , v
αr,n
n ), such that Assumption 10.16(V ) is satisfied. Note

that the dualisability condition in 10.16(V ) is trivial and the thick tensor ideal condition is
automatic by the thick subcategory theorem (see rL-Ch, Theorem 26.8s for example). So we
only have to construct the tower and verify the factorisation condition.

We use induction on n. Suppose we’ve already constructed a tower of Em+1-algebras
(V (n − 1)r)r⩾0 with the desired properties. We’ll write Vr := V (n − 1)r for brevity. Using
Lemma 10.29 for Vr+1 ! Vr, we can inductively construct vn-self maps vn,r : ΣNrVr ! V r such
that each of them is the fourth power of another vn-self map and the quotients

V r := Vr/v
2r(m+1)
n,r

fit into a tower of Em-algebras. Note that this would already work with Vr/v
m+1
n,r ; the extra

factor in the exponent will only be used for the factorisation condition.
As in the proof of Lemma 10.21, consider the right-Vr+1bV op

r -module structure on V r+1bV r

given by its “inner” bimodule structure. Since Vr+1 b Vr ! Vr b Vr factors through Vr by the
inductive hypothesis, we see that V r+1 b V r ! V r b V r factors through

`

V r+1 b V r

˘ bVr+1bV op
r
Vr » `

V r+1 bVr+1 Vr
˘ bVr V r
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as a map of V r+1-V r-bimodules. If we now consider the composition V r+2 b V r ! V r b V r,
we see that it factors through

Vr/v
2r+2(m+1)
n,r+1 bVr V r −! Vr/v

2r+1(m+1)
n,r+1 bVr V r .

This, in turn, factors through V r as a map of E1-algebras in RModV r(Sp). Indeed, this follows
from Corollary 10.26 via base change along Vr/v2r(m+1)

n,r+1 ! Vr/v
2r(m+1)
n,r » V r. So we get the

desired factorisation for V r+2 b V r ! V r b V r. Thus, if we put V (n)r := V 2r, we get a tower
of the desired form.

With these disgusting technicalities out of the way, we can finally apply Theorem 10.17: We
deduce that THHref(LfnS(p)/S(p)) is obtained from S(p) by killing an idempotent pro-algebra of
the form “lim”r⩾0 THH(S/(pαr,0 , vαr,11 , . . . , v

αr,n
n )). In particular, we get a cofibre sequence

“colim”
r⩾0

THH
`

S/(pαr,0 , vαr,11 , . . . , vαr,nn )
˘∨
−! S(p) −! THHref`LfnS(p)/S(p)

˘

in Nuc Ind(SpBS1

(p) ).
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§11. Refined THH and TC− over ku
We’ve seen in Example 10.27 that to compute THHref(Q), one essentially has to compute an
ind-object of the form “colim”α⩾2 THH(S/pα)∨ for all primes p. This seems currently out of
reach. However, after base change to ku, we can get some control over THH((ku b S/pα)/ku)
thanks to the results from Part II, and so THHref(ku b Q/ku) is approachable.

In this section we study TC−,ref(ku b Q/ku) and TC−,ref(KU b Q/KU), which contain the
same information as THHref(ku b Q/ku) and THHref(KU b Q/KU) by Lemma 11.2 below. In
§11.1, we compute the homotopy groups

A˚
ku := π2˚ TC−,ref(ku b Q/ku) and AKU := π0 TC−,ref(KU b Q/KU)

in terms of certain q-Hodge filtrations fil⋆q9Hdg q9dR(Z/pα)/Zp and the associated q-Hodge com-
plexes q9Hdg(Z/pα)/Zp that we get from the chosen E1-structures on S/pα. In §11.2 we’ll explain
how to describe these objects explicitly. These explicit descriptions will then be used in §12 to
finish the proof of Theorems 1.40 and 1.41.

11.1. Convention — Throughout §§11–12, all (q-)de Rham complexes and q-Hodge com-
plexes relative to a p-complete ring will be implicitly p-completed.

§11.1. q-Hodge filtrations and TC−,ref (ku b Q/ku)

We begin by showing that for complex orientable ring spectra k, THHref(k b Q/k) with its
S1-action contains the same information as TC−,ref(k b Q/k).

11.2. Lemma. — Let k be a complex orientable E∞-ring spectrum, equipped with trivial
S1-action, and let t ∈ π−2(khS1) be any complex orientation. Then taking S1-fixed points
defines a symmetric monoidal equivalence

(−)hS1 : Modk(Sp)BS1 »
−! Mod

khS1 (Sp)∧
t ,

where ModkhS1 (Sp)∧
t denotes ∞-category of t-complete khS1-module spectra, which we equip

with the t-completed tensor product − b̂
khS1 −.

Proof. By construction (−)hS1 is lax symmetric monoidal. To see that it is strictly symmetric
monoidal, we must check whether MhS1 b̂

khS1 NhS1
! (M bk N)hS1 is an equivalence. As

both sides are t-complete, this can be checked modulo t, where it follows from rHRW22,
Lemma 2.2.10s for example.

By definition, (−)hS1 : SpBS1
! Sp has a left adjoint, given by the symmetric monoidal

functor const : Sp ! SpBS1 , which sends a spectrum X to itself equipped with the trivial
S1-action. By general nonsense about how symmetric monoidal adjunctions pass to module
categories, we see that (−)hS1 : Modk(Sp)BS1 » Modk(SpBS1) ! Mod

khS1 (Sp) admits a left
adjoint L, which is given as the composition

L : Mod
khS1 (Sp) const

−−−! Mod
khS1 (SpBS1)

−b
khS

1 k
−−−−−−! Modk

`

SpBS1˘ » Modk(Sp)BS1
.

In particular, on underlying k-modules, L is simply given by (−)/t. Since (−)/t is conservative
on t-complete khS1-modules, it follows that L : Mod

khS1 (Sp)∧
t ! Modk(Sp)BS1 must be con-

servative too. Furthermore, the counit c : L((−)hS1) ⇒ id is an equivalence, as follows from
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rHRW22, Lemma 2.2.10s again. Thus (−)hS1 must be fully faithful. We conclude using the
standard fact that an adjunction in which the right adjoint is fully faithful and the left adjoint
is conservative must be a pair of inverse equivalences.

We’ll now set out to compute π˚ TC−,ref(ku b Q/ku) and π˚ TC−,ref(KU b Q/KU).

11.3. Outline of the computation. — For convenience, let’s call a positive integer m high-
powered if its prime factorisation m = ∏

p p
αp has the following property: For all primes p > 2

either αp = 0 or αp ⩾ 2 and for p = 2 either α2 = 0 or α2 is even and ⩾ 4. We let N denote
the set of high-powered positive integers, partially ordered by divisibility.

Since S/4 and S/p admit right-unital multiplications, we can use Burklund’s general con-
struction rBur22, Theorem 1.5s(11.1) to construct E1-structures on

S/m » ∏
p

S/pαp

for every high-powered m. These assemble into a functor S/− : N ! AlgE1(Sp). In the
following we’ll write ku/m := ku b S/m and KU/m := KU b S/m, where it is understood that
the E1-structure is always base changed from the one on S/m above. By Example 10.27 and
Lemma 11.2, we get a cofibre sequence

“colim”
m∈(N )op

TC−`(ku/m)/ku
˘∨
−! kuhS1

−! TC−,refpku b Q/kuq

(where now (−)∨ := HomkuhS1 (−, kuhS1) denotes the dual in kuhS1-modules) and a similar one
for KU. To compute the pro-object on the left, we’ll proceed in three steps:
(a) We compute π˚ TC−((ku/m)/ku) and π˚ TC−((KU/m)/KU) using Theorem 7.27. This

will be the content of Corollary 11.7.
(b) We compute π˚ TC−((ku/m)/ku)∨ and π˚ TC−((KU/m)/KU)∨, essentially showing that

in this case taking duals commutes with π˚ in a derived way. This will be achieved in
Corollary 11.11.

(c) We show that pro-idempotence and the transition maps being trace-class passes to
homotopy groups in this case. This will be the content of Corollaries 11.13 and 11.14.

This leads to a preliminary description of the homotopy rings π˚ TC−,ref(ku b Q/ku) and
π˚ TC−,ref(KU b Q/KU) in Theorem 11.15.

We begin with step (a).

11.4. Reduction to the p-torsion free case. — Decomposing m = ∏
p p

αp into prime
powers, we have

TC−`(ku/m)/ku
˘ » ∏

p

TC−`(ku/pαp)/ku
˘

,

so we may reduce to the case where m = pα is a high-powered prime power. Let us re-
mark that TC−((ku/pα)/ku) is automatically p-complete. Indeed, it is (β, t)-complete and
TC−((ku/pα)/ku)/(β, t) » HH((Z/pα)/Z) is pα-torsion, hence p-complete.
(11.1)We could also use rBur22, Theorem 3.2s to get another tower of E1-algebras S/8  S/16  S/32  · · · .
This one is potentially different from ours (as different deformation categories are used in the construction). It
will become apparent in 11.4 why we made that choice.
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To compute TC−((ku/pα)/ku), we lift to a p-torsion free case. Let Zptxu∞ be the free
p-complete perfect δ-ring on a generator x and let SZptxu∞ be its unique lift to a p-complete
connective E∞-ring spectrum (see Example 9.2). By rBur22, Theorem 1.5s, we get a tower of
E1-algebras in SZptxu∞-modules

SZptxu∞/x
2  − SZptxu∞/x

3  − SZptxu∞/x
4  − · · ·

for p > 2; the case p = 2 needs powers of x2 instead. The map of perfect δ-rings Zptxu∞ ! Zp
sending x 7! p lifts uniquely to an E∞-map SZptxu∞ ! Sp. If we base change the tower above
along this map, we get the tower of E1-algebras (S/pα) from 11.3. Indeed, this follows from the
uniqueness statement in rBur22, Theorem 1.5s.(11.2)

Now put kuZptxu∞ := (ku b SZptxu∞)∧
p . Then THH(−/kuZptxu∞)∧

p » THH(−/ku)∧
p holds by

the same argument as in rBMS19, Proposition 11.7s and so we get a base change equivalence
´

TC−`(kuZptxu∞/x
α)/ku

˘ bkuZptxu∞
ku∧

p

¯∧

(p,t)
»
−! TC−`(ku/pα)/ku

˘

.

11.5. A q-Hodge filtration for Z/m. — We can apply Theorem 7.18 to Zptxu∞/x
α with

its spherical E1-lift SZptxu∞/x
α to obtain a q-Hodge filtration fil⋆q9Hdg q9dR(Zptxu∞/xα)/Zp , which

doesn’t depend on the choice of spherical lift (only its existence). We then construct a filtration
on q9dR(Z/pα)/Zp as the base change

fil⋆q9Hdg q9dR(Z/pα)/Zp :=
´

fil⋆q9Hdg q9dR(Zptxu∞/xα)/Zp bL
Zptxu∞ Zp

¯∧

(p,q−1)
.

For a general high-powered positive integer m ∈ N with prime factorisation m = ∏
p p

αp , we
put

fil⋆q9Hdg q9dR(Z/m)/Z :=
∏
p

fil⋆q9Hdg q9dR(Z/pαp )/Zp ,

and denote its completion by fil⋆q9Hdg q9d̂R(Z/m)/Z. We regard these filtrations as filtered modules
over (q−1)⋆ZJq−1K, which we identify with ZrβsJtK as in 7.26. We can also form the associated
q-Hodge complex q9Hdg(Z/m)/Z as in 3.5.
11.6. Lemma. — As the notation suggests, fil⋆q9Hdg q9dR(Z/m)/Z is indeed a q-Hodge filtration
in the sense of Definition 3.2. Moreover, q9dR(Z/m)/Z and q9Hdg(Z/m)/Z are static (q−1)-torsion
free rings and the q-Hodge filtration is a descending filtration by ideals.

Proof. For any prime p, q9dR(Z/pαp )/Z vanishes after (−)r1/ps∧
(q−1), as (Z/pαp)r1/ps „= 0, and

thus it also vanishes after (−)∧
p r1/ps∧

(q−1), as any module over the trivial ring is trivial. It
follows that q9dR(Z/pαp )/Z is already p-complete and thus agrees with q9dR(Z/pαp )/Zp .

With this observation, Definition 3.2(a) is straightforward to verify. Definition 3.2(b)
follows via base change from Zptxu∞/x

αp . Definition 3.2(c) and (cp) are vacuous, since the
rationalisations vanish. Therefore, fil⋆q9Hdg q9dR(Z/m)/Z is indeed a q-Hodge filtration in the
sense of Definition 3.2.

To verify that fil⋆q9Hdg q9dR(Z/m)/Z is degree-wise static and (q− 1)-torsion free, just observe
that its reduction modulo (q − 1) is fil⋆Hdg dR(Z/m)/Z, which is degree-wise static. Via base
change from Zptxu∞/x

αp it’s then clear that fil⋆q9Hdg q9dR(Z/m)/Z must be a descending filtration
by ideals. By construction, this implies that q9Hdg(Z/m)/Z is a static and (q − 1)-torsion free
ring, as claimed.
(11.2)Burklund only shows that the objects in the tower are unique and therefore satisfy base change. But the
same argument shows that the transition maps too are unique, so they satisfy base change as well.

180

https://arxiv.org/pdf/2203.14787.pdf#nul.1.5
https://arxiv.org/pdf/2203.14787.pdf#nul.1.5
https://arxiv.org/pdf/1802.03261#theorem.11.7


§11.1. q-Hodge filtrations and TC−,ref(ku b Q/ku)

The upshot of 11.4–11.6 is the following.

11.7. Corollary. — Let m ∈ N be a high-powered positive integer. Then the spectra
TC−((ku/m)/ku) and TC−((KU/m)/KU) are concentrated in even degrees and we have

π2˚ TC−`(ku/m)/ku
˘ „= fil⋆q9Hdg q9d̂R(Z/m)/Z ,

π2˚ TC−`(KU/m)/KU
˘ „= q9Hdg(Z/m)/Zrβ±1s .

Proof. It’s enough to check evenness modulo t, so we may pass from TC− to THH. Since
THH((ku/m)/ku) is connective, we may further pass to THH((ku/m)/ku)/β » HH((Z/m)/Z),
which is indeed even. This shows evenness for THH((ku/m)/ku) and then the same follows for
THH((ku/m)/ku)r1/βs » THH((KU/m)/KU).

By decomposing m into prime factors as in 11.4 and using the base change equivalence, we
get a map

fil⋆q9Hdg q9d̂R(Z/m)/Z ! π2⋆ TC−((ku/m)/ku) .

Whether this is an equivalence can be checked modulo β, where we recover the well-known fact
that the even homotopy groups of TC−((ku/m)/ku)/β » HC−((Z/m)/Z) are the completed
Hodge filtration fil⋆Hdg d̂R(Z/m)/Z. The claim that the even homotopy groups of

TC−`(KU/m)/KU
˘ » TC−`(ku/m)/ku

˘“ 1
β

‰∧
t

are given by q9Hdg(Z/m)/Zrβ±1s follows formally.

This finishes step (a) of our plan in 11.3. Before we move onwards to step (b), let us make
two remarks.

11.8. Remark. — Let m = ∏
p p

αp be an integer such that for all primes p > 2 either αp = 0
or αp ⩾ 3 and for p = 2 either α2 = 0 or α2 is even and ⩾ 6. Then the E1-structure on S/m can
be upgraded to an E2-structure. We can thus apply Theorem 7.27 to obtain another q-Hodge
filtration on q9dR(Z/m)/Z. This necessarily agrees with the one from 11.5.

Indeed, this can be reduced to a similar claim for Zptxu∞/x
αp , noting that the E1-structure

on SZptxu∞/x
αp also admits an E2-upgrade, compatible with the one on S/pαp . The assertion

then follows by observing that the solid even filtration on the already even E1-ring spectrum
TC−

■ ((kuZptxu∞/x
αp)/ku) necessarily agrees with the double-speed Whitehead filtration τ⩾2⋆.

11.9. Remark. — We don’t know if fil⋆q9Hdg q9dR(Z/m)/Z is canonical: The results from §4.2
don’t apply, as Z/m is not torsion free. However, in the case where m = pα is a prime power,
we have the following weak form of canonicity:
(˚) Let A! Zp be any map from a p-completely perfectly covered δ-ring and R! Z/pα be an

A-algebra map, where R is as in Theorem 4.22(a). Then the induced map

q9dRR/A −! q9dR(Z/pα)/Zp

is compatible with q-Hodge filtrations. Moreover, the q-Hodge filtration on q9dR(Z/pα)/Zp
is the smallest multiplicative filtration with this property.

To prove this, let R „= B/J be a perfect-regular presentation as in Theorem 4.22(a), where J is
generated by a regular sequence of higher powers (xα1

1 , . . . , xαrr ). Using q9dRR/A » q9dRR/B and
the base change assertion from Lemma 4.27 applied to Zptx1, . . . , xru! B, we can reduce to
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the case A = Zptx1, . . . , xru, R = Zptx1, . . . , xru/(xα1
1 , . . . , xαrr ); note that we still get a δ-ring

map Zptx1, . . . , xru ! Zp by lifting the images of the xi in Z/pα arbitrarily. By symmetric
monoidality (Lemma 4.33(b)), we can further reduce to the case r = 1.

In this case suppose Zptx1u ! Zp sends x1 7! apN , where (a, p) = 1. In order to have a
map Zptx1u/xα1

1 ! Z/pα, we must have α1N ⩾ α. Then the map Zptx1u ! Zptxu sending
x1 7! axN induces a map Zptx1u/xα1

1 ! Zptxu/xα and so the desired compatibility of q-Hodge
filtrations follows from functoriality of Construction 4.21. The minimality claim is clear since
fil⋆q9Hdg q9dR(Z/pα)/Zp is base changed from fil⋆q9Hdg q9dR(Zptxu∞/xα)/Zp .

We’ll now commence step 11.3(b). We start with a general fact (which is usually formulated
as a spectral sequence).

11.10. Lemma. — Let k be an even E1-ring spectrum and let M,N be even left-k-modules.
Then the mapping spectrum Homk(M,N) admits a complete exhaustive descending filtration
with graded pieces

gr˚ Homk(M,N) » Σ2˚ RHomπ2˚(k)
`

π2˚(M), π2˚(N)
˘

.

Here Σ2˚ : Gr(Sp) ! Gr(Sp) is the “double shearing” functor and RHomπ2˚(k) denotes the
derived internal Hom in graded π2˚(k)-modules.

Proof. In the usual adjunction colim: Fil(Sp)  ! Sp :const, the left adjoint is symmetric
monoidal and the right adjoint is lax symmetric monoidal. Furthermore, colim τ⩾2⋆(k) » k.
It follows formally that colim: LModτ⩾2⋆(k)(Fil(Sp)) ! LModk(Sp) :const is an adjunction as
well and so Homk(M,N) » Homτ⩾2⋆(k)(τ⩾2⋆(M), constN). Hence we may define the desired
filration via

filn Homk(M,N) := Homτ⩾2⋆(k)
`

τ⩾2⋆(M), τ⩾2(⋆+n)(N)
˘

.

This filtration is clearly complete since we may pull 0 » limn!∞ τ⩾2(⋆+n)(N) out of the Hom. To
show that the filtration is exhaustive, we need to check that constN » colimn!−∞ τ⩾2(⋆+n)(N)
can similarly be pulled out of the Hom. To this end, recall that Fil(Sp) can be equipped with
the double Postnikov t-structure in which objects in the image of τ⩾2⋆(−) are connective and
connective objects are closed under tensor products (see rRak21, Construction 3.3.6s for example
and double everything). Then Modτ⩾2⋆(k)(Fil(Sp)) inherits a t-structure in which τ⩾2⋆(M) is
connective and the cofibres of τ⩾2(⋆+n)(N) ! constN get more and more coconnective as
n! −∞. This shows that the colimit can be pulled out.

It remains to determine the associated graded. By construction, the nth graded piece is
given by grn Homk(M,N) » Homτ⩾2⋆(k)(τ⩾2˚(M),Σ2(⋆+n)π2(⋆+n)(N)). To simplify this further,
let SGr and SFil denote the tensor units in graded and filtered spectra, respectively. By abuse
of notation, we identify SFil with its underlying graded spectrum. As remarked in 1.48, we
have Fil(Sp) » ModSFil(Gr(Sp)); this identifies passing to the associated graded with the base
change functor − bSFil SGr. Since the SFil-module structure on Σ2(⋆+n)π2(⋆+n)(N) already
factors through SFil ! SGr, we obtain

Homτ⩾2⋆(k)
`

τ⩾2˚(M),Σ2(⋆+n)π2(⋆+n)(N)
˘ » HomΣ2˚π2˚(k)

`

Σ2˚π2˚(M),Σ2(˚+n)π2(˚+n)(N)
˘

» Σ2n Homπ2˚(k)
`

π2˚(M), π2˚(N)(−n)
˘

.

The first step is the usual base change equivalence for τ⩾2⋆(k)! τ⩾2⋆(k) bSFil SGr » Σ2˚π2˚(k),
the second step uses that the shearing functor Σ2˚ : Gr(Sp) ! Gr(Sp) is an E1-monoidal
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equivalence (even E2-monoidal, see rDHL+23, Proposition 3.10s, but we don’t need that). Now
the right-hand side is precisely the nth graded piece of RHomπ2˚(k)(π2˚(M), π2˚(N)) and so
we’re done.

We’ll apply this now in the case k » kuhS1 , so that π2˚(k) „= ZrβsJtK. We also let ExtiZrβsJtK
denote the graded ZrβsJtK-module H−i RHomZrβsJtK for all i ⩾ 0.

11.11. Corollary. — Let m ∈ N be a high-powered positive integer. Then the spectra
TC−((ku/m)/ku)∨ and TC−((KU/m)/KU)∨ are concentrated in odd degrees and we have

π−(2˚+1) TC−`(ku/m)/ku
˘∨ „= Ext1

ZrβsJtK

´

fil⋆q9Hdg q9d̂R(Z/m)/Z,ZrβsJtK
¯

π−(2˚+1) TC−`(KU/m)/KU
˘∨ „= Ext1

ZJq−1K

´

q9Hdg(Z/m)/Z,ZJq − 1K
¯

rβ±1s .

Proof. According to Corollary 11.7 and Lemma 11.10, the spectrum TC−((ku/m)/ku)∨ admits a
complete exhaustive filtration with associated graded Σ2˚(fil⋆q9Hdg q9d̂R(Z/m)/Z)∨, where now the
dual is taken in graded ZrβsJtK-modules. It’ll be enough to show that this dual is concentrated
in homological degree −1 (which precisely accounts for the Ext1

ZJq−1Krβ±1s-terms). Since ZrβsJtK
is (β, t)-complete as a graded object, the same is true for any dual in graded ZrβsJtK-modules,
and so it’ll be enough that

RHomZrβsJtK

´

fil⋆q9Hdg q9d̂R(Z/m)/Z,ZrβsJtK
¯

/(β, t) » RHomZ

´

gr˚
Hdg d̂R(Z/m)/Z,Z

¯

is concentraded in homological degree −1. Since grnHdg d̂R(Z/m)/Z » Σ−n ∧n L(Z/m)/Z » Z/m,
the nth graded piece of the right-hand side is precisely RHomZ(Z/m,Z), which is indeed
concentrated in homological degree −1. This finishes the proof for TC−((ku/m)/ku)∨.

The proof for TC−((KU/m)/KU)∨ is analogous, except that we need a different argument to
show that the dual (q9Hdg(Z/m)/Z)∨ in ZJq−1K-modules is concentrated in homological degree −1.
By (q− 1)-completeness, it’ll be enough to check the same for RHomZ(q9Hdg(Z/m)/Z/(q− 1),Z).
By 3.8 we see that q9Hdg(Z/m)/Z/(q−1) admits an exhaustive ascending filtration with associated
graded given by gr˚

Hdg dR(Z/m)/Z. It follows that RHomZ(q9Hdg(Z/m)/Z/(q − 1),Z) admits
a descending filtration with associated graded RHomZ(gr˚

Hdg dR(Z/m)/Z,Z). This is indeed
concentrated in homological degree −1 as we’ve seen above, so we’re done.

This finishes step (b) in our plan from 11.3. We continue with step (c). Note that neither
pro-idempotence of “lim”m∈N TC−((ku/m)/ku) nor the fact that its transition maps become
eventually trace-class are automatically preserved under passing to homotopy groups. The
problem is that π˚(−)—or really passing to the associated graded of the Whitehead filtration
τ⩾⋆—is not a symmetric monoidal functor.

As we’ll see, in our situation, passing to the associated graded of the double-speed Whitehead
filtration τ⩾2⋆ behaves as if it were symmetric monoidal, which fixes all issues. Our starting
point is the following general fact, which is quite similar to Lemma 11.10 (and is also usually
formulated as a spectral sequence).

11.12. Lemma. — Let k be an even E∞-ring spectrum, let t ∈ π2˚(k) be a homogeneous
element, and let M , N be even k-modules. Then the t-completed tensor product M b̂kN admits
a complete exhaustive descending filtration with graded pieces

gr˚(M b̂k N) » Σ2˚
´

π2˚(M) b̂L
π2˚(k) π2˚(N)

¯

.
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Here − b̂L
π2˚(k) − denotes the graded t-completed derived tensor product over π2˚(k).

Proof. The filtered spectrum τ⩾2⋆(M) bτ⩾2⋆(k) τ⩾2⋆(N) defines a filtration on M bk N . This
filtration is exhaustive, since colim: Fil(Sp)! Sp is symmetric monoidal, and complete, since
τ⩾2⋆(M) bτ⩾2⋆(k) τ⩾2⋆(N) is a connective object in the double Postnikov t-structure (see the
proof of Lemma 11.10).

Now consider the t-adically completed tensor product τ⩾2⋆(M) b̂τ⩾2⋆(k) τ⩾2⋆(N), where t
in the filtration degree corresponding to its homotopical degree. This now defines a filtration
on M b̂k N , which is clearly still complete. It is also still exhaustive. Indeed, for all n,
the cofibre of (τ⩾2⋆(M) bτ⩾2⋆(k) τ⩾2⋆(N))−n ! M b N is (2n + 1)-coconnective. Upon t-
adic completion, the coconnectivity can go down by at most 1, and so we see that the
cofibre of (τ⩾2⋆(M) b̂τ⩾2⋆(k) τ⩾2⋆(N))−n !M b̂N will still be 2n-coconnective. This ensures
exhaustiveness.

Passing to the associated graded is symmetric and commutes with t-adic completion (in
the filtered and graded setting, respectively). Moreover, the double shearing functor Σ2˚ is
E1-monoidal (even E2, but we won’t need that). Hence

gr˚(M b̂k N) » Σ2˚π2˚(M) b̂Σ2˚π2˚(k) Σ2˚π2˚(N) » Σ2˚
´

π2˚(M) b̂L
π2˚(k) π2˚(N)

¯

.

11.13. Corollary. — “lim”m∈N fil⋆q9Hdg q9d̂R(Z/m)/Z and “lim”m∈N q9Hdg(Z/m)/Z are idempo-
tent pro-algebras, respectively, in the derived ∞-categories of t-complete graded ZrβsJtK-modules
and of (q − 1)-complete ZJq − 1K-modules.

Proof. Throughout the proof, b̂ will denote a t-completed tensor product. We also put
fil⋆ q9d̂Rm := fil⋆q9Hdg q9d̂R(Z/m)/Z and A := “lim”m∈N fil⋆ q9d̂Rm for short.

Since each fil⋆ q9d̂Rm is a graded ZrβsJtK-algebra, we get a unit map ZrβsJtK ! A and a
multiplication A b̂L

ZrβsJtK A! A such that the composition

A » ZrβsJtK b̂L
ZrβsJtK A −! A b̂L

ZrβsJtK A −! A

is the identity. For the other composition, let m1,m2 ∈ N and consider the t-completed tensor
product

TC−`(ku/m1 bku ku/m2)/ku
˘ » TC−`(ku/m1)/ku

˘ b̂kuhS1 TC−`(ku/m2)/ku
˘

.

By Lemma 11.12, this has a complete exhaustive filtration with graded pieces given by
Σ2˚(fil⋆ q9d̂Rm1 b̂L

ZrβsJtK fil⋆ q9d̂Rm2). Observe that this graded completed tensor product is
concentrated in homological degrees r0, 1s. Indeed, this can be checked modulo (β, t). Then
fil⋆ q9d̂Rmi/(β, t) » gr˚

Hdg dR(Z/mi)/Zp is given by Z/mi in every graded degree for i = 1, 2, and
Z/m1 bL

ZZ/m2 is indeed concentrated in homological degrees r0, 1s. It follows that the filtration
on TC−((ku/pm1 bku ku/pm2)/ku) must be the double speed Whitehad filtration τ⩾2⋆.

By Corollary 10.26, TC−((ku/m3 bku ku/m)/ku)! TC−((ku/m2 bku ku/m)/ku) factors
through the even spectrum TC−((ku/m)/ku). By passing to the associated graded of the
double speed Whitehead filtration, we see that

fil⋆ q9d̂Rm3 b̂L
ZrβsJtK fil⋆ q9d̂Rm −! fil⋆ q9d̂Rm2 b̂L

ZrβsJtK fil⋆ q9d̂Rm2

factors through fil⋆ q9d̂Rm. This finishes the proof that A = “lim”m∈N fil⋆q9Hdg q9d̂R(Z/m)/Z is an
idempotent pro-algebra.
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The argument for “lim”m∈N q9Hdg(Z/m)/Z is analogous, except that we work with KU instead
of ku, and to show that q9Hdg(Z/m1)/Z b̂L

ZJq−1K q9Hdg(Z/m2)/Z is concentrated in homological
degrees r0, 1s, we need a slightly different argument: First, we can reduce modulo (q − 1).
The conjugate filtration from 3.8 gives an ascending filtration on q9Hdg(Z/mi)/Z/(q − 1) for
i = 1, 2, whose graded pieces are copies of Z/mi. Moreover, q9Hdg(Z/mi)/Z/(q − 1) is an
Z/mi-algebra, since q9Hdg(Z/mi)/Z contains an element of the form mi/(q−1). Thus, abstractly,
q9Hdg(Z/mi)/Z/(q − 1) » À

N Z/mi. So we’re done since Z/m1 bL
Z Z/m2 is concentrated in

homological degrees r0, 1s.
11.14. Corollary. — “lim”m∈N fil⋆q9Hdg q9d̂R(Z/m)/Z and “lim”m∈N q9Hdg(Z/m)/Z are equivalent
to pro-objects with trace-class transition maps.

Proof. Throughout the proof, b̂ will denote a t-completed tensor product. Using Corollary 10.26
and unravelling the proof of Lemma 10.19, we find that that for every high-powered m,
TC−((ku/m3)/ku)! TC−((ku/m)/ku) is trace-class in t-complete kuhS1-modules. Hence it
must be induced by a map

η : kuhS1
−! TC−`(ku/m3)/ku

˘∨ b̂kuhS1 TC−`(ku/m)/ku
˘

By Lemma 11.12 (applied to the shift Σ TC−((ku/m3)/ku)∨ to get an even spectrum, then we
shift back afterwards), the right-hand side has a complete exhaustive filtration with graded
pieces (fil⋆q9Hdg q9d̂R(Z/m3)/Z)∨ b̂L

ZrβsJtK fil⋆q9Hdg q9d̂R(Z/m)/Z. As in the proof of Corollary 11.13,
one easily checks that this graded completed tensor product is concentrated in homological
degrees r−1, 0s. It follows that the filtration must be given by τ⩾2⋆−1(−). Thus, by considering
τ⩾2⋆−1(η) and then passing to associated gradeds, we obtain a morphism

ZrβsJtK −! `

fil⋆q9Hdg q9d̂R(Z/m3)/Z
˘∨ b̂L

ZrβsJtK fil⋆q9Hdg q9d̂R(Z/m)/Z .

which witnesses that the morphism fil⋆q9Hdg q9d̂R(Z/m3)/Zp ! fil⋆q9Hdg q9d̂R(Z/m)/Z is indeed
trace-class, as desired.

The argument for q9Hdg(Z/m3)/Z ! q9Hdg(Z/m)/Z being trace-class is analogous, except
that we use KU instead of ku. Moreover, we need a different argument to show that
(q9Hdg(Z/m3)/Z)∨ b̂L

ZJq−1K q9Hdg(Z/m)/Z is concentrated in homological degrees r−1, 0s: First,
we can reduce modulo (q − 1). As we’ve seen in the proof of Corollary 11.13, on underlying
abelian groups we get an equivalence q9Hdg(Z/m)/Z/(q − 1) » À

N Z/m. An analogous con-
clusion holds for q9Hdg(Z/m3)/Z/(q − 1). Thus, the tensor product modulo (q − 1) becomes
Σ−1 ∏

N Z/m3 bL
Z
À

N Z/m, which is clearly concentrated in homological degrees r−1, 0s.
This finishes step 11.3(c) and we arrive at the result of our computation.

11.15. Theorem. — TC−,ref(ku bQ/ku) and TC−,ref(KUbQ/KU) are concentrated in even
degrees. Furthermore, their even homotopy groups are given as follows:
(a) π2˚ TC−,ref(ku bQ/ku) „= A˚

ku, where A˚
ku is obtained by killing the idempotent pro-graded

ZrβsJtK-algebra “lim”m∈N fil⋆q9Hdg q9d̂R(Z/m)/Z. In particular, there’s a short exact sequence

0 −! ZrβsJtK −! A˚
ku −! “colim”

m∈(N )op
Ext1

ZrβsJtK

´

fil⋆q9Hdg q9d̂R(Z/m)/Z,ZrβsJtK
¯

−! 0 ,

and A˚
ku is an idempotent nuclear graded ZrβsJtK-algebra.
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(b) π2˚ TC−,ref(KU b Q/KU) „= AKUrβ±1s, where AKU is obtained by killing the idempotent
pro-ZJq − 1K-algebra “lim”m∈N q9Hdg(Z/m)/Z. In particular, there’s a short exact sequence

0 −! ZJq − 1K −! AKU −! “colim”
m∈(N )op

Ext1
ZJq−1K

´

q9Hdg(Z/m)/Z,ZJq − 1K
¯

−! 0 ,

and AKU is an idempotent nuclear ZJq − 1K-algebra.

Proof. We use the cofibre sequence of 11.3. To compute TC−,ref(ku b Q/ku), we must study
the cofibres of TC−((ku/m)/ku)∨ ! kuhS1 for high-powered integers m ∈ N . Put

fil⋆ q9dRm := cofib
´

ZrβsJtK! fil⋆q9Hdg q9d̂R(Z/m)/Z

¯

,

TC−
m := cofib

´

kuhS1
! TC−`(ku/m)/ku

˘

¯

.

Since kuhS1 and TC−((ku/m)/ku) are even spectra, the sequence of double speed Whitehead
filtrations τ⩾2⋆(kuhS1) ! τ⩾2⋆ TC−((ku/m)/ku) ! τ⩾2⋆TC−

m is still a cofibre sequence in
filtered spectra. Applying the construction from the proof of Lemma 11.10, we get complete
exhaustive filtrations on the duals of kuhS1 , TC−((ku/m)/ku), and TC−

m in such a way that
they fit into a cofibre sequence fil⋆(TC−

m)∨ ! fil⋆ TC−((ku/m)/ku)∨ ! fil⋆(kuhS1)∨. After
passing to associated gradeds, we get a cofibre sequence of graded Σ2˚ZrβsJtK-modules

gr˚(TC−
m)∨ −! Σ2˚

`

fil⋆q9Hdg q9d̂R(Z/m)/Z
˘∨
−! Σ2˚ZrβsJtK∨ ,

where Σ2˚ : Gr(Sp) ! Gr(Sp) denotes the “double shearing” functor. It’s clear from the
construction that the morphism on the right must really be given by Σ2˚(−)∨ applied to
the unit map ZrβsJtK ! fil⋆q9Hdg q9d̂R(Z/m)/Z. It follows that gr˚(TC−

m)∨ » Σ2˚(fil⋆ q9dRm)∨.
Observe that (fil⋆ q9dR˚

m)∨ sits in homological degree −1. Indeed, this can be checked modulo
(β, t). Then fil⋆ q9dRm/(β, t) » cofib(Z! gr˚

Hdg dR(Z/m)/Z) is given by ΣZ in graded degree 0
and Z/m in every other graded degree, so it’s straightforward to see that its graded dual over
Z sits indeed in homological degree −1.

Thus, fil⋆(TC−
m)∨ must be the double speed Whitehead filtration, (TC−

m)∨ is concentrated in
odd degrees, and π2˚−1((TC−

m)∨) „= H−1(fil⋆(q9dRm)∨) as a graded ZrβsJtK-modules. Combining
this with Corollary 11.11, we see that the long exact homotopy sequence of the rotated cofibre
sequence (kuhS1)∨ ! Σ(TC−

m)∨ ! Σ TC−((ku/m)/ku)∨ breaks up into a short exact sequence
of graded ZrβsJtK-modules of the following form:

0 −! ZrβsJtK −! H−1
`

fil⋆(q9dRm)∨˘ −! Ext1
ZrβsJtK

´

fil⋆q9Hdg q9d̂R(Z/m)/Z,ZrβsJtK
¯

−! 0 .

Since TC−,ref(kubQ/ku) » “colim”m∈(N )op Σ(TC−
m) by the cofibre sequence from 11.3, it follows

at once that TC−,ref(ku b Q/ku) is concentrated in even degrees and that A˚
ku fits into the

desired short exact sequence. Furthermore, it’s clear from our considerations above that
`

fil⋆q9Hdg q9d̂R(Z/m)/Z
˘∨ » Σ−1 ExtZrβsJtK

´

fil⋆q9Hdg q9d̂R(Z/m)/Z,ZrβsJtK
¯

−! ZrβsJtK ,

induced by the short exact sequence, is given by dualising the canonical unit morphism
ZrβsJtK! fil⋆q9Hdg q9d̂R(Z/m)/Z. Then the underlying graded ind-ZrβsJtK-module of A˚

ku must
really be given by killing the pro-idempotent “lim”m∈N fil⋆q9Hdg q9d̂R(Z/m)/Z. Idempotence and
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nuclearity of A˚
ku follow from Lemma 10.9(b) and Corollary 11.14. Since idempotents admit

a unique E∞-algebra structure, it follows that the desired description of A˚
ku also holds as a

nuclear ind-ZrβsJtK-algebra. This finishes the proof of (a).
The proof of (b) is analogous; the only difference is that we need a different argument why

cofib(ZJq−1K! q9Hdg(Z/m)/Z)∨ is concentrated in homological degree −1. This can be checked
modulo (q− 1). We’ve seen in the proof of Corollary 11.13 that q9Hdg(Z/m)/Z/(q− 1) is a Z/m-
algebra and, abstractly, q9Hdg(Z/m)/Z/(q−1) » À

N Z/m. We can choose this decomposition in
such a way that one of those summands corresponds to the unit Z/m! q9Hdg(Z/m)/Z/(q − 1).
It follows that

cofib
`

Z! q9Hdg(Z/m)/Z/(q − 1)
˘∨ »

ˆ

ΣZ ‘ à

N∖t1u

Z/m
˙∨

» Σ−1Z ‘ Σ−1 ∏
N∖t1u

Z/m

is indeed concentrated in homological degree −1 and we’re done.

§11.2. Explicit q-Hodge filtrations
In this subsection, we’ll give an explicit description of the q-Hodge filtration fil⋆q9Hdg q9dR(Z/m)/Z.
This will be used in §12 to prove Theorems 1.40 and 1.41, but it also leads to an elementary
proof of Theorem 4.22(a), which also covers the remaining cases for p = 2.

By construction, it will be enough to describe the q-Hodge filtration in the case where m = pα

is a prime power. In this case, the filtration is obtained via base change from q9dR(Zptxu∞/xα)/Zp .
Using q9dR(Zptxu∞/xα)/Zp » q9dR(Zptxu∞/xα)/Zptxu∞ and Lemma 4.27, we can further reduce
the problem to describing the filtration from Construction 4.21 on the derived q-de Rham
complex

q9dR(Zptxu/xα)/Zptxu » ZptxuJq − 1K
"

ϕ(xα)
rpsq

*∧

(p,q−1)
.

Let us denote this ring by q9Dα for short and let Dα := dR(Zptxu/xα)/Zptxu. Then Dα is the
p-completed PD-envelope of (xα) ⊆ Zptxu and q9Dα/(q − 1) » Dα. The filtration fil⋆q9Hdg q9Dα

from Construction 4.21 is then given as the (1-categorical) preimage of the (xα, q − 1)-adic
filtration on Dαr1/ps∧

HdgJq − 1K.

11.16. Lifts of divided powers. — Let γ(−) := (−)p/p denote the divided power operation
and let γ(n)(−) denote its n-fold iteration. To get an explicit description of the filtration
fil⋆q9Hdg q9Dα, we must find elements rγ

(n)
q (xα) ∈ filp

n

q9Hdg q9Dα for all n ⩾ 0 such that the
following two conditions hold:

(a) We have rγ
(n)
q (xα) ≡ γ(n)(xα) mod (q − 1).

(b) The image of rγ(n)
q (xα) in Dαr1/ps∧

HdgJq − 1K is contained in the ideal (xα, q − 1)pn.
Indeed, if fil⋆q9Hdg q9Dα/(q − 1) „= fil⋆Hdg Dα (which we know for p > 2 as well as for p = 2 in the
case where α is even and ⩾ 4; in the remaining cases we wish to show it), then such elements
must exist. Conversely, if such elements exist, then fil⋆q9Hdg q9Dα/(q − 1)! fil⋆Hdg Dα must be
surjective, thus an isomorphism by Lemma 4.26, and so fil⋆q9Hdg q9Dα must be generated as
a (p, q − 1)-complete filtered q9Dα-algebra by (q − 1) in filtration degree 1 and the elements
rγ

(n)
q (xα) in filtration degree pn for all n ⩾ 0.

In Example 4.24, we’ve got a first taste why describing such rγ
(n)
q (xα) is not an easy task.

The following technical lemma due to Samuel Meyer shows existence of these lifts along with
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some structural information about them, and we’ll even see an explicit recursive construction
in the proof. Moreover, all of this works for all α ⩾ 2 without any restrictions in the case p = 2.

11.17. Lemma (Meyer). — For all primes p, there is a sequence (Γn)n⩾0 of polynomials in
Zptxurqs with the following properties:

(a) Γn ≡ xp
n mod (q − 1)p−1 and Γn ∈ (xp, (q − 1)p−1)pn−1.

(b) Γn ∈ ((ϕi(x),Φpi(q))p,Φpi(q)p−1)pn−1−i for all 1 ⩽ i ⩽ n− 1.
(c) Γn ∈ (ϕn(x),Φpn(q)).

(d) (Γn)α ∈
∏n
i=1 Φpi(q)p

n−i · q9Dα for all α ⩾ 2.

In particular, for all α ⩾ 2, (Γn)α is contained in the ideal (xα, q − 1)pn, and

rγ(n)
q (xα) := (Γn)α∏n

i=1 Φpi(q)p
n−i ∈ filp

n

q9Hdg q9Dα

is a lift of the n-fold iterated divided power γ(n)(xα) and contained in the (pn)th step of the
q-Hodge filtration on q9Dα.

Proof. We’ll do a proof by induction. For the base case of the induction, n = 0, let Γ0 := x.
All of the statements are trivial in this case.

For the induction step, we first want to construct the element Γn. For this, let Pn, Qn be
some polynomials in Zrqs such that p = Pn(q)(q − 1)(p−1)pn−1 +Qn(q)Φpn(q). Note that such
polynomials always exist, since Φpn(1) = p and Φpn(q) ≡ (q − 1)(p−1)pn−1 mod p, so

Φpn(q) − (q − 1)(p−1)pn−1

p

is a unit modulo (q − 1)(p−1)pn−1 . Now define

Γn := (Γn−1)p + Pn(q)(q − 1)(p−1)pn−1
δ(Γn−1) = ϕ(Γn−1) −Qn(q)Φpn(q)δ(Γn−1).

Statement (a) follows trivially. For (b) and (c), by Lemma 11.18 below it’s enough to check
that p · Γn is contained in these ideals. We have

p · Γn = p · (Γn−1)p + Pn(q)(q − 1)(p−1)pn−1`
ϕ(Γn−1) − (Γn−1)p

˘

= p · ϕ(Γn−1) −Qn(q)Φpn(q)
`

ϕ(Γn−1) − (Γn−1)p
˘

.

Now (Γn−1)p and ϕ(Γn−1) are contained in each one of the ideals from (b). Indeed, for (Γn−1)p,
this follows from statements (b) and (c) of the induction hypothesis, and for ϕ(Γn−1) this
follows similarly from (a) and (b). Therefore, the first of the two equations above shows that
p · Γn is contained in each of the ideals from (b). Similarly, using statement (c) of the induction
hypothesis, we get ϕ(Γn−1) ∈ (ϕn(x),Φpn(q)) and so the second of the equations above shows
that p · Γn is contained in this ideal as well. This finishes the induction step for (b) and (c).

It remains to show statement (d). By rBS19, Lemma 16.10s, q9Dα is (p, q − 1)-completely
flat over ZpJq − 1K and thus flat on the nose over Zrqs. Therefore

n∏
i=1

Φpi(q)p
n−i · q9Dα =

n⋂
i=1

Φpi(q)p
n−i · q9Dα .
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To show that (Γn)α ∈ Φpi(q)p
n−i · q9Dα for 1 ⩽ i ⩽ n− 1, by the already proven statement (b),

it’s enough to show the same for any element in the ideal ((ϕi(x),Φpi(q))p,Φpi(q)p−1)αpn−1−i .
So consider a monomial of the form

`

ϕi(x)jΦpi(q)k
˘ℓΦpi(q)(p−1)m ,

where j + k = p and ℓ+m = αpn−1−i. By construction, ϕ(x)α becomes divisible by Φp(q) in
q9Dα and so ϕi(x)α ∈ Φpi(q) · q9Dα. Hence ϕi(x)jℓ is divisible by Φpi(q)⌊jℓ/α⌋. It will therefore
be enough to show ⌊

jℓ

α

⌋
+ kℓ+ (p− 1)m ⩾ pn−i .

This is straightforward: For ℓ = 0, the inequality follows from α(p− 1) ⩾ p as α ⩾ 2. In general,
if we replace (j, k) by (j− 1, k+ 1), the left-hand side changes by at least ℓ−⌊ℓ/α⌋− 1; for ℓ ⩾ 1
and α ⩾ 2 this term is always nonnegative. Therefore we may assume j = p, k = 0, and we must
show ⌊pℓ/α⌋ + (p− 1)m ⩾ pn−i. If p = 2 and α = 2, this becomes the equality ℓ+m = 2n−i

and so the inequality is sharp in this case. If p ⩾ 3 or α ⩾ 3, we have (p− 1) − ⌊p/α⌋ − 1 ⩾ 0
and so by the same argument as before we may assume ℓ = αpn−1−i, m = 0. The the desired
inequality follows from α(p− 1) ⩾ p again.

A similar but easier argument shows that every element in (ϕn(x),Φpn(q))α becomes divisible
by Φpn(q) in q9Dα and we have an inclusion of ideals (xp, (q − 1)p−1)αpn−1 ⊆ (xα, q − 1)pn in
Zptxurqs. This finishes the proof of (d) and shows (Γn)α ∈ (xα, q − 1)pn . Hence rγ

(n)
q (xα) is

really contained in the (pn)th step of the q-Hodge filtration and it lifts γ(n)(xα) by (a).

11.18. Lemma. — If J ⊆ Zptxurqs is any of the ideals in Lemma 11.17(b) or (c), then
Zptxurqs/J is p-torsion free.

Proof. Consider the map ψi : Zptxurqs ! Zptxurqs given by the i-fold iterated Frobenius
ϕi : Zptxu! Zptxu and q 7! Φpi(q). If we replace ϕi(x) and Φpi(q) in the definition of J by x
and q, respectively, we obtain an ideal J0 ⊆ Zptxurqs such that

Zptxu/J „= Zptxu/J0 bZptxurqs,ψi Zptxurqs .
Now ϕi is flat by rBS19, Lemma 2.11s and q 7! Φpi(q) is finite free, as the polynomial Φpi(q) is
monic. So ψi is flat and it suffices to show that Zptxurqs/J0 is p-torsion free. But Zptxurqs is a
free module over Zp with basis given by monomials in x, δ(x), δ2(x), . . . and q. By construction,
J0 is a free submodule on a subset of that basis. It follows that Zptxurqs/J0 is free over Zp,
hence p-torsion free.

Finally, as a simple corollary of Lemma 11.17, we get an elementary proof of Theorem 4.22(a).

Proof of Theorem 4.22(a). We already know from Lemma 4.26 that
`

fil⋆q9Hdg q9dRR/A

˘

/(q − 1) −! fil⋆Hdg dRR/A

is degree-wise injective, so it suffices to show surjectivity. It’ll be enough to show that for
each of the generators of J = (xα1

1 , . . . , xαrr ) and all n ⩾ 0, the n-fold iterated divided power
γ(n)(xαii ) admits a lift which lies in the (pn)th step of the q-Hodge filtration. Thus, it’s enough
to treat the case A = Zptxu and R = Zptxu/xα for all α ⩾ 2. In this case the desired lifts have
been constructed in Lemma 11.17.
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§12. Algebras of overconvergent functions
In this section we prove Theorems 1.40 and 1.41. In §§12.1–12.2 we’ll review Clausen’s and
Scholze’s approach to adic spaces via solid analytic rings rCS24, Lecture 10s and study algebras
of overconvergent functions as well as gradings in this setup. In §12.3, we’ll then combine this
with our explicit computation of the q-Hodge filtration on q9dR(Z/pα)/Zp from §11.2 to finish
the proof of Theorems 1.40 and 1.41.

§12.1. Adic spaces as analytic stacks
In the following, we’ll use the formalism of analytic stacks from rCS24s. Recall the notion of
solid condensed spectra from 5.1. We let D(Z■) » ModZ(Sp■) denote the derived ∞-category
of solid abelian groups. Let also NullZ := Null b Z » cofib(Zrt∞us ! ZrN ∪ t∞us) denote
the free condensed abelian group on a nullsequence and let σ : NullZ ! NullZ denote the shift
endomorphism.

12.1. Huber pairs à la Clausen–Scholze. — Recall that to any Huber pair (R,R+) one
can associate an analytic ring (R,R+)■ in the sense of rCS24, Lecture 1s as follows: First
consider R as a condensed ring via its given topology. For f ∈ R(˚) and M ∈ ModR(D(Z■))
we say that M is f -solid if

1 − fσ˚ : RHomZ(NullZ,M) »
−! RHomZ(NullZ,M)

is an equivalence. The inclusion of the full sub-∞-category of f -solid R-modules admits a left
adjoint (−)f■, called f-solidification. The underlying animated condensed ring of (R,R+)■ is
then defined as

(R,R+)▷■ := colim
tf1,...,fru⊆R+

Rf1■,...,fr■ ,

where the colimit is taken over all finite subsets of R+, and D((R,R+)■) ⊆ ModR(D(Z■)) is
the full sub-∞-category of solid condensed R-modules that are f -solid for all f ∈ R+ ⊆ R(˚).
In the following, we’ll always work with Huber pairs for which (R,R+)▷■ is just R itself.

The classical notion of affinoid open subsets fits naturally into this formalism. Suppose
we’re given f1, . . . , fr ∈ R(˚) generating an open ideal as well as another element g ∈ R(˚),
so that U :=

␣

x ∈ Spa(R,R+)
∣∣ |f1|x, . . . , |fr|x ⩽ |g|x ̸= 0

(

defines a rational open subset. We
can define an analytic ring O(U■) as follows: The underlying animated condensed ring is the
solidification

O(U) := R
“1
g

‰(f1/g)■,...,(fr/g)■

and we let D(U■) := D(O(U■)) ⊆ ModRr1/gs(D((R,R+)■)) be the full sub-∞-category spanned
by those Rr1/gs-modules in D((R,R+)■) that are also (fi/g)-solid for i = 1, . . . , r. If O(U)
is static and quasi-separated, it agrees with the Huber ring from the classical theory of adic
spaces. In practice, this will almost always be the case.

12.2. Adic spaces à la Clausen–Scholze. — Clausen and Scholze associate to any Tate(12.1)

adic space X an analytic stack X■ ! AnSpecZ■. If X = Spa(R,R+) is Tate affinoid, we
simply put X■ := AnSpec(R,R+)■. If U ⊆ Spa(R,R+) is an open subset of a Tate affinoid
(12.1)To avoid confusion with analytic stacks, we’ll call an adic space Tate rather than analytic if, locally, there
exists a topologically nilpotent unit. The restriction to Tate adic spaces makes sure that open immersions go to
open immersions (see Lemma 12.3 below); analytic stacks can be associated to any adic space.
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adic space, choose a cover V := ∐
i∈I Vi ! U by rational open subsets and form the Čech nerve

V• := Č•(V ! X). Every Vn is a disjoint union of affinoid adic spaces, hence Vn,■ is already
defined. Then we can put U■ := colimrns∈∆∆op Vn,■. Finally, if X is an arbitrary Tate adic space,
choose a cover W := ∐

j∈JWj ! X by affinoids and form the Čech nerve W• := Č•(W ! X).
Each Wm is a disjoint union of open subsets of Tate affinoid adic spaces, so Wm,■ is already
defined, and we put X■ := colimrms∈∆∆op Wm,■.

It can be shown that these constructions are well-defined and independent of the choices
involved. We’ll omit the verification, but let us at least mention the crucial input.

12.3. Lemma. — Let (R,R+) be a Huber pair and let X■ := AnSpec(R,R+)■ be the associated
affine analytic stack.
(a) If U,U ′ ⊆ Spa(R,R+) are rational open subsets, then

AnSpec O(U■) ×AnSpec(R,R+)■
AnSpec O(U ′

■) » AnSpec O
`

(U ∩ U ′)■
˘

.

(b) If R is Tate and U ⊆ Spa(R,R+) is a rational open subset, then j : U■ ! X■ is an open
immersion of affine analytic stacks in the sense of rCS24, Lecture 16s. That is, j˚ admits
a fully faithful left adjoint j! satisfying the projection formula.

(c) If R is Tate and
∐n
i=1 Ui ! Spa(R,R+) is a cover by rational open subsets, then∐n

i=1 Ui,■ ! X■ is a !-cover of affine analytic stacks.

12.4. Remark. — The Tate condition in Lemma 12.3(b) and (c) is crucial and it is the
reason why we restrict to the Tate case when we describe adic spaces in terms of analytic
stacks. Without this assumption, (b) will be wrong. For example, if R is a discrete ring, any
Zariski-open also determines a rational open of Spa(R,R), but in this case j˚ almost never
preserves limits, so it can’t have a left adjoint j!.

Proof sketch of Lemma 12.3. Suppose U and U ′ are given by |f1|, . . . , |fr| ⩽ |g| ̸= 0 and
|f ′

1|, . . . , |f ′
s| ⩽ |g′| ≠ 0, respectively. Using the description of pushouts from rCS24, Lecture 11s,

it’s clear that O(U■) bL
(R,R+)■

O(U ′
■) is the solidification of Rr1/(gg′)s at the elements fi/g and

f ′
j/g

′ for i = 1, . . . , r, j = 1, . . . , s. But that’s precisely O((U ∩ U ′)■), proving (a).
For (b), assume U is given by |f1|, . . . , |fr| ⩽ |g| ̸= 0. Since R is assumed to be Tate,

the open ideal generated by f1, . . . , fr must be all of R. Hence g will aready be invertible in
RrT1, . . . , Trs/pgTi − fi | i = 1, . . . , rq and this quotient is automatically a derived quotient as
well. It follows that the functor j˚ : D(X■)! D(U■) can also be written as

(−)rT1, . . . , TrsT1■,...,Tr■/pgTi − fi | i = 1, . . . , rq .
By rCS24, Lecture 7s, the functor (−)rT sT■ of adjoining a variable and then solidifiying it can
be explicitly described as RHomZ(Z((T−1))/ZrT s,−) and so j˚(−) » RHomR(Q,−), where

Q :=
ˆ r
â

i=1
Σ−1Z((T−1

i ))/ZrTis bL■
Z R

˙

/pgTi − fi | i = 1, . . . , rq .

It follows immediately that j˚ admits a left adjoint j!(−) » QbL
(R,R+)■

−. It remains to check
the projection formula

j!(M) bL
(R,R+)■

N » j!
`

M bL
O(U■) j

˚(N)
˘

.
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By the same argument as above, Q is already an Rr1/gs-module and the functor j˚ is insensitive
to inverting g. Therefore, it’s enough to check the projection formula in the case where N
is an Rr1/gs-module. When restricting to Rr1/gs-modules, j˚ is just given by successively
killing the idempotent algebras Z((T−1

i )) bL■
ZrTis,Ti 7!fi/g

Rr1/gs for i = 1, . . . , r. Now for killing
an idempotent it’s completely formal to see that the left adjoint indeed satisfies the projection
formula. This finishes the proof of (b).

To show (c), since we already know that each ji : Ui,■ ! X■ is an open immersion, we can
use the criterion from rCS24, Lecture 18s to verify that ∐n

i=1 Ui,■ ! X■ is indeed a !-cover.
That is, if Ai := cofib(ji,!O(Ui)! R), we need to show A1 bL

(R,R+)■
· · · bL

(R,R+)■
An » 0. Using

rHub94, Lemma 2.6s and an inductive argument as in rCS19, Lemma 10.3s, this can be reduced
to the special case where n = 2 and U1 = tx ∈ X | 1 ⩽ |f |xu, U2 = tx ∈ X | |f |x ⩽ 1u for some
f ∈ R. This is now a straightforward calculation.

12.5. Remark. — Let U ⊆ X be an open inclusion of Tate adic spaces and let j : U■ ! X■

be the corresponding map of analytic stacks. In the following, if its clear that we’re working
in D(X■), we often abuse notation and write OU instead of j˚OU■

for the pushforward of the
structure sheaf of U■. We also use − bL

OX■
OU■

to denote the functor j˚j
˚ : D(X■)! D(X■).

Let us point out that − bL
OX■

OU■
is not just the tensor product with OU in the symmetric

monoidal ∞-category D(X■). We can already see the difference if X = Spa(R,R+) and U ⊆ X
is a rational open given by |f1|, . . . , |fr| ⩽ |g| ≠ 0: In this case,

− bL
OX■

OU■
» `

− bL
OX■

OU

˘(f1/g)■,...,(fr/g)■
.

In particular, even though OU bL
OX■

OU■
» OU (see Lemma 12.3(a) and Lemma 12.10(b) below),

it’s rarely true that OU is idempotent in D(X■).

Thus, there’s a priori no reason to expect that sheaves of overconvergent functions OZ†

would be idempotent. In the following, we’ll investigate why idempotence is satisfied in the
situation of Theorems 1.40 and 1.41. Let’s start by introducing a notion of open immersions
for analytic stacks that need not be affine.

12.6. Open immersions of analytic stacks. — We call a map of analytic stacks j : U ! X
a naive open immersion if j is a !-able monomorphism and j˚ » j!. Since j is a monomorphism,
U ×X U » U . Combining this with proper base change, we get j˚j! » idD(U) and so j! is fully
faithful. Then the right adjoint j˚ of j˚ must be fully faithful as well.

Using the projection formula and j˚j! » idD(U), we see that j!OU ! OX exhibits j!OU as
an idempotent coalgebra in D(X). Then cofib(j!OU ! OX) must be an idempotent algebra. In
this way, we can associate to any naive open immersion an idempotent algebra in D(X), which
we call the complementary idempotent determined by U and denote OX∖U . It’s straightforward
to check that the forgetful functor i˚ : ModOX∖U (D(X)) ! D(X), which is fully faithful by
idempotence, fits into a recollement

ModOX∖U

`

D(X)
˘

D(X) D(U)i˚ j˚

i˚

i!

j!

j˚

and so j˚OU is obtained from OX by killing the idempotent algebra OX∖U . As long as it’s
clear that we’re working in D(X), we often abuse notation and just write OU instead of j˚OX .
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12.7. Remark. — Every open immersion of affine analytic stacks in the sense of rCS24,
Lecture 16s is also a naive open immersion.

12.8. Remark. — If A ∈ D(X) is an idempotent algebra, we can define an analytic substack
UA ⊆ X by declaring that a map f : Y ! X factors through UA if and only if f˚ : D(X)! D(Y )
factors through the localisation D(X)/ModA(D(X)), or equivalently, if and only if f˚(A) » 0.
However, it’s not true that the constructions U 7! OX∖U and A 7! UA are inverses; it’s not
even clear why D(UA) would coincide with D(X)/ModA(D(X)).

It’s not obvious what conditions should be put on U and A to make these constructions
mutually inverse (moreover, whatever the condition, it should be satisfied for open immersions
of affine analytic stacks). This explains why we call the notion from 12.6 naive: An honest
open immersion of analytic stacks should be a naive open immersion for which the idempotent
algebra OX∖U meets the putative condition. In the following, we’ll work with the naive notion,
since it is enough for our purposes.

12.9. Lemma. — Let U ′ ! U ! X be naive open immersions of analytic stacks. Suppose
that U contains the closure of U ′ in the sense that there exists another naive open immersion
j : V ! X such that U ′ ×X V » ∅ and OX∖V bL

OX
OX∖U » 0. Then OU bL

OX
OU ′ » OU ′.

Moreover, the map OU ! OU ′ is trace-class in D(X) and factors through OX∖V .

Proof. The condition U ′ ×X V » ∅ implies that OU ′ is in the kernel of the pullback functor
j˚ : D(X) ! D(V ) and so OU ′ is an algebra over the idempotent A := OX∖V by 12.6. We
also know that OU is obtained from OX by killing the idempotent B := OX∖U . Hence
OU » cofib(B∨ ! OX). Since B∨ is a B-module, OU ′ is an A-module, and AbB » 0, we get
B∨ bL

OX
OU ′ » 0, hence indeed OU bL

OX
OU ′ » OU ′ .

Since the double dual B∨∨ is still a B-module, the same argument shows O∨
U bL

OX
OU ′ » OU ′ .

Hence OU ! OU ′ is trace-class, with classifier given by the unit OX ! OU ′ . We’ve already
seen that OU ′ is an A-algebra. The condition AbB » 0 also implies RHomX(B,A) » 0, since
RHomX(B,A) is both an A-module and a B-module. It follows that A is contained in the
image of j˚ : D(U)! D(X) and hence A is an OU -algebra. This shows that OU ! OU ′ factors
through A.

12.10. Lemma. — Let X be a Tate adic space with associated analytic stack X■ ! AnSpecZ■,
and let U,U ′ ⊆ X be open subsets.
(a) The map j : U■ ! X■ is a naive open immersion of analytic stacks. Moreover, an arbitary

map f : Y ! X■ of analytic stacks factors through U■ if and only if f˚(OX∖U ) » 0.
(b) We have U■ ×X■

U ′
■ » (U ∩ U ′)■. In particular, OU bL

OX■
OU ′

■
» OU∩U ′ and vice versa if

U and U ′ are exchanged.
(c) If U ′ ⊆ U , then U■ contains the closure of U ′

■ in the sense of Lemma 12.9.

Proof sketch. Let’s start with (b). In the case where U and U ′ are affinoid, U■×X■
U ′
■ » (U∩U ′)■

follows essentially by the construction of X■ in 12.2, because we can choose both U and U ′ to
be part of an affinoid cover of X (and to prove that said construction is independent of the
choice of cover, we need Lemma 12.3(a)). To show the general case, just cover U and U ′ by
affinoid open subsets.

Let’s show (a) next. Let’s first consider the case where X = Spa(R,R+) is affinoid and
U ⊆ X is a rational open. We’ve already seen in Lemma 12.3(b) that j : U■ ! X■ is a naive
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open immersion. Suppose f : Y ! X■ is a map of analytic stacks such that f˚(OX∖U ) » 0. If
Y » AnSpecS is affine, then the map of analytic rings (R,R+)■ ! S factors through O(U■)
if and only if f˚ : D((R,R+)■) ! D(S) factors through D(U■). Since f˚(OX∖U ) » 0, this
is satisfied in our case. This proves the claim in the case where Y » AnSpecS is affine. In
particular, U■ ×X■

AnSpecS » AnSpecS. For the general case, write Y as a colimit of affines
to see U■ ×X■

Y » Y . Then f : Y ! X■ clearly factors through U■.
Now let U and X be arbitrary. Proving that j : U■ ! X■ is a naive open immersion formally

reduces to the special case considered above; we omit the argument. Now let f : Y ! X■

be a map of analytic stacks such that f˚(OX∖U ) » 0. Whether f factors through U■ can
be checked locally on X■. By (b), if Spa(R,R+) ! X is an affinoid open supset, then
U■×X■

AnSpec(R,R+)■ » (U ∩ Spa(R,R+))■, so we can reduce to the case where X is affinoid.
As above, we may also assume that Y » AnSpecS is affine. Let ∐

i∈I Ui ! U be a cover by
rational open subsets. Then

OX∖U » colim
ti1,...,inu⊆I

´

OX∖Ui1 bL
OX■

· · · bL
OX■

OX∖Uin

¯

,

where the colimit is taken over all finite subsets of I. Since the colimit is filtered and f˚(OX∖U )
is detected by the single condition 1 = 0, there exists a finite subset ti1, . . . , inu ⊆ I such
that already f˚(OX∖Ui1 ) bL

S · · · bL
S f

˚(OX∖Uin ) » 0 in D(S). By the criterion from rCS24,
Lecture 18s, it follows that ∐n

j=1 Uij ,■×X■
AnSpecS ! AnSpecS is a !-cover. We may therefore

replace S by the constituents of this cover, and for each of them it’s clear that they factor
through U■. This finishes the proof of (a).

Part (c) is a formal consequence: If V := X ∖ U ′, then V■ ! X■ is a naive open immersion
by (a), U■ ×X■

V■ » ∅ follows from (b), and if A := OX∖U bL
OX■

OX∖V , then it’s formal to
see that ModA(D(X■)) is the kernel of the pullback functor D(X■)! D(U■) ×D((U∩V )■) D(V■).
But this functor is an equivalence as U ∪ V = X, and so A » 0.

We can finally show the desired criterion for idempotence.

12.11. Definition. — If X is a Tate adic space and Z ⊆ X is a closed subset, the overcon-
vergent neighbourhood of Z is the analytic stack

Z† := lim
U⊇Z

U■ ,

where the limit is taken over all open neighbourhoods of Z. If it’s clear that we’re working
in D(X■), we often abuse notation and denote by OZ† := colimU⊇Z OU ∈ D(X■) the sheaf of
overconvergent functions on Z. This is in favorable situations, but not always, the pushforward
of the structure sheaf of Z†; see Theorem 12.12(b) below.

12.12. Theorem. — Let X be a quasi-compact quasi-separated Tate adic space and let Z ⊆ X
be a closed subset such that for all points z ∈ Z and all generalisations z′ ⇝ z also z′ ∈ Z.
(a) The ind-object

“colim”
U⊇Z

OU ∈ Ind D(X■)

is idempotent, nuclear, and obtained by killing the pro-idempotent “lim”Z∩W=∅ OW , where
the limit is taken over all open subsets W ⊆ X such that Z ∩ W = ∅. In particular,
OZ† ∈ D(X■) is idempotent and nuclear.
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(b) If for every affinoid open j : Spa(R,R+)! X the pullback j˚(OZ†) ∈ D((R,R+)■) is con-
nective(12.2), then pushforward along Z† ! X■ induces a symmetric monoidal equivalence
D(Z†) » ModO

Z† (D(X■)). In particular, in this case OZ† is really the pushforward of the
structure sheaf of Z†.

To prove Theorem 12.12, we send a lemma in advance.

12.13. Lemma. — Let X be a spectral space and let Y,Z ⊆ X be closed subsets such that
for z ∈ Z and y ∈ Y there never exists a common generalisation z ⇝x ⇝ y (in particular
Z ∩ Y = ∅). Then there exist open neighbourhoods U ⊇ Z and V ⊇ Y such that U ∩ V = ∅.

Proof. Fix z ∈ Z. By rStacks, Tag 0906s, y ∈ Y there exist open neighbourhoods Uy ∋ z and
Vy ∋ y such that Uy ∩ Vy = ∅. By compactness of Y , there exist finitely many y1, . . . , yn ∈ Y
such that Y ⊆ Vz := Vy1 ∪ · · · ∪ Vyn . Let also Uz := Uy1 ∩ · · ·Uyn , so that Uz ∩ Vz = ∅. By
compactness of Z, there exist finitely many z1, . . . , zm ∈ Z such that Z ⊆ U := Uz1 ∪ · · · ∪ Uzm .
Putting V := Vz1 ∩ · · · ∩ Vzm , we have constructed U and V with the required properties.

Proof of Theorem 12.12. First observe that Lemma 12.13 can be applied to any closed subset
Y ⊆ X such that Z ∩ Y = ∅. Indeed, for any common generalisation z ⇝x ⇝ y, we would
have x ∈ Z, as Z is closed under generalisations, but then y ∈ Z, as Z is also closed under
specialisations.

It follows that in the ind-object “colim”U⊇Z OU we can restrict to open neighbouhoods of
the form U = X ∖W for some open subset W such that Z ∩W = ∅. Indeed, for arbitrary U ,
apply Lemma 12.13 to Z and X ∖ U to get an open neighbourhood W ⊇ (X ∖ U) such that
Z ∩W = ∅. Then (X ∖W ) ⊆ U , as desired.

Let OW := OX∖(X∖W ) ∈ D(X■) be the complementary idempotent determined by the open
subset X ∖W . Since each OU is obtained by killing the idempotent OX∖U , our observation
implies that “colim”U⊇Z OU is obtained by killing the pro-idempotent “lim”Z∩W=∅ OW . For all
such W , applying Lemma 12.13 to Z and W provides another open neighbourhood W ′ ⊇ W
such that still Z ∩W ′ = ∅. By Lemma 12.9 and Lemma 12.10(c), OW ′ ! OW is trace-class and
factors through OW . It follows that “lim”Z∩W=∅ OW » “lim”Z∩W=∅ OW and that the condition of
Lemma 10.9 is satisfied, so that “colim”U⊇Z OU is indeed idempotent and nuclear in Ind D(X■).
Since colim: Ind D(X■) ! D(X■) preserves idempotents and nuclear objects, it follows that
OZ† ∈ D(X■) is idempotent and nuclear as well. This finishes the proof of (a).

For (b), note that Z† is clearly compatible with base change and so is OZ† by (a) and
Lemma 10.9(c). We may therefore assume that X = Spa(R,R+) is affinoid and OZ† is
connective. Then OZ† can be turned into an analytic ring using the induced analytic ring
structure from (R,R+)■. It follows that a map f : AnSpecS ! AnSpec(R,R+)■ factors through
OZ† if and only if S » f˚(OZ†). By Lemma 10.9(b), we have OZ† bL

(R,R+)■
OW » 0 for all

open W such that Z ∩ W = ∅. Thus S » f˚(OZ†) implies f˚(OW ) » 0 for all such W . By
sandwiching open and closed subsets, we get f˚(OX∖U ) » 0 for all open neighbourhoods U ⊇ Z.
By Lemma 12.10(a), this implies that f factors through Z† » limU⊇Z U■.

Conversely, if f factors through Z†, then f˚(OX∖U ) » 0 for all U and thus f˚(OW ) » 0
for all W as above, using the same sandwiching argument. It follows that S is a module
over the nuclear idempotent ind-algebra obtained by killing “lim”Z∩W=∅ f

˚(OW ) in D(S). By

(12.2)Following discussions with Ben Antieau and Peter Scholze, we believe that connectivity can be replaced by the
much weaker condition that Modj˚(OZ† )(D(R)) is left-complete, using an adaptation of rMM24, Proposition 2.16s.
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Lemma 10.9(c), this is “colim”U⊇Z f
˚(OU ). Then S is also a module over the honest colimit

colimU⊇Z f
˚(OU ) » f˚(OZ†), proving S » f˚(OZ†).

In conclusion, this argument shows that Z† » AnSpec OZ† is an affine analytic stack and so
D(Z†) » ModO

Z† (D((R,R+)■)) follows by construction, as we’ve put the induced analytic ring
structure on OZ† .

This implies idempotence and nuclearity in the situation of Theorem 1.40.

12.14. Corollary. — Let X := SpaZpJq − 1K∖ tp = 0, q = 1u and let Z ⊆ X be the union of
the closed subsets Spa(Fp((q − 1)),FpJq − 1K) and Spa(Qp(ζpn),Zprζpns) for all n ⩾ 0.
(a) Z is closed and closed under generalisations.
(b) For n, r, s ⩾ 1 such that (p − 1)pn > s, let Wn,r,s ⊆ X be the rational open subset

determined by |pr| ⩽ |qpn − 1| ̸= 0, |(q − 1)s| ⩽ |p| ̸= 0. Then OZ† is idempotent, nuclear,
and the colimit of the idempotent nuclear ind-algebra obtained by killing the idempotent
pro-algebra “lim”n,r,s OWn,r,s.

Proof. Let x ∈ X ∖ Z. Then |p|x ̸= 0, hence |(q − 1)s|x ⩽ |p|x for s ≫ 0. Choose such an s.
Moreover, |qpn − 1|x ̸= 0 holds for all n ⩾ 0. Choose n such that (p − 1)pn > s and choose
r ≫ 0 such that |pr|x ⩽ |qpn − 1|x. Then x ∈ Wn,r,s. If we can show Z ∩Wn,r,s = ∅, both (a)
and (b) will follow. Indeed, this will imply that X ∖ Z is open and closed under specialisations,
proving (a). Moreover, X∖Z = ⋃

n,r,sWn,r,s and so for any open subset W such that Z∩W = ∅
we must have Wn,r,s ⊇ W for sufficiently large n, r, and s by quasi-compactness of W . Hence (b)
follows from Theorem 12.12(a).

To show Z ∩Wn,r,s = ∅, let w ∈ Wn,r,s. Since (p−1)pn > s, we get |(q−1)(p−1)pi−1 |w < |p|x
for all i > n and so |Φpi(q)|w = |p|w, where Φpi(q) denotes the (pi)th cyclotomic polynomial.
Thus 0 < |pr+i−n|w ⩽ |qpi − 1|w for i > n. In particular, w /∈ Z. Even better: If Ui denotes
the rational open subset determined by |qpi − 1| ⩽ |pr+i−n+1| ̸= 0 and V denotes the rational
open subset determined by |p| ⩽ |(q − 1)s+1| ≠ 0, then the open set ⋃

i⩾n Ui ∪ V contains Z
and doesn’t intersect Wn,r,s, so indeed Z ∩Wn,r,s = ∅.

§12.2. Graded adic spaces

To deduce idempotence and nuclearity in the situation of Theorem 1.41, let us describe how to
encode gradings in terms of actions of the analytic stack

T := AnSpecZru±1s■ ,

where Zru±1s■ is obtained from Zru±1s by solidifying both u and u−1. Equivalently, Zru±1s■ is
the analytic ring associated to the discrete Huber pair (Zru±1s,Zru±1s).
12.15. Graded adic spaces via T-actions. — Classically, the grading on Zrβ, ts in which
β and t receive degree 2 and −2, respectively, is encoded by an action of Gm := SpecZru±1s
on SpecZrβ, ts. The action map SpecZrβ, ts × Gm ! SpecZrβ, ts corresponds to the ring map
∆: Zrβ, ts! Zrβ, ts bZ Zru±1s given by ∆(β) := u2β, ∆(t) := u−2t.

In our situation, we’re forced to work with the adic spectrum X˚ := SpaZrβ, ts∧
(p,t) instead.

But in the map ∆ we can’t just replace Zrβ, ts by its (p, t)-completion, since the tensor product
Zrβ, ts∧

(p,t) bZ Zru±1s won’t be (p, t)-complete anymore.
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To fix this, consider π : T ! AnSpecZ■ and let − bL
Z■

Zru±1s■ denote the pullback
π˚ : D(Z■) ! D(T). By rCS24, Lecture 7s, the process of adjoining a variable and then
solidifying it preserves limits, and so

Zrβ, ts∧
(p,t) bL

Z■
Zru±1s■ » Zrβ, t, u±1s∧

(p,t) .

Thus, if we put X˚
■ := AnSpec(Zrβ, ts∧

(p,t),Zrβ, ts∧
(p,t))■, we do get an action X˚

■ × T ! X˚
■

simply by (p, t)-completing the map ∆ above. Here and in the following, all products are taken
in the ∞-category AnStkZ■

of analytic stacks over Z■. We let T• : ∆∆op ! AnStkZ■
denote the

simplicial analytic stack corresponding to the underlying E1-structure of the E∞-group object
T, and we let X˚

■ × T• : ∆∆op ! AnStkZ■
denote the simplicial analytic stack corresponding to

the T-action on X˚
■. Finally, let

BT := colim
rns∈∆∆op

Tn and X˚
■/T := colim

rns∈∆∆op
X˚
■ × Tn .

12.16. Lemma. — Let OX˚/T ∈ D(BT) denote the pushforward of the structure sheaf of
X˚
■/T. Then pushforward along X˚

■/T ! BT induces a symmetric monoidal equivalence of
∞-categories

DpX˚
■/Tq » ModOX˚/T

`

D(BT)
˘

.

Proof. The same argument as in 12.15 shows X˚
■ × Tn » AnSpec(Zrβ, t, u±1

1 , . . . , u±1
n s∧

(p,t))■.
By definition, D(BT) » limrns∈∆∆ D(Tn) and D(X˚

■/T) » limrns∈∆∆ D(X˚
■ × Tn), where the

cosimplicial limits are taken along the pullback functors. Observe that the pushforward functors
π˚ : D(X˚

■ × Tn)! D(Tn) commute with these pullbacks. Indeed, if we would take the limit
along the !-pullbacks, this would follow from proper base change (by passing to right adjoints).
Since Z! Zru±1s is smooth of relative dimension 1 and Ω1

Zru±1s/Z
„= Zru±1s du is a free module

of rank 1, we get π! » Σ−1π˚ by rCS19, Theorem 11.6s, and so commutativity for the ˚-pullbacks
follows.

Therefore OX˚/T ∈ D(BT) is given by the degree-wise pushforwards of the structure sheaves
OX˚

■ ×Tn , that is, by Zrβ, t, u±1
1 , . . . , u±1

n s∧
(p,t) ∈ D(Tn) for all rns ∈ ∆∆. In every degree, the

pushforward induces an equivalence

DpX˚
■ × Tnq »

−! ModZrβ,t,u±1
1 ,...,u±1

n s∧
(p,t)

`

D(Tn)
˘

.

Using this observation, DpX˚
■/Tq » ModOX˚/T(D(BT)) is completely formal.

12.17. Graded objects and sheaves on BT. — Let Gm,Z■
:= Gm × AnSpecZ■. By

adapting the usual proof, it’s straightforward to show that

D(BGm,Z■
) » Gr D(Z■)

is the ∞-category of graded solid condensed abelian groups. Since we have a map of analytic
stacks c : BT ! BGm,Z■

, we get a pullback functor c˚ : Gr D(Z■) ! D(BT). In this way, we
can associate to any graded solid condensed Z-module a quasi-coherent sheaf on BT.

We don’t know if c˚ is fully faithful (it probably isn’t), but at least it’s fully faithful when
restricted to the full sub-∞-category Gr D(Z) ⊆ Gr D(Z■) spanned by the discrete graded
Z-modules. Indeed, for discrete objects, solidification doesn’t do anything, and so for all rns ∈ ∆∆
the functor D(Gn

m,Z■
)! D(Tn), given by solidifying u±1

i for i = 1, . . . , n, is fully faithful when
restricted to discrete objects.
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The following lemma takes this one step further and allows us to regard the graded ZprβsJtK-
modules fil⋆q9Hdg q9d̂R(Z/pα)/Zp as sheaves on D(BT) without loss of information.

12.18. Lemma. — Let ZprβsJtK ∈ Gr D(Z) denote the graded (p, t)-completion of the discrete
graded ring Zrβ, ts and equip ModZprβsJtK(Gr D(Z))∧

(p,t) with the (p, t)-completed graded tensor
product. Then c˚ induces a fully faithful lax symmetric monoidal functor

ModZprβsJtK
`

Gr D(Z)
˘∧

(p,t) −! ModOX˚/T

`

D(BT)
˘

,

which is symmetric monoidal when restricted to the full sub-∞-category spanned by those objects
in ModZprβsJtK(Gr D(Z))∧

(p,t) that are uniformly bounded below in every graded degree.(12.3)

Proof. To construct the desired functor, we compose c˚ with (p, t)-completion to obtain

ModZprβsJtK
`

Gr D(Z■)
˘ c˚

−! Modc˚(ZprβsJtK)
`

D(BT)
˘

(−)∧
(p,t)

−−−−−! ModOX˚/T

`

D(BT)
˘

.

The functor c˚ is symmetric monoidal and (−)∧
(p,t) is lax symmetric monoidal. Hence the

composition is lax symmetric monoidal. Moreover, it is symmetric monoidal when restricted to
graded ZprβsJtK-modules that are uniformly bounded below in every graded degree. Indeed, the
image of such objects in ModOX˚/T(D(BT)) » limrns∈∆∆ D(X˚

■ ×Tn) will be bounded below and
(p, t)-complete in every cosimplicial degree, because the pullback functors along which the limit
is taken preserve bounded below and (p, t)-complete objects (the latter because they preserve
limits; see the argument in 12.15). So we can reduce to the fact that the solid tensor product
in D(X˚

■ × Tn) preserves bounded below (p, t)-complete objects.
Clearly (−)∧

(p,t) ◦ c˚ factors through ModZprβsJtK(Gr D(Z■))∧
(p,t). By restricting to the full

sub-∞-category ModZprβsJtK(Gr D(Z))∧
(p,t), we get the desired functor

ModZprβsJtK
`

Gr D(Z)
˘∧

(p,t) −! ModOX˚/T

`

D(BT)
˘

.

We’ve already seen that this functor is symmetric monoidal on uniformly bounded below
objects. Fully faithfulness can be checked modulo (p, t), so it’ll be enough to check that
ModFprβs(Gr D(Z)) ! Modc˚(Fprβs)(D(BT)) is fully faithful. This follows from the fact that
c˚ : Gr D(Z)! D(BT) is fully faithful, as we’ve seen in 12.17.

12.19. Lemma. — Let X˚ ⊆ X˚ be the subset SpaZrβ, ts∧
(p,t) ∖ tp = 0, βt = 0u. Then X˚ is

a Tate adic space and its associated analytic stack X˚
■ can be written as the following pushout:

AnSpec
´

Zrβ, ts∧
(p,t)

“ 1
pβt

‰

,Zrβ, ts∧
(p,t)

¯

■
AnSpec

´

Zrβ, ts∧
(p,t)

“ 1
βt

‰

,Zrβ, ts∧
(p,t)

¯

■

AnSpec
´

Zrβ, ts∧
(p,t)

“1
p

‰

,Zrβ, ts∧
(p,t)

¯

■
X˚
■

≓

Moreover, the T-action on X˚
■ restricts to an action on X˚

■ , and if OX˚/T ∈ D(BT) denotes
the pushforward of the structure sheaf of X˚

■ /T, then pushforward along X˚
■ /T! BT induces a

symmetric monoidal equivalence

D(X˚
■ /T) » ModOX˚/T

`

D(BT)
˘

.
(12.3)By contrast, the graded solid tensor product on Gr D(Z■) does not preserve p-complete objects, not even if
they’re uniformly bounded below, because being p-complete is not preserved under infinite direct sums.
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Proof. By 12.2, X˚
■ is glued together from rational open subsets of X˚. For example, one can

take U1 = tx ∈ X˚ | |βt|x ⩽ |p|x ̸= 0u and U2 = tx ∈ X˚ | |p|x ⩽ |βt|x ̸= 0u and then

X˚
■ » U1,■ ⊔(U1∩U2)■

U2,■ .

To show the desired pushout, it’s enough that Y1,■ := AnSpec(Zrβ, ts∧
(p,t)r1/ps,Zrβ, ts∧

(p,t))■ and
Y2,■ := AnSpec(Zrβ, ts∧

(p,t)r1/(βt)s,Zrβ, ts∧
(p,t))■ form a !-cover after pullback to U1,■ and U2,■.

This is clear, as Y1,■ ×X˚
■
U1,■ » U1,■ and similarly Y2,■ ×X˚

■
U2,■ » U2,■.

To see that the T-action on X˚
■ restricts to an action on X˚

■ , just observe that p and βt are
homogeneous elements. The pushout above implies that the pushforward OX˚ ∈ D(Z■) of the
structure sheaf of X˚

■ is given by

OX˚ » Zrβ, ts∧
(p,t)

“1
p

‰

×
Zrβ,ts∧

(p,t)

“

1
pβt

‰ Zrβ, ts∧
(p,t)

“ 1
βt

‰

,

the pullback being taken in the derived sense. Now D(X˚
■ × Tn) » ModOX˚×Tn (D(Tn)) holds

for all rns ∈ ∆∆, since the same is true for Y1,■, Y2,■, and Y1,■ ×X˚
■
Y2,■. This finally implies

D(X˚
■ /T) » ModOX˚/T(D(BT)), as desired.

We can finally show idempotence and nuclearity in the situation of Theorem 1.41.

12.20. Corollary. — Let Z˚ ⊆ X˚ be union of the closed subsets tp = 0u and trpnsku(t) = 0u
for all n ⩾ 0, where rpnsku(t) := ((1 + βt)pn − 1)/β denotes the pn-series of the formal group
law of ku.
(a) Z˚ is closed and closed under generalisations. Moreover, the T-action on X˚

■ restricts to
an action on the overconvergent neighbourhood Z˚,† of Z˚.

(b) For n, r, s ⩾ 1 such that (p − 1)pn > s, let W ˚
n,r,s ⊆ X˚ be the rational open subset

determined by |pr| ⩽ |rpnsku(t)| ≠ 0, |(βt)s| ⩽ |p| ≠ 0. Then OZ˚,†/T ∈ D(X˚
■ /T) is

idempotent, nuclear, and the colimit of the ind-algebra obtained by killing the idempotent
pro-algebra “lim”n,r,s OW˚

n,r,s/T.

Proof. The proof of Corollary 12.14 can be carried over to show that Z˚ ∩ W ˚
n,r,s = ∅ and

X˚ ∖ Z˚ = ⋃
n,r,sW

˚
n,r,s. Hence Z˚ is closed and closed under generalisations. Moreover, the

T-equivariant open subsets X˚ ∖W ˚
n,r,s are coinitial among all open neighbourhoods of Z˚,

because for an arbitrary U ⊇ Z˚, the complement X˚ ∖U is quasi-compact and thus contained
in some W ˚

n,r,s. Since the W ˚
n,r,s are T-equivariant, as they’re defined by homogeneous elements,

we see that Z˚,† acquires a T-action. This finishes the proof of (a).
For part (b), Theorem 12.12 shows that OZ˚,† is the colimit of the idempotent nuclear

ind-algebra obtained by killing “lim”n,r,s OW˚
n,r,s

. Since Z˚,† × Tn » limU˚⊇Z˚(U˚
■ × T), where

the limit is taken over all T-equivariant open neighbourhoods, and since killing pro-idempotents
is compatible with base change in the nuclear case by Lemma 10.9(c), we get that OZ˚,†×Tn is
similarly given by killing “lim”n,r,s OW˚

n,r,s×Tn in D(X˚
■ × Tn). Now let A ∈ D(X˚

■ /T) be the
colimit of the ind-algebra given by killing “lim”n,r,s OW˚

n,r,s/T. Then Lemma 12.9 shows that all
sufficiently large transition maps in this pro-object are trace-class again. Hence A is idempotent,
nuclear, and the base change result from Lemma 10.9(c) shows that the pullbacks of A to
X˚
■ × Tn agree with OZ˚,†×Tn for all rns ∈ ∆∆. This implies OZ˚,†/T » A, as both of the maps

OZ˚,†/T −! OZ˚,†/T bL
O
X˚

■
/T
A − A

become equivalences after pullback to X˚
■ × Tn for all rns ∈ ∆∆.
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§12.3. Proof of Theorems 1.40 and 1.41
In this final subsection, we’ll give a completely explicit description of the homotopy groups of

TC−,ref`ku∧
p b Q/ku∧

p

˘

and TC−,ref`KU∧
p b Q/KU∧

p

˘

.

By Example 10.27 and Lemma 11.2, these objects are obtained from (ku∧
p )hS1 and (KU∧

p )hS1 ,
respectively, by killing the idempotent pro-algebras(12.4)

“lim”
α⩾2

TC−`(ku/pα)/ku
˘

and “lim”
α⩾2

TC−`(KU/pα)/KU
˘

.

The arguments from §11.1, particularly Corollaries 11.13, 11.14, and the proof of Theorem 11.15,
show that TC−,ref is concentrated in even degrees in both cases, and the even homotopy groups
are given by

π2˚ TC−,ref`ku∧
p b Q/ku∧

p

˘ „= A˚
ku,p , π2˚ TC−,ref`KU∧

p b Q/KU∧
p

˘ „= AKU,prβ±1s ,

where A˚
ku,p is obtained by killing the idempotent pro-algebra “lim”α⩾2 fil⋆q9Hdg q9d̂R(Z/pα)/Zp

in graded (p, t)-complete ZprβsJtK-modules and AKU,p is obtained by killing the idempotent
pro-algebra “lim”α⩾2 q9Hdg(Z/pα)/Zp in (p, q − 1)-complete ZpJq − 1K-modules. Moreover, we
already know that A˚

ku,p and AKU,p are idempotent nuclear ind-objects.
Our goal is to identify A˚

ku,p and AKU,p with the structure sheaves of the analytic stacks
Z˚,†/T and Z†, respectively (see Corollaries 12.14 and 12.20). To this end, let us first discuss
how to transport A˚

ku,p and AKU,p into the solid condensed world.

12.21. Nuclear modules à la Efimov and à la Clausen–Scholze. — Let R be a ring
and I ⊆ R a finitely generated homogeneous ideal. Efimov defines an ∞-category of nuclear
R̂I-modules, which (along many equivalent characterisations) can be described as

Nuc(R̂I) » Nuc Ind
`

D̂I(R)
˘

;

see rEfi25, Corollary 4.4s (also recall that Nuc Ind(−) is set-theoretically ok thanks to Re-
mark 5.14). Let R̂I,■ := (R̂I , R̂I)■ be the analytic ring associated to the Huber pair (R̂I , R̂I)
(see 12.1). Then we can also consider the ∞-category Nuc(D(R̂I,■)) of nuclear R̂I,■-modules.(12.5)

Efimov rEfi25, Corollary 7.6s constructs a fully faithful strongly continuous symmetric monoidal
functor

Nuc D(R̂I,■) −! Nuc(R̂I) ,

which is an equivalence on bounded objects.

12.22. AKU,p and A˚
ku,p as sheaves on analytic stacks. — Applying Efimov’s result

above for R = Zrqs and I = (p, q − 1), we see that the bounded object AKU,p is in the essential
image of Nuc(D(ZpJq− 1K■)). Its preimage can be explicitly described: As usual (compare 5.2),
we can regard each q9Hdg(Z/pα)/Zp as a (p, q−1)-complete(12.6) solid condensed ZpJq−1K-module
(12.4)In the case p = 2, the pro-systems need to be indexed by α even and ⩾ 4, but we’ll ignore this since it
makes no difference
(12.5)In fact, for any Huber pair (R̂I , R+) the nuclear objects Nuc(D((R̂I , R+)■)) will be independent of the
choice of R+. See rAM24, Example 3.34s for example.
(12.6)Observe that q9Hdg(Z/pα)/Zp

is automatically p-complete, since it is (q−1)-complete and contains an element
of the form pα/(q − 1) by construction.
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by (p, q − 1)-completing the associated discrete condensed abelian group. The pro-algebra
“lim”α⩾2 q9Hdg(Z/pα)/Zp is still idempotent in Pro D(ZpJq − 1K■) and has eventually trace-class
transition maps. Thus, by killing it, we get an idempotent nuclear algebra in Ind D(ZpJq− 1K■).
Its colimit is the preimage of AKU,p.

In a similar way, via Lemma 12.18, we can regard “lim”α⩾2 fil⋆q9Hdg q9d̂R(Z/pα)/Zp as an
idempotent pro-algebra in ModOX˚

■
/T(D(BT)). By killing it and taking the colimit of the result

idempotent nuclear ind-algebra, we can regard A˚
ku,p as an object in Nuc ModOX˚

■
/T(D(BT))

The following lemma shows that A˚
ku,p and AKU,p are already sheaves on X˚

■ /T and X■,
where we put X˚ := X˚ ∖ tp = 0, βt = 0u and X := SpaZpJq − 1K ∖ tp = 0, q = 1u as before.

12.23. Lemma. — A˚
ku,p vanishes after (p, β)-completion and after (p, t)-completion. AKU,p

vanishes after (p, q − 1)-completion. In particular, A˚
ku,p and AKU,p are already contained in

the full sub-∞-categories D(X˚
■ /T) » ModOX˚/T(D(BT)) and D(X■) » ModOX

(D(Z■)).

Proof. By Nakayama’s lemma it’s enough to show A˚
ku,p/(p, β) » 0 and A˚

ku,p/(p, t) » 0. Since
AKU,prβ±1s is a A˚

ku,p-algebra, this will also show AKU,p/(p, q − 1) » 0. Since A˚
ku,p/t is

concentrated in nonnegative graded degrees, it is automatically β-complete, so it’s already
enough to show A˚

ku,p/(p, β) » 0. Now ku! ku/(p, β) » Fp is a map of E∞-ring spectra, and
it’s clear from Example 10.27 and Lemma 11.2 that TC−,ref(− b Q/−) satisfies base change
along E∞-maps. So TC−,ref(ku b Q/ku)/(p, β) » TC−,ref(Fp b Q/Fp) » 0.

It follows that (A˚
ku,p)∧

(p,βt) » 0. Using the pullback square from Lemma 12.19, we get

A˚
ku,p » A˚

ku,p bL
OX⋆

■
/T

OX˚/T

and so A˚
ku,p is indeed a OX˚/T-module. The argument for AKU,p is analogous.

To finish the proof, we analyse the pro-systems “lim”n,r,s OWn,r,s and “lim”n,r,s OW˚
n,r,s/T from

Corollaries 12.14 and 12.20.

12.24. Lemma. — For every fixed α ⩾ 2 and all sufficiently large n, r, s, there exist maps

OW˚
n,r,s/T −! fil⋆q9Hdg q9d̂R(Z/pα)/Zp bL

O
X˚

■
/T

OX˚/T ,

OWn,r,s −! q9Hdg(Z/pα)/Zp bL
ZpJq−1K■ OX

in D(X˚
■ /T) and D(X■), respectively.

Proof. By construction, the q-de Rham complex q9dR(Z/pα)/Zp contains elements of the form
ϕi(ϕ(pα)/Φp(q)) = pα/Φpi+1(q) for all i ⩾ 0, and we have pα ∈ fil1q9Hdg q9d̂R(Z/pα)/Zp . When
we regard fil⋆q9Hdg q9d̂R(Z/pα)/Zp as a graded ZprβsJtK-module, this precisely means that pα is
divisible by t. Hence we have elements of the form

p(n+1)α

rpnsku(t) = pα

t
· ϕ(pα)

Φp(q)
· · · ϕ

n(pα)
Φpn(q) ∈ fil⋆q9Hdg q9d̂R(Z/pα)/Zp

for all n ⩾ 0. Similarly, there exist elements of the form (βt)N/p in fil⋆q9Hdg q9d̂R(Z/pα)/Zp
for sufficiently large N . Indeed, the ring q9dR(Z/pα)/Zp is (p,Φp(q))-complete and contains an
element of the form pα/Φp(q). Applying the nilpotence criterion from rBCM20, Proposition 2.5s,
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we see that Φp(q) is nilpotent in Fil˚q9Hdg q9d̂R(Z/pα)/Zp/p. Then (q − 1)p−1 must be nilpotent
as well, and so (q − 1)N must be divisible by p in fil⋆q9Hdg q9d̂R(Z/pα)/Zp for N ≫ 0.

In particular, as soon as we invert βt in fil⋆q9Hdg q9d̂R(Z/pα)/Zp/p, we see that p will be
invertible as well, and so

fil⋆q9Hdg q9d̂R(Z/pα)/Zp bL
O
X˚

■
/T

OX˚/T » fil⋆q9Hdg q9d̂R(Z/pα)/Zp
“1
p

‰

.

Moreover, as soon as p is invertible, rpnsku(t) will be invertible for all n ⩾ 0. Choosing s > N ,
we see that fil⋆q9Hdg q9d̂R(Z/pα)/Zp contains an element of the form (βt)s/p which is topologically
nilpotent, hence automatically solid. Moreover, for (p− 1)pn > s and r > (n+ 1)α, we get an
element of the form pr/rpnsku(t), which is again topologically nilpotent and thus solid. Thus,
for such n, r, and s, a map OW˚

n,r,s/T ! fil⋆q9Hdg q9d̂R(Z/pα)/Zpr1/ps exists. The argument in the
q-Hodge case is analogous.

12.25. Remark. — As a consequence of Theorem 3.11(b), q9Hdg(Z/pα)/Zp/(qp
n − 1) is an

algebra over the p-typical Witt vectors Wpn(Z/pα). Since this ring is pα+n-torsion, we already
have elements of the form pα+n/(qpn − 1) in q9Hdg(Z/pα)/Zp for all n ⩾ 0.

12.26. Lemma. — For all fixed n, r, s such that (p − 1)pn > s and all sufficiently large
α ⩾ 2, there exist canonical maps

fil⋆q9Hdg q9d̂R(Z/pα)/Zp bL
O
X˚

■
/T

OX˚/T −! OW˚
n,r,s/T ,

q9Hdg(Z/pα)/Zp bL
ZpJq−1K■ OX −! OWn,r,s

in D(X˚
■ /T) and D(X■), respectively.

Proof. Let q9Dα := q9dR(Zptxu/xα)/Zptxu as in §11.2 and let fil⋆q9Hdg q9D̂α denote its completed
q-Hodge filtration. It follows from 11.16 that fil⋆q9Hdg q9D̂α is generated as a (p, t)-complete
graded ZprβsJtK-algebra by lifts of the iterated divided powers γ(d)(xα) sitting in filtration
degree 2pd. Thanks to Lemma 11.17, we know that these lifts can be chosen to be of the form

(Γd)α

tpd
∏d
i=1 Φpi(q)p

d−i

for Γd ∈ (xp, (q − 1)p−1)pd−1 . The extra tpd in the denominator accomodates for the fact that
this element must sit in degree 2pd. Note that the denominators all become invertible in
OW˚

n,r,s/T, but that’s not enough to obtain the desired map: We must send the generators to
solid elements, to ensure that the map extends over the (p, t)-completion.

By construction, (q− 1)s/p and pr/rpnsku(t) are solid. In particular, pr/(tΦpi(q)) is solid for
all i = 1, . . . , n. For i > n, we have (p− 1)pi−1 > s by assumption. Hence (q − 1)(p−1)pi−1

/p is
topologically nilpotent in OW˚

n,r,s/T. It follows that Φpi(q) = p(1 + w), where w is topologically
nilpotent, and so pr/Φpi(q) is solid in OW˚

n,r,s/T for i > n. Therefore the elements p2r/(tΦpi(q))
are solid for all i ⩾ 1.

By choosing α large enough, we can ensure that for every monomial xpi(q − 1)(p−1)j in the
ideal (xp, (q − 1)p−1)αpd−1 we have pi ⩾ 2rpd or (p− 1)j ⩾ spd. Now (Γd)α is a Zptxurqs-linear
combination of such terms. It follows that the δ-ring map Zptxu! Zp sending x 7! p can really
be extended to a map fil⋆q9Hdg q9D̂α ! OW˚

n,r,s/T of graded solid condensed ZprβsJtK-algebras.
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Via (p, t)-completed base change along Zptxu ! Zp and extension of scalars to OX˚/T, this
yields the desired map

fil⋆q9Hdg q9d̂R(Z/pα)/Zp bL
O
X˚

■
/T

OX˚/T −! OW˚
n,r,s/T

The argument in the q-Hodge case is analogous.

Proof of Theorems 1.40 and 1.41. By Lemma 12.23 and Lemma 10.9(c), we see that A˚
ku,p is

the colimit of the idempotent nuclear ind-algebra given by killing the pro-idempotent

“lim”
α⩾2

fil⋆q9Hdg q9d̂R(Z/pα)/Zp bL
O
X˚

■
/T

OX˚/T

in D(X˚
■ /T). By Lemmas 12.24 and 12.26, we see that this pro-system is equivalent to

“lim”n,r,s OW˚
n,r,s/T, which proves A˚

ku,p » OZ˚,†/T. The argument for AKU,p » OZ† is completely
analogous.

12.27. Remark. — An obvious adaptation of Theorem 11.15 shows that AKU,p and A˚
ku,p

are connective. Therefore the condition from Theorem 12.12(b) is satisfied and so OZ† and
OZ˚,†/T are really the pushforwards of the respective structure sheaves.
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Appendix A. The q-de Rham complex
Let p be a prime. In rBS19, §16s, Bhatt and Scholze construct a functorial (p, q − 1)-complete
q-de Rham complex relative to any q-PD pair (D, I). This verifies Scholze’s conjecture rSch17,
Conjecture 3.1s after p-completion, but leaves open the global case. There are (at least) two
strategies to tackle the global case:
(a) One can glue the global q-de Rham complex from its p-completions and its rationalisation

using an arithmetic fracture square.
(b) Following Kedlaya rKed21, §29s, one can construct the global q-de Rham complex as the

cohomology of a global q-crystalline site.
Strategy (a) is what Bhatt and Scholze originally had in mind, but they never published the
argument. It is essentially straightforward, but not entirely trivial. Since all our global con-
structions proceed similarly by gluing p-completions and rationalisations, it will be worthwhile
to fill in the missing details of strategy (a). Our goal is to show the following theorem.

A.1. Theorem. — Let A be a Λ-ring that is p-torsion free for all primes p. Then there exists
a functor

q9Ω−/A : SmA −! CAlg
´

D̂(q−1)
`

AJq − 1K
˘

¯

from the ∞-category of smooth A-algebras into the ∞-category of (q − 1)-complete E∞-algebras
over AJq − 1K, satisfying the following properties:
(a) q9Ω−/A/(q − 1) » Ω−/A agrees with the usual de Rham complex functor.
(b) For all primes p, the p-completion

(q9Ω−/A)∧
p » ∆(−)(p)rζps/ÂpJq−1K

agrees with prismatic cohomology relative to the q-de Rham prism (ÂpJq − 1K, rpsq). Here
we denote the p-adic Frobenius twist by (−)(p) := (− bA,ψp A)∧

p .

(c) (q9Ω−/A bL
Z Q)∧

(q−1) » (Ω−/A bL
Z Q)Jq − 1K becomes the trivial q-deformation.

(d) For every framed smooth A-algebra (S,□), the underlying object of q9ΩS/A in the derived
∞-category of AJq − 1K can be represented as

q9ΩS/A » q9Ω˚
S/A,□ ,

where q9Ω˚
S/A,□ denotes the coordinate-dependent q-de Rham complex as in 1.7.

Moreover, if A! A′ is a map of Λ-rings such that A′ is also p-torsion free for all primes p,
there’s a canonical base change equivalence

`

q9Ω−/A bL
A A

′˘∧
(q−1)

»
−! q9Ω(−bAA′)/A′ .

Modulo (q − 1) this reduces to the usual base change equivalence of the de Rham complex.

A.2. Remark. — It will be apparent from our proof of Theorem A.1 (and we’ll give a precise
argument in A.13) that the q-de Rham complex functor lifts canonically to a functor

q9Ω−/A : SmA −!
`

DAlgAJq−1K
˘∧

(q−1)

into (q − 1)-complete objects of the the ∞-category of derived commutative AJq − 1K-algebras
DAlgAJq−1K as defined in rRak21, Definition 4.2.22s.

204

https://arxiv.org/pdf/1905.08229.pdf#section.16
https://arxiv.org/pdf/1606.01796#theorem.3.1
https://kskedlaya.org/prismatic/sec_q-global.html
https://arxiv.org/pdf/2007.02576#block.4.2.22
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A.3. Convention. — Throughout §A, to increase readability and avoid excessive use of
completions, all (q-)de Rham complexes or cotangent complexes relative to a p-complete ring
will be implicitly p-completed.

§A.1. Rationalised q-crystalline cohomology

Fix a prime p. Then (ÂpJq − 1K, (q − 1)) is a q-PD pair as in rBS19, Definition 16.1s and so
we can use q-crystalline cohomology to construct a functorial (p, q − 1)-complete q-de Rham
complex q9ΩS/Âp for every p-completely smooth Âp-algebra S. We let q9dR−/Âp denote its
non-abelian derived functor (or animation), which is now defined for all p-complete animated
Âp-algebras. Observe that animation leaves the values on p-completely smooth Âp-algebras
unchanged, as can be seen modulo (p, q − 1), where it reduces to a well-known fact about
derived de Rham cohomology in characteristic p.

Our first goal is to show that after rationalisation derived q-de Rham cohomology is just a
base change of derived de Rham cohomology relative to Âp. In coordinates, such an equivalence
was already constructed in rSch17, Lemma 4.1s (see A.8 for a review), but here we need a
different argument: We want a coordinate-independent equivalence, so we have to work with
the definition of the q-de Rham complex via q-crystalline cohomology.

A.4. Lemma. — For all p-complete animated Âp-algebras R there is a functorial equivalence
of E∞-(Âp bZ Q)Jq − 1K-algebras

`

q9dRR/Âp bL
Z Q

˘∧
(q−1) » `

dRR/Âp bL
Z Q

˘

Jq − 1K .

Proof. By passing to non-abelian derived functors, it’s enough to construct such a functorial
equivalence for p-completely smooth Âp-algebras S. In this case, we can identify derived (q-)de
Rham and (q-)crystalline cohomology:

q9dRS/Âp » RΓq9crys
`

S/ÂpJq − 1K
˘

and dRS/Âp » RΓcrys
`

S/Âp
˘

.

To construct the desired identification between q-crystalline and crystalline cohomology after
rationalisation, let P ↠ S be a surjection from a p-completely ind-smooth δ-Âp-algebra. Extend
the δ-structure on P to P Jq−1K via δ(q) := 0. Let J be the kernel of P ↠ S and let D := DP (J)
be its p-completed PD-envelope. Finally, let q9D denote the corresponding q-PD-envelope as
defined in rBS19, Lemma 16.10s. It will be enough to construct a functorial equivalence

`

q9D bZ Q
˘∧

(q−1) » `

D bZ Q
˘

Jq − 1K .

If D◦ denotes the un-p-completed PD-envelope of J , then P ! q9D ! (q9DbZQ)∧
(q−1) uniquely

factors through D◦ ! (q9D bZ Q)∧
(q−1). The tricky part is to show that this map extends over

the p-completion. Since D◦ is p-torsion free, its p-completion agrees with D◦JtK/(t − p). By
Lemma A.6 below, for every fixed n ⩾ 0, every p-power series in D◦ converges in the p-adic
topology on (q9DbZ Q)/(q− 1)n, so we indeed get our desired extension D ! (q9DbZ Q)∧

(q−1).
Extending further, we get a map (D bZ Q)Jq − 1K! (q9D bZ Q)∧

(q−1) of the desired form.
Whether this is an equivalence can be checked modulo (q− 1) by the derived Nakayama lemma.
Then the base change property from rBS19, Lemma 16.10(3)s finishes the proof—up to verifying
convergence for p-power series in D◦.
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To complete the proof of Lemma A.4, we need to prove two technical lemmas about (q-)di-
vided powers. Let’s fix the following notation: According to rBS19, Lemmas 2.15 and 2.17s, we
may uniquely extend the δ-structure from q9D to (q9D bZ Q)∧

(q−1). We still let ϕ and δ denote
the extended Frobenius and δ-map. Furthermore, we denote by

γ(x) = xp

p
and γq(x) = ϕ(x)

rpsq − δ(x)

the maps defining a PD-structure and a q-PD structure, respectively. Note that γ(x) and γq(x)
make sense for all x ∈ (q9D bZ Q)∧

(q−1) since p and rpsq are invertible.

A.5. Lemma. — With notation as above, the following is true for the self-maps δ and γq of
(q9D bZ Q)∧

(q−1):

(a) For all n ⩾ 1 and all α ⩾ 1, the map δ sends (q− 1)n q9D into itself, and p−α(q− 1)n q9D
into p−(pα+1)(q − 1)n q9D.

(b) For all n ⩾ 1 and all α ⩾ 1, the map γq sends (q − 1)n q9D into (q − 1)n+1 q9D, and
p−α(q − 1)n q9D into p−(pα+1)(q − 1)n+1 q9D.

Proof. Let’s prove (a) first. Let x = p−α(q − 1)ny for some y ∈ q9D. Since q9D is flat over
ZpJq − 1K and thus is p-torsion free, we can compute

δ(x) = ϕ(x) − xp

p
= (qp − 1)nϕ(y)

pα+1 − (q − 1)pnyp
ppα+1 .

As qp − 1 is divisible by q − 1, the right-hand side lies in p−(pα+1)(q − 1)n q9D. If α = 0, then
the right-hand side must also be contained in q9D. But q9D ∩ p−1(q − 1)n q9D = (q − 1)n q9D
by flatness again. This proves both parts of (a). Now for (b), we first compute

γq(q − 1) = ϕ(q − 1)
rpsq − δ(q − 1) = −(q − 1)2

p−1∑
i=2

1
p

ˆ

p

i

˙

(q − 1)i−2 .

Hence γq(q − 1) is divisible by (q − 1)2. In the following, we’ll repeatedly use the relation
γq(xy) = ϕ(y)γq(x) − xpδ(y) from rBS19, Remark 16.6s repeatedly. First off, it shows that

γq
`

(q − 1)nx
˘

= ϕ
`

(q − 1)n−1x
˘

γq(q − 1) − (q − 1)pδ
`

(q − 1)n−1x
˘

.

It follows from (a) that δ((q − 1)n−1x) and ϕ((q − 1)n−1x) are divisible by (q − 1)n−1. Hence
γq((q − 1)nx) is indeed divisible by (q − 1)n+1. Moreover, we obtain

γq
`

p−α(q − 1)nx
˘

= ϕ(p−α)γq
`

(q − 1)nx
˘

− (q − 1)npxpδ(p−α) .

Now ϕ(p−α) = p−α and δ(p−α) is contained in p−(pα+1) q9D, hence γq(p−α(q−1)nx) is contained
in p−(pα+1)(q − 1)n q9D. This finishes the proof of (b).

A.6. Lemma. — Let x ∈ J . For every n ⩾ 1, there are elements y0, . . . , yn ∈ q9D such that
y0 admits q-divided powers in q9D and

γ(n)(x) = y0 +
n∑
i=1

p−2(pi−1+···+p+1)(q − 1)(p−2)+iyi

holds in q9D bZ Q, where γ(n) = γ ◦ · · · ◦ γ denotes the n-fold iteration of γ.
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Proof. We use induction on n. For n = 1, we compute

γ(x) = xp

p
= γq(x) + rpsq − p

p

`

γq(x) + δ(x)
˘

.

Note that x admits q-divided powers in q9D since we assume x ∈ J . Then γq(x) admits
q-divided powers again by rBS19, Lemma 16.7s. Moreover, writing rpsq = pu+ (q − 1)p−1, we
find that (rpsq − p)/p = (u− 1) + p−1(q − 1)p−1. Then (u− 1)(γq(x) + δ(x)) admits q-divided
powers since u ≡ 1 mod (q − 1). This settles the case n = 1. We also remark that the above
equation for γ(x) remains true without the assumption x ∈ J as long as the expression γq(x)
makes sense.

Now assume γ(n) can be written as above. We put zi = p−2(pi−1+···+p+1)(q − 1)(p−2)+iyi for
short, so that γn(x) = y0 + z1 + · · · + zn. Recall the relations

γq(a+ b) = γq(a) + γq(b) +
p−1∑
i=1

1
p

ˆ

p

i

˙

aibp−i , δ(a+ b) = δ(a) + δ(b) −
p−1∑
i=1

1
p

ˆ

p

i

˙

aibp−i .

The first relation implies that γq(y0 + z1 + · · · + zn) is equal to γq(y0) +γq(z1) + · · · +γq(zn) plus
a linear combination of terms of the form yα0

0 zα1
1 · · · zαnn with 0 ⩽ αi < p and α0 + · · · + αn = p.

Now γq(y0) admits q-divided powers again. Moreover, Lemma A.5(b) makes sure that each
γq(zi) is contained in p−2(pi+···+p+1)(q − 1)(p−2)+i+1 q9D. It remains to consider monomials
yα0

0 zα1
1 · · · zαnn . Put m := maxti | αi ̸= 0u. If α0 = p− 1, then all other αi must vanish except

αm = 1. In this case, the monomial is contained in p−2(pm−1+···+p+1)(q − 1)(p−2)+m q9D. If
α0 < p− 1, we get at least one more factor (q− 1) and the monomial yα0

0 zα1
1 · · · zαnn is contained

in p−2(pm+···+p+1)(q − 1)(p−2)+m+1 q9D.
A similar analysis, using the second of the above relations as well as Lemma A.5(a), shows

that (u− 1)δ(y0 + z1 + · · · + zn) and p−1(q− 1)p−1δ(y0 + z1 + · · · + zn) can be decomposed into a
bunch of terms, each of which is either a multiple of (q − 1) in q9D, so that it admits q-divided
powers, or contained in p−2(pi+···+p+1)(q − 1)i+1 q9D for some 1 ⩽ i ⩽ n+ 1. We conclude that

γ(n+1)(x) = γq
`

γ(n)(x)
˘

+ rpsq − p

p

´

γq
`

γ(n)(x)
˘

+ δ
`

γ(n)(x)
˘

¯

can be written in the desired form.

The following remark is irrelevant for our proof of Theorem A.1, but it is occasionally useful
for technical arguments.

A.7. Remark. — There’s also an analogue of Lemma A.6 with the roles of D and q9D
reversed. For every x ∈ J and n ⩾ 1, there’s an infinite sequence y0, y1, . . . ,∈ D such that y0
admits divided powers and

γ(n)
q (x) = y0 +

∑
i⩾1

p−2(pi−1+···+1)(q − 1)(p−2)+iyi

holds in (D bZ Q)Jq − 1K. The proof is very similar to Lemma A.6: We write

γq(x) =
ˆ

γ(x) + rpsq − p

p
δ(x)

˙

p

rpsq
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and rpsq = pu+ (q − 1)p−1. Then we use induction on n ⩾ 1. For the inductive step, we first
check that the operations γ(−), (u − 1)δ(−) and p−1(q − 1)p−1δ(−) all preserve expressions
of the desired form. Then we observe that u is a unit in ZpJq − 1K and so multiplication by
p/rpsq = u−1 ∑

i⩾0 p
−iu−i(q − 1)(p−1)i also preserves expressions of the desired form.

A.8. The equivalence on q-de Rham complexes. — Suppose we’re given a p-completely
smooth Âp-algebra S together with a p-completely étale framing □ : Âp⟨T1, . . . , Td⟩ ! S. In
this case, the q-crystalline cohomology can be computed as a q-de Rham complex

RΓq9crys
`

S/ÂpJq − 1K
˘ » q9Ω˚

S/Âp,□

by rBS19, Theorem 16.22s. Similarly, it’s well-known that the crystalline cohomology is given
by the ordinary de Rham complex Ω˚

S/Âp
(recall that according to Convention A.3, all (q-)de

Rham complexes of the p-complete ring S will implicitly be p-completed). In this case, an
explicit isomorphism of complexes

`

q9Ω˚
S/Âp,□ bZ Q

˘∧
(q−1)

„=−!
`

Ω˚
S/Âp

bZ Q
˘

Jq − 1K

can be constructed as explained in rSch17, Lemma 4.1s: One first observes that, after rationali-
sation, the partial q-derivatives q9∂i can be computed in terms of the usual partial derivative
∂i via the formula

q9∂i =
˜

log(q)
q − 1 +

∑
n⩾2

log(q)n
n!(q − 1)(∂iTi)(n−1)

¸

∂i ;

see rBMS18, Lemma 12.4s. Here log(q) refers to the usual Taylor series for the logarithm around
q = 1. Noticing that the first factor is an invertible automorphism, one can then appeal to
the following general fact: If M is an abelian group together with commuting endomorphisms
g1, . . . , gd and commuting automorphisms h1, . . . , hd such that hi commutes with gj for i ̸= j
one always has an isomorphism Kos˚(M, (g1, . . . , gd)) „= Kos˚(M, (h1g1, . . . , hdgd)) of Koszul
complexes.(A.1)

We would like to show that this explicit isomorphism is compatible with the one constructed
in Lemma A.4. To this end, let’s put ourselves in a slightly more general situation: Instead of
a p-completely étale framing □ as above, let’s assume we’re given a surjection P ↠ S from a
p-completely ind-smooth Âp-algebra P , which is in turn equipped with a p-completely ind-étale
framing □ : Âp⟨xi | i ∈ I⟩! P for some (possible infinite) set I. Then Âp⟨xi | i ∈ I⟩ carries a
δ-Âp-algebra structure characterised by δ(xi) = 0 for all i ∈ I. By rBS19, Lemma 2.18s, this
extends uniquely to a δ-Âp-algebra structure on P . If J denotes the kernel of P ↠ S, we can
form the usual PD-envelope D := DP (J)∧

p and the q-PD-envelope q9D as before. Furthermore,
we let Ω̆˚

D/Âp
and q9Ω̆˚

q9D/Âp,□
denote the usual PD-de Rham complex and the q-PD-de Rham

complex from rBS19, Construction 16.20s, respectively (both are implicitly p-completed).

A.9. Lemma. — With notation as above, there is again an explicit isomorphism of complexes
`

q9Ω̆˚
q9D/Âp,□ bZ Q

˘∧
(q−1)

„=−!
`

Ω̆˚
D/Âp

bZ Q
˘

Jq − 1K .

Proof. This follows from the same recipe as in A.8, provided we can show that the formula for
q9∂i in terms of ∂i remains true under the identification (q9D bZ Q)∧

(q−1)
„= (D bZ Q)Jq − 1K

(A.1)We don’t require hi to commute with gi (and it’s not true in the case at hand).
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from the proof of Lemma A.4. But for every fixed n, the images of the diagonal maps in the
diagram

pP bZ QqJq − 1K

pq9D bZ Qq/(q − 1)n pD bZ QqJq − 1K/(q − 1)n
„=

are dense for the p-adic topology and for elements of (P bZ Q)Jq − 1K the formula is clear.

A.10. Lemma. — With notation as above, the following diagram commutes:

´

RΓq9crys
`

S/ÂpJq − 1K
˘ bL

Z Q
¯∧

(q−1)

´

RΓcrys
`

S/Âp
˘ bL

Z Q
¯

Jq − 1K

`

q9Ω̆˚
q9D/Âp,□ bZ Q

˘∧
(q−1)

`

Ω̆˚
D/Âp,□ bZ Q

˘

Jq − 1K

»

(A.4)

» »

„=
(A.9)

Here the left vertical arrow is the quasi-isomorphism from rBS19, Theorem 16.22s and the right
vertical arrow is the usual quasi-isomorphism between crystalline cohomology and PD-de Rham
complexes.

Proof. Let P • be the degreewise p-completed Čech nerve of Âp ! P and let J• ⊆ P • be the
kernel of the augmentation P • ↠ S. Let D• := DP •(J•)∧

p be the PD-envelope and let q9D• be
the corresponding q-PD-envelope. Finally, form the cosimplicial complexes

M•,˚ := Ω̆˚
D•/Âp and q9M•,˚ := q9Ω̆˚

q9D•/Âp,□ .

In the proof of rBS19, Theorem 16.22s it’s shown that the totalisation Tot(q9M•,˚) of q9M•,˚

is quasi-isomorphic to the 0th column q9M0,˚ „= q9Ω̆˚
q9D/Âp,□

, but also to the totalisation of the
0th row Tot(q9M•,0) „= Tot(q9D•). This provides the desired quasi-isomorphism

q9Ω̆˚
q9D/Âp,□ » Tot(q9M•,˚) » Tot(q9D•) » RΓq9crys

`

S/ÂJq − 1K
˘

.

In the exact same way, the quasi-isomorphism Ω̆˚
D/Âp

» RΓcrys(S/Âp) is constructed using the
cosimplicial complex M•,˚ in rStacks, Tag 07LGs. Applying Lemma A.9 column-wise gives
an isomorphism of cosimplicial complexes (q9M•,˚ bZ Q)∧

(q−1)
„= (M•,˚ bZ Q)Jq − 1K. On 0th

columns, this is the isomorphism from Lemma A.9, whereas on 0th rows it is the isomorphism
from Lemma A.4. This proves commutativity of the diagram.

§A.2. The global q-de Rham complex

From now on, we no longer work in a p-complete setting, but we keep Convention A.3.

A.11. Doing §A.1 for all primes at once. — Fix n and put Nn := ∏
ℓ⩽n ℓ

2(ℓn−1+···+ℓ+1),
where the product is taken over all primes ℓ ⩽ n. Now fix an arbitrary prime p and let P , D,
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and q9D be as in §A.1. We’ve verified that the map P ! q9D ! q9D/(q − 1)n bZ Q admits a
unique continuous extension

P q9D/(q − 1)n bZ Q

D

But in fact, Lemma A.6 shows that this extension already factors through N−1
n q9D/(q − 1)n,

no matter how our implicit prime p is chosen. This observation allows us to construct canonical
maps dRR̂p/Âp ! N−1

n q9dRR̂p/Âp/(q − 1)n for all animated rings R and all n ⩾ 0. Taking the
product over all p and the limit over all n allows us to construct a map

ˆ∏
p

q9dRR̂p/Âp bL
Z Q

˙∧

(q−1)

»
 −

ˆ∏
p

dRR̂p/Âp bL
Z Q

˙

Jq − 1K .

compatible with the one from Lemma A.4. This map is an equivalence as indicated, as one
immediately checks modulo q − 1.

A.12. Construction. — For all smooth A-algebras S, we construct the q-de Rham complex
of S over A as the pullback

q9ΩS/A

∏
p

q9ΩŜp/Âp

`

ΩS/A bL
Z Q

˘

Jq − 1K
ˆ∏

p

ΩŜp/Âp bL
Z Q

˙

Jq − 1K

≒

Here the right vertical map is the one constructed in A.11 above.

Proof of Theorem A.1. We’ve constructed q9ΩS/A in Construction A.12. Functoriality is clear
since all constituents of the pullback are functorial and so are the arrows between them. Modulo
(q − 1), the pullback reduces to the usual arithmetic fracture square for ΩR/A, proving (a). By
construction, (q9ΩS/A)∧

p » q9ΩŜp/Âp , and so (b) follows from rBS19, Theorem 16.18s. Part (c)
follows again from the construction.

For (d), suppose S is equipped with an étale framing □ : Arx1, . . . , xds ! S. The same
argument as in A.8 provides an isomorphism (q9Ω˚

S/A,□ bZ Q)∧
(q−1)

„= (Ω˚
S/A bZ Q)Jq − 1K. The

compatibility check from Lemma A.10 now allows us to identify the pullback square for q9ΩS/A

with the usual arithmetic fracture square for the complex q9Ω˚
S/A,□, completed at (q − 1). This

shows q9ΩS/A » q9Ω˚
S/A,□, as desired.

For the additional assertion, it’s clear from the construction that a base change morphism
`

q9Ω−/A bL
A A

′˘∧
(q−1 −! q9Ω(−bAA′)/A′

exists and that it reduces modulo (q− 1) to the usual base change equivalence for the de Rham
complex. In particular, it must be an equivalence as well. This finishes the proof.
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A.13. Upgrade to derived commutative AJq − 1K-algebras. — Let us explain how to
lift the q-de Rham complex to a functor

q9Ω−/A : SmA −!
`

DAlgAJq−1K
˘∧

(q−1)

into the ∞-category of (q − 1)-complete derived commutative AJq − 1K-algebras. The key
observation is that all limits and colimits in derived commutative AJq − 1K-algebras can be
computed on the level of underlying E∞-AJq − 1K-algebras by rRak21, Proposition 4.2.27s.
Thus, by compatibility with pullbacks, it’ll be enough to lift the three components of the
pullback from Construction A.12 to derived commutative AJq − 1K-algebras. By compatibility
with cosimplicial limits, it’ll be enough to construct functorial cosimplicial realisations of ΩS/A,
ΩŜp/Âp , and q9ΩŜp/Âp .

For the latter two, the comparison with (q-)crystalline cohomology easily provides such
realisations. But the same trick works just as well for ΩS/A: Let P ↠ S be any surjection from
an ind-smooth-A-algebra (which can be chosen functorially; for example, take P := ArtTsus∈Ss),
form the Čech nerve P • of A! P , let J• ⊆ P • be the kernel of the augmentation P • ↠ S, and
let D• := DP •(J•) be its PD-envelope. Then ΩS/A » TotDP •(J•) holds by a straightforward
adaptation of the proof of rBS19, Theorem 16.22s: Namely, one considers the cosimplicial
complex

M•,˚ := Ω̆˚
D•/A

and checks that each column M i,˚ is quasi-isomorphic to M0,˚ (this is the Poincaré lemma)
and that each row M•,j for j > 0 is nullhomotopic (e.g. by rStacks, Tag 07L7s applied to the
cosimplicial ring D•).

In fact, this argument can be used to show something even better: Since the de Rham
complex Ω˚

S/A and its PD-variants Ω̆˚
DP• (J•)/A are commutative differential-graded A-algebras,

they define elements in Raksit’s ∞-category DG− DAlgA rRak21, Definition 5.1.10s, which gives
another construction of a derived commutative algebra structure on ΩS/A. But the argument
above shows that ΩS/A » TotDP •(J•) holds true as derived commutative A-algebras.

A.14. Derived global q-de Rham complexes. — We let q9dR−/A denote the animation
of q9Ω−/A. For all animated A-algebras R, we call q9dRR/A the derived q-de Rham complex of
R over A. By construction, it sits inside a pullback square

q9dRR/A

∏
p

q9dRR̂p/Âp

`

dRR/A bL
Z Q

˘

Jq − 1K
ˆ∏

p

dRR̂p/Âp bL
Z Q

˙

Jq − 1K

≒

where the right vertical map again comes from A.11. It’s still true that q9dR−/A/(q−1) » dR−/A
and that q9dR−/A lifts canonically to (q − 1)-complete derived commutative AJq − 1K-algebras
(this follows immediately from compatibility with colimits as explained in A.13).

However, in contrast to the p-complete situation, it’s no longer true that the values on
smooth A-algebras remain unchanged under animation (only the values on polynomial algebras
do). In fact, this already fails for the derived de Rham complex in characteristic 0. If q9dRR/A

can be equipped with a q-deformation of the Hodge filtration, this problem can be fixed by
considering the q-Hodge-completed derived q-de Rham complex q9d̂RR/A.
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§A.3. The q-de Rham complex via TC−

In rBMS19, §11s and rBS19, §15.2s, it is explained how prismatic cohomology relative to a
Breuil–Kisin prism (W(k)JzK, E(z)) can be understood in terms of TC−(−/Srzs)∧

p . In this
subsection, we’ll show how the p-complete q-de Rham complex can be understood in a completely
analogous way.

For this to work, we assume that A satisfies the conditions from 6.1, that is, A is a p-complete
and p-completely covered δ-ring with a flat spherical lift SA which admits the structure of a
p-cyclotomic base. We also put Convention 7.1 into effect again.

A.15. Lemma. — The p-completed colimit-perfection A∞ of A admits a unique lift to
a p-complete connective E∞-ring spectrum SA∞ and A ! A∞ can be lifted to an E∞-map
SA ! SA∞.

Proof. Since A∞ is a perfect δ-ring, the lift SA∞ exists uniquely; it is given by the spherical
Witt vectors SW(A♭∞) from Example rL-EllII, 5.2.7s.

To construct the map SA ! SA∞ , first observe that the canonical map SA ! StCpA is an
equivalence. Indeed, we can choose a two-term resolution 0 !

À

I Zp !
À

J Zp ! A ! 0
and lift it to a cofibre sequence

À

I Sp !
À

J Sp ! SA of spectra. By the Segal conjecture,
(
À

I Sp)tCp » (
À

I Sp)∧
p and likewise for J , so the same will be true for SA. We can then form

the sequential colimit

colim
ˆ

SA
ϕtCp
−−−! StCpA » SA

ϕtCp
−−−! · · ·

˙∧

p

.

By our assumptions on A, the Tate-valued Frobenius ϕtCp agrees with ϕ on π0, and so this
colimit is a p-complete connective E∞-lift of A∞. By uniqueness, it must agree with SA∞ , and
so we get our desired map SA ! SA∞ .

A.16. Lemma. — There are generators u and v in π2 and π−2 of TC−(Zprζps/SpJq − 1K)∧
p

such that
π˚ TC−`Zprζps/SpJq − 1K

˘∧
p

» ZpJq − 1Kru, vs/`uv − rpsq
˘

.

Proof. This can be shown in the same way as rBMS19, Proposition 11.10s, using base change
along SJq − 1K! SJq1/p∞ − 1K.

A.17. Proposition. — Let S be a p-complete p-quasi-lci Arζps-algebra of bounded p∞-torsion.
Then there is an equivalence of graded E∞-ZpJq − 1Kru, vs/(uv − rpsq)-algebras

Σ−2˚ gr˚
HRW9ev,hS1 TC−`S/SAJq − 1K

˘∧
p

» fil˚N ∆̂(p)
S/AJq−1K ,

where gr˚
HRW9ev,hS1 denotes the associated graded of the p-complete S1-equivariant Hahn–Raksit–

Wilson even filtration and (−)(p) (instead of (−)(1)) denotes the Frobenius twist of prismatic
cohomology. Moreover, after inverting u, we get an equivalence of graded E∞-Zpru±1sJq − 1K-
algebras

Σ−2˚ gr˚
HRW9ev,hS1

´

TC−`S/SAJq − 1K
˘“ 1
u

‰∧
(p,q−1)

¯

» ∆S/AJq−1Kru±1s ,
where now gr˚

HRW9ev refers to the p-complete S1-equivariant Hahn–Raksit–Wilson even filtration
on THH(S/SAJq − 1K)r1/us∧

p .
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§A.3. The q-de Rham complex via TC−

Proof sketch. First observe that S∞ := (S bL
AJq−1K A∞Jq1/p∞ − 1K)∧

p will be static and of
bounded p∞-torsion, as ϕ : A ! A is p-completely flat. Moreover, S∞ will be p-quasi-lci
over A∞Jq1/p∞ − 1K, hence over Zp, as the cotangent complex LA∞Jq1/p∞ −1K/Zp vanishes after
p-completion. Thus S∞ is p-quasi-syntomic.

If S is large in the sense that there exists a surjection A⟨x1/p∞

i

∣∣ i ∈ I⟩ ↠ S, then
TC−(S/SAJq − 1K)∧

p will be even. Indeed, evenness can be checked after base change along
SAJq − 1K! SA∞Jq1/p∞ − 1K. By an analogous argument as in rBMS19, Proposition 11.7s,

THH
`

SA∞Jq1/p∞ − 1K
˘

! SA∞Jq1/p∞ − 1K

is an equivalence after p-completion. This reduces the assertion to TC−(S∞)∧
p being even,

which is shown in rBMS19, Theorem 7.2s.
Via quasi-syntomic descent from the large case, we can now construct a filtration on

TC−(S/SAJq − 1K)∧
p . Arguing as in rBMS19, §11.2s and rBS19, §15.2s, we find that the

associated graded of this filtration yields the completion of the Nygaard filtration on the
Frobenius-twisted prismatic cohomology relative to the q-de Rham prism (AJq − 1K, rpsq). To
see that the filtration agrees with the p-complete S1-equivariant Hahn–Raksit–Wilson even
filtration, we argue as in the proof of rHRW22, Theorem 5.0.3s. Choose a surjection from a
polynomial ring Zrxi | i ∈ Is↠ S. Both filtrations satisfy descent along the p-completely eff
map THH(Srxi | i ∈ Is)! THH(Srx1/p∞

i | i ∈ Is). By descent, it will then be enough to check
that the filtrations agree when S is large, which is clear by evenness.

After inverting u, the argument is analogous: As in rBMS19, §11.3s, we use quasi-syntomic
descent again to construct a filtration

fil⋆BMS9ev

´

TC−`S/SAJq − 1K
˘“ 1
u

‰∧
(p,q−1)

¯

and check via descent along THH(Srxi | i ∈ Is)! THH(Srx1/p∞

i | i ∈ Is) that this filtration is
really the Hahn–Raksit–Wilson even filtration. To see gr˚

HRW9ev,hS1 » ∆S/AJq−1Kru±1s, observe
that inverting the degree 2 class u amounts to adjoining rps−i

q filiN for all i ⩾ 0 in the sense of
3.42; we must then show that the relative Frobenius induces an equivalence

ϕ/AJq−1K : ∆̂(p)
S/AJq−1K

„

filiN
rpsiq

∣∣∣∣∣ i ⩾ 0
ȷ∧

(p,q−1)

»
−! ∆S/AJq−1K .

This is a general fact about the Nygaard filtration on prismatic cohomology; it follows, for
example, from rBS19, Theorem 15.2(2)s via quasi-syntomic descent. See also Lemma 3.44.

A.18. Frobenii. — The same argument as in rBMS19, Proposition 11.10s shows that the
p-cyclotomic Frobenius

ϕhS
1

p : TC−`Zprζps/SJq − 1K
˘∧
p
−! TP

`

Zprζps/SJq − 1K
˘∧
p

inverts the generator u in degree 2. Moreover, the p-cyclotomic Frobenius on THH(−/SA,pJq−1K)
is semilinear with respect to the Tate-valued Frobenius ϕtCp : SA,prqs! SA,prqs, which on π0 is
given by ϕ : A! A and q 7! qp. It follows that the p-cyclotomic Frobenius induces a map

´

TC−`S/SAJq − 1K
˘“ 1
u

‰ bSArqs,ϕtCp
SArqs

¯∧

(p,q−1)
−! TP

`

S/SAJq − 1K
˘∧
p
.
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Appendix A. The q-de Rham complex

On gr0
HRW9ev, this map agrees with the Nygaard completion ∆(p)

S/AJq−1K ! ∆̂(p)
S/AJq−1K, as the proof

of Proposition A.17 shows. The relative Frobenius on prismatic cohomology,

ϕ/AJq−1K : ∆̂(p)
S/AJq−1K −! ∆S/AJq−1K ,

can then be identified as the composition of gr0
HRW9ev TP » gr0

HRW9ev TC− with

gr0
HRW9ev TC−`S/SAJq − 1K

˘∧
p
−! gr0

HRW9ev

´

TC−`S/SAJq − 1K
˘“ 1
u

‰∧
(p,q−1)

¯

.

A.19. Recovering q-de Rham cohomology. — Let R be a p-torsion free p-quasi-lci
A-algebra and let R(p) := (R bL

A,ϕ A)∧
p . Then rBS19, Theorem 16.18s shows

q9dRR/A » ∆R(p)rζps/AJq−1K .

Therefore Proposition A.17 and A.18 contain q-de Rham cohomology (which is implicitly
p-completed per Convention A.3) as a special case.

A.20. The Adams action. — In rBL22a, §3.8s, Bhatt–Lurie describe an action of Z×
p on

the q-de Rham prism (AJq − 1K, rpsq), where u ∈ Z×
p acts by sending q 7! qu. Here qu denotes

the convergent power series
qu :=

∑
n⩾0

ˆ

u

n

˙

(q − 1)n .

By functoriality of prismatic cohomology, the action on the prism induces an action of Z×
p on

q9dRR/A, which is precisely the action predicted in rSch17, Conjecture 6.2s.
Under the identification

q9dRR/A » gr0
HRW9ev

´

TC−`R(p)rζps/SAJq − 1K
˘“ 1
u

‰∧
(p,q−1)

¯

,

this action comes from an action of Z×
p on SAJq − 1K. Indeed, following rDR25, Notation 3.3.3s,

we can write
SAJq − 1K » lim

α⩾0
SArqs/`qpα − 1

˘ » lim
α⩾0

SArZ/pαs

and then let Z×
p act on Z/pα via multiplication (this is another way of making precise what

qu is supposed to mean). To see that this induces the same action on (q9dRR/A)∧
p as above,

we can use quasi-syntomic descent as in the proof of Proposition A.17 to reduce to an even
situation, where the claim is straightforward to verify.

We call this action the Adams action, since it turns out to agree with the action of Z×
p on

ku∧
p via Adams operations (see §7.1).
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Appendix B. Habiro-completion
In this appendix we’ll study the Habiro completion functor (−)∧

H := limm∈N(−)∧
(qm−1) and show

that it behaves for all practical purposes like completion at a finitely generated ideal. We’ll
also study Habiro completion in the setting of solid condensed mathematics.

In the following, we’ll use the notion of killing an idempotent algebra, which is nicely reviewed
in rCS24, Lecture 13s.
B.1. Habiro-complete spectra. — Following Manin rMan10, §0.2s, let us denote the local-
isation Z

“

q±1, t(qm − 1)−1um∈N
‰

by R and let SR := S
“

q±1, t(qm − 1)−1um∈N
‰

be its obvious
spherical lift. Then SR is an idempotent algebra over Srq±1s and we define the ∞-category of
Habiro-complete spectra

ModSH(Sp)∧
H ⊆ ModSrq±1s(Sp)

to be the full sub-∞-category obtained by killing the idempotent SR. That is, ModSH(Sp)∧
H

consists of those M ∈ ModSrq±1s(Sp) such that HomSrq±1s(SR,M) » 0.
It’ll be apparent from Lemma B.2 below that the inclusion ModSH(Sp)∧

H ⊆ ModSrq±1s(Sp)
has a left adjoint (−)∧

H := limm∈N(−)∧
(qm−1) which we call Habiro-completion. When applied to

the tensor unit, we obtain the spherical Habiro ring

SH := lim
m∈N

Srqs∧
(qm−1) .

Note that q is already a unit in SH, so it doesn’t matter whether we complete Srqs or Srq±1s.
We let − b̂SH − denote the Habiro-completed tensor product in ModSH(Sp)∧

H. We also let
D̂(H) ⊆ D(Zrq±1s) denote the full sub-∞-category of Habiro-complete objects and denote its
completed tensor product by − b̂L

H −.

B.2. Lemma. — For a Srq±1s-module spectrum M , the following conditions are equivalent.
(a) M is Habiro-complete.
(b) HomSrq±1s(SR,M) » 0.
(c) The canonical Srq±1s-module morphism

M −! lim
n⩾1

M/(q; q)n » lim
m∈N

M∧
(qm−1)

is an equivalence. Here (a; q)n := (1−a)(1−aq) · · · (1−aqn−1) denotes the q-Pochhammer
symbol, as usual.

(d) All homotopy groups πn(M), n ∈ Z, are Habiro-complete.

Proof. The proof is analogous to rStacks, Tag 091Ps. Equivalence of (a) and (b) follows
by definition of what it means to kill the idempotent SR. Condition (b) is equivalent to
M » HomSrq±1s(fib(Srq±1s! SR),M). Writing

fib
`

Srq±1s! SR
˘ » Σ−1 colim

ˆ

Srq±1s/(q; q)1
(1−q2)
−−−−! Srq±1s/(q; q)2

(1−q3)
−−−−! · · ·

˙

we see that this condition is equivalent to M » limn⩾1M/(q; q)n, thus (b) ⇔ (c). Finally, to
show (a) ⇔ (d), consider the Postikov filtration τ⩾⋆(M). This allows us to define a descending
filtration on HomSrq±1s(SR,M) via

fil⋆ HomSrq±1s(SR,M) := HomSrq±1s

`

SR, τ⩾⋆(M)
˘

.

215

https://youtu.be/38PzTzCiMow?list=PLx5f8IelFRgGmu6gmL-Kf_Rl_6Mm7juZO&t=5523
https://arxiv.org/pdf/0809.1564#page=3
https://stacks.math.columbia.edu/tag/091P


Appendix B. Habiro-completion

This filtration is complete, because 0 » limn!∞ τ⩾n(M) can be pulled into HomSrq±1s(SR,−).
To show that the filtration is exhaustive, we need to check that M » colimn!−∞ τ⩾n(M) can
similarly be pulled into HomSrq±1s(SR,−). This works because SR is connective, whereas the
cofibres cofib(τ⩾n(M)!M) » τ⩽n−1(M) become more and more coconnective as n! −∞.

Since each πn(M) is already a Zrq±1s-module, the associated graded of this filtration is
given by

grn HomSrq±1s(SR,M) » HomSrq±1s

`

SR,Σnπn(M)
˘ » Σn RHomZrq±1s

`

R, πn(M)
˘

.

Now R has a two-term resolution by free Zrq±1s-modules. For example, take

0 −!
à

i⩾0
Zrq±1s −!à

i⩾0
Zrq±1s −! R −! 0 ,

where the first arrow sends (ai)i⩾0 7! (ai − (q; q)iai−1)i⩾0 (with a−1 := 0) and the second arrow
sends (ai)i⩾0 7!

∑
i⩾0 ai/(q; q)i. It follows that Σn RHomZrq±1s(R, πn(M)) is concentrated in

homological degrees rn − 1, ns. Combined with the fact that the filtration is complete and
exaustive(B.1), we obtain short exact sequences

0 −! Ext1
Zrq±1s

`

R, πn+1(M)
˘

−! πn HomSrq±1s(SR,M) −! HomZrq±1s

`

R, πn(M)
˘

−! 0

for all n ∈ Z. Therefore, HomSrq±1s(SR,M) vanishes if and only if RHomZrq±1s(R, πn(M))
vanishes for all n ∈ Z, which proves that M is Habiro-complete if and only if each πn(M) is.

We have the following “derived Nakayama lemma”.

B.3. Lemma. — Let M be a Habiro-complete spectrum. If M/Φm(q) » 0 for all m ∈ N,
then M » 0. If M is an ordinary Zrq±1s-module, the same conclusion is already true if the
quotients are taken in the underived sense.

Proof. By the usual derived Nayama lemma, if M/Φm(q) » 0, then M∧
Φm(q) » 0, hence

M∧
(qm−1) » 0. By Lemma B.2(c), this implies M » 0. Now suppose M is an ordinary Zrq±1s-

module such that the underived quotients M/Φm(q) vanish for all m ∈ N. We argue as in
rStacks, Tag 09B9s. The assumption implies that multiplication by (q; q)n is surjective on M
for all n ⩾ 1. It follows that the underived limit of

ˆ

M
(q;q)1
 −−−M

(q;q)2
 −−−M

(q;q)3
 −−− · · ·

˙

is non-zero. Then the derived limit is non-zero as well, which forces HomSrq±1s(SR,M) ̸» 0, so
M is not Habiro-complete.

B.4. Corollary. — Let M be a Habiro-complete spectrum and fix n ∈ Z. If πn(M/Φm(q)) „= 0
for all m ∈ N, then already πn(M) „= 0.

Proof. The underived quotient πn(M)/Φm(q) is a sub-Zrq±1s-module of πn(M/Φm(q)), so if
πn(M/Φm(q)) vanishes, then the underived quotient πn(M)/Φm(q) vanishes as well. If this is
happens for all m ∈ N, Lemma B.3 implies πn(M) „= 0, because πn(M) is Habiro-complete by
Lemma B.2(d).
(B.1)Alternatively, observe that the spectral sequence associated to the filtered spectrum fil⋆ HomSrq±1s(SR,M)
collapses on the E2-page.
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B.5. Remark. — In Lemma B.3 and Corollary B.4, we could equally well replace tΦm(q)um∈N
by t(qm − 1)um∈N, or t(q; q)nun⩾1, or any set of polynomials in which each Φm(q) occurs as a
factor at least once.

Let us now study Habiro-completeness in the setting of solid condensed mathematics (see
the brief review in 5.1).

B.6. Habiro-complete solid condensed spectra. — We can also define Habiro-complete
objects and Habiro completion inside ModSrq±1s(Sp■). To every ordinary Habiro-complete
spectrum M , we can associate a Habiro-complete solid condensed spectrum by taking the
condensed Habiro-completion of the associated discrete condensed spectrum M . By abuse of
notation, this Habiro-complete solid condensed spectrum will be denoted M again, and then
“M 7!M” defines a fully faithful functor

ModSH(Sp)∧
H −! ModSH(Sp■) .

B.7. Lemma. — The solidified tensor product − b■
SH

− preserves bounded below Habiro-
complete objects. In particular, the fully faithful functor ModSH(Sp)∧

H ! ModSH(Sp■) from B.6
is symmetric monoidal when restricted to bounded below objects.

Proof sketch. The proof is analogous to the proof that the solid tensor product preserves
bounded below p-complete objects (see rCS24, Lecture 6s or rBos23, Proposition A.3s), but let
us still sketch the argument.

First we claim that SH is idempotent in ModSrq±1s(Sp■). Indeed, each stage of the limit
SH » limn⩾1 Srq±1s/(q; q)n is a finite direct sum of copies of S. Limits of this form interact well
with the solid tensor product (as ∏

N S b■
∏

N S » ∏
N×N S) and we obtain

SH b■ SH » lim
m,n⩾1

´

Srq±1
1 s/(q1; q1)m b■ Srq±1

2 s/(q2; q2)n
¯

» lim
m∈N

Srq1, q2s∧
(qm1 −1,qm2 −1) .

Taking the solidified tensor product over Srq±1s instead amounts to identifying q1 and q2, which
implies SH b■

Srq±1s
SH » SH, as desired. A similar argument shows ∏

N S b■ SH » ∏
N SH, so

ModSH(Sp■) is compactly generated by shifts of ∏
N SH.

Now let M and N be bounded below and Habiro-complete. We wish to show that M b■
SH
N

is Habiro-complete again. Using that Habiro-completion is a countable limit and thus commutes
with ω1-filtered colimits, we can reduce to the case where M and N are the Habiro-completions
of countable direct sums of the form

À

n∈N
∏
In SH, where each In is countable as well. For

ease of notation, let us assume |In| = 1 for all n; the argument in the general case is exactly
the same. The Habiro completion of

À

n∈N SH can be written as
ˆ

à

n∈N
SH

˙∧

H
» colim

f : N!N,
f(n)!∞

∏
n∈N

(q; q)f(n)SH ,

where the colimit is taken over all functions f : N ! N such that f(n) ! ∞ as n ! ∞. It
follows that

M b■
SH N » colim

f, g : N!N,
f(n), g(n)!∞

∏
(m,n)∈N×N

(q; q)f(m)(q; q)g(n)SH .

Observe that (q; q)f(m)(q; q)g(n) divides (q; q)f(m)+g(n), because q-binomial coefficients are
polynomials in Zrqs. Moreover, for every h : N×N! N such that h(m,n)!∞ as m+n!∞
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there exist f, g : N! N such that f(n), g(n)!∞ and h(m,n) ⩾ f(m) + g(n) for all m, n. By
the same argument as for p-completions, it follows that the colimit above can be rewritten as

M b■
SH N » colim

h : N×N!N,
h(m,n)!∞

∏
(m,n)∈N×N

(q; q)h(m,n)SH »
ˆ

à

m∈N
SH b■

SH

à

n∈N
SH

˙∧

H
.

Finally, let us mention that the arguments in the proofs above are quite robust and also
work for similar notions of completion, such as the following classical case:

B.8. Profinite completion. — The ∞-category of profinitely complete spectra Sp∧ ⊆ Sp is
obtained by killing the idempotent Q. For a spectrum M , the following are then equivalent:
(a) M is profinitely complete.
(b) HomSp(Q,M) » 0.

(c) The canonical map M ! limm∈NM/m » ∏
p M̂p is an equivalence.

(d) All homototopy groups πn(M), n ∈ Z, are profinitely complete.
To show equivalence, one can just copy the arguments from Lemma B.2 and replace each
occurrence of the q-Pochhammer symbol (q; q)n by n!.

In the same way, one can also define profinite completeness for solid condensed spectra
and show that the solid tensor product of bounded below profinitely complete solid condensed
spectra will again be profinitely complete.
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Appendix C. Even E2-cell structures on flat polynomial rings
In this appendix we show the following technical result.

C.1. Lemma. — Let Srxi | i ∈ Is be the flat graded polynomial ring on generators xi in
graded degree 1 and homotopical degree 0. As a graded E2-ring, Srxi | i ∈ Is admits a cell
decomposition with all cells in even homotopical degree.

C.2. Remark. — For polynomial rings in one variable this is shown in rABM23, Proposi-
tion 3.11s. We believe the argument given there can be adapted to several variables as well.
The authors of that paper also remark that an alternative proof of the one-variable case is
given in the second (but not in the final) arXiv version of rHW22s; we’ll follow the proof given
therein.

Proof of Lemma C.1. To avoid issues with double duals of infinite direct sums, we work in
the ∞-category of graded solid condensed spectra Gr(Sp■). Usual graded spectra embed fully
faithfully as the full sub-∞-category of graded discrete solid condensed spectra. We let

D(2) := HomGr(Sp■)
`

Bar(2)(−), S
˘

: AlgE2

`

Gr(Sp■)
˘

−! AlgE2

`

Gr(Sp■)
˘

denote the E2-Koszul duality functor.
Let us first compute D := D(2)(Srxi | i ∈ Is). A standard computation shows that the

double Bar construction Bar(2)(Srxis) is given by
À

n⩾0 Σ2nS(n) as a graded spectrum. Thus,
if In := Symn I denotes the nth symmetric power of I as a set, then

D » à

n⩾0
Σ−2n ∏

In

S(−n) .

If D⩾−n denotes the restriction of D to graded degrees ⩾ −n, then D is the limit of the tower of
square-zero extensions · · ·! D⩾−2 ! D⩾−1 ! D⩾0. For all n ⩾ 1, the square-zero extension
D⩾−n ! D⩾−(n−1) is determined by a pullback diagram

D⩾−n S

D⩾−(n−1) S ‘ Σ−2n+1 ∏
In

S(−n)

≒

After applying the Koszul duality functor, this becomes a pushout diagram

FreeE2

ˆ

Σ2n+1 à

In

S(n)
˙

D(2)`D⩾−(n−1)
˘

S D(2)`D⩾−n
˘

≓

Here we use HomSp■
(∏

In S, S) » À

In
S; this is the advantage of working in solid condensed

spectra. Taking the colimit, we see that D(2)(D) has an E2-cell decomposition with cells in
even homotopical degrees. Once again using that we’re working in the solid condensed world,
we find D(2)(D) » Srxi | i ∈ Is and so we’re done.
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Appendix D. On the equivariant Snaith theorem
For abelian compact Lie groups, Spitzweck and Østvær rSØ10s show a genuine equivariant form
of Snaith’s theorem. However, the equivalence they construct is only one of homotopy ring
spectra. In this short appendix, we explain how to make their equivalence E∞-algebras. We’ll
restrict to S1 for simplicity, but the argument would work for any abelian compact Lie group.

D.1. Construction. — In rSch18, (2.3.20)s Schwede introduces an orthogonal space PC that
sends an inner product space V to the infinite projective space P(Sym˚

C VC). We can construct
a morphism of orthogonal spaces

c : PC −! Ω•kugl

using a similar construction as in rSch18, Construction 6.3.24s: Namely, for any inner product
space V , the required map c(V ) : P(Sym˚

C VC)! Map˚(SV , kugl(V )) is adjoint to the tautologi-
cal map P(Sym˚

C VC) ∧ SV ! kugl(V ) that sends (L, v) 7! rL; vs for any line L ⊆ Sym˚
C VC and

any point v ∈ SV .
Schwede equips PC with an ultracommutative monoid structure by sending a pair of lines

(L1 ⊆ Sym˚
C VC, L2 ⊆ Sym˚

CWC) to L1 bC L2 ⊆ Sym˚
C VC bC Sym˚

CWC „= Sym˚
C(V ‘W )C. It’s

clear from the construction that c is multiplicative. Thus, by adjunction, it induces a map of
ultracommutative global ring spectra

SglrPCs −! kugl .

Before we continue, let us deduce that the element q ∈ π0(kuS1) is strict.

D.2. Corollary. — Let q ∈ π0(kuS1) be the image of the standard representation of S1 under
RU(S1)! π0(kuS1). Then q is detected by an E∞-algebra map

SS1rqs −! kuS1

in SpS1. In particular, q is a strict element in (kuCm)h(S1/Cm) for all m.

Proof. By rSch18, Proposition 4.1.8s (plus a simple argument to get rid of the telescope), the
restriction of SglrPCs to a genuine S1-equivariant ring spectrum is given by SS1rPCs, where U
is any complete complex S1-universe, that is, a direct sum of countably many copies of each
irreducible complex S1-representation. Choosing any copy of the standard representation q
inside U , we get a C-algebra map C ‘ q ‘ q2 ‘ · · ·! Sym˚ U , which induces an S1-equivariant
monoid map t1, q, q2, . . . u » P(C) ⊔ P(q) ⊔ P(q2) ⊔ · · ·! P(Sym˚ U) and thus the desired map
of E∞-algebras in SpS1

SS1rqs −! SS1rPCs −! kuS1 .

D.3. The Bott element. — Let U be a complete complex S1-universe as in the proof above.
Let ε denote any copy of the trivial representation inside U . The inclusion C ‘ ε ⊆ Sym˚

C U ,
where C denotes the unit component of the symmetric algebra, defines a map of genuine S1-
equivariant spectra ξ : SS1rP(C ‘ ε)s! SS1rP(Sym˚

C U)s. When we restrict to SS1 » SS1rP(C)s
in source and target, ξ is canonically the identity, and so we can construct the Bott map as the
factorisation

SS1 ‘ Σ2SS1 Σ2SS1

SS1
“

P(C ‘ ε)
‰

SS1
“

P(Sym˚
C U)

‰

» β

1−ξ
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It’s clear from the construction that the E∞-map SS1rP(Sym˚
C U)s! kuS1 , that was constructed

in the proof of Corollary D.2, sends β 7! β.
We also note that if ε′ is another copy of the trivial representation inside U , then the map

SS1rP(ε‘ ε′)s! SS1rP(Sym˚
C U)s is homotopic to β. Indeed, already the inclusions of P(C ‘ ε)

and P(ε‘ε′) into P(C‘ε‘ε′) are S1-equivariantly homotopic. It follows that β already factors
through the map SS1rP(U)s ! SS1rP(Sym˚

C U)s induced by U „= Sym1
C U ⊆ Sym˚

C U . Finally,
recall that Spitzweck and Østvær construct a homotopy ring spectrum structure on SS1rP(U)s,
so that we can consider the localisation SS1rP(U)srβ−1s.
D.4. Lemma. — The induced map of E∞-algebras in SpS1

SS1
“

P(Sym˚
C U)

‰rβ−1s »
−! KUS1

is an equivalence. Moreover, its precomposition with SS1rP(U)srβ−1s! SS1rP(Sym˚
C U)srβ−1s

is the equivalence constructed in rSØ10s.
Proof. Since SS1rP(U)s! SS1rP(Sym˚

C U)s is an equivalence as both U and Sym˚
C U are complete

complex S1-universes, it will be enough to show the second statement.
To this end, let GrC be the orthogonal space from rSch18, Example 2.3.16s that sends an

inner product space V to ∐
i⩾0 GrCi (VC), where GrCi denotes the Grassmannian of i-dimensional

complex subspaces. Let GrC1 ! GrC be the component where i = 1. Using rSch18, Propo-
sition 4.1.8s (plus a simple argument to get rid of the telescope), we see that SS1rP(U)s is
the restriction of the global spectrum SglrGrC1 s to a genuine S1-equivariant spectrum. By
unravelling the proof of Corollary D.2, we immediately see that the diagram

SglrGrC1 s SglrPCs

SglrGrCs kugl

commutes, where the bottom map is the adjoint of rSch18, Construction 6.3.24s. By another
straightforward unravelling, the composition SglrGrC1 s! SglrGrCs! kugl restricts to the map
SS1rP(U)s! kuS1 constructed in rSØ10s.
D.5. Equivariant Adams operations — Let ρn denote the nth power map (−)n : S1 ! S1.
Writing the monoid operation multiplicatively, we also consider the monoid endomorphism
(−)n : P(Sym˚

C U)! P(Sym˚
C U). This is equivariant over ρn and therefore induces an endomor-

phism
ψn : ρ˚

nSS1
“

P(Sym˚
C U)

‰

−! SS1
“

P(Sym˚
C U)

‰

of E∞-algebras in S1-equivariant spectra. Clearly ψn(q) = qn. Moreover, ψn(β) = nβ holds
S1-equivariantly. Indeed, to see this, let Utriv ⊆ U be the direct summand consisting of all
copies of the trivial S1-representation. Then the usual non-equivariant argument can be applied
to SS1rP(Sym˚

C Utriv)s. Inverting β and passing to connected covers, we obtain maps

ψn : KUS1 −! KUS1
“ 1
n

‰

and ψn : kuS1 −! kuS1
“ 1
n

‰

of E∞-algebras in SpS1 . Here we also use ρ˚
nkuS1 » kuS1 and ρ˚

nkuS1 » kuS1 , since we’ve
modelled ku by an ultracommutative global ring spectrum kugl, where everything acts trivially.

221

https://www.math.uni-bonn.de/people/schwede/global.pdf#equation.2.3.16
https://www.math.uni-bonn.de/people/schwede/global.pdf#equation.4.1.8
https://www.math.uni-bonn.de/people/schwede/global.pdf#equation.6.3.24


References

References
rABM23s Christian Ausoni, Haldun Özgür Bayındır, and Tasos Moulinos, Adjunction of roots,

algebraic K-theory and chromatic redshift, 2023. arXiv: 2211.16929 rmath.ATs.
rAM24s Johannes Anschütz and Lucas Mann, Descent for solid quasi-coherent sheaves on perfectoid

spaces, 2024. arXiv: 2403.01951 rmath.AGs.
rAMR17s David Ayala, Aaron Mazel-Gee, and Nick Rozenblyum, A naive approach to genuine

G-spectra and cyclotomic spectra, 2017. arXiv: 1710.06416 rmath.ATs.
rAnt19s Benjamin Antieau, Periodic cyclic homology and derived de Rham cohomology, Annals of

K-Theory, vol. 4, no. 3, pp. 505–519, 2019.
rAom90s Kazuhiko Aomoto, q-analogue of de Rham cohomology associated with Jackson integrals. I,

Japan Academy. Proceedings. Series A. Mathematical Sciences, vol. 66, no. 7, pp. 161–164,
1990.

rAR24s Benjamin Antieau and Noah Riggenbach, Cyclotomic synthetic spectra, 2024. arXiv:
2411.19929 rmath.KTs.

rAS69s Michael F. Atiyah and Graeme B. Segal, Equivariant K-theory and completion, Journal
of Differential Geometry, vol. 3, pp. 1–18, 1969.

rBCM20s Bhargav Bhatt, Dustin Clausen, and Akhil Mathew, Remarks on K(1)-local K-theory,
Selecta Mathematica. New Series, vol. 26, no. 3, pp. 1–16 (paper no. 39), 2020.

rBG16s Clark Barwick and Saul Glasman, Cyclonic spectra, cyclotomic spectra, and a conjecture
of Kaledin, 2016. arXiv: 1602.02163 rmath.ATs.

rBGN18s Clark Barwick, Saul Glasman, and Denis Nardin, Dualizing cartesian and cocartesian
fibrations, Theory and Applications of Categories, vol. 33, pp. 67–94 (paper no. 4), 2018.

rBGT16s Andrew J. Blumberg, David Gepner, and Gonçalo Tabuada, K-theory of endomorphisms
via noncommutative motives, Transactions of the American Mathematical Society, vol.
368, no. 2, pp. 1435–1465, 2016.

rBL22as Bhargav Bhatt and Jacob Lurie, Absolute prismatic cohomology, 2022. arXiv: 2201.06120
rmath.AGs.

rBL22bs , The prismatization of p-adic formal schemes, 2022. arXiv: 2201.06124 rmath.AGs.
rBMS18s Bhargav Bhatt, Matthew Morrow, and Peter Scholze, Integral p-adic Hodge theory, Publi-

cations Mathématiques de l’IHÉS, vol. 128, pp. 219–397, 2018.
rBMS19s , Topological Hochschild homology and integral p-adic Hodge theory, Publications

Mathématiques. Institut de Hautes Études Scientifiques, vol. 129, pp. 199–310, 2019.
rBos23s Guido Bosco, Rational p-adic Hodge theory for rigid-analytic varieties, 2023. arXiv:

2306.06100 rmath.AGs.
rBS19s Bhargav Bhatt and Peter Scholze, Prisms and prismatic cohomology, 2019. arXiv: 1905.

08229 rmath.AGs.
rBur22s Robert Burklund, Multiplicative structures on Moore spectra, 2022. arXiv: 2203.14787

rmath.ATs.
rCla94s F.J.-B.J. Clauwens, Commuting polynomials and λ-ring structures on Zrxs, Journal of

Pure and Applied Algebra, vol. 95, no. 3, pp. 261–269, 1994.
rCos87s Steven R. Costenoble, The equivariant Conner-Floyd isomorphism, Transactions of the

American Mathematical Society, vol. 304, no. 2, pp. 801–818, 1987.
rCS19s Dustin Clausen and Peter Scholze, Condensed Mathematics, lecture course held at Uni-

versity of Bonn, 2019. Available at https://people.mpim- bonn.mpg.de/scholze/
Condensed.pdf.

222

https://arxiv.org/abs/2211.16929
https://arxiv.org/abs/2403.01951
https://arxiv.org/abs/1710.06416
https://arxiv.org/abs/2411.19929
https://arxiv.org/abs/1602.02163
https://arxiv.org/abs/2201.06120
https://arxiv.org/abs/2201.06120
https://arxiv.org/abs/2201.06124
https://arxiv.org/abs/2306.06100
https://arxiv.org/abs/1905.08229
https://arxiv.org/abs/1905.08229
https://arxiv.org/abs/2203.14787
https://arxiv.org/abs/2203.14787
https://people.mpim-bonn.mpg.de/scholze/Condensed.pdf
https://people.mpim-bonn.mpg.de/scholze/Condensed.pdf


References

rCS22s , Condensed Mathematics and Complex Geometry, lecture course held at IHÉS/Uni-
versity of Bonn, 2022. Lecture notes available at people.mpim-bonn.mpg.de/scholze/
Complex.pdf.

rCS24s , Analytic Stacks, lecture course held at IHÉS/MPIM Bonn, Winter term 2023/24.
Recordings available at https://www.youtube.com/playlist?list=PLx5f8IelFRgGmu6
gmL-Kf_Rl_6Mm7juZO.

rDev25s Sanath K. Devalapurkar, Spherochromatism in representation theory and arithmetic
geometry, Ph.D. Thesis, Harvard University, 2025. Available at https://sanathdevalap
urkar.github.io/files/thesis.pdf.

rDHL+23s Sanath K. Devalapurkar et al., Examples of disk algebras, 2023. arXiv: 2302.11702
rmath.ATs.

rDHRYs Sanath K. Devalapurkar et al., Prismatization of commutative ring spectra, in preparation.
rDM23s Sanath K. Devalapurkar and Max L. Misterka, Generalized n-series and de Rham com-

plexes, 2023. arXiv: 2304.04739 rmath.COs.
rDR25s Sanath K. Devalapurkar and Arpon Raksit, THH(Z) and the image of J , 2025. arXiv:

2505.02218 rmath.ATs.
rDri24s Vladimir Drinfeld, Prismatization, Selecta Mathematica. New Series, vol. 30, no. 3, pp.

1–150 (paper no. 49), 2024.
rEfi-Rigs Alexander I. Efimov, Rigidity of the category of localizing motives, in preparation.
rEfi24s , Dualizable categories and localizing motives, Masterclass at University of Copen-

hagen, 2024. Notes by Claudius Heyer available at https://www.math.ku.dk/english/
calendar/events/masterclass-continuous-k-theory/Efimov1.pdf.

rEfi25s , Localizing invariants of inverse limits, 2025. arXiv: 2502.04123 rmath.KTs.
rGM23s David Gepner and Lennart Meier, On equivariant topological modular forms, Compositio

Mathematica, vol. 159, no. 12, pp. 2638–2693, 2023.
rGR17s Dennis Gaitsgory and Nick Rozenblyum, A study in derived algebraic geometry, Vol. I:

Correspondences and duality, Mathematical Surveys and Monographs, vol. 221, pp. xl+533.
American Mathematical Society, Providence, RI, 2017.

rGSWZ24s Stavros Garoufalidis et al., The Habiro ring of a number field, 2024. arXiv: 2412.04241
rmath.NTs.

rGul21s Daniel Gulotta (user dgulotta), Vanishing of Kahler differentials vs. surjective Frobenius?
MathOverflow post (version: 2021-08-11). Available at https://mathoverflow.net/q/
401491.

rGW25s Stavros Garoufalidis and Campbell Wheeler, Explicit classes in habiro cohomology, 2025.
arXiv: 2505.19885 rmath.AGs.

rGZ23s Stavros Garoufalidis and Don Zagier, Knots and their related q-series, SIGMA. Symmetry,
Integrability and Geometry. Methods and Applications, vol. 19, pp. 1–39 (paper no. 082),
2023.

rGZ24s , Knots, perturbative series and quantum modularity, SIGMA. Symmetry, Inte-
grability and Geometry. Methods and Applications, vol. 20, pp. 1–87 (paper no. 055),
2024.

rHab02s Kazuo Habiro, On the quantum sl2 invariants of knots and integral homology spheres,
Invariants of knots and 3-manifolds, Geometry & Topology Monographs, vol. 4, pp. 55–68,
Geometry & Topology Publications, Coventry, 2002.

rHab04s , Cyclotomic completions of polynomial rings, Kyoto University. Research Institute
for Mathematical Sciences. Publications, vol. 40, no. 4, pp. 1127–1146, 2004.

223

people.mpim-bonn.mpg.de/scholze/Complex.pdf
people.mpim-bonn.mpg.de/scholze/Complex.pdf
https://www.youtube.com/playlist?list=PLx5f8IelFRgGmu6gmL-Kf_Rl_6Mm7juZO
https://www.youtube.com/playlist?list=PLx5f8IelFRgGmu6gmL-Kf_Rl_6Mm7juZO
https://sanathdevalapurkar.github.io/files/thesis.pdf
https://sanathdevalapurkar.github.io/files/thesis.pdf
https://arxiv.org/abs/2302.11702
https://arxiv.org/abs/2302.11702
https://arxiv.org/abs/2304.04739
https://arxiv.org/abs/2505.02218
https://www.math.ku.dk/english/calendar/events/masterclass-continuous-k-theory/Efimov1.pdf
https://www.math.ku.dk/english/calendar/events/masterclass-continuous-k-theory/Efimov1.pdf
https://arxiv.org/abs/2502.04123
https://arxiv.org/abs/2412.04241
https://arxiv.org/abs/2412.04241
https://mathoverflow.net/q/401491
https://mathoverflow.net/q/401491
https://arxiv.org/abs/2505.19885


References

rHau24s Markus Hausmann, Equivariant homotopy at east 2024, extended lecture notes, 2024.
Available at https : / / www . math . ru . nl / ~sagave / east2024 / EAST _ Equivariant _
homotopy.pdf.

rHei23s Hadrian Heine, An equivalence between enriched ∞-categories and ∞-categories with weak
action, Advances in Mathematics, vol. 417, paper no. 108941, 2023.

rHei25s , An equivalence between two models of ∞-categories of enriched presheaves, Applied
Categorical Structures, vol. 33, no. 1, paper no. 2, 2025.

rHin20s Vladimir Hinich, Yoneda lemma for enriched ∞-categories, Advances in Mathematics, vol.
367, paper no. 107129, 2020.

rHKR62s Gerhard Hochschild, Bertram Kostant, and Alex Rosenberg, Differential forms on regular
affine algebras, Transactions of the American Mathematical Society, vol. 102, pp. 383–408,
1962.

rHM97s Lars Hesselholt and Ib Madsen, On the K-theory of finite algebras over Witt vectors of
perfect fields, Topology. An International Journal of Mathematics, vol. 36, no. 1, pp. 29–101,
1997.

rHN20s Lars Hesselholt and Thomas Nikolaus, Topological cyclic homology, Handbook of homotopy
theory, CRC Press/Chapman Hall Handb. Math. Ser., CRC Press, Boca Raton, FL, 2020,
pp. 619–656.

rHRW22s Jeremy Hahn, Arpon Raksit, and Dylan Wilson, A motivic filtration on the topological
cyclic homology of commutative ring spectra, 2022. arXiv: 2206.11208 rmath.KTs.

rHub94s Roland Huber, A generalization of formal schemes and rigid analytic varieties, Mathema-
tische Zeitschrift, vol. 217, no. 4, pp. 513–551, 1994.

rHW18s Jeremy Hahn and Dylan Wilson, Quotients of even rings, 2018. arXiv: 1809.04723
rmath.ATs.

rHW22s , Redshift and multiplication for truncated Brown–Peterson spectra, Annals of
Mathematics. Second Series, vol. 196, no. 3, pp. 1277–1351, 2022.

rJac10s Frank H. Jackson, q-Difference Equations, American Journal of Mathematics, vol. 32,
no. 4, pp. 305–314, 1910.

rKed21s Kiran S. Kedlaya, Prismatic Cohomology, graduate topics course held at UC San Diego,
2021. Lecture notes available at https://kskedlaya.org/prismatic.

rKN17s Achim Krause and Thomas Nikolaus, Lectures on topological Hochschild homology and
cyclotomic spectra, lecture notes, 2017. Available at https://www.uni-muenster.de/
IVV5WS/WebHop/user/nikolaus/Papers/Lectures.pdf.

rL-Chs Jacob Lurie, Chromatic homotopy theory (Math 252x), lecture course held at Harvard
University, spring 2010. Notes available at https://www.math.ias.edu/~lurie/252x.
html.

rL-EllIIs , Elliptic Cohomology II: Orientations, 2018. Available at https://www.math.ias.
edu/~lurie/papers/Elliptic-II.pdf.

rL-HAs , Higher algebra, 2017. Available at http://people.math.harvard.edu/~lurie/
papers/HA.pdf.

rL-HTTs , Higher topos theory, Annals of Mathematics Studies, vol. 170, pp. xviii+925.
Princeton University Press, Princeton, NJ, 2009.

rLod92s Jean-Louis Loday, Cyclic homology, Grundlehren der mathematischen Wissenschaften,
vol. 301, pp. xviii+454. Springer-Verlag, Berlin, 1992, Appendix E by María O. Ronco.

rLZ04s Andreas Langer and Thomas Zink, De Rham-Witt cohomology for a proper and smooth
morphism, Journal de l’Institut de Mathématiques de Jussieu, vol. 3, no. 2, pp. 231–314,
2004.

224

https://www.math.ru.nl/~sagave/east2024/EAST_Equivariant_homotopy.pdf
https://www.math.ru.nl/~sagave/east2024/EAST_Equivariant_homotopy.pdf
https://arxiv.org/abs/2206.11208
https://arxiv.org/abs/1809.04723
https://arxiv.org/abs/1809.04723
https://kskedlaya.org/prismatic
https://www.uni-muenster.de/IVV5WS/WebHop/user/nikolaus/Papers/Lectures.pdf
https://www.uni-muenster.de/IVV5WS/WebHop/user/nikolaus/Papers/Lectures.pdf
https://www.math.ias.edu/~lurie/252x.html
https://www.math.ias.edu/~lurie/252x.html
https://www.math.ias.edu/~lurie/papers/Elliptic-II.pdf
https://www.math.ias.edu/~lurie/papers/Elliptic-II.pdf
http://people.math.harvard.edu/~lurie/papers/HA.pdf
http://people.math.harvard.edu/~lurie/papers/HA.pdf


References

rMan10s Yuri I. Manin, Cyclotomy and analytic geometry over F1, Quanta of maths, Clay Math-
ematical Proceedings, vol. 11, American Mathematical Society, Providence, RI, 2010,
pp. 385–408.

rMan16s , Local zeta factors and geometries under SpecZ, Izvestiya Rossiiskoi Akademii
Nauk. Seriya Matematicheskaya, vol. 80, no. 4, pp. 123–130, 2016.

rMM24s Akhil Mathew and Shubhodip Mondal, Affine stacks and derived rings, 2024. Available at
https://personal.math.ubc.ca/~smondal/papers/affinestacks.pdf.

rMW24s Samuel Meyer and Ferdinand Wagner, Derived q-Hodge complexes and refined TC−, 2024.
arXiv: 2410.23115 rmath.ATs.

rNS18s Thomas Nikolaus and Peter Scholze, On topological cyclic homology, Acta Mathematica,
vol. 221, no. 2, pp. 203–409, 2018.

rPRs Piotr Pstrągowski and Arpon Raksit, Prismatic cohomology of E2-ring spectra, in prepa-
ration.

rPri19s Jonathan P. Pridham, On q-de Rham cohomology via Λ-rings, Mathematische Annalen,
vol. 375, no. 1-2, pp. 425–452, 2019.

rPst23s Piotr Pstrągowski, Perfect even modules and the even filtration, 2023. arXiv: 2304.04685
rmath.ATs.

rPV23s Alexander Petrov and Vadim Vologodsky, On the periodic topological cyclic homology of
DG categories in characteristic p, 2023. arXiv: 1912.03246 rmath.AGs.

rRak21s Arpon Raksit, The Filtered Circle. ProQuest LLC, Ann Arbor, MI, 2021, Ph.D. Thesis,
Stanford University.

rRams Maxime Ramzi, Fun with pushouts. Available at https://sites.google.com/view/
maxime-ramzi-en/notes/fun-with-pushouts.

rRam24s , Locally rigid ∞-categories, 2024. arXiv: 2410.21524 rmath.CTs.
rRC24as Juan Esteban Rodríguez Camargo, Seminar on solid geometry, Columbia University, 2024.

Notes available at https://sites.google.com/view/jerodriguezcamargo/courses-
and-seminars.

rRC24bs , The analytic de Rham stack in rigid geometry, 2024. arXiv: 2401.07738 rmath.AGs.
rRS22s Shaul Ragimov and Tomer Schlank, The ∞-categorical reflection theorem and applications,

2022. arXiv: 2207.09244 rmath.ATs.
rSch17s Peter Scholze, Canonical q-deformations in arithmetic geometry, Annales de la Faculté

des Sciences de Toulouse Série 6, vol. 26, no. 5, pp. 1163–1192, 2017.
rSch18s Stefan Schwede, Global homotopy theory, New Mathematical Monographs, vol. 34, xviii

+828. Cambridge University Press, Cambridge, 2018.
rSch24as Peter Scholze, Talk 1: Refined TC− over perfectoid rings, Workshop on Dualisable Cate-

gories & Continuous K-Theory, 2024. Recording available at https://archive.mpim-
bonn.mpg.de/id/eprint/5092/.

rSch24bs , The Habiro ring of a number field, lecture course held at MPIM Bonn, Winter term
2024/25. Recordings available at https://archive.mpim-bonn.mpg.de/id/eprint/
5132/.

rSch25s , Habiro Cohomology, lecture course held at MPIM Bonn, Summer term 2025.
Recordings available at https://archive.mpim-bonn.mpg.de/id/eprint/5155/.

rSim96s Carlos Simpson, Homotopy over the complex numbers and generalized de Rham cohomology,
Moduli of vector bundles (Sanda, 1994; Kyoto, 1994), Lecture Notes in Pure and Appl.
Math., vol. 179, Dekker, New York, 1996, pp. 229–263.

225

https://personal.math.ubc.ca/~smondal/papers/affinestacks.pdf
https://arxiv.org/abs/2410.23115
https://arxiv.org/abs/2304.04685
https://arxiv.org/abs/2304.04685
https://arxiv.org/abs/1912.03246
https://sites.google.com/view/maxime-ramzi-en/notes/fun-with-pushouts
https://sites.google.com/view/maxime-ramzi-en/notes/fun-with-pushouts
https://arxiv.org/abs/2410.21524
https://sites.google.com/view/jerodriguezcamargo/courses-and-seminars
https://sites.google.com/view/jerodriguezcamargo/courses-and-seminars
https://arxiv.org/abs/2401.07738
https://arxiv.org/abs/2207.09244
https://archive.mpim-bonn.mpg.de/id/eprint/5092/
https://archive.mpim-bonn.mpg.de/id/eprint/5092/
https://archive.mpim-bonn.mpg.de/id/eprint/5132/
https://archive.mpim-bonn.mpg.de/id/eprint/5132/
https://archive.mpim-bonn.mpg.de/id/eprint/5155/


References

rSin01s Dev P. Sinha, Computations of complex equivariant bordism rings, American Journal of
Mathematics, vol. 123, no. 4, pp. 577–605, 2001.

rSØ10s Markus Spitzweck and Paul Arne Østvær, A Bott inverted model for equivariant unitary
topological K-theory, Mathematica Scandinavica, vol. 106, no. 2, pp. 211–216, 2010.

rStackss The Stacks Project Authors, The Stacks Project, 2021. Available at http://stacks.math.
columbia.edu.

rWag24s Ferdinand Wagner, q-Witt vectors and q-Hodge complexes, 2024. arXiv: 2410.23078
rmath.NTs.

226

http://stacks.math.columbia.edu
http://stacks.math.columbia.edu
https://arxiv.org/abs/2410.23078
https://arxiv.org/abs/2410.23078

	1 Introduction
	1.1 q-de Rham cohomology
	1.2 Can the Hodge filtration be q-deformed?
	1.3 q-Hodge filtrations from topological Hochschild homology over ku
	1.4 Habiro cohomology and genuine equivariant homotopy theory
	1.5 Refined localising invariants and THHref(Q)
	1.6 Synthesis: Towards a new cohomology theory for Q-varieties
	1.7 Notations and conventions

	Part I q-Hodge complexes over the Habiro ring
	2 Habiro rings of étale extensions
	2.1 A general descent principle
	2.2 Habiro rings of étale extensions

	3 Habiro descent for q-Hodge complexes
	3.1 q-Hodge filtrations and the q-Hodge complex
	3.2 The main result
	3.3 Deformations of q-de Rham–Witt complexes
	3.4 The Nygaard filtration on q-de Rham–Witt complexes
	3.5 The twisted q-Hodge filtration
	3.6 Habiro descent for q-Hodge complexes
	3.7 Habiro descent for q-de Rham complexes
	3.8 Habiro descent in derived commutative algebras

	4 Functorial q-Hodge filtrations
	4.1 Functorial q-Hodge filtrations away from small primes
	4.2 Functorial q-Hodge filtrations for certain quasi-regular quotients


	Part II q-de Rham cohomology and topological Hochschild homology over ku
	5 The solid even filtration
	5.1 Definitions and basic properties
	5.2 Recollections on trace-class morphisms and nuclear objects
	5.3 Solid even flatness in the nuclear case
	5.4 Solid faithfully flat descent in the nuclear case

	6 The solid even filtration for THH
	6.1 Solid THH
	6.2 The solid even filtration via even resolutions
	6.3 Base change
	6.4 Comparison of even filtrations

	7 q-de Rham cohomology and TC- over ku
	7.1 The p-complete comparison (case p>2)
	7.2 The p-complete comparison (case p=2)
	7.3 The case of quasi-regular quotients
	7.4 The global case

	8 Habiro descent via genuine equivariant homotopy theory
	8.1 Recollections on genuine equivariant homotopy theory
	8.2 The infinity-category of cyclonic spectra
	8.3 Genuine equivariant ku
	8.4 Cyclonic even filtrations and Habiro descent of q-Hodge complexes

	9 Examples
	9.1 Examples of spherical lifts
	9.2 The case of a framed smooth algebra
	9.3 The Habiro ring of a number field, homotopically


	Part III q-Hodge complexes and refined THH/TC-
	10 Refined localising invariants and how to compute them
	10.1 Killing (pro-)algebra objects
	10.2 Generalities on refined localising invariants
	10.3 A recipe for computation
	10.4 Burklund's E1-structures and square-zero extensions

	11 Refined THH and TC- over ku
	11.1 q-Hodge filtrations and TC-ref(ku(x)Q/ku)
	11.2 Explicit q-Hodge filtrations

	12 Algebras of overconvergent functions
	12.1 Adic spaces as analytic stacks
	12.2 Graded adic spaces
	12.3 Proof of Theorems 1.19 and 1.20


	Appendix
	A The q-de Rham complex
	A.1 Rationalised q-crystalline cohomology
	A.2 The global q-de Rham complex
	A.3 The q-de Rham complex via TC-

	B Habiro-completion
	C Even E2-cell structures on flat polynomial rings
	D On the equivariant Snaith theorem
	References


