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Abstract

Already when the quark model was introduced in 1964, Gell-Mann suggested that hadrons might be com-
posed of more than three quarks. This idea is experiencing a renaissance during the last decade. In 2016,
the A(1405) hyperon has finally been assigned a KN - meaning five-quark - molecular-like structure by
the Particle Data Group, based on overwhelming evidence from experiment and theory. Since 2015, LHCb
unambiguously revealed the pentaquarks P.(4312)*, P.(4440)* and P_.(4457)* in the charm sector, which
are located close to production thresholds of X .D states. The same model that predicted those pentaquarks
also predicts analogous structures in the strange sector such as the N*(2030) resonance, which is thought to
be a dynamically-generated K* X state. For the reaction yn — K° X9, this state is expected to magnify the
constructive interference of amplitudes driven by intermediate K* A and K* X channels and thus giving rise
to a resonant peak in the spectrum just below the K* X threshold. In the past, corresponding differential cross
section data has been measured at BGOOD but no firm conclusion was possible regarding a peak around
the K* % threshold due to limited statistics. Similar structures might occur in the charge-conjugate channel
yn - K* X~ providing the motivation for a measurement of this reaction using the BGOOD experiment at
ELSA.

The differential cross section of the reaction yn — K* X~ has been measured in an angular range of
cos(6cp) > 0.9 at centre-of-mass energies ranging from threshold up to W = 1942MeV. Combining
this dataset with LEPS data at higher energies reveals a prominent peak located at M = 1924 MeV with a
width of I" = 72 MeV. This is in good accordance with predictions of a K*K~N bound state just below the
K*K~N threshold. The LEPS data shows a further jump in the differential cross section at W = 2 040 MeV,
which tends to agree with the previously acquired BGOOD data of yn — K9 X in search for the peak pre-
dicted analogously to the LHCb pentaquarks. These findings corroborate the possibility of the existence of
dynamically-generated molecular-like states near production thresholds in the strange sector.
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CHAPTER 1

Introduction

The rapid progress of accelerator and detector technology in the first half of the 20th century provided ex-
perimental physicists with the necessary tools to discover a wide range of previously unknown particles - a
multitude so extensive that it was referred to as the ’particle zoo’. On the theoretical side, classifying the
particle zoo turned out to be an opaque and complex endeavour, as the sheer number of particles appeared
too great for all of them to be considered elementary, and most models failed to provide rigorous explan-
ations. An early attempt to describe the s as a composite particle formed by the association of a N and
an N was made by Fermi and Yang in 1949 [1]. The idea of particles as compound objects was further
developed by Sakata, who suggested in 1956 that particles might consist of p, n, A and their corresponding
antiparticles [2], which was later experimentally disproven [3]. Finally, Gell-Mann came up with an order-
ing scheme in 1961, his so-called "eightfold way’ [4], in which he combined SU(2) isospin symmetry with
U(1) strangeness symmetry in order to form SU(3) symmetry, which allowed for sorting the particles into
meson and baryon multiplets. At the same time as Okubo, he developed what would later become known as
the *Gell-Mann-Okubo mass formula’ [4][5][6], which enabled the prediction of the subsequently observed
Q7 [7]. In 1964, Gell-Man and Zweig simultaneously proposed to describe these particles as a composition
of even more fundamental objects, the *quarks’ [8][9]. Both the sorting of the eightfold way and the corres-
ponding underlying quark content are depicted in figure 1.1 for meson and in figure 1.2 for baryon multiplets.

It is today’s textbook knowledge that mesons consist of a quark-antiquark pair and baryons of three quarks.
But already in his 1964 paper, Gell-Mann wrote:

"Baryons can now be constructed from quarks by using the combinations (qqq), (9qqqq), etc., while
mesons are made out of (qq), (qq9qq), etc.’ [8]

Gell-Mann thus anticipated the possible existence of multi-quark states beyond the basic configurations. He
went on to be awarded the Nobel prize in physics in 1969 ’for his contributions and discoveries concerning
the classification of elementary particles and their interactions’ [10]. In the following decades, ’colour’
was introduced based on symmetry considerations as the charge of the strong interaction [11], the basis of
quantum chromodynamics was developed [12], the c-quark [13][14][15], b-quark [16] and z-quark [17] were
observed and the asymptotic freedom of the strong interaction was discovered [18][19], leading to the cur-
rent picture within science, the Standard Model of particle physics.
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Figure 1.1: Multiplets of pseudo-scalar mesons with J¥ = 0~(left) and vector mesons with J¥ = 1~ (right) sorted by
strangeness S and third isospin component /5 as described in the eightfold way. Additionally, the quark flavours of the
underlying SU(3) flavour symmetry are given. The diagonal lines describe the charge Q.
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Figure 1.2: Multiplets of baryons with J¥ = %Jr (left) and baryons with J¥ = %+ (right) sorted by strangeness S and

third isospin component /5 as described in the eightfold way. Additionally, the quark flavours of the underlying SU(3)
flavour symmetry are given. The diagonal lines describe the charge Q.
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While the Standard Model in itself can be considered an enormous scientific success and makes extremely
accurate predictions in the perturbative description of quantum electrodynamics (QED), providing a rigorous
explanation of quantum chromodynamics (QCD) remains elusive due to persistent complications. Unlike the
photons in QED, the gluons in QCD undergo a first-order self-interaction. Thus, the Feynman diagrams of
QCD processes involve quark-antiquark-gluon vertices, three-gluon and four-gluon vertices, and integrating
over all of these possible final states leads to collinear and soft divergences that can no longer be solved ana-
lytically [20][21]. A widely-used method to circumvent these issues are constituent quark models (CQM),
which describe the formation of hadronic states as quarks confined within a specific potential. This includes
the states classified by the eightfold way as well as higher-lying resonances, the latter being described as
excitations of two- or three-quark systems. In general, such models exhibit specific difficulties in describing
the baryon excitation spectra:

* The parity between the two lowest-lying N excitations, namely N (1440){ and N (1535)%_, is re-
versed. This is depicted in figure 1.3, which shows masses of theoretically predicted and discovered
N resonances depending on their quantum numbers. Naturally, one would expect the lowest state
above the ground state to have negative parity [22].
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Figure 1.3: N resonances in a generic relativistic CQM [23]. The x-axis describes the baryon quantum numbers, the
y-axis depicts their masses. Blue lines correspond to theoretically predicted resonances. Coloured boxes correspond
to experimental findings, where the sizes of the boxes specify the error ranges.
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* The masses between the two lowest-lying negative parity states in the strange- and non-strange sector
—the A(1405) shown in figure 1.4 and the N (1535 )% shown in figure 1.3 - are reversed. One would
expect the heavier state to contain the s quark [22], despite the A(1405) being a singlet state.
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Figure 1.4: A resonances in a generic relativistic CQM [24]. The same colouring scheme as in figure 1.3 is used.

* In addition to these serious issues regarding the low-lying states, the number of high-lying states is
also a matter of concern. Generic CQMs predict many more high-mass resonances than have been
found experimentally. This is known as the 'missing resonance problem’ and illustrated in figure
1.3 and 1.4. It is apparent that most of the predictions for high-mass resonances are not backed by
experimental data. The validity of the theoretical predictions is still under debate, as most of the
CQMs are unable to compute the decay widths of the associated resonances, lacking any coupling to
the continuum [23][25].

Several approaches to solve these open problems exist. One of these is lattice quantum chromodynamics
(LQCD) [26], which is a non-perturbative ab initio theory that discretizes Euclidean space time, usually in
a hypercubic lattice, and locates quark fields on the sites of the lattice and gauge fields on the links between
sites. The lattice spacing takes the role of the cutoff criterion for high-energy short-time effects. In the limit
of vanishing lattice spacing, the continuum theory can be recovered. A major challenge for LQCD-based
models is that, similar to perturbative-based CQMs, the quark masses and the strong coupling constant enter
as free parameters and require a delicate fine-tuning to experimental data. Additionally, LQCD-based mod-
els require immense computational resources. While LQCD has improved over the last decades, foremost
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in the description of hadronic ground states, there is still ongoing debate about the methodology and a de-
scription of decays of baryonic resonances to more than two daughter particles is still out of reach [27].

Another approach to resolve these issues is through quark models that allow for unconventional’ quark
arrangements, allowing baryons to be composed of more than three quarks as formerly suggested by Gell-
Mann in his 1964 paper [8]. One possible manifestation would be the arrangement of quarks in colourless,
molecular-like meson-meson or meson-baryon formations near production thresholds [22][28]. Compared
to conventional three-quark CQMs, dynamic meson-baryon interactions would reduce the degrees of free-
dom from three down to two, which would restrict the amount of existing baryonic resonances. The force
between the neutral meson and baryon could be mediated by the Goldstone bosons resulting from the sym-
metry breaking within this model, which enter as effective ’elementary’ objects [29]. A counterpiece to these
molecular-like configurations would be genuine tetraquark or pentaquark states [30], in which all quarks
interact mutually with each other through gluon exchange. Prominent examples for aforementioned uncon-
ventional states are:

e The enigmatic A(1405), which has stirred up discussions about its structure since its discovery in
1961 [31]. The particle data group (PDG) made following statement in 2010:

’[...] to settle the decades-long discussion about the nature of the A(1405) - true 3-quark state or
mere KN threshold effect? - unambiguously in favor of the first interpretation [...]" [32]

Then, after intense experimental and theoretical efforts, the full roll backwards came in 2016, as
the PDG wrote about the A (1405):

It is the archetype of what is called dynamically generated resonance, as pioneered by Dalitz
and Tuan [33]. [34]

¢ The pentaquark states P.(4312)*, P.(4440)* and P.(4457)*. After controversial predictions and
false measurements in the early 2000s [35], the first unambiguous pentaquark states were discovered at
LHCb in 2015 [36] while observing the decay Ag — J/¥ K™ p. For the Ag, two decay mechanism are
possible: Directly toJ /¥ A* as shown in figure 1.5 (a) or via the pentaquark formation P} K~ as shown
in figure 1.5 (b). A fit based on decay (a) using all 14 A* states listed by the PDG proved unsuccessful,
while a fit based on decay (b) using the well-established A* and two pentaquark states yielded the best
description of the data [36]. After a further analysis of an improved dataset, pentaquark states located
at 4312MeV, 4440MeV and 4457MeV could be established [37]. The invariant mass spectrum of the
J/¥p system together with the pentaquark fit functions is shown in figure 1.5 (c). It can be seen that
the pentaquark states lay just at the hadronic thresholds of XD and X¥D*0.

If the formation of pentaquarks is not a unique feature of the charm sector, but a universal feature of the strong
interaction, one should be able to find analogous states in the strange sector. A natural approach would be
to exchange the ¢ quark of the X .D states with a s quark, leading to the XK states which are listed in table 1.1.

Indeed, the same model that predicted the LHCb pentaquark also predicts certain structures in the strange
sector [38]. One of such states equivalent to the charm sector is the N*(2030) resonance, which is thought to
be a dynamically-generated K* X state. The N*(2030) is expected to magnify the destructive interference of
amplitudes driven by intermediate K* A and K* X channels, and thus causing a cusp-like structure observed
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Figure 1.5: (a) Feynman diagram for A9 - J/¥ A* (b) Feynman diagram for A9 - P#K~ (c) Invariant mass distribu-
tion of the J/¥p system including fit functions and production thresholds of X}D° and ¥ ZD_*O [36][37].

Jr Charm sector Strange sector
Threshold State Threshold Evidence for state
> DO | P.(4312) SOK+ Possibly N*(1535)
3 DO | P.(4380) | XZ©(1385)K* Peak in K+ X0
%_ D0 | P.(4457) SOK*T N*(2030)-related effects
UVER S il - Z0(1385)K*" -

Table 1.1: Analogies of unconventional states between the charm and strange sector [39][40]

inthe yp — KO X+ cross section at about 2 GeV [41]. In contrast to that, regarding the reaction yn - K0 X9,
this interference is mitigated by the dominance of the amplitude that drives the intermediate K* X channel,
and is expected to give rise to a resonant peak in the spectrum. This would be considered a smoking gun
signal for the existence of these dynamically-generated meson-baryon states [40]. Both the predictions for
KO9X* and K° X0 as well as the measurement for K9 X+ are shown in figure 1.6, exhibiting a good match for
the K9 X* channel. Still, more data of kaon-hyperon photoproduction is needed, which must be measured
by experiments which can access the specific involved kinematics.

In general, relatively loosely bound molecular-like states are expected to be produced during low-t processes,
where the momentum transfer is lower than the internal momenta of the baryonic system, allowing it to not
break up immediately. For associated strangeness production, e.g. yn - K* A, the K* then takes most of
the momentum and goes to forward angles.

The BGOOD experiment at the ELSA accelerator at the University of Bonn is especially designed for these
kind of investigations due to its combination of a large-aperture forward spectrometer complemented by a
central BGO calorimeter with almost 4,7 angular acceptance. Amongst others, recent results of the BGOOD
collaboration are:
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Figure 1.6: Left: Prediction for the differential cross section of K% X* (top) showing a cusp and K°X° (bottom)
showing a peak at about 2 GeV [38]. Right: Differential cross section of K® X* photoproduction as a function of W
at 0.66 < cos(Ocy) < 1 (full squares) showing a cusp at about 2 GeV [41].

 Measurement of the differential cross section (DCS) of the smoking gun reaction yn — K% X° men-
tioned earlier, which is shown in figure 1.7. The model that predicted the LHCb pentaquark also
predicts a peak at the K* threshold [38]. Due to limited statistics, the new data neither exclude nor
confirm a structure at W = 2040 MeV [42]. More data is needed to make a firm statement.

* Measurement of the integrated cross section and DCS of the reaction yp - K* A(1405), showing
a significant suppression for extreme forward K* angles around a centre-of-mass energy of W =
2100 MeV, which supports the involvement of a triangle singularity induced by the N*(2030) reson-
ance. Figure 1.8 depicts the integrated cross section together with models including and excluding
the triangle singularity [43].

+ Measurement of the DCS of the reaction yp — K* X, showing a cusp-like structure most pronounced
at extreme forward K* angles, which might be indicative of rescattering effects close to open and
hidden strange thresholds [45]. An extrapolation to the minimum momentum transfer #,,;, is shown
in figure 1.9.

More data, especially on the smoking gun reaction, is needed to gain further insight into the possibility of
the existence of dynamically-generated molecular-like states. If the smoking gun reaction should indeed ex-
hibit a peak in the DCS, one may naturally expect analogous structures in the DCS of its charge-conjugated
counterpart, namely the reaction yn — KX ~. The measurement of the DCS of the reaction yn -» K* X~
at extreme forward angles, where molecular-like states are most likely to appear, is the subject of this thesis.
A further aspect is that recent effective Lagrangian approaches [46] struggled to produce a fit that satisfies
both the complementary yn — K%XO dataset provided by the A2 Collaboration [47] and the one of the
BGOOD collaboration [42] simultaneously, while being in good agreement with yn — K* X~ data. Provid-
ing more data will constrain the fits from effective Lagrangian approaches made by different theoretical
groups [46][48][49] and will help to disentangle this situation.
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Figure 1.7: DCS of yn — K°X© as a function of W in four bins in cos(6y) for two different analysis methods (black
and red, respectively). Due to limited statistics, the new data can neither exclude nor confirm a structure at about
W = 2040 MeV in the most forward angular bin 0.20 < cos(0cy) < 0.50 [42].

Currently, DCS data for yn - K* X~ is very scarce. Only one dataset by CLAS [50] at the less forward
angle 0.8 < cos(O¢cy) < 0.9 as well as one very small dataset by LEPS [51] are available. In this thesis,
measurements in previously unexplored kinematic regions will be provided and existing datasets will be
complemented with data of unprecedented statistical accuracy. This thesis is structured as follows:

Chapter 2 provides a description of the particle accelerator ELSA and the BGOOD experiment. Chapter
3 elucidates the calibrations that were applied to all used datasets. Chapter 4 specifies all steps of the ana-
lysis procedure that were taken in order to extract the DCS of yn - K* X, the associated statistical and
systematic uncertainties are described in the subsequent chapter 5. The final results are presented and inter-
preted in chapter 6. A summary is given in the last chapter 7.

Throughout the thesis, natural units are used, setting#z = ¢ = 1.
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CHAPTER 2

Experiment

The BGOOD experiment located at the ELSA facility at the Rheinische Friedrich-Wilhelms-Universitit
Bonn is a fixed-target experiment designed for the investigation of meson photoproduction for t-channel pro-
cesses at low momentum transfer to the residual baryonic system. The combination of a tagging system, a
central calorimeter with almost 471 acceptance and a large-aperture forward spectrometer allows for precise
measurements of reactions involving forward-going mesons. The material of the calorimeter, 'BGO’, and
the Open Dipole magnet of the spectrometer, called ’OD’, are eponymous for the acronym "BGOOD’.

An exhaustive description of the experimental setup is given in the technical paper 'The BGOOD exper-
imental setup at ELSA’ which was published in The European Physics Journal A [52]. Therefore, this
chapter will only give a brief overview of the most important features and relies heavily on the given paper.

2.1 ELSA

The Electron Stretcher Accelerator (ELSA) [53] is a three-stage electron accelerator at the Physikalisches
Institut. It is able to deliver electron beams up to a maximum energy of 3.2 GeV and supply BGOOD with
a continuous beam current up to several nA. Figure 2.1 shows an overview of the three stages of the accel-
erator.

The first stage of ELSA is a linear accelerator, LINAC2, which provides an electron beam with an energy up
to 26 MeV, either unpolarized or with a maximum degree of polarization of approximately 80%. In figure
2.1, LINAC?2 is located in the lower left corner.

The electron beam is then fed to the second stage, the booster synchrotron, which operates with a pulsed
beam and is able to accelerate electrons to energies ranging from 0.5 GeV to 1.6 GeV at a repetition rate of
50 Hz and maximum beam current of 500 nA.

When the electrons reach their maximum energy, a septum magnet is used to inject the beam into the third
stage, the stretcher ring, where it is converted into a quasi-continuous beam. The stretcher ring has a cir-
cumference of 164.4 m and is capable of generating beam energies ranging from 0.5 GeV to 3.2 GeV using
radio frequency cavities in combination with alternating-gradient focusing in FODO configurations. It can
be operated in three different modes: In stretcher mode, the electron energy is being kept at the constant
level of the booster synchrotron. In post-accelerating mode, extraction is paused while the stretcher ring is
receiving several injections from the booster synchrotron and increases their energies. Furthermore, storage

11
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Figure 2.1: Overview of ELSA. LINAC?2 is located in the lower left corner, BGOOD in the upper left corner. Figure
adapted from reference [54].

mode allows the beam to be stored for several hours and used for synchrotron light experiments. Betatron
extraction is used to extract a beam current of a few nA with a microscopic duty factor of about 85% and then
lead it to the two associated experiments, BGOOD and Crystal Barrel, which can be seen in figure 2.1 in the
upper left corner. The standard deviation of the Gaussian beam profile in horizontal direction is typically
1.2 mm and in vertical direction 0.3 mm [52][53][55].

2.2 BGOOD

The BGOOD experiment is illustrated in figure 2.2, in which the electron beam provided by ELSA enters
from the lower right corner. A brief overview of the mode of operation shall be given here, whereas the
following sections describe the individual detectors in more detail.

The electrons that were extracted from ELSA hit a dedicated radiator within the goniometer and are con-
verted into bremsstrahlung photons, whose energies can be measured in the subsequent tagging system con-
sisting of dipole magnet and tagger. The photon beam is collimated and enters the central detector, where it
impinges on the target cell. The target cell is almost entirely enclosed by the barrel and the BGO ball calori-
meter which allow for charge detection and energy and position measurements, except for a small opening in
forward direction, through which particles can pass towards the forward spectrometer. These particles then
traverse the positional detectors MOMO and SciFi, the enormous Open Dipole magnet and the driftcham-
bers, which allows for momentum reconstruction. In combination with the following time of flight walls,
which are used for § measurements, the invariant masses of the particles can be determined. A flux monitor
is located at the very end of the experiment [52]. Figure 2.3 shows the coordinate system that is utilized in
the BGOOD experiment.
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Figure 2.2: Overview of the BGOOD experiment. The electron beam provided by ELSA enters from the lower right
corner [52].

y, vertical y, vertical

z, beam direction

X, horizontal

X, horizontal z, beam direction

Figure 2.3: Right-handed coordinate system of the BGOOD experiment. The z-axis describes the beam direction, 8
is the angle that spans from the positive z-axis towards the positive y-axis, ¢ is the angle that spans from the positive
x-axis towards the positive y-axis.

In the following chapters, the individual detectors will be described in more detail.

2.2.1 Photon Tagging System

The tagging system serves two purposes: It determines the energy of a single bremsstrahlung photon by
measuring the corresponding energy of the electron it originated from and it provides the time reference for
all following detector signals, enabling an assignment to the same hadronic event. A side view of the tagging
system can be seen in figure 2.4.
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Figure 2.4: Side view of the tagger system. The electron beam provided by ELSA enters from the left side. Figure
adapted from reference [52].

Goniometer

First, the primary electron beam of ELSA with a known energy E, is guided into a vacuum tank and ir-
radiated onto a thin bremsstrahlung target, the radiator, which can precisely be aligned by the goniometer.
Besides exact three-dimensional orientation, the goniometer provides a selection of different radiators and
diagnostic tools for beam profile assessment. Amorphous radiators, such as copper plates with varying
thickness, can be used to measure incoherent bremsstrahlung spectra in order to normalise the degree of
polarization. A linearly polarized photon beam can be achieved by using a diamond radiator of 560 um
thickness and manipulating its orientation so that the recoil momentum is distributed over the full crystal
lattice. Contrary to this coherent bremsstrahlung which produces a peak in the E, spectrum, incoherent
bremsstrahlung occurs when the recoil momentum is transferred to a single atom, which follows a EL distri-
bution [52]. ’

Tagger and Tagging Principle

The tagging principle is illustrated in figure 2.5. The incoming electrons are decelerated in the Coulomb
field of the radiator nuclei, where each electron emits a single bremsstrahlung photon of energy E, . The
energy of the bremsstrahlung photon can then be determined by measuring the energy E,- of the electron
that had been involved in the bremsstrahlung process:

E,=Ey—E, .

This is achieved by the combination of a dipole magnet followed by a tagging hodoscope. Both post-
bremsstrahlung electron and corresponding photon enter the dipole magnet that generates a maximum mag-
netic field of B, = 2T. While the photon traverses the magnet unaffected, the electron is affected by the
Lorentz force and experiences a circular deflection, where the trajectory’s radius depends on the electron
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Figure 2.5: Operating principle of the tagger. The electron beam provided by ELSA enters from the left side [56].

momentum. As different radii lead to different impact points on the position-sensitive hodoscope, the mo-
mentum and thus the energy E,- of the post-bremsstrahlung electron can be determined. The hodoscope uses
120 plastic scintillators to cover an energy range of 10%E to 90%E,. Out of the 120 plastic scintillators, 54
are positioned horizontally, while 66 are positioned vertically at the point where the focal plane of the dipole
magnet lies within the beam dump, rendering a horizontal alignment impossible. For the detection of an
electron, a coincidence of adjacent scintillators is necessary, which are arranged with 55% overlap to each
other. A coincidence channel provides an energy resolution of 0.40%E}, in the horizontal plane and 0.60%E,
to 1.70%E, in the vertical plane with a time resolution of 210 ps. The time information of the tagging system
is used as the time reference for the BGOOD experiment. Electrons that did not produce bremsstrahlung
are led to the beam dump. Within the evacuated beam pipe, the generated photons are collimated in a first
collimator. Charged particles that were created as the photons hit the collimator are removed by a subsequent
sweeping magnet. The photons are then again collimated in a second collimator and led to the target [52][56].

ARGUS

The energy resolution of the vertical part of the tagger is further improved to be in-between 0.08%E to
0.45%E, by ARGUS, which is a scintillating fibre detector with a total of 480 fibres that cover smaller
regions than the initial tagger scintillators. The energy range covered by ARGUS reaches from 30%E, to
66%E,. ARGUS also decreases the systematic error in the determination of the degree of polarization by
one order of magnitude [52][57][58].

2.2.2 Central Detector and Target

The energy-tagged photons impinge on the target within the evacuated beam pipe located at the centre of the
BGO calorimeter. The target cell is surrounded by the central detector, a slice view of which can be seen
in figure 2.6. The innermost layer surrounding the target is the Multi Wire Proportional Chamber (MWPC),
which was out of commission at the writing of this thesis. It is followed by the scintillator barrel, which
allows for charged particle identification, and the BGO crystal calorimeter, which allows for energy and po-

15



Chapter 2 Experiment

Beam
direction

Scintillator Barrel

Figure 2.6: Slice view of the central detector. The photons enter the target from the left. The acceptance gap on the
right leads towards the forward spectrometer. Figure adapted from reference [52].

sition measurements. The central detector covers the full azimuthal ¢ range and a polar range from 6 = 25°
to 155°.

Target

Either solid state targets, such as carbon, or cryogenic liquid targets, such as liquid hydrogen (H,) at a
temperature of 18.0K or liquid deuterium (D,) at a temperature of 21.5K, can be used. The cryogenic
target cell is a hollow aluminium cylinder of 4 cm diameter and 0.5 mm wall thickness. Target cells with
effective lengths of 6 cm and 11 cm can be chosen. Beam entrance and exit windows consist of Mylar foil
with a thickness of 0.1 mm [52].

Scintillator Barrel

The scintillator barrel, also called ’barrel’, consists of 32 plastic scintillators made from BC448 with a thick-
ness of 5 mm arranged in a cylinder. The detection efficiency for charged particles is about 98% and the ones
of photons and neutrons below 1%, which allows for a differentiation of charged and uncharged particles in
combination with energy measurements in the BGO calorimeter [52][59].

BGO Calorimeter
The main component of the central detector is the BGO calorimeter, also called "BGO rugby ball’, which is
located at the outermost layer. It measures the energy deposition and location of traversing particles. The

BGO calorimeter consists of a total of 480 crystals made from bismuth germanate, Biy(GeO,);, of 24 cm
length, which corresponds to approximately 21 radiation lengths. The crystals are arranged in 15 ring-shaped
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crowns of 32 crystals each and cover the full azimuthal ¢ range, whereas the polar 6 range is covered from
25° to 155°. The Gaussian invariant mass peak from the decay 7 — yy can be resolved with an energy
resolution of 15MeV. A time resolution of 2ns can be achieved by reading out the sharp rising edge of
the signal inside the BGO material using photomultiplier tubes (PMTs) fixed at the end of the crystals in
combination with sampling ADCs [52][59]. The clustering algorithm works as follows: If an energy deposit
in a single crystal surpasses the hit energy threshold of 1.5 MeV, it is registered as a hit. Adjacent hits which
are coincident in time form a cluster, if the energy sum of these hits surpasses the cluster energy threshold
of 25MeV. The energy sum is assigned as the cluster energy. The position vectors of the hits are weighted
with their energy and the mean over these position vectors is assigned as the cluster position vector. If the
barrel detected a charged particle within 20° in ¢ to the cluster position vector which is coincident in time,
the cluster is marked as charged.

Scintillating Ring

The scintillating ring (SciRi) covers a small acceptance gap from 6 = 10° to 6 = 25° between the open
forward cone of the BGO ball and the rectangular magnet gap of the forward spectrometer. The 20 mm thick
plastic scintillators detect charged particle positions but do not allow for an accurate energy measurement.
Thus, SciRi is used as a veto detector for the presence of charged particles [52][60].

2.2.3 Forward Spectrometer

A forward-going particle that leaves the central detector through the acceptance gap can be detected in the
forward spectrometer (FS), a slice view of which can be seen in figure 2.7. The FS covers a polar range of
approximately 8 = 1.5° to 8 = 10°. Detecting a particle in MOMO or SciFi and assuming that it originated
from the target centre allows for reconstructing the particle’s track in front of the Open Dipole magnet. As
a charged particle traverses the magnetic field, it is deflected. Behind the Open Dipole magnet, its track is
measured in the eight driftchambers. Knowing the particle’s tracks in front of and behind the Open Dipole
magnet as well as the magnetic field strength allows for reconstructing its trajectory, the corresponding
deflection radius and thus the momentum p. In a momentum range of approximately p = 400 MeV to
p = 1100 MeV, a momentum resolution of 3% can be achieved. Hits in at least two different walls of the
Time of Flight Spectrometer allow for a determination of the particle’s velocity and thus . Knowing p and
B, a measurement of the particle’s mass is possible by using equation 2.1:

- 2.1)

Mo = PT .

This term is denoted as ’time of flight mass’. Figure 2.8(a) shows the relation between S and p and figure
2.8(b) a typical time of flight mass spectrum.

MOMO and SciFi
MOMO and SciFi are scintillating fibre detectors that are used to measure the particle’s position and dir-
ection in front of the Open Dipole magnet. The fibres of MOMO are arranged in six rotated, overlapping

modules, while the fibres of SciFi are orientated horizontally and vertically,. MOMO achieves a particle
position reconstruction efficiency of about 80%, whereas SciFi achieves 97.5%. A 4 cm x 4 cm hole at the
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Figure 2.7: Slice view of the forward spectrometer. The particles from the target enter from the left. Figure adapted
from reference [61].
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Figure 2.8: Figure (a) shows § vs. p for positively charged tracks, the red lines correspond to the masses of the o7+, K*
and proton. A typical time of flight mass spectrum originating from equation 2.1 is illustrated in figure (b), showing
peaks corresponding to 7+, K* and proton from left to right.

centre allows photons that did not interact with the target to pass through [52][62].
Open Dipole
The heart of the forward spectrometer is the Open Dipole Magnet (OD) that is able to generate a maximum

magnetic field strength of B, = 0.53 T at a bending power of [ Bdl ~ 0.71 T m. It has a weight of 94 t and
a size of 2.8 m (height) x 3.9 m (width) x 1.5 m (Iength). Three-dimensional field maps including the fringe
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field have been measured at a step size of 1 cm for different field strengths and have also been modeled in
simulation [52][63].

Driftchambers

After the particles have been deflected inside the OD, their resulting positions and directions are measured
with eight driftchambers (DCs) that each have two layers of hexagonal drift cells. To improve spatial resol-
ution, two DCs are rotated by 90° and four by 9°, covering a total area of 2.5 m x 1.2 m. The DCs are filled
with a gas mixture of 70% argon and 30% CO, and are operated at a high voltage of about —2.8 kV, which
allows for a drift velocity of about vp = 7 %1 The centre of the DCs have been made insensitive in order to
avoid a saturation of the signal caused by the photons that did not interact with the target [52][64].

Time of Flight Spectrometer

The Time of Flight Spectrometer (ToF) is located behind the DCs and is used to determine the S of the
traversing particle by combining its own time measurement, which possesses a time resolution of 0.34 ns,
with the time information provided by the tagger. The invariant mass of the particles can be determined by
combining the § measurement with the momentum measurement that utilized the deflection of the particle’s
trajectory within the magnet. ToF consists of three walls of horizontal plastic scintillator bars. The horizontal
position of traversing particles can be assessed by analysing the time difference beween the readouts of the
two PMTs that are placed at the ends of the scintillator, whereas the vertical position is determined by the
position of each individual scintillator bar itself [52][65].

2.2.4 Photon Monitoring System

The photon monitoring system is located behind the ToF walls at the very end of the experiment. It consists
of the Gamma Intensity Monitor as well as the Flux Monitor and allows for a measurement of the collim-
ated photon flux present at the target, which is necessary for normalization, for example for cross section
measurements. The photon monitoring system reduces the systematic error of the flux measurement to 5.7%.

Gamma Intensity Monitor

The Gamma Intensity Monitor (GIM) is a 14cm x 14 cm x 28 cm block of fully absorbing lead glass that
can measure the Cerenkov light produced by traversing photons. Due to radiation damage, it can not be kept
inside of the beam continuously. It is therefore used to calibrate the Flux Monitor [52][66].

Flux Monitor

The Flux Monitor (FluMo) is a 5.0cm x 5.0cm x 0.5 cm plastic scintillator that is kept in the beam con-

tinuously and measures only a fraction of the full flux, but contrary to GIM, up to very high rates without
radiation damage [52][66].
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2.3 Trigger System

A trigger system distinguishes between low-energetic background and relevant physical events, only enabling
recording of the latter. The trigger system has been implemented in a two-layered approach, consisting of
local triggers and global triggers. Once the global trigger fired, the signals of all involved detectors need to
be saved. This is done by the Data Aquisition. For a detailed description, also covering the corresponding
electronic modules, see references [52], [67] and [68].

2.3.1 Local and Global Triggers

The first layer consists of local triggers, which engage when certain conditions within the same detector are
met. A list of local trigger conditions is given in table 2.1.

Detector Local Trigger Condition

Tagger Coincidence of two or three adjacent channels
Scintillator Barrel | OR of all channels
BGO Calorimeter | Energy sum above low or high threshold

SciRi OR of all channels

SciFi OR of all channels

ToF Coincidence between PMTs in a single bar
FluMo Detector hit

GIM Detector hit

Table 2.1: Table of detectors and corresponding local trigger conditions

The second layer is the global trigger, which engages once a certain combination of local trigger combinations
is met. The global trigger conditions can be seen in table 2.2. Prior to datataking, a trigger alignment has
to be performed, assuring that signals arising from a single event make it through the different trigger gates.
This is described in chapter 3.1. The effective trigger rate is approximately 1 kHz [52].

Label | Global Trigger Condition

0 Tagger AND High BGO energy sum threshold (Eggo = 120 MeV)

1 Tagger AND SciRi AND Low BGO energy sum threshold (Eggg = 75 MeV)

3 Tagger AND SciRi AND SciFi AND ToF

4 Tagger AND SciFi AND ToF AND Low BGO energy sum threshold (Eggo = 75 MeV)

Table 2.2: Table of global trigger conditions

2.3.2 Data Aquisition

Once the global trigger fired, the signals of all involved detectors need to be saved, which is done by the Data
Aquisition (DAQ). The analogue signals of the individual detectors are digitized and read out. During the
readout process, a buffer is utilized, which allows the DAQ to still accept trigger attempts in the meantime.
The raw data are then combined to a single event and saved in a ROOT file format on disk. The deadtime is
heavily dependent on the running conditions of the experiment, a rough estimate is of the order of 200 ms
to 400 ms [52][67][68]. From this stage on, the analysis using the ExXPIORA framework starts, which is
described in section 2.4.2.
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2.4 Analysis Frameworks

Most of the analysis at BGOOD is performed using the ExXPIORA framework, which is based on the ROOT
framework. This chapter briefly describes the two frameworks and how the raw data that has been stored by
the DAQ is converted to a usable format.

2.4.1 ROOT

ROOT is a C++ based framework that was developed at CERN and is widely used in high-energy physics.
Prominent features of ROOT are efficient data structures, convenient functionalities for manipulating four-
vectors, fitting routines and data visualization [69]. The raw data taken by the DAQ is saved in the ROOT
file format. ROOT also provides the RooFit library, which is a toolkit for fitting to and modeling of event
distributions in physics analyses [70].

2.4.2 ExXPIORA

ExPIORA (Extended Pluggable Objectoriented ROOTified Analysis) was originally developed by the

CBELSA/TAPS collaboration and subsequently adjusted for the use for BGOOD [71]. It converts the raw
data stored by the DAQ into ’hits’, *clusters’, "tracks’ and ’fitted tracks’, which can then be used as a basis for
more complex individualized analyses. A detailed description of ExXPIORA can be found in reference [68].

As a first step, EXPIORA decodes the raw data and combines them with data from a PSQL database, map-
ping the raw channel numbers to the detector channels and applying channel-specific calibrations. Further
information on the calibrations can be found in chapter 3.

On an event-by-event basis, detector-channel-specific data such as energy deposit in that channel, time and
location are grouped into hit objects. Taking the BGO calorimeter as an example, a single hit would corres-
pond to all information associated with a single crystal for a single event.

Detector-specific algorithms are then applied to all hits and sort them into clusters if they meet specific cut
criteria. The energy, time and position of the cluster as a whole are then recalculated from its associated hits.
For the BGO calorimeter, a cluster is a group of adjacent hits that are coincident in time and above a certain
threshold energy.

Subsequently, different clusters are combined to tracks, which describe the trajectory of traversing particles.
Generally speaking, in order to form tracks, clusters must be coincident in time and in proximity. A cluster
from the BGO and a cluster from the barrel can be combined to a central track that is assumed to originate
from the centre of the target if their relative angle is not too big.

Tracks can further be converted to ’fitted tracks’ if an assumption of a specific particle type is made. For
example, as the BGO calorimeter can only measure the energy, but not the momentum, the momentum that
is assigned to the fitted track is a result of assuming that the signal originated from a certain particle type
with known mass and utilizing energy-momentum conservation [67][68].

These established data types build a convenient base for more complex analyses of individual reaction chan-
nels.

ExPIORA is not only used to analyze real data. In order to perform accurate simulations of the experiment, a

virtual three-dimensional model of the entire setup has been created, including the magnetic field and fringe
field of the OD. ExPIORA first simulates the initial state of a reaction channel including the detection of the
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post-bremsstrahlung electron. The conversion of the initial state to the final state can be modeled under the
assumption that the transition probability follows a simple phase space distribution or under the assumption
that it depends on a specific cross section. The subsequent particle decay is simulated using Monte Carlo
methods. The passage through matter is accurately modeled using Geant4 [72], including the response of
the detector material, the readout electronics and the trigger. From this stage, the data can then be analyzed
just like real data [68].
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CHAPTER 3

Detector Calibrations

In order to extract the DCS of the reaction yn — K" X~ data is required off both a deuterium and a hydrogen
target in order to separate reactions off the neutron and proton. For each target, data was acquired during
an individual beamtime, as described in detail in chapter 4. Between the beamtimes, hardware conditions
such as applied voltages, detector positions, magnetic field strengths and trigger efficiencies could poten-
tially have altered. In order to enable an adequate comparison of the beamtimes, it must be ensured that all
detectors are calibrated in the same way.

In the scope of this thesis, the calibrations of both beamtimes have been meticulously checked and recal-
ibrated if necessary. This chapter shall give a brief overview over all relevant calibration procedures and the
results for each beamtime.

3.1 Trigger Alignment and TO Calibration

The trigger system is described in chapter 2.3. Only the basics of the associated calibrations shall be covered
here, a thorough description can be found in reference [68]. At the beginning of each beamtime, adjusting
the time information utilized by the trigger system is the very first and most important calibration that needs
to be done. It must be distinguished between two crucial operations:

* Aligning corresponds to the delaying of signals in order to let them arrive simultaneously as inputs
for a consecutive process, while the time information of the signals themselves stay unaffected.

* Shifting corresponds to the alteration of time information by adding an offset.

For the calibration of the time information originating from specific detector channels, the signals from the
channels as well as the subsequent trigger signals are aligned first at a local and then at a global level, which
is trivially termed ’trigger alignment’, and then the time information are subsequently shifted to a common
starting point, which is termed *TO calibration’. Once the data is taken, the trigger alignment can not be
corrected in software afterwards, while the TO calibration can.
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Local Trigger Alignment

It must be assured that the signals from all individual detector channels arrive at the same time as an in-
put for the detector-specific local triggers. Thus, the time spectra for the single channels are fitted with
Gaussian distributions and the minimal necessary delays to move the prompt peaks to a common absolute
time are registered for each individual channel, where ’prompt peaks’ are defined as the signals arising from
relevant physical events. The delays can be stored on the local trigger’s field programmable gate array re-
gisters and adjusted via coarse time steps of 5 ns and fine time steps of 5/6 ns. They can then be applied to
the signals. Once the detector channels are aligned as input for the local triggers, the local trigger logic is
able to filter out events that match the local trigger conditions as listed in table 2.1.

A special case is the local trigger alignment for the tagger: During the beamtimes, dedicated runs are used
to determine the time differences between tagger channel hits and FluMo hits, both relating to the same
photon, which allows for a more precise determination of the necessary delays of the prompt peaks. Figure
3.1 illustrates the local trigger alignment using the tagger as an example for deuterium beamtime 2018-06.
Prior to any alignment, individual tagger channels can vary in time by up to 10ns. After alignment, they
arrive with a jitter of 5/6 ns. Each picture shows the horizontal part of the tagger on its left and the vertical
part of the tagger on its right side, which both have their own calibration, thus the spectra can show an offset
to each other along the y axis.

Time difference to ELSA bunch / ns
Time difference to ELSA bunch / ns.

100 B
Tagger channel

(a) Before local trigger alignment (b) After local trigger alignment

Figure 3.1: Time distribution of the tagger channels (a) before local trigger alignment and (b) after local trigger align-
ment for deuterium beamtime 2018-06. The left part of each histogram describes the horizontal plane of the tagger
and the right part describes the vertical plane, where each plane has its own calibration.

Global Trigger Alignment

Analogous to the alignment of the detector channels as an input for the local triggers, the local triggers
are aligned as an input for a global trigger. The local trigger signals can be aligned via fine time steps of
5/6 ns on a dedicated global trigger time-to-digital converter (TDC). After the trigger alignment is completed,
the global trigger logic can check whether one of the four trigger conditions listed in table 2.2 is fulfilled. If
a condition is found to be true, a global trigger signal with a time jitter of about 5 ns, originating from the
variance of the local trigger inputs, is provided and the recording of the corresponding event is enabled. The
effective total trigger rate of the experiment is about 1 kHz.
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Once the global trigger has fired, the time information of each single detector channel is saved on the cor-
responding detector TDC. Additionally, the time information of the activations of all single local triggers
are saved on a DAQ TDC. Especially important is the time information of the tagger local trigger. Those
information will be used in the subsequent TO calibration.

TO Calibration

During the TO calibration, the time information of the single detector channels and the tagger local trig-
ger are taken as an input. As the tagger has the finest time resolution, the tagger local trigger time, which
is shown in figure 3.2, is specified as a first iteration of the starting point of the timescale of a reaction.
The prompt peaks consistently have widths of below 5/6 ns. On a relative timescale, the tagger local trigger
prompt peaks are located at zero.
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Figure 3.2: Time distribution of the projection over all tagger channels (a) for the horizontal part and (b) for the vertical
part of the tagger for both beamtimes.

The time information originating from the single detector channels are shifted by the absolute time of the
tagger local trigger, setting them in relation to a common starting point, in what is called *primary shift’. The
resulting calibration values for the primary shift are stored on a software level. At this point, the time jitter
of the signals is reduced to that of the tagger local trigger. Furthermore, as mentioned beforehand, during
the beamtimes, dedicated runs are used to determine the time difference between tagger channel hits and
FluMo hits, which can be used to determine the offsets of the individual tagger channels with respect to the
tagger local trigger. These calibration values are also stored on a software level.

On an event-by-event basis, the calibration values of the tagger channels that participated in the prompt
reaction are read in. As the tagger channels form double or triple coincidences, the mean offsets are calcu-
lated and applied to all the time information in what is called ’secondary shift’. This reduces the effective
time jitter of the signals to below 5/6 ns [68].

After trigger alignment and TO calibration, signals obtained from the same physical reaction are related

to a common starting point in time. A careful reinvestigation of the trigger alignment and TO calibration
for the different beamtimes showed a general good match between beamtimes for almost all detectors. Spe-
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cifically for the barrel, a small aberration is encountered: The local and global trigger timing for most of the
barrel channels show a reflection of the trigger signal which occurs about 65 ns after the original signal. For-
tunately, this reflection is unproblematic: As soon as a global trigger condition is fulfilled, detector-specific
gates open and all events within the gates are saved. The reflection of the trigger signal arrives when the
gate of the barrel, which has a width of 5ns, has already closed, so there is no coincidence with the other
detectors and the associated noise is not saved as an event. The reflection of the barrel trigger signal was
found to be uncritical for an adequate comparison of beamtimes. This is confirmed by the fact that the DCS
of the benchmark reaction yp — np was measured to be in accordance with the Bonn-Gatchina partial wave
analysis for both beamtimes as described in section 3.6.

3.2 Trigger Efficiency

The trigger efficiencies of the detectors which are involved in building the global trigger conditions listed
in table 2.2 can be determined by requiring a simultaneous firing of independent triggers and comparing
them to the case where only a subset of them fired. The trigger efficiencies are first measured in situ for each
beamtime and are then loaded into the simulation. The trigger efficiency g BG 0f the high BGO energy sum
can be measured by taking following ratio:

High _ High BGO energy sum AND Tagger AND SciRi AND SciFi AND ToF
$BGO = Tagger AND SciRi AND SciFi AND ToF

Similarly, the trigger efficiency ¢ Iﬁ%"é of the low BGO energy sum can be described as follows:

Low _ Low BGO energy sum AND Tagger AND SciRi AND SciFi AND ToF
$BGO = Tagger AND SciRi AND SciFi AND ToF

Both ¢ gi}gg and ¢ lﬁ"GWO can be seen in figure 3.3 for both beamtimes. Between both beamtimes, ¢ giég differs
roughly by an absolute of 15%, while 5% differs roughly by an absolute of 3%, the efficiencies of hydrogen
beamtime 2018-11 being lower than the ones of deuterium beamtime 2018-06. The trigger efficiency {gg of
the forward track selection is described by following fraction:

SciFi AND ToF AND Tagger AND Low BGO energy sum AND Sle

CFs = Tagger AND Low BGO energy sum AND SciRi G-1)

The efficiency is dependent on the g of the forward going particles as shown in figure 3.4 for real data
of both beamtimes and simulated data. The trigger efficiency of deuterium beamtime 2018-06 averages at
about 96%, the one of hydrogen beamtime 2018-11 at 94% and the simulated one at 98%. To measure the
trigger efficiency, a clean sample of forward-going protons is selected by placing a 2¢ cut on the proton ToF
mass prior to utilizing equation 3.1. For simulated data, this was done for the generated reaction yp — np.
The trigger efficiencies as functions of B can be described by linear fits and for each beamtime the real
trigger efficiency can be compared to the simulated trigger efficiency. The simulated trigger efficiency is then
adjusted to match the real one, the adjustment is approximately as little as an absolute 3%. The corrected
trigger efficiencies ¢ are all part of the overall reconstruction efficiency e described in section 4.2.5.
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Figure 3.3: Trigger efficiency {ggo of the high and low BGO energy sum for both beamtimes.

3.3 GIM and FluMo Calibration and Flux Determination

The photon tagging system has been described in section 2.2.1 and the photon monitoring system in section
2.2.4. Both are used to determine the applied photon flux which is needed to normalize the event count
in order to measure the DCS. The determination of the photon flux is described in detail in reference [61].
The methodology has been thoroughly reinvestigated for both beamtimes in order to ensure that an adequate
comparison is possible. Generally, the flux can be described as the product of the amount of electrons that
cause coincidences in the tagging system, N,-c,inc (E), and the tagging efficiency P, (E):

N, (E) = Ny-coinc(E) - P, (E) . (3.2)

Determination of N, - ginc (E)

First, the scaler of the tagging system provides the number of observed electrons depending on the elec-
tron’s energy. This count is measured under the assumption that electrons only cause double coincidences
in adjacent tagger channels.

Second, the preceding electron count is corrected for electrons that created triple coincidences in adjacent
tagger channels and might have been previously misidentified as two independent double coincidences. This
leads to a reduction of the electron count and provides the correct amount of detected electrons by the tag-

ging system, No-coinc (E).
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Figure 3.4: Forward track efficiency {gg as a function of §. For the track selection a 2o cut was placed on the proton
ToF mass. For simulation, the reaction yp — np was generated.

Determination of P, (E)

Not all photons that were created in the bremsstrahlung process make it to the target, as they might be
blocked during their passage through the first collimator, the sweeping magnet and the second collimator.
The tagging efficiency can be determined by measuring the ratio of signals arising from post-bremsstrahlung
electrons and the corresponding bremsstrahlung photons, whereas the electrons are detected in the tagger
and the photons in the GIM, which is located at the end of the experiment:

Tagger(E) AND GIM

GIM () —
Py E) = Tagger(E)

Cases in which the photon interacted with the target can be vetoed by observing whether a trigger fired. The
GIM is highly sensitive to radiation and can only be used once a day with a low-intensity beam in order to
avoid radiation damage. It provides a precise measurement of P, (E) and can be moved in and out of the
beam. To establish close to constant experimental conditions, a real-time observation of P}, (E) is desirable.
For this purpose, FluMo is used.

FluMo is located near the end of the beamline in front of GIM. It detects photons via observation of pair-
production within its scintillator material with a lower photon detection efficiency than GIM, but is not
susceptible to radiation damage and can therefore be used for real-time measurements of P,, (E) once its ef-
ficiency is known. In order to assess the FluMo efficiency, dedicated runs are utilized for the measurement
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of the ratio of coincidences between Tagger, GIM and FluMo and solely Tagger and GIM:

Tagger(E) AND GIM AND FluMo

FluMo Eff.(E) = Tagger(E) AND GIM

Once the FluMo efficiency is known, FluMo can be used to measure P, (E) in real-time as described by

following equation:
1 _ Tagger(E) AND FluMo

FluMo Eff. (E) Tagger(E)

PFluMo ( E)

A comparison of P;F,IHMO(E ) for the two beamtimes can be seen in figure 3.5. The shown spectra are aver-
ages over five runs taken at different days. The slight drop-off for higher energies originates from the beam
extraction from ELSA, as uncorrelated electrons are able to enter the tagger. Both beamtimes have very sim-
ilar values of P"M°(E), as beamtime 2018-06 has a mean value of P, = (79.38 + 0.18)% and beamtime
2018-11 of P;, = (83.43 + 0.29)%. To ensure adequate calibration during the beamtimes, the calibration
runs are taken at regular intervals.
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Figure 3.5: PI;,IL'MO(E ) measured by FluMo and corrected for double-counting effects for both beamtimes. The shown
spectra are averages over five runs taken at different days.

At this point, the photon flux can be described by equation 3.2. The resulting photon flux distributions
are described later in section 4.2.3.
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3.4 BGO Calibration

As particles traverse the BGO calorimeter, they deposit their energies in the individual BGO crystals, pro-
ducing analogue signals. These signals are calibrated in three steps.

Calibration with 22Na Source

The signals are read out by a combination of PMTs and analog-to-digital converters (ADCs). The en-
ergy scales of the ADCs are segmented in discrete channels that must be mapped to the corresponding
true energies. Therefore, 2Na sources are placed between the MWPC and the barrel. The *?Na sources
undergo B* decay and turn into 22Ne”, which subsequently returns to its ground state by emitting a photon
of 1274.530 MeV. The positron from the g* decay recombines and leads to a twofold energy deposit of
0.511 MeV within the crystals. By fitting to the corresponding uncalibrated ADC channel distribution, which
can be seen in figure 3.6, one knows the ADC peak positions that relate to these energy deposits. Thus, one
can apply a scaling factor to the ADC channel distribution in order to convert to an energy scale. This
calibration is done prior to the datataking, while the attenuation of the BGO signal is set to zero. During
datataking , an attenuation factor of 12db = 4 has to be applied to the signal. As a result, the overall scaling
factor must be multiplied by about 1/4.

100 200 300 400 500 600
ADC channel

Figure 3.6: ADC channel distribution of a single BGO crystal. The left peak (blue Gaussian) corresponds to the
0.511 MeV energy deposit and the right peak (magenta Gaussian) to the 1274.530 MeV energy deposit stemming from
the ?>Ne” decay. The red fit function is the sum of the two Gaussians, while the green function is the corresponding
error function [52].
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Run-specific Calibration

As a second step, after datataking, the invariant 770 mass is reconstructed for the reaction yp — p7® - pyv.
In order to achieve this, the two photons are detected in the BGO and their four-momenta are summed. Pla-
cing a cut on the missing mass to the 770, which corresponds to the proton mass, helps to improve the
invariant 770 mass resolution. For each individual run, a Gaussian fit to the 77 peak is performed. Com-
paring the mean value to the true 7°
energy deposit in the BGO to the expected values. This calibration serves as a first iteration prior to the
crystal-specific calibration.

mass, one can determine a run-specific scaling factor which shifts the

Crystal-specific Calibration

After the run-specific calibration, a crystal-index-specific calibration for each of the 480 individual BGO
crystals is performed. The 779 mass is reconstructed analogously to the run-specific calibration and for each
event each crystal that is involved in the reconstruction is noted. It is geometry-dependent and slightly drops
off at the outer crowns of the BGO ball, which is especially prominent for longer targets, being caused by
the fact that the tracking hypothesis assumes that the photons ideally originate from the target centre. The
reconstructed 770 mass spectrum can be reproduced in simulated data, which allows for a correction of the
real data in order to match the simulated ones. Figure 3.7 shows the crystal-index-dependent reconstructed

9 mass after calibration, showing a good match between real data and simulation.
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Figure 3.7: Reconstructed 77 mass depending on BGO crystal index for both beamtimes and simulation.

At the time of writing, the feasability of a proper barrel energy calibration is still a matter of investigation.
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3.5 Forward Spectrometer Calibration

In order to calibrate the momentum and S reconstruction achieved with the FS, one must consider different
calibrations for its individual parts.

Run-specific Momentum Calibration

A run-specific momentum calibration is performed by investigating the invariant mass distribution of pos-
itively charged particles and fitting a Gaussian to the indistinguishable proton peak for each single run. By
comparing the Gaussian mean to the true proton mass, one can determine a run-specific correction factor

true
P

Jpmeasured
and are shown in figure 3.8 for the run numbers of both beamtimes. The correction factors tend to be a little
higher at the very beginning of beamtimes, as these periods are not used for datataking, but for initialization
of the running conditions of the experiment. Furthermore, the correction factors oscillate along with the
day-and-night cycle and the corresponding temperature changes in the experimental area.

for the momentum of particles detected in the FS. The correction factors are of the order of ~ 1%

E 1.05
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Figure 3.8: Run-specific momentum correction factors

m;!)\eﬂsured

Angular-specific and Momentum-specific Momentum Calibration

The measured particle momentum is dependent on its trajectory through the magnetic field, parameterized
by its incident horizontal angle X, vertical angle Y and momentum p. It is possible that the magnetic field
strength of the OD is mildly anisotropic and slightly changes over a long time frame.

For calibration, one can calculate associated momentum scaling factors by plotting the Gaussian mean of the
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proton peak as a total function of X, Y and p and comparing it to the true proton mass. To gain sufficient stat-
istics for this procedure, the magnetic field, which effectively ranges from —10° to 10° in both the horizontal
and vertical plane, is discretized into 20 bins of X and Y, respectively. For each XY combination a ToF mass
vs p histogram is filled. The ToF mass as a function of p can then be fitted by a first degree polynomial.
Figures 3.9, 3.10 and 3.11 show a comparison of the ToF mass before and after calibration depending on
the X angle, Y angle and p, respectively. The true proton mass is shown as a red line. It is apparent that the
calibration procedure removes the X, Y and p dependency of the measured proton momentum and thus the
dependency of the measured proton mass.

Note that for the aforementioned method the X and Y angles are discretized, while real particles of course
have a continuous angular distribution. For a particle that incides at an angle in-between X or in-between
Y values, one can calculate an adequate momentum scaling factor by taking the four closest XY pairs in
the discretized XY grid, determining their associated momentum scaling factors and then performing a hy-
perbolic interpolation, which weights the scalingfactor of the particle by its distance to each XY pair. As
depicted in figure 3.12, after calibration, when the average over both beamtimes is taken, a Gaussian mean
of p = (934.39 + 0.04) MeV with ¢ = (62.66 + 0.05) MeV is achieved for the reconstructed proton mass,
which is a resolution of 6.71%.
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(a) Before calibration (b) After calibration

Figure 3.9: ToF mass vs X angle for deuterium beamtime 2018-06 with true proton mass as the red line.
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Figure 3.10: ToF mass vs Y angle for deuterium beamtime 2018-06 with true proton mass as the red line.
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Figure 3.11: ToF mass vs p for deuterium beamtime 2018-06 with true proton mass as the red line.
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Figure 3.12: ToF mass for both beamtimes and simulation (a) before calibration and (b) after calibration.

ToF Wall Calibration

Forward tracks are reconstructed as described in section 2.2.3. The ToF cluster’s position and time signals
are calibrated by measuring the discrepancy between the reconstructed particle’s trajectory and the actual
measured cluster data with respect to each individual ToF bar index. The offsets are determined by Gaussian
fits and can then be applied to improve the signals provided by each ToF bar. The horizontal and vertical
ToF cluster positions are then centred around zero as illustrated in figure 3.13, which corresponds to ToF1
for a single run of beamtime 2018-06. The other ToF walls look analogous for both utilized beamtimes.
Additionally to the calibration per individual ToF wall, a check of the time differences between the three ToF
walls was performed by comparing real data to simulated data. No systematic aberrations have been found.

3.6 Differential Cross Section of yp — np

The DCS of the reaction yp — np is a well understood quantity [73][74][75][76][77] and can be used to
cross-check whether any systematic uncertainties are still present in the utilized datasets after calibration.
For comparison to the reaction yn — K* X~ the angular range of the K* of cos(0y,) > 0.9 is compared
to the angular range of the proton of cos(8y,) > 0.9, implying an 5 angle of cos(6 ;) < —0.9. More
specifically, the proton is observed in the FS and the 75 is observed in the BGO via the 2y decay. A rudi-
mentary analysis is carried out, applying fixed W-independent 2¢ cuts on the proton ToF mass, the invariant
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Figure 3.13: ToF1 cluster horizontal and vertical position (a) before calibration and (b) after calibration for a single
run of beamtime 2018-06.

n mass from the 2y decay, the missing mass to the proton and the missing mass to the 7. As the purpose of
this analysis is to perform a rough cross-check of the systematic errors of the utilized datasets, an intricate
fine-tuning of the cuts and modeling of the backgrounds depending on W is omitted. Figure 3.14 shows the
DCS of the reaction yp — np as a function of W. For reference, the Bonn-Gatchina [73] model is shown as
the black dashed line and the McNicoll et al. [76] data as the green data points.

EL
SIS 12 - Tt —I— D, 2018-06
' C — H,2018-11
1 - E \l— Bonn-Gatchina model
- =
C T-' \ McNicoll et al. data
08— I ”‘ .
0.6— I A‘—“‘*
- \+
0.4— ){P
— (=3
02— — .i Ea= 2]
I~ ~
O _I 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 I 1 1 A =] i..‘ ] i
1500 1600 1700 1800 1900 200 2100
W/ MeV

Figure 3.14: DCS of the reaction yp — 5p depending on W. The Bonn-Gatchina [73] model is shown as the black
dashed line and the McNicoll et al. [76] data as the green data points.
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Both the data from the deuterium beamtime and from the hydrogen beamtime show good agreement with
the Bonn-Gatchina model and McNicoll et al. data. The small deviation of the deuterium dataset to the
Bonn-Gatchina model of about 5% is consistent with the fact that no background subtraction was performed.
Overall, the DCS measurement of the benchmark reaction yp — np confirms that no unknown systematic
uncertainties are present in the datasets.
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CHAPTER 4

Analysis

The aim of this thesis is the measurement of the DCS of the reaction yn — K* X~ in an angular range of
cos(6cp) > 0.9, which shall be described in this chapter. The next section 4.1 gives an overview of the
applied methodology, while the subsequent sections depict the specific steps. The final result will then be
presented in chapter 6.

4.1 Methodology

The differential cross section can commonly be determined as follows:

Ng+x-(W,0cm)

do
(d_a)m W-beM) = § Wy p e (W, by - 2 1)
with
Ng+s-(W,0cm) @ Number of measured yn - K+ X~ reactions,
N ¥ (W) : Integrated photon flux,
Pn : Neutron area density of the target,
e(W,0cm) : Reconstruction efficiency,
0 : Solid angle element.

The centre-of-mass (CM) energy is denoted with W’ and the CM angle with *6¢y;’. The measurement of
the DCS of the reaction yn - K* X~ requires a neutron in the initial state. As a pure neutron target does
not exist, one utilizes the closest viable candidate, which is a liquid deuterium target. Compared to twice
the Fermi momentum of the deuteron, the momentum transfer of the incident photon to the target is much
larger, meaning that coherent reactions off the deuteron as a whole are suppressed and incoherent reactions
off the constituent neutron and proton dominate. Thus, the normalized count that is measured when using a
deuteron target can be described as the incoherent sum of the normalized counts originating from neutron
and proton, respectively, where the reactions off the neutron produce both signal and background and those
off the proton only produce background. Additionally, one must consider the contribution of potential final
state interactions (FSI) between the produced particles and the spectator nucleon. The relation between all
of these individual terms is described by equation 4.2, where the superscripts denote the initial state target
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particles, the subscripts denote signal (S), background (BG) and FSI contributions and for simplicity, the
dependencies on W and ¢y are omitted in the notation:

d — AP p.n
Mg, G = Mpg + Mg + Mg + Agg; » (4.2)
_ d P p.n
Mg = M, pg - {Mfg + Mijg + A%} 4.3)
with
Mg .pg : Normalized count measured when using a deuteron target,
MI’;G : Normalized count originating from background reactions off the proton,
Mg, : Normalized count originating from background reactions off the neutron,
Mg :  Normalized count originating from signal reactions off the neutron,
APls + Effective parametrization of FSI effects as a normalized count.

Rearranging the terms in equation 4.2 leads to equation 4.3, which is an expression for the desired normal-
ized count of the signal reaction. The individual terms shall be explained here more extensively:

Mg’ +BG 18 the normalized count that is measured when using a deuteron target including all signal and back-
ground contributions. Appropriate selection criteria are chosen to maximize the signal-to-noise ratio (SNR)
in favour of the desired signal reaction yn — K* X~ as described in the subsequent sections. In summary,
this includes selecting events where the K* is seen in the FS, the 7~ resulting from the X~ decay in the
BGO and the neutron resulting from the >~ decay goes undetected. The allowed energies and momenta
of the s~ are then restricted according to reconstructed kinematics. Furthermore, selection criteria on the
missing mass (MM) to K* s~ as well as to the MM to K* are used. Furthermore, a maximum likelihood fit
to the K* ToF mass spectrum is applied to extract the yield of K*Y candidates. The measurement of M g’ +BG
is explained in section 4.2.

M& ; is the normalized count that originates from background reactions off the proton. The reaction channels
that contribute significantly are:

yp >K*A
K+x0
K+x0(1385)
This term can be measured by performing the same analysis that is carried out to measure Mél +BG- but this
time on a pure proton target, where a correction is applied that takes care of the fact that the nucleons inside
the deuteron carry a Fermi momentum, while the pure free proton does not. This background contribution

will be subtracted as described by equation 4.3. Its measurement is explained in section 4.2 with the Fermi
momentum correction in subsection 4.2.1.

Mg is the normalized count that originates from background reactions off the neutron. The most con-
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tributing reaction channel is expected to be:
yn -K* X~ (1385)

The selection criteria that were applied for the measurement of M§" +pg Will be chosen tight enough to min-
imize the influence of this reaction channel. As the contributions of background reactions off the neutron
can not directly be measured in this analysis, they will be modeled in the Geant4 simulation, which is de-
scribed in section 4.3, and expressed as a systematic uncertainty to the desired DCS measurement of K+ X~
as depicted in chapter 5. By doing so, the term M, can be taken out of equation 4.3.

AL is a parametrization of potential final state interaction effects as a normalized count. When using a
deuteron target, the wave functions of the particles that were produced can potentially interfere construct-
ively or destructively with the one of the remaining spectator nucleon. As such effects can increase or
decrease the measured normalized count, the term A’;S’i is used as an effective parametrization of FSI ef-
fects as a normalized count, meaning it can be positive or negative. As Afg can not be measured directly,
the relative contribution of FSI to the DCS of K* X~ will be estimated by relying on theoretical calculations
as described in section 4.4. Interpreting the final DCS under the consideration that it might be affected by
FSI to the estimated extent allows for taking AP} out of equation 4.3. As the FSI are an intrinsic property of
any DCS measurement on the deuteron, they will not be treated as a systematic uncertainty in the strictest
sense.

As the terms Mg and A’;’Sr{ can be taken out of equation 4.3, it reduces to:

_ ad
Mg = Mg, g6 — Mpg - (4.4)

Normalized counts are denoted by ’M’ and not-normalized counts by *N’. In equation 4.4, the normalization
is achieved as follows:
Ng N¢.pg _ Nig . §_d
Nipw  Nipn Npp, &7
The event counts Ny are divided by the integrated photon fluxes N,, and target area densities p of the re-
spective beamtimes. Note that N;f = Ny and p; = p,,. In section 3.2, it has been explained that the trigger
efficiencies of hydrogen beamtime 2018-11 are slightly lower than those of deuterium beamtime 2018-06.

(4.5)

d
This effect is corrected by scaling the event count NgG by the ratio of the relevant trigger efficiencies g—, of
the two beamtimes.

Dividing the normalized count Mg by the reconstruction efficiency ¢ and the solid angle element 2 and
using the definition of the DCS given in equation 4.1 leads to the final expression for the DCS of the desired
signal reaction yn - K+ X ~:
(d_o) =S __-5 (4.6)
dQ)s €2 N,p,eQ
To summarize, the chronological order of the analysis is the following:
1. Measuring Mé’ +pg for deuterium beamtime 2018-06

2. Measuring M]’;G for hydrogen beamtime 2018-11 with Fermi momentum correction
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6.

7.

. Calculating Mg by subtracting the terms as described in formula 4.4

do

. Calculating (m)z by dividing by the reconstruction efficiency and solid angle element as described

in formula 4.6

. Modeling the contribution of M to the systematic uncertainty in the Geant4 simulation

Estimating the contribution of AL to the DCS based on theoretical calculations

Determining the contribution of other sources to the systematic uncertainty

These steps are illustrated in appendix B in flow diagram B.1, whereas steps one and two are described in
even more detail in flow diagram B.2.

Steps one to four are explained in detail in the following section 4.2. Steps five and six will be elicited in
sections 4.3 and 4.4, while step seven will be described in chapter 5 together with a list of all systematic
uncertainties. The final results will be presented and interpreted in chapter 6. A summary and outlook is
provided in chapter 7.
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4.2 Measurement of the Differential Cross Section

This section explains how the DCS of the reaction yn — K* X~ is determined by performing a measurement
of a normalized event yield on a deuteron target utilizing deuterium beamtime 2018-06, then performing an
almost identical measurement on a hydrogen target utilizing hydrogen beamtime 2018-11 and using it to
subtract the contribution of background reactions off the proton as previously described by equation 4.4.
The resulting normalized yield is then divided by the reconstruction efficiency and solid angle element as
previously described by equation 4.6.

The selection criteria and methods applied to the deuterium dataset are identical to the ones applied to the
hydrogen dataset with exception of the Fermi momentum correction. As the Fermi momentum correction
affects different stages of the analysis, such as the W binning, MM resolution and integrated photon flux,
from a didactical point of view it makes sense to cover the Fermi momentum correction prior to the other
topics in the following section 4.2.1.

4.2.1 Fermi Momentum Correction

The deuteron is a bound state of a proton and a neutron with a binding energy of Ey;,q = 2.22MeV [78].
Various models have been developed to describe the fundamental nucleon-nucleon (NN) potential that gives
rise to the experimentally observable behaviour, such as the Paris [79], Nijmegen [80] and Argonne [81]
potential. The NN potential that provides the best description of the world dataset with 2 = 1.02 is the
CD-Bonn potential [78].

The CD-Bonn potential utilizes field-theoretical perturbation theory to describe the NN interaction. The
lowest order contributions to the NN interaction are one-meson exchange diagrams, where the CD-Bonn
model allows for 7, p and w as exchange mesons and introduces two effective scalar-isoscalar ¢ mesons.
Furthermore, several irreducible multi-meson diagrams exist. Most prominently, these consist of 2 ex-
change with intermediate A isobars, which provides the intermediate-range attraction of the nuclear force,
but also 77 p, 377 and 4o exchanges. Some of these diagrams are able to partially cancel one another. The
CD-Bonn model gives an accurate description of the charge dependence (CD) of the NN interaction. It is
able to describe the charge-symmetry breaking via the nucleon mass splitting and the charge-independence
breaking via the pion mass splitting. As the proton and the neutron inside the deuteron are both fermions,
they obey Fermi statistics and possess corresponding momenta, which will colloquially be termed *Fermi mo-
menta’. The probability distribution of the Fermi momentum of a single nucleon as a result of the CD-Bonn
NN potential is shown in figure 4.1. The average value of the momentum is approximately [pg| = 94 MeV,
while the most likely value of the momentum is about |[pg| = 55 MeV [78].

This analysis measures the DCS of yn — K* X~ off the bound neutron, which gives rise to background
contributions off the bound proton. These background contributions are modeled by performing the same
analysis on a static proton target. As the bound proton inherits Fermi momentum while the static proton does
not, the data stemming from the static proton target must be corrected for Fermi-momentum-related effects
in order to match the data stemming from the bound proton target. The subsequent paragraphs will show
how the Fermi momentum is generally included in the simulation, how the real static proton data has to be
corrected accordingly and how specific Fermi-momentum-related complications are fixed.
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Figure 4.1: Probability distribution of the Fermi momentum of a single nucleon inside the deuteron as described by
the CD-Bonn NN potential [78].

Modeling of Fermi Momentum in Simulation

When incoherent reactions off the deuteron are simulated, the Fermi momentum is included in simulation
as follows:

1.

A random beam energy E,, is generated, whereas the probability distribution follows a EL shape as
expected for bremsstrahlung processes. The corresponding four-momentum of the photon is created.

A random Fermi momentum is generated, whereas the probability distribution follows the shape of
figure 4.1, which is a result of the CD-Bonn NN potential. This value describes the total magnitude
of the Fermi momentum, |pg|.

A random three-dimensional unit vector is generated in spherical coordinates using the angles
0 and ¢:
6 = arccos(R) , 4.7)

6 =21 (4.8)

Here, R is arandom variable uniformly distributed between [—1, 1] and r a random variable uniformly
distributed between [0, 1). The resulting distribution is illustrated in figure 4.2 in cartesian coordinates.

The magnitude of the unit vector is set to the previously generated Fermi momentum |pg|, resulting
in the three-momentum pg. This is used as the momentum component of the four-momentum of the

initial state, while ‘Im2 + [)I% is used as the energy component.

Adding up the four-momenta of the incoming photon and of the moving target results in the four-
momentum of the initial state. It is used as a boost vector to Lorentz-transform the four-momenta of
the incoming photon and the moving target into the CM frame.
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Figure 4.2: x, y and z components of randomly distributed three-dimensional unit vectors. 6 and ¢ were generated
according to equations 4.7 and 4.8.

6. In the CM frame, the final state particles are generated, considering the available phase space that is
specified by the input parameters of the initial state. DCS distributions can also be considered.

7. The final state particles are boosted from the CM frame to the laboratory (LAB) frame, using the
inverse of the previously utilized boost vector.

8. The four-momenta of the final state particles in the LAB frame can then be taken as input for the
Geant4 simulation and their interaction with the detectors accurately modeled.

Fermi Momentum Correction for Real Data

The aforementioned method provides an accurate description of incoherent reactions off the deuteron in
simulation. Furthermore, it is required to transform the real data that was measured off the static proton to
let them match the real data that was measured off the moving proton inside the deuteron. The methodology
is similar to the one utilized in simulation:

1. The four-momenta of the incoming photon and the static target are known, meaning the initial state
four-momentum is known. This original four-vector will later function as a boost vector and shall be
denoted as ’boost vector A’.

2. The four-momentum of the final state K* is already measured. It is Lorentz-transformed from the
LAB frame into the CM frame using boost vector A.

3. Still in the LAB frame, a three-dimensional Fermi momentum vector is generated analogous to the
previous methodology and used as the momentum component of a four-momentum of an artificial
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initial state, while ‘[ m2 + [712: is used as an artificial energy component. This artificial four-momentum
shall be defined as "boost vector B’.

4. The four-momentum of the K* in the CM frame is boosted back to the LAB frame, but this time not
using the inverse of the original boost vector A, but instead of the artificial boost vector B.

5. The result is a four-momentum of a K* as if it had been created under the influence of a Fermi mo-
mentum.

Specific Fermi-momentum-related Complications

The previous section generally described how the data that were measured off the static proton target were
corrected to match the ones measured off a moving target. This section shall go into more detail, list the
specific complications that arise when comparing static to moving targets and how the aforementioned cor-
rection is able to address those. Major limiting factors are that the experimental setup does not contain an
active target, so the recoil momentum of the spectator particle and thus the Fermi momentum can not be
measured directly. Also, the neutron from the X~ decay goes undetected, meaning the final state is not fully
specified. Following Fermi-momentum-related effects have to be considered:

1. The presence of the Fermi momentum leads to the four-momentum of the intial state to not be clearly
defined, which introduces several further complications:
a) The CM energy W is not clearly defined.
b) The MM resolution is worsened.
c) The W flux is not clearly defined.

d) Apparent sub-threshold production is visible.
2. The bound proton and neutron are not on mass shell.
3. The Fermi momentum slightly changes the measured LAB angles.

These various effects and the necessary corrections shall be explained in the subsequent paragraphs.

1. Undefined initial state: Variables that relate to a static target will be denoted with the subscript ’S’
and variables that relate to a moving target that contains a Fermi momentum pg will be denoted with the
subscript "F’, whereas the mass m always describes the target particle, not the spectator particle. For a static
target, the initial state four-momentum is:

E;, m
0 0
Pinitialy =Py tPs = 0 + 0
E, 0
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Contrary, for a moving target, the initial state four-momentum is defined as follows:

E, \m? +[7F2

0
Pinitialy = Py T PE = 0 + PE,
DF,
Er PF

As pg is not known, the initial state four-momentum of a moving target is not clearly defined. This causes
further complications.

1. a) Undefined W: The difference between the four-momenta of the initial states of static and moving
targets implies that also the corresponding W differ. For the static target, W can be calculated as follows:

Ws(E,) = ‘Imz +2E,m .

For the moving target, one has to consider the Fermi momentum:

WF(Ey’ﬁF) = sz + 2E7 (‘/I’I’l2 +ﬁ% —sz) . (49)

Let A be the domain of all accessible beam energies E,, and B the codomain of all accessible CM energies W.
In case of a static target, the function Wy : A - B is bijective and thus invertible, meaning once E,, is known,
then W is known, and vice versa. However, in case of a moving target, the function Wg : A — B is non-
injective, meaning elements in B can potentially be mapped multiple times depending on the combination of
the beam energy and the Fermi momentum. Equation 4.9 shows that W depends on the orientation of PE:
If P, is oriented against the beam direction, W increases, if it is oriented in beam direction, Wi decreases.
As pp can not be measured, this leads to a loss or smearing’ of W resolution.

Figure 4.3 shows a case study which illustrates this effect: Figure 4.3(a) shows a theoretical count for a single
bin of Ey. Figure 4.3(b) shows the same count, but this time converted to W for a static target in blue and
for a moving target in red. The bin edges of the E,, spectrum have been translated to the bin edges of the W
spectrum under the assumption of a static target. For the moving target, the E,, distribution is convoluted
with the Fermi momentum distribution, smearing out the W distribution symmetrically. For a single bin,
this effect, with an order of about 80%, is quite dramatic.

However, for several adjacent bins of similar magnitude, the effect is reduced to a few percent, depending
on the number of bins of similar magnitude. This is presented in figure 4.4: Analogous to the previous
case, figure 4.4(a) exhibits a theoretical count depending on E, this time for eleven adjacent bins with the
same magnitude. Figure 4.4(b) shows the same spectrum converted to W for a static target in blue and the
sum of all individual smeared signals of a moving target in red. Additionally, for the bins in light grey, the
individual smeared W distributions can be seen in cyan, magenta and green, respectively. For the central bin,
the difference between the W signal of the static and the moving target is diminished to approximately 5%,
as the loss in count for this single bin as a result of Fermi smearing is compensated by the smeared counts of
the neighbouring bins, partially filling up the central one. It would be reduced even further if more adjacent
bins were generated. For the outermost bins, the difference is about 40%, as there are less neighbouring bins
to compensate the smeared out count. This effect is especially important at production thresholds.

A priori, the Fermi smearing is able to hinder the detection of structures whose DCS is not significantly larger
as the DCS of the W side band regions. This is illustrated in figure 4.5, which shows the same scenario
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Figure 4.3: Case study of a theoretical event count (a) depending on E » and (b) converted to W for a static target (blue)
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smeared distributions of the grey bins, respectively.

as figure 4.4 with the only difference that one E,, bin contains an increased count. The increased count
is not high enough to compensate the loss of count due to Fermi smearing to an extent that would make it
identifiable in the W spectrum of the moving target. A posteriori, the smearing can be undone though: In the
special case where pure signal without any background contribution is measured and the underlying reaction
can accurately be described in simulation including the Fermi smearing, the reconstruction efficiency as a
function of W is known. By dividing the measured smeared count by the reconstruction efficiency, the
original count is restored, even under the influence of Fermi momentum.

In this analysis, the measurement on the deuteron target does not only yield signal, but also background. The
error AW that is made for background contributions can not be corrected a posteriori in the aforementioned
way. This is not a problem though, as long as the same error is made for the measurements on the static
proton target, achieving a match between the two datasets, and then subtracting the background contribution.
The question arises: In order to achieve a match between the background contribution stemming from the
moving proton and the background contribution stemming from the static proton, which W shall be assigned
on an event-by-event basis? For a measurement on a moving target, assigning a W that corresponds to a static
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target introduces following error for W:
— it assigned
AWp = WE' — Wy .

On the other hand, the aforementioned Fermi momentum correction is applied to the measurements on the
static proton target, which treats the static proton data under the assumption that the target was moving,
leading to the error:

AWg = Wie — wasiened — Ay

As the Fermi smearing of a W bin is symmetrical, meaning the same amount of counts is smeared towards
lower energies as towards higher energies, it is the case that AWg = AWjg, achieving a match between the
moving proton dataset and the static proton dataset, allowing for a subtraction of the background contribu-
tion.

1. b) Worsened MM resolution: As the neutron from the X~ decay is not measured, the 2~ can not
be reconstructed directly. Its mass is visible as the MM to the K*. In order to determine the MM to the K™,
the four-momentum of the K™ needs to be subtracted from the four-momentum of the initial state. As, in
case of the moving target, the initial state four-momentum is smeared by the Fermi momentum, the resulting
MM spectrum is smeared accordingly. For the static target, the aforementioned Fermi momentum correction
artificially smears the initial state and thus the MM spectrum, too, achieving a good description of the MM
peak that is associated with the A, as shown later in section 4.2.2.4 in figure 4.19.

1. ¢) Undefined W flux: The photon flux N,, is usually presented as a function of E,,, which is possible
as long as W(E, ) is bijective, which is not the case for a moving target. Therefore, N,, must be determined
as a function of W.

Figure 4.6 shows a case study of the dependency between E,, flux and W flux. Figure 4.6(a) shows a the-
oretical flux depending on E,, following a % distribution. 3 - 108 events have been generated, the binning
has been chosen to be small with just 1 MeV per bin. Figure 4.6(b) shows the same spectrum, but this time
converted to a flux depending on W for a static target in blue and a moving target in red. Due to the smearing
effect described in section 1. a), discrepancies between the static and the moving target can only be seen for
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W < 1400MeV and W > 2200 MeV. For W bins in-between, the loss of count due to Fermi smearing is
compensated as the Fermi smearing of the neighbouring bins are filling them up. In the W region above the
production threshold, which is at W = 1691.126 MeV, the discrepancy is below 0.1% and thus negligible.
The same situation is illustrated in figure 4.6(c) and 4.6(d), this time with the original tagger binning for
E, and this binning converted to a W binning under the assumption of a static target, respectively. The
same effects as for the fine binning are visible. Due to bin migration, the discrepancy between the W for a
static and a moving target above production threshold is approximately 1%, which will be included in the
estimation of the systematic uncertainties. Therefore, for the calculation of the DCSs of both beamtimes, the
W flux under the assumption of a static target can be used.
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Figure 4.6: Case study of a theoretical flux (a) depending on E., with a fine binning, (b) depending on W with a fine
binning, (¢) depending on £, with the original tagger binning and (d) depending on W with the original tagger binning.
The W binning was calculated from the £, binning under the assumption of a static target. In figure (b) and (d), the
blue lines describe a static and the red lines a moving target.

1. d) Apparent sub-threshold production: Often, the DCS is presented as a function of E,, which is
possible for a static target due to W(E', ) being a bijective function. For a moving target, it should be presen-
ted as a function of W though: Consider a theoretical scenario in which the DCS of an arbitrary reaction is
accurately measured, has a flat energy dependence and a production threshold of W = 1661.900 MeV and
the detector resolutions are neglected. For a static target as well as a moving target, the DCS as a function
of W would look like a perfect step function like it is illustrated in figure 4.7(b). For a static target, the DCS
as a function of E}, would look like a step function, too, which rises at Ey = 1000 MeV and is shown in
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figure 4.7(a). For a moving target however, the DCS as a function of E,, would even rise below the apparent
production threshold E,, = 1000 MeV which would be expected for a static target, as the Fermi momentum
can be oriented towards the beam direction, increasing W even for lower beam energies. Note that this appar-
ent “sub-threshold production” would even be present in the final DCS after all of the aforementioned Fermi
momentum corrections had been applied, including the division by the reconstruction efficiency, as it is the
result of an actual measurement at an actual value for E,, .

The only caveat that must be considered is that a DCS of a moving target that is presented as a function of
E, should never be translated into a DCS that is presented as function of W under the assumption of a static
target, as the apparent sub-threshold production in the £, spectrum would be converted into an erroneous
sub-threshold production in the W spectrum. To avoid this error in the first place, the DCS will be presented
as a function of W, not Ey.

S
Y
A

3
3

x
LML L L L LB I -4

.
3
3

——

@
3

do
& 1 Arbitrary units
L
99/ Arbitrary units
a0
o
8

m
8
—
L
o
8

IS
S
IS
S

N
S
N
S

0 PRRVR SRR FRVERN | PRSP 1 SV S B ob——L L L L L
800 850 900 950 1000 1050 1100 1150 1200 1550 1600 1650 1700 1750
E,/ MeV W/ MeV
(a) Depending on £, (b) Depending on W

Figure 4.7: Case study of a DCS of an arbitrary reaction as a function of (a) E,, and (b) W. Blue lines describe a static
target, red lines a moving target. Higher-laying bins have been used to generate these histograms, but are not shown.

2. Mass shell: The binding energy of the deuteron is Ey;,g = 2.22 MeV [78], which amounts to 1.11 MeV
per nucleon. This implies that the bound proton, the bound neutron or both do not lie on mass shell. The
question arises: Which effective mass value should be used for the description of the proton and neutron,
respectively? For the proton and neutron, calculating the respective W for both the nominal nucleon mass
and a nucleon mass reduced by the average 1.11 MeV shows that the deviation between these two values
is below 0.1% and can be considered negligible. Thus, in all calculations for W, the nominal mass of the
neutron is used. For the W assignment of the background reactions off the bound proton, this introduces a
tiny W error, which is compensated by the fact that the same error is made for the measurements on the free
proton target.

3. Changed angles: For a moving target, a small fraction of K* do not enter the FS compared to the
static target. This effect can also be introduced to the data of the static target by applying the two previously
described Lorentz transformations and sorting the data points into angular bins afterwards.

After applying the Fermi momentum correction to the dataset of hydrogen beamtime 2018-11, it can be
subject to the same selection criteria that are applied to the dataset of deuterium beamtime 2018-06. The ex-
traction of the yield Ny together with the associated selection criteria shall be described in the subsequent
section.
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4.2.2 Extraction of the Yield Ng.

This section describes the applied selection criteria and methods that are utilized to extract the yield Ng-y for
both individual beamtimes. The selection criteria are applied in successive order, each criterium improving
the SNR. The very first step is selecting events which contain tracks with the right combination of charges.

4.2.2.1 Charge Signature Selection

First, a general overview of the kinematics of the reaction yn - K* X~ shall be provided. Due to its weak
decay, the K* has a relatively long lifetime of T = 12.38 ns [27] and thus can be detected in the FS before it
decays in the majority of cases. The angular distribution of the K* in the LAB frame is illustrated in figure 4.8
for CM energies ranging from threshold, being W = 1691.126 MeV, up to W = (1942.350 + 8.760) MeV,
which is the whole W range that has been considered in this analysis. The energy value after the plus-minus
sign describes half of the W bin width. The distribution has been normalized so that its integral is equal to
one. The figure only depicts the phase space distribution, meaning no DCS effects are included:
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Figure 4.8: 0; 5 distribution of the K*. 6,5 = 0° corresponds to the forward direction. Only phase space is con-
sidered, no DCS contributions.

The angle 61 4,5 = 0° corresponds to the forward direction. It is apparent that the K* enters the FS in 6.39%,
SciRi in 24.28%, BGO in 69.19% and is out of acceptance in 0.14% of all cases. For completeness, it shall
be mentioned that the K™ can not be reliably reconstructed in SciRi, as it only functions as a veto detector
without any provision of energy or momentum information. Contrary, a K* reconstruction in the BGO is
possible by exploiting the fact that it deposits most of its energy in a single BGO crystal and then decays
weakly, leading to a secondary energy deposit, whereas the time difference between the two clusters follows
the distinct lifetime of the K* [82][83]. For extreme forward angles, only the detection in the FS is relevant.
For the charge signature selection, events that have exactly one positively charged track in the FS are accep-
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ted, corresponding to a potential K* candidate.

The X~ decays to nor~ with a branching ratio of 99.84%. As it has a relatively short lifetime of T =
0.15ns [27], it is only possible to detect its decay products. The focus will be on this dominant decay to
nor~ and, analogous to the previous investigation of the K*, the corresponding angular distribution shall be
explored. Assuming that the K™ is detected in the FS, the phase space distribution of 8y o of the 77~ looks
as follows:
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Figure 4.9: 6, 5p distribution of the s7~, assuming that the K* entered the FS. 6,5 = 0° corresponds to the forward
direction. Only phase space is considered, no DCS contributions.

In 86.37% of cases, the 7/~ enters the BGO. Due to this large fraction of the phase space, the ;7= shall be
reconstructed in the BGO. An identification in the FS has been tried but proved unsuccessfull due to the
limited statistics, while a detection in SciRi does not provide the required energy information. Theoretically,
it would also be possible to not require any s~ detection at all. However, background channels involve A
and X whose decays also involve 77~. Applying selection cuts to the 77~ energy and momenta specifically
tailored to the K* X~ final state reduces these background contributions. As the barrel and the BGO can
detect charge, but not the sign of the charge, a single charged track in the BGO in combination with the barrel
is required as a potential s~ candidate.

Finally, the angular distribution of the neutron is shown in figure 4.10, where it is required that the K*
enters the FS and the 7~ enters the BGO. The biggest portion of neutrons, 45.05%, enter SciRi. Second to
that, 44.16% enter the BGO, while the FS is hit in 10.77% and the neutrons get out of detector acceptance
in 0.02% of all cases. Neutrons interact only strongly with the active detector material: For fast neutrons,
this happens via scattering of protons, which cause a detectable path of ionization, obtaining a large cross
section of approximately 0.1 b [84]. In simulation, a reliable modeling of the neutron detection efficiency in
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Figure 4.10: 6, op distribution of the neutron, assuming that the K* entered the FS and the s~ entered the BGO.
014 = 0° corresponds to the forward direction. Only phase space is considered, no DCS contributions.

either of the detectors or of the crystal multiplicity in the BGO is not possible, as the interaction of neutrons
with matter is a very complex process. Not only does it depend on the kinetic energy of the neutron, it also
depends on the properties of the scintillators such as the light output, the scintillating efficiency and the
wavelength of maximum emission, and furthermore on the properties of the light guides, photomultipliers
and discriminators. The applied cluster energy thresholds play an important role, too. The question arises
which neutral particle count should be allowed for the charge signature selection. To answer this question,
different approaches were assessed:

1. Neutral particle count < 1: The first method would be to allow a neutral particle count of zero or
one as a charge signature selection and to not place any further selection criteria on the neutron candidate.
This would circumvent the issue of the unknown neutron detection efficiency and achieve a match between
real and simulated data. However, this would also lead to the inclusion of photon background especially
from K* and X© decays, worsening the SNR. Therefore, this approach will not be chosen. For complete-
ness, the effect of allowing a neutral particle count of zero or one has been compared to an analysis where
only a neutral particle count of zero is allowed. The measured yield and therefore the resulting final DCS
shows a difference in scale of 15.23%.

2. Neutral particle count = 0: Another method would be to choose a neutral particle count of exactly
zero as a charge signature selection and discard any events that contain neutral tracks. This way, one re-
moves background contributions from photons, but one must pay attention to the match between real and
simulated data: In the Geant4 simulation, as the energy deposit of the neutron can not be modeled accurately,
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the G4EmStandardPhysics [85] class is utilized, meaning only electromagnetic interactions are considered
and the neutrons energy deposit is assumed to always be zero. In simulation, this always leads to a count of
uncharged tracks of zero. In real data, the neutron will go undetected in most cases, leading to a count of
uncharged tracks of zero, too, achieving a match between simulated and real data. If, however, in real data,
the neutron energy deposit surpasses the necessary cluster energy threshold, a count of uncharged tracks of
one will be encountered, inducing a mismatch between real data and simulation. The extent of this mismatch
will be estimated and used as a systematic uncertainty to the DCS measurement.

In general, the neutron detection efficiency depends on the neutron kinetic energies and cluster energy
thresholds. The involved neutron kinetic energies before the interaction of the neutron with the detector
material can be described in simulation. For the BGO, the mean neutron kinetic energy shows almost no W
dependency and is 105.9 MeV. The BGO detector used in the BGOOD experiment has previously been used
by a predecessor experiment, the GRAAL experiment [86], which has measured the neutron detection effi-
ciency using the reaction yp — s *n, where the s7* identification was employed to tag the expected neutron,
and compared it to simulation [87]. GRAAL has measured the neutron detection efficiency depending on
the neutron kinetic energy and cluster energy threshold, which is presented in figure 4.11. For real data and a
neutron kinetic energy of 105.9 MeV, the neutron detection efficiency for a 2 MeV cluster energy threshold
is about 60% and for a 20 MeV cluster energy threshold it is approximately 30%.
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Figure 4.11: Neutron detection efficiency obtained from the GRAAL experiment (closed circles) and GEANT3 simu-
lation using the FLUKA package (open circles) as a function of neutron kinetic energy for (a) 2MeV and (b) 20 MeV
cluster energy thresholds [87].

The measured neutron kinetic energy distribution in the BGO is roughly exponential. One can use these two
data points to perform an exponential extrapolation of the neutron detection efficiency as a function of the ap-
plied cluster energy thresholds and evaluate it at the cluster energy threshold that is used at BGOOD, namely
25MeV. This leads to an expected neutron detection efficiency of approximately 24.74%. Multiplication
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with the angular phase space of the neutrons that enter the BGO, which has a value of 44.16% and is shown
in figure 4.10, leads to an estimate of the fraction of neutrons which are expected to be observed in the BGO
of 10.93% relative to the full neutron phase space. Even if a neutral particle count of zero or one is allowed,
after all cuts have been applied to real data, there is not a single event in SciRi and not a single neutral event
in the FS. This means that 89.07% of neutrons are expected to be undetected, which is the part of the phase
space that is measured in this analysis when setting the amount of uncharged tracks to be zero. This implies a
one-sided systematic uncertainty of é8;33§§§ = 12.27% for the chosen charge signature selection, which will
be included in the systematic uncertainties listed in chapter 5. For the future, an improved determination of
the neutron detection efficiency could be achieved by replicating the entire GRAAL analysis [87] using the
current hardware setup of BGOOD. For completeness, it shall be mentioned that a differentiation between
neutrons and photons according to the BGO crystal multiplicities has been tried but proved to be unsuitable,
because the multiplicity distributions of neutrons and photons show a large overlap and the multiplicity of
the neutron is larger than 1 in most cases.

To summarize: The specific decay chain yn - K*X~ — K* 7 n will be identified. The charge signa-
ture selection of this reaction corresponds to one positive, one negative and zero neutral particles. Therefore,
one requires exactly one positively charged track in the FS as a K* candidate, exactly one charged track in the
BGO as a o7~ candidate and one does not allow any further tracks, as the exact neutron detection efficiency
is unknown and this requirement helps to suppress background. By doing so, one introduces a one-sided
systematic uncertainty of 12.27%. At this point of the analysis, specific cuts can be applied to the individual
tracks as described in the next sections.

4.2.2.2 ;= Energy and Momentum

After events with the appropriate charge signature selection have been identified, the two main challenges
are differentiating between the K* and the % peak in the ToF mass spectrum and between the X~ and the
A peak in the MM spectrum to the K*. Before any selection criteria or fits are applied to these spectra,
it is reasonable to improve the SNR by applying selection criteria to other parameters, such as energy and
momentum of the 77~ stemming from the ¥~ decay. For better reproducibility, the selection criteria are
presented in chronological order, meaning the SNR will improve with every subsequent criterion.

Maximum Allowed E;, of 7~ in BGO

In the previous section 4.2.2.1, it was shown that for the selection of the charge signature a 7~ candid-
ate in the BGO is required. The BGO in combination with the barrel is able to distinguish between charged
and uncharged particles, but not between positively charged and negatively charged particles. This means
that one can a priori not be sure whether 7~ or 77+ were measured. Furthermore, due to the lack of a proper
barrel calibration, a distinction between s and protons via a % measurement is also not possible. For a
first-order distinction of the different particle types, it must therefore be relied on the different energy depos-
its in the BGO. More specifically, the kinetic energy deposit E};, shall be limited to be below the maximum
value that is expected for ;7~. The energy deposit dE per penetration depth dx of charged particles traversing

through matter, also known as ’linear stopping power’, is described by the Bethe-Bloch equation, shown here

in ST units: oy o
dE _ ZZ 1 1 Zmec ﬁ 14 Wmax 2 S(Yﬁ)
—E—pKZ ZF (iln( 2 -p —— - (4.10)
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p is the density of the absorber, K = 477N ,r2m,c? a constant, z the charge number of the incident particle,

the atomic mass over atomic number of the absorber, W, the maximum possible energy transfer to
an electron in a single collision and § a density effect coefficient. This version of the Bethe-Bloch equa-
tion is valid in the region 0.1 < By < 1000 [27]. For By < 0.1, equation 4.10 has to be adjusted by
introducing low-energy correction terms such as a shell correction term, Bloch correction term and Barkas
correction term. The Barkas correction term is especially important for differentiating between s~ and s *:
In theory, one could imagine that an atom’s electron cloud is marginally recoiling against the approach of a
negative projectile and being marginally attracted towards an approaching positive projectile. The stopping
power should therefore be slightly smaller for negative particles than for positive particles [27]. As these
low-energy correction terms are not fully included in the Geant4 simulation of the experiment, it must be
ensured that their extent is negligible in order to achieve an accurate match between simulation and real
data. An investigation of the kinematics of the reaction yn — K* X~ revealed that the involved s~ inherits
0.58 < By < 2.53, which is above the aforementioned lower limit Sy ~ 0.1. Equation 4.10 is therefore a
sufficient description of the energy deposit of 77~ in the BGO and can be used in the simulation.

Using the simulation, a first-order differentiation between 7~ and other particles can be achieved by pla-
cing a cut on the maximum kinetic energy deposit in the BGO which is expected for 77/~ stemming from
the original reaction yn - K*X~ — K*ns~. As K* and protons tend to deposit more energy than s, a
reduction of background can be achieved. Figure 4.12 shows the kinetic energy deposit E;, of particles in
the BGO for real data of both beamtimes and for simulated 77~ stemming from the X~ decay.
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Figure 4.12: Kinetic energy deposit Ey;, of particles in the BGO for deuterium beamtime 2018-06, hydrogen beamtime
2018-11 and Geant4 simulation of -7~ from the original reaction yn - K* X~ — K*nsr~. The counts of the real data
are normalized, the scale of the simulated data is chosen arbitrarily. The vertical line describes the cut at 90% of the
full integral of the simulated spectrum, which is chosen according to the cumulative distribution shown in figure 4.13.
The applied visualization cuts can be seen in figure 4.14.
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The figure is a projection over all centre-of-mass W bins that are considered in this analysis, namely from

W = (1688.855 + 6.745) MeV to W = (1942.350 + 8.760) MeV, where the values after the plus-minus
sign correspond to half of the W bin width. This is also the case for all subsequent histograms for which
no explicit W dependency is presented. For the real data a normalized count is shown, meaning a count
that was divided by the respective flux, reconstruction efficiency and effective target area density, whereas
for the simulated data an arbitrary scale is applied. The normalized count of the deuterium data is much
higher than for the hydrogen data. This can be explained by the fact that both datasets contain contributions
of background reactions off the proton, but the deuterium dataset also contains contributions of background
reactions off the neutron, which are mostly s+ in the FS, and also signal reactions. The shape of the rising
edge is similar, whereas for the hydrogen data the shape flattens at around Ey;, = 120 MeV. Adding the
simulated 57~ contribution to the hydrogen dataset roughly adds up to the shape of the deuterium dataset.
The simulated energy spectrum drops at Ey;, = 150 MeV, which makes sense given that this is where the
ar~ reaches an energy of roughly 2m .-, which is around the kinematic range of a minimum ionizing particle.

As the shape of the kinetic energy distribution is not Gaussian, it must be quantified by other means. The
kinetic energy distribution of the simulation is converted to a cumulative plot as shown in figure 4.13 and the
point at which the cumulative energy distribution surpasses 90% of its total integral is used as a cut criterion.
These histograms are created for each bin of W and the W dependency is then descibed by a second-degree
polynomial fit, enabling a W-dependent cut on the kinetic energy deposit. This is depicted in appendix C
in detail. For a projection over all utilized W bins, the cut is positioned at Ey;, = 175MeV. This leads to
a 10% decrease of signal, but also to an approximate 30% decrease of noise. As more selection criteria are
applied, the match between the real deuterium data and the simulated data will improve.
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Figure 4.13: Cumulative distribution of figure 4.12 The vertical lines represent the kinetic energy deposits at which the
cumulative distributions surpass 90% of their full integral. The solid line describes the simulation and corresponds
to the cut that is actually applied in the analysis, the dashed line describes the hydrogen data and the dashed-dotted
line the deuterium data. The W dependency of these values is shown in appendix C in detail, the visualization cuts in
figure 4.14.
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In order to achieve an adequate comparison of both real datasets to the simulated data, the real data should
not inhibit any avoidable background, for example from the s+ peak or proton peak in the ToF mass spec-
trum. Figures 4.12 and 4.13 were therefore created after placing a fixed 20 cut on the K* ToF mass peak as
well as on the expected MM to the K* peak corresponding to the X~ mass as shown in figure 4.14. These
cuts are only used to compare real data and simulated data and have no influence on the actual final analysis.
In the subsequent chapters they will be referred to as ’visualization cuts’. As apparent from figure 4.14(c),
the simulation also considers cases where the K* decays to 7+ 770 before it reaches the FS, leading to a small
fraction of observed s*.

L L L
5050 Eo
Kinelic energy depositin 8GO / Mo/

(b) Vs. ToF mass, H, 2018-11 (c) Vs. ToF mass, simulation

(d) Vs. MM to K*, D, 2018-06 (e) Vs. MM to K*, H, 2018-11 (f) Vs. MM to K*, simulation

Figure 4.14: Relation between kinetic energy deposit in the BGO E,;, and ToF mass, MM to K* and dataset, respect-
ively. For visualization, figures 4.12 and 4.13 were created under a 2¢ cut around the K* ToF mass and around the
expected MM to K* as presented by the red lines, getting rid of background and enabling a fairer comparison of real
data and simulation. This ’visualization cut’ is not present in the actual final analysis.

Momentum of 77~ in 2~ Frame

The previous cuts were applied in the LAB frame. It is also possible to take the four-momentum of the
o1~ and perform a Lorentz transformation to the X'~ frame, in which the 77~ and neutron momenta are ori-
ented back-to-back. The distribution of the 77~ momentum in the X~ frame, |p,,-i, x-|, is investigated as
shown in figure 4.15 over all used bins of W. Depicted are normalized counts for both beamtimes and an
arbitrary scale for simulation. The shape of the deuterium dataset can nicely be described by combining
the shape of the hydrogen dataset with the Gaussian peak that is expected from simulation. The difference
in scale of the first peaks at around |p -, =-1 = 120MeV is anticipated due to the additional background
contribution stemming from reactions off the neutron inside the deuteron, part of them leading to 77" in
the FS that overlap with the K*. This can be seen in figures 4.16(a) and 4.16(b). A Gaussan fit is applied
to the simulated data for each bin of W. The corresponding Gaussian mean and sigma as functions of W
can then be described by second-degree polynomials, which are shown in appendix C in detail. A 20 cut
is chosen. For the projection over all used bins of W illustrated in figure 4.15 , the Gaussian fit yields
© = (182.85 +0.05) MeV and o = (24.49 + 0.04) MeV, the 20 range is described by the vertical lines.
For a fair comparison of real and simulated data in figure 4.15, the same visualization cut as chosen for the
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kinetic energy deposit in the BGO is chosen, illustrated in figure 4.16.
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Figure 4.15: Momentum of the 7~ in the X~ frame |[p,,-;, »-| for both beamtimes, shown as normalized counts, and
simulation, shown with an arbitrary scale, over all used bins of W. A Gaussian fit to the simulated data yields p =
(182.85 + 0.05) MeV and ¢ = (24.49 + 0.04) MeV, the 20 range is described by the vertical lines. The W dependency
is shown in appendix C, the visualization cuts in figure 4.16.
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Figure 4.16: Visualization cuts for the momentum of the 7~ in the 2~ frame as in figure 4.15. See caption of figure
4.14.
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4.2.2.3 Missing Mass to K77~

For the decay of an initial state with four-momentum p;;;;, to two particles with four-momenta p; and p,,
the MM to p; is defined as:

- 2
My = (Pinitial = P1)” -
The four-momentum conservation between the initial state and the final state of the reaction yn - K* X~ -
K™ 71~ n can be written as follows:

Py t PTarget = Pk+ t Px- = Pk+ t D=+ Pn >

() (Gom)- ()32 )- ) )+ o
py PTarget Pk~ Px- Pk~ Po- Pn

As outlined in section 4.2.2.1, an accurate modeling of the reconstruction efficiency of a neutron measure-
ment in simulation is not possible. The neutron from the X~ decay will therefore be treated as a missing
particle and the MM to K* 77—, which is expected to be the neutron mass, will be measured instead. Isolating
the four-momentum of the neutron and squaring it leads to an expression of the mass of the neutron:

my = J((Ey + ETarget) - (EK+ + En‘))2 - ((ﬁy +13Target) - (ﬁK“f +ﬁﬂ_))2 .

The distribution of the MM to K* s~ can be seen in figure 4.17 for the visualization cuts presented in
figure 4.18 as a projection over all used bins of W. The real data are shown as normalized counts, whereas
the simulated data is shown with an arbitrary scale. For simulated data, the MM to K* s~ does not sit
at the nominal mass of the neutron, but instead at a Gaussian mean of g, = (960.83 + 0.08) MeV with
0, = (36.51 + 0.05) MeV. This is a result of the fact that the FS is calibrated matching the proton ToF mass
to the proton nominal mass, not using any K*, leading to a slight offset. This offset in simulation matches
real data once a clean K* ToF mass selection is done. As apparent from figure 4.18, a wider ToF mass cut
leads to more inclusion of s7* background, which skews the MM to K* 7~ to slightly lower values in real
data, while a tighter ToF mass cut leads to a good match between real and simulated data. For each bin of
W, a Gaussian fit is applied to the simulated data and the W dependency of the Gaussian mean and sigma
can be described by a fourth-degree polynomial. This is all shown in appendix C. A 2¢ cut is chosen. For
the projection over all used W bins in figure 4.17, this is illustrated by the two vertical lines.

4.2.2.4 Missing Mass to K™

Now that all cuts have been applied to the 7~ and the missing neutron, one can focus on the MM to the
K™, which should ideally correspond to the X~ mass. It can be calculated by utilizing the four-momentum
conservation from equation 4.11 again:

ms- = (Ey + Eruged) — Ex)? — (B, + Prasge) — Px-)? -
Figure 4.19 depicts the MM spectrum to the K* for both beamtimes as normalized counts and simulated data
with an arbitrary scale. As explained in section 4.1, the background reactions off the hydrogen target are ex-
pected to contain contributions from K* A, K* X 0and K+ X0(1385), which can nicely be seen in the MM dis-
tribution: The A peak is much more dominant than the X© peak, while the X?(1385) peak, in practice, does
not contribute. The A peak sits approximately 15 MeV higher than its nominal massm, = 1 116 MeV [27],
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Figure 4.17: MM to K* o1~ for both beamtimes, shown as normalized counts, and simulation, shown with an arbitrary

MM to K*1t / MeV

scale, over all used bins of W. A Gaussian fit to the simulated data yields u, = (960.83 + 0.08) MeV and o,

(36.51 + 0.05) MeV, the 20 range is described by the vertical lines. The W dependency is shown in appendix C, the

visualization cuts in figure 4.18.
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Figure 4.18: Visualization cuts for the MM to K* 7~ as in figure 4.17. See caption of figure 4.14. This time, the 20
cut around the K* ToF mass has been exchanged for a 1o cut.
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which is consistent with the fact that the X~ peak in simulation also sits about 15MeV higher than its
nominal mass my- = 1197 MeV [27], namely at a Gaussian mean of p x- = (1209.10 + 0.06) MeV with
ox- = (28.09 + 0.05) MeV. As mentioned before, it is an expected result of the calibration procedure of the
FS. In theory, the data from the deuteron dataset would contain X~ signal, the same background reactions as
in the hydrogen dataset and a contribution of K* X~ (1385), which, in practice, is nonexistent. The shape of
the deuteron dataset can be described by combining the shape of the simulated signal with the background
contributions off the proton. The fact that the scale of the A peak differs between the hydrogen and the
deuteron dataset is caused by the K* selection still containing background. Figure 4.19 was created under
the visualization cut shown in figure 4.20 where a 16 K* ToF mass visualization cut is chosen. For a clean
0.50 selection, the scale of the A peak would be the same for both real datasets. A Gaussian fit is applied to
the simulated data for each bin of W and the W dependency of the Gaussian mean and sigma is described
by a fourth-degree polynomial, shown in detail in appendix C. A 2¢ cut is chosen, which, for the projection
over all used W bins in figure 4.19, is described by the two vertical lines.
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Figure 4.19: MM spectrum to the K* for both beamtimes as normalized counts and simulated data with an arbitrary
scale as a projection over all used bins of W. A Gaussian fit to the simulated data yields p 5>~ = (1209.10 + 0.06) MeV
and 0 - = (28.09 +0.05) MeV, the 2¢ range is described by the vertical lines. The W dependency is shown in
appendix C, the visualization cuts in figure 4.20.
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Figure 4.20: Visualization cuts for the MM to K* as in figure 4.19. See caption of figure 4.14. This time, the 25 cut
around the K* ToF mass has been exchanged for a 1o cut.
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4.2.2.5 Maximum Likelihood Fit to the ToF Mass Spectrum

Finally, the yield Ng+y can be extracted from the ToF mass spectra. Figure 4.21 shows the ToF mass spectra
as projections over all used W bins for both beamtimes as normalized counts, meaning as counts scaled by
the inverse of their corresponding flux, reconstruction efficiency and effective target area density, while the
simulated data exhibits an arbitrary scale.
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Figure 4.21: ToF mass for both beamtimes normalized by their respective flux, reconstruction efficiency and effective
target area density over the full W range. The simulated data is shown with an arbitrary scale.

Starting from low to high ToF masses, visible are peaks corresponding to ;7 * with some positron contribution,
to the K™ and to the proton. Generally speaking, the background contributions from s7* and protons origin-
ating from the hydrogen dataset are approximately half the size of the corresponding ones originating from
the deuterium dataset. The Gaussian peaks corresponding to the K* and proton are located around their par-
ticular masses as expected. However, even after careful calibration, the peaks corresponding to the 7+ show
two deviations from the expected Gaussian shape and position: First, especially for the hydrogen dataset, the
left flank of the s+ peak suffers from positron contribution originating from uncorrelated pair production.
The positron background is highly sensitive to the beam position, which tends to slightly wander over the
course of a beamtime, leading to different distortions for different beamtimes. Second, for the deuterium
dataset, the Gaussian mean does not coincide with the nominal 7% mass, but is shifted by about +20 MeV.
These aberrations are caused by the fact that the FS calibration is achieved by matching the measured proton
ToF mass to the nominal proton ToF mass, not being tailored specifically to the s7*. Furthermore, they are
also influenced by the ToF mass being determined by momentum and 8 measurements, which, for the 7+,
are greatly affected by low-energy corrections in the FS track-finding algorithm, which are complicated to
model precisely. This has implications on the utilized methodology: If the match between both beamtimes
were perfect, one could normalize both datasets and then directly subtract the hydrogen ToF mass spectrum
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from the deuterium ToF mass spectrum, removing the background reactions originating off the proton inside
the deuteron, and then model the remaining overlapping 7+ and K* peaks afterwards. The integral over the
K™ peak would then correspond to the final normalized yield Mg of the signal. Due to the mismatch of the
ot peaks, a different methodology needs to be applied, which has been described previously in section 4.1:
The sr* background is eradicated for each individual beamtime, leaving a K* peak with corresponding yield
Ng-+y for each individual beamtime. The respective normalization and the subtraction of the two normalized
yields is then done afterwards, resulting in the final normalized yield M¢. Fortunately, the proton peaks do
not overlap with the K* peaks and can be ignored.

As the overlap of the ;7% and the K* peak grows larger with increasing W, a straightforward fit function
that consists of the sum of two Gaussians is at some value of W no longer able to distinguish between the
two peaks. Therefore, a more elaborate fitting method is used. The shape of the ;7* peak may differ between
beamtimes, but it is almost identical to the shape that would be observed for a measurement of 77, as the
resolution of the FS and the involved kinematics are the same. Furthermore, the 77~ peak does not contain
any K~ contribution, as K~ are not produced in the relevant kinematic range. Therefore, there is no need
to model the 7+ shape with a Monte Carlo simulation as it can be measured directly. For the measurement
of the 77~ peak, all aforementioned cuts are applied in the same way except for the charge signature: The
positively charged track in the FS is exchanged for a negatively charged track in the FS. Figure 4.22(a) shows
B vs. p for a normal charge signature, while figure 4.22(b) shows the same variables for a negatively charged
track in the FS. When selecting a negative track, only contributions from 77~ and electrons remain.
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(a) Normal charge signature (b) Negative FS track

Figure 4.22: B vs. p for (a) the normal charge signature and (b) the negative FS track.

The shape of the ;7= peak describes the s7* peak and the electron contribution in the former matches the
positron contribution in the latter, while the distribution of the K* peak is modeled in the Geant4 simulation.
The small 77* peak in the simulated K* ToF mass spectrum, which originates from part of the K* decaying
before entering the FS, contributes approximately 3% to its integral. It is excluded from the simulated ToF
mass spectrum and from the calculation of the reconstruction efficiency, achieving a match between real
data and simulation. The measured shape of the 7~ peak as a 77+ model and the simulated K* peak are
used as inputs for a maximum likelihood fit to the real ToF mass spectrum utilizing the RooFit [70] library
of ROOT [69]. During the fitting routine, the input spectra are scaled to best describe the real data. The
modeled s+ spectrum and the K* spectrum were allowed to shift by +10 MeV along the x-axis to account
for small deviations between simulation and real data. As the ToF mass spectra tend to show minor devi-
ations from one another at ToF mass values close to zero, the lower end of the fitting range is set to 30MeV.
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The bin width of the ToF mass spectra is set to 4 MeV.

For the sake of briefness, only the fits to every third W bin shall be shown here, while the goodness of
fit will be shown over the full W range in which fits are necessary. The fits to each W bin can be found in
appendix D. Figure 4.23 depicts the maximum likelihood fit to the ToF mass spectrum for different bins of
W for the deuterium beamtime 2018-06. Note the different scales on the y-axes. The real data is shown in
black, the peak that was measured using the s~ charge signature selection and then fitted is shown in blue
and the K* peak that is a result of the Geant4 simulation and then fitted is shown in red. For the sake of
clarity, the sum of the two peaks, which is the relevant quantity to maximize the likelihood, is not shown, as
it largely overlaps with the individual peaks. The proton peak does not overlap with the K* peak and is not
presented. The lower limit of the fitting range at 30 MeV is described by the vertical black dashed line.
The production threshold for K* X~ is W = 1691.126 MeV. It is located rougly at the centre of the first
W bin, which encompasses W = (1688.855 + 6.745) MeV, shown in figure 4.23(a). Thus, the K* signal
is quite small for this bin. Up to a CM energy including W = (1793.565 + 6.355) MeV, the 3¢ distances
of the 7% and K* peaks do not overlap and therefore no fit needs to be applied, the integral can be taken
directly over the full K* ToF mass peak. This eliminates any fitting uncertainty. This W range encompasses
figures 4.23(a), 4.23(b) and 4.23(c), which is why no fitted ToF mass spectra are displayed. The 3¢ distances
overlap starting from W = (1806.230 + 6.310) MeV, described by figure 4.23(d), and fits become neces-
sary. As W increases, so does the width of the 7+ peak. Initially, a clear distinction between the two peaks
is possible, but gets increasingly hard from W = (1911.460 + 4.450) MeV, until no distinction is possible
anymore above W = (1942.350 + 8.760) MeV. The original tagger binning converted to a W binning was
kept for most of the used W range, only the last two original bins at W = (1937.980 + 4.390) MeV and
W = (1946.740 + 4.370) MeV were merged to form a single bin to gain sufficient statistics.

Figure 4.24 shows the analogous spectra for hydrogen beamtime 2018-11. Note that the spectra use the
same colours as in the previous figure 4.23. As expected, the K* peak is generally smaller when compared
to the deuterium beamtime.

Figure 4.25 shows the reduced y? for the fits for both beamtimes depending on W. The figure only de-
scribes the W range in which fits are actually necessary due to the overlap of the 7% and K* peak. In most
cases the reduced y? has a reasonable value and varies between 0.7 and 1.2. For the deuterium beamtime,
the average absolute deviation from 1.000 is 0.196, while for the hydrogen beamtime, it is 0.273.

At this point of the analysis, the measured yield Ng-y is extracted for each individual beamtime by in-

tegrating over the known K* peak in the respective ToF mass spectrum after the fit. The next section will
describe how the yields are normalized.
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Figure 4.23: Maximum likelihood fit to the ToF mass spectrum of deuterium beamtime 2018-06 for selected bins of W.
Real data shown in black, fitted 77+ model in blue and simulated K* peak in red. Fits become necessary from inclusive
W = 1806 MeV on upward. The fitting region is restricted to above 30 MeV as depicted by the vertical line. Note the
different scales on the y-axes.
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Figure 4.25: Reduced y? depending on W for both beamtimes. Shown is only the W range in which fits are actually
necessary. For the deuterium beamtime, the average absolute deviation from 1.000 is 0.196, while for the hydrogen
beamtime, it is 0.273.

4.2.3 Normalization of the Yield Ny

As previously described by equation 4.5, the measured yields Ng+y (W, 0cy) of the different beamtimes
must be normalized by the respective integrated photon fluxes N, (W), target area densities p and trigger

efficiency ratlo (W 0cnm) before the contribution of background off the proton can be subtracted:

d
N¢ _ Néps _ Nig  ¢¢
N?ﬂn N;/)n N;I:pp é’p

4.5)

The following sections will describe how these parameters have been determined.
Integrated Photon Flux

The measurement of the integrated photon flux and the associated calibrations have been described in sec-
tion 3.3. The integrated photon flux can be described as the product of the amount of electrons that cause
coincidences in the tagging system and the tagging efficiency. The resulting energy spectrum of the incom-
ing photons follows a E bremsstrahlung distribution, the conversion between the E,, spectrum and the W
spectrum was described in section 4.2.1. Figure 4.26 shows the integrated photon ﬂux N,, as a function of
W for both beamtimes. The steps in the spectrum are a result of increasing bin widths for increasing W. For
the sake of clarity, the original W binning is presented, whereas in the final result two bins will be merged
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starting with the ones at W = (1937.980 + 4.390) MeV and W = (1946.740 + 4.370) MeV.

In about 4% of the cases, in real data, two photons are recorded for the same event. This effect can be cor-
rected for by calculating the MM to the K* for both photons and discarding the one for which the MM is the
most different to the nominal X'~ mass.
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Figure 4.26: Integrated photon flux N, as a function of W for both beamtimes. The steps in the spectrum are
a result of increasing bin widths for increasing W. For the sake of clarity, the original W binning is presented,
whereas in the final result two bins will be merged starting with the ones at W = (1937.980 + 4.390) MeV and
W = (1946.740 + 4.370) MeV.

Target Area Density

For all beamtimes, the same target cell with an effective length of / = (11.1 + 0.1) cm was used, where
the effective length factors in the slight elongation due to the curvature of the target cell windows made of
Mylar foil. It was cooled down using the cryostat system to just above the freezing temperature in order to
not destroy the target cell. For deuterium the temperature was held at 21.5 K and for hydrogen at 18.0 K.
Table 4.1 lists the target densities [88]. The target area density p can then be calculated by multiplying these
densities with the effective target length. As both beamtimes use the same target cell, the influence of the
Mylar foil is canceled out during the subtraction procedure.

Trigger Efficiency Ratio

The trigger system was described in section 2.3 and the trigger efficiencies of the two beamtimes in
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Material Nucleus density | Proton density | Neutron density
1 1 1
(F) (ub-cm) (ub~cm)
Liquid hydrogen | 4.237x 1028 | 4237 x 1078 0
Liquid deuterium | 5.053 x 1028 5.053 x 1078 5.053 x 1078
Mylar foil 6.403 x 1028 4.136 x 1077 4.111 x 1077

Table 4.1: Nucleus, proton and neutron densities for different materials [88]

section 3.2. For the performed analysis, the events were triggered by trigger 4 and some of them additionally
by trigger 0. Thus, the trigger efficiency & ]é‘é% of the low BGO energy sum and the trigger efficiency {gg of
the forward track selection are relevant. It was shown that the trigger efficiencies of hydrogen beamtime 2018-
11 are slightly lower than for deuterium beamtime 2018-06. This means that for the measurement of N{B’G,
which is the count of background reactions off the proton that was measured during hydrogen beamtime
2018-11, fewer events have been detected relative to the background contribution in the measurement of

Ngi . BG during deuterium beamtime 2018-06 even after normalization by N, and p. In order to correct for

d
this effect, Nfg’G must be scaled by the ratio 2:_/’ of the trigger efficiencies of trigger 4 of the two beamtimes.

d
The ratio g— was determined once by simulating the reaction yp — K* A for both beamtimes and once

by simulating yp — K* X0 for both beamtimes, as these are the reaction channels that contribute to N{;G,
while the contribution of yp — K*X0(1385) is negligible. Figure 4.27 shows g—z as a function of W for
cos(6cp) > 0.9 for both simulated reaction channels. The W dependency appears to be negligible and the
trigger efficiency ratios can be described by constant fit functions. The fit to K* A implies a scaling factor of
S5 (K*A) = (11319 £ 0.0040) and the one to K* X a scaling factor of £;(K*X°) = (1.0984 £ 0.0061).
As the relative background contributions of K* A and K* X are a priori unclear, the rounded mean value
g—z = (1.1151 + 0.0036) is used as a scaling factor. Theoretically, the deviation of the mean value to the
other two values, which is of the order of 1.5%, could be used as an estimate of the associated systematic
uncertainty. In practice, this systematic uncertainty affects only NgG, which is several times smaller than
Nsd B over the vast majority of the whole W range, reducing the effective contribution of this systematic
uncertainty to close to zero. For these reasons, the systematic uncertainty associated with the determination
of the trigger efficiency ratio will be considered negligible.

The resulting normalized counts will be shown in the next section 4.2.4 in combination with the subtraction
of the contribution of background off the proton.

4.2.4 Subtraction of the Contribution of Background off the Proton

At this point of the analysis, the yields Ng+y (W, 8y ) have been extracted from the ToF mass spectra of both
beamtimes as described in section 4.2.2.5 and the normalization factors have been determined as described
in section 4.2.3. Applying the normalization factors to the yields leads to equation 4.4, which describes
the desired normalized yield M¢ of the signal reaction yn — K* X~ as the subtraction of the normalized
count M]’;G that originates from background reactions off the proton from the normalized count Mél .Bg that
is measured when using a deuteron target:

M

Mi =Mm¢ [ 4.4)

S+BG —
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Figure 4.27: Trigger efficiency ratio 2—7 of trigger 4 of deuterium beamtime 2018-06 and hydrogen beamtime 2018-11.
The ratio was determined as a function of W for cos(6cy) > 0.9 by simulating the reactions yp - KA (blue) and
yp - K* X9 (red) for both beamtimes, respectively.

The normalized counts are presented in figure 4.28. The normalized count of the deuterium beamtime is
shown in blue, the one of the hydrogen beamtime in red and the one as a result of the subtraction in cyan.
For most of the W range, the normalized count of the hydrogen beamtime fluctuates around 0.001 pb, while
the normalized count of the deuterium beamtime rises roughly linearly up to about 0.009 ub at the end of
the used W range. The normalized count as a result of the subtraction also rises roughly linearly and then
shows a jump at W = (1 902.540 + 4.470) MeV.

4.2.5 Reconstruction Efficiency and Solid Angle Element

In order to determine the final DCS, the measured normalized yield Mg (W, 6cy) of the signal reaction
yn —» K* X~ must be divided by the reconstruction efficiency ¢ (W, 6¢y;) and the solid angle element 2 as
previously described by equation 4.6:
n Mn NI
(a’_a) =S __"8 (4.6)
dQ)s €2 N, p,eQ

This section will describe how the reconstruction efficiency was determined and how big the solid angle
element is. The division will then be done in the subsequent section 4.2.6.
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Figure 4.28: Normalized counts of the deuterium beamtime (blue), of the hydrogen beamtime (red) and as a result of
the subtraction of the hydrogen data from the deuterium data (cyan).

Reconstruction Efficiency

The reconstruction efficiency e (W, 8¢y;) can be modeled in Geant4, which was delineated in section 2.4.2.
Given the specific reaction yn — K* X~ and having set the desired amount of events to 8 - 107, Geant4
first simulates the whole phase space and the associated particle tracks of the final state using Monte Carlo
methods. It uses a full three-dimensional digital model of the experimental setup and emulates the resulting
energy deposit of the particle tracks in the active detector material. The beamtime-specific detector response
and trigger engagement variations are also included in the simulation. All cuts and methods that are applied
to the real data are then also applied to the simulated data. The reconstruction efficiency is straightforwardly
defined as the ratio of the number of events that remain after all cuts Ndetected (V| Ocm) to the number of

sim

events that were initially generated by the simulation N4 (W, 6y):

Ndetected W, 0
e(W, GCM) = ;:r?erated( CM) ’
N, (W, 0cm)

sim

Figure 4.29 shows ¢ (W) in an angular range of cos(6¢cy) > 0.9. The vertical black line describes the W
above no signal could be extracted anymore from real data.

The reconstruction efficiency has a maximum value of about 7.5%. The first bin is located at the CM en-
ergy W = (1688.855 + 6.745) MeV and has an increased reconstruction efficiency compared to what the
slope of the other data points would suggest. This is an artefact caused by the production threshold laying at
W = 1691.126 MeV, meaning only one third of the bin covers a region above threshold. This implies that
the number of simulated events N2 is low in this particular W bin. The number of simulated events
that are detected in simulation Nd¢tected js affected by the experimental W resolution and Fermi smearing,
described in section 4.2.1. The second W bin has a much higher count than the first one, inducing a dispro-
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Figure 4.29: Reconstruction efficiency ¢ for the simulated reaction yn — K* X~ depending on W in an angular range
of cos(fcy) > 0.9. The black vertical line describes the value of W above no signal could be extracted anymore from
real data.

portionality between the amount of counts that the first bin looses by smearing versus the amount of counts
that it gains by smearing, which increases the effective reconstruction efficiency for this particular bin. This
effect is present in both real data and simulation.

Solid Angle Element

The data was taken at forward angles ranging from cos(6cy) = 0.9 to cos(6cp) = 1.0, so the solid angle
element is 2 = 27 - Acos(O¢cy) =2 - 0.1.

4.2.6 Determination of the Differential Cross Section

Finally, the DCS of the reaction yn - K* X'~ can be determined by dividing the normalized count Mg (W, 6¢cy),
which was presented in figure 4.28, by the reconstruction efficiency e (W, 6¢y;), which was presented in fig-
ure 4.29, and the solid angle element 2 = 2 - 0.1. The result is shown in figure 4.30. Noticeable is a
roughly linear rise up to 9% = 0.124 ¥ at (1892.270 + 5.800) MeV. The DCS then jumps to 0.177 £ at
(1911.460 + 4.450) MeV.

The determination of the normalized yield of the signal Mg was done under the assumption that the contribu-

tion of background off the neutron M}, and the contribution of FSI effects A%g| are small. This assumption
shall be tested in the following sections 4.3 and 4.4. The next chapter 5 will then describe the statistical
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Figure 4.30: DCS of the reaction yn - K* X~ as a function of W in an angular range of cos(0¢y;) > 0.9. A detailed
discussion including the systematic uncertainties can be found in chapter 6.

and systematic uncertainties. The final result under consideration of the uncertainties will be presented and
discussed in chapter 6.
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4.3 Contribution of Background off the Neutron

The contribution of background channels originating off the neutron can theoretically be determined in two
different ways: One method would be to take preexisting reference DCS measurements of the contributing
channels into consideration and subtract them from the DCS that is measured for reactions off the neutron.
Data for the contributing channels are either scarce or nonexistent though, rendering this method unavailable.
The second option is to compare the reconstruction efficiency of yn —» K* X~ to the reconstruction efficien-
cies off the background channels and to make the reasonable assumption that the DCS of each individual
channel is approximately of the same magnitude as the DCS for K* X ~. The resulting reconstruction effi-
ciency of all combined background channels relative to the one of K* X~ can then be used as an estimate of
the systematic uncertainty. Table 4.2 lists the reaction channels off the neutron together with their production
threshold, reconstruction efficiency e and fraction of their reconstruction efficiency compared to the one of
K* X~. The determination of the reconstruction efficiency is explained in section 4.2.5.

Reaction channel | Production threshold / MeV | Overall ¢ / % | Fraction of ¢ of K* X~ / %

KtX¥- 1691 5.8011 100.0000
K+ X~ (1385) 1881 0.0111 0.1913
K*"x- 2089 0.0000 0.0000
K930 1690 0.0023 0.0396
k050 2088 0.0000 0.0000
K030 1881 0.0009 0.0155
KA 1613 0.0126 0.2172
KA 2011 0.0150 0.2586
KYA(1405) 1903 0.0000 0.0000
K9A(1520) 2017 0.0000 0.0000
ag(980)n 1920 0.0000 0.0000
K*K™n 1927 0.0030 0.0517
¢n 1959 0.0149 0.2568

Table 4.2: Reaction channels originating off the neutron and corresponding reconstruction efficiencies relative to the
one of K*X~. Combining all reconstruction efficiencies under the simplified assumption that the reaction channels
are open at the same time amounts to 1.0307% =~ 1.03% of the one of K* X ~.

All cuts and methods that were used in the K* X'~ analysis except for the maximum likelihood fit were applied
to the simulated data. Instead a 20 cut around the K* ToF mass was applied. The reconstruction efficiencies
are compared for each individual W bin above the listed production thresholds and then the average of these
fractions is taken. All reconstruction efficiencies combined amount to a fraction of 1.0307% = 1.03% of
the reconstruction efficiency of K* X ~, which is taken as an upper estimate of the associated systematic
uncertainty. This estimate is considered an upper estimate, as it does not take into consideration that the
production channels open up one after another with increasing W, letting the systematic uncertainty grow
with every surpassed threshold. The estimated small size implies that even if each individual background
channel would have a DCS that is multiple times larger than the DCS of yn — K* X ~, the caused systematic
uncertainty for the DCS measurement of K+ X~ would still remain small.

To summarize, the contribution of background channels originating off the neutron M that appears in equa-
tion 4.3 can be estimated to contribute a systematic uncertainty of 1.03% at most to the DCS measurement
of yn - K*X~.
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4.4 Contribution of Final State Interactions

Besides background reactions that originate directly from the initial state proton or initial state neutron, the
DCS can potentially be affected by constructive or destructive interference of the wave functions of the pro-
duced final state particles and the remaining spectator proton. The extent of these FSI has been modeled
theoretically by Salam and Arenhdvel [89] and this section shall give a brief overview of their work.

The DCS is proportional to the square of the transition matrix element. For incoherent kaon photopro-
duction off the deuteron, the transition matrix element ijj}v g2 Can be expressed by a corresponding
photoproduction operator MX74 as follows:

Kyd > > > >
M7 BynsProDy) = BynDrtty inME7 Py, g 2) .

Here, the p; describe the three-momenta of the states indicated by the subscript, p; the spin orientation on
some quantization axis and A4 a phase parameter. A full treatment of all interaction effects would require a
three-body treatment. Salam and Arenhdvel approximate these complex effects by restricting their analysis to
rescattering in the two-body subsystems of the final state. This approximation allows to write the production
operator MX74 as the sum of four operators corresponding to individual types of interactions:

mErd = 7 KT R Mg (4.12)

The operator MI A}' describes the impulse appr0x1mat10n (TA), MKyd hyperon-nucleon rescattering (YN),
My K}’d kaon-nucleon rescattering (KN) and M p10n mediated processes (N — KY), all of which are

shown in figure 4.31 and shall be described in the following paragraphs.

Figure 4.31: Incoherent kaon photoproduction on the deuteron including rescattering contributions in the two-body
subsystems and the sr-mediated process. Diagram (a): IA, (b): YN rescattering, (c): KN rescattering, (d): 71N — KY
process [89].
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The impulse approximation describes the scenario where the incoming photon interacts with one nucleon
only and produces a kaon, while the other nucleon remains as an unaffected spectator. Any subsequent inter-
actions are neglected. This corresponds to the ’true’ elementary DCS whose measurement is the goal of this
thesis. In this straightforward description of kaon photoproduction, the driving terms of the corresponding
production amplitude are the tree-level Feynman diagrams shown in figure 4.32. The authors include all of
these effects except for the one described by diagram (e) in a so-called ’isobar model’. The coupling con-
stants and coupling parameters were determined by fits to experimental data. For details about the included
resonances, consult reference [89].

Figure 4.32: Elementary Feynman diagrams of kaon photoproduction contributing to the IA. Diagrams (a)-(c) show
the Born terms for the nucleon, hyperon and kaon poles, respectively, whereas (d)-(f) show the resonance terms for the
nucleon, hyperon and kaon resonance poles, respectively [89].

For a description of the hyperon-nucleon scattering the Nijmegen interaction potential is used [90][91]. The
hyperon scatters off the nucleon via one-boson exchange. Since it is a baryon with strangeness S = —1, the
exchange can contain both strange and non-strange mesons as illustrated in figure 4.33.

Y N Y Y

N Y N N

Figure 4.33: Boson exchange Feynman diagrams for the hyperon-nucleon potential, whereas the left diagram shows a
strangeness exchange and the right one a nonstrangeness exchange [89].

Kaon-nucleon scattering is described by a rank-one separable interaction potential. The parameters of the
potential are a result of fits to experimental data.

For the sr-mediated processes the MAID model is used [92]. As depicted in figure 4.34, it contains Born
terms, the vector mesons p and w and various nucleon resonances. As the DCS of pion photoproduction is
much stronger than the DCS for kaon photoproduction for most energies, s7-mediated processes can poten-
tially have sizable effects to the photoproduction operator.

The operators of the aforementioned effects are summed according to equation 4.12. Figure 4.35 shows the
total cross section of the incoherent reaction yd — K*X~p. More specifically, the figure presents the total
cross section as a result of TA, of IA+YN, of [A+YN+KN and of IA+YN+KN+(7N — KY), respectively,
as a fraction of IA. It is apparent that the total cross section shows a significant increase caused by YN res-

76



Chapter 4 Analysis

N
(d)

Figure 4.34: Elementary Feynman diagrams of pion photoproduction on the nucleon. Diagrams (a)-(c) show the Born
terms for the nucleon, crossed-nucleon and pion poles, respectively, whereas (e) shows the Kroll-Rudermann contact
term, (d) the resonance term and (f) vector meson exchange [89].
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Figure 4.35: Total cross section of the incoherent reaction yd — K* X ~p as aresult of IA (blue), of IA+YN (green), of
IA+YN+KN (red) and of IA+YN+KN+(s7rN — KY) (magenta), respectively, as a fraction of IA. The running variable
is the CM energy W. The latter effect dominates at threshold and decreases for increasing W. Figure adapted from
reference [89].

cattering close to threshold, a tiny increase caused by KN rescattering and most dominantly a major increase
caused by mN — KY, which decreases for increasing W. Fortunately, these effects are highly dependent on
the K* angle. Figure 4.36 shows the semi-inclusive DCS of the incoherent reaction yd — K*X~p where
only the K* is detected. Presented are the ratios of the IA to the other effects, analogous to figure 4.35,
depending on the LAB angle 6; o5 for three different CM energies W. In forward direction, the DCS is
reduced by YN rescattering and almost unaffected by KN rescattering. At threshold, the reduction is more
than compensated by N — KY processes. The FS covers a polar range from approximately 6; g = 1.5° to

71



Chapter 4 Analysis

(@) W = 1691 MeV (b) W = 1884 MeV (©) W = 1918 MeV

Figure 4.36: Semi-inclusive DCS of the incoherent reaction yd — K* X ~p as a result of IA (blue), of [A+YN (green),
of JA+YN+KN (red) and of IA+YN+KN+(7N — KY) (magenta), respectively, as a fraction of IA. The running
variable is the LAB angle 0} 55, three different energies W are shown. The FSI increase the DCS at threshold and
decrease the DCS at higher W. The average effect of all FSI over the FS region and the presented energies is about
7%. Figure adapted from reference [89].

01.ap = 10.0°. In this angular range and averaging over all presented energies, when compared to the DCS
that results from the pure IA, the combined FSI lead to a deviation of about 7%. As theoretical calculations
for a fine W binning are unavailable, this value will be considered as an upper estimate across the whole W
range [89].

When the final DCS is interpreted under the consideration that the contribution of the FSI is about 7%, the
term Aﬁ’S’i in equation 4.3 can be set to zero. The estimated value must be treated with reservation though:
The theoretical FSI model was developed under simplified assumptions and relies partly on fits to experi-
mental data, which, at the time of publication of the corresponding paper, was even more scarce than today.
Still, it is the most encompassing description of FSI available.

In chapter 5, it will be layed out that the contribution of FSI to the DCS will be treated on a different footing

than the systematic uncertainties, as FSI are an intrinsic property of measurements on the deuteron and other
experiments will encounter the exact same effect on the measurement.
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CHAPTER D

Statistical and Systematic Uncertainties

For an adequate error analysis it must be distinguished between three types of uncertainties:

1. Statistical uncertainties: The statistical uncertainties of the event count N (W, 6y), the photon flux
N, (W) and the simulated event count Ngfffc‘ed(W, Ocy) that is used for the determination of the
reconstruction efficiency correspond to the square roots of the respective counts and propagate further
via Gaussian error propagation. The statistical uncertainties have always been included in the figures

shown in the preceding chapters.

2. Systematic uncertainties: The systematic uncertainties can be divided into two sub-categories:
a) Scaling uncertainties: These uncertainties affect all bins of the DCS distribution equally.

b) Fitting uncertainties: These uncertainties are a result of the fit quality and affect the bins of the
DCS distribution individually.

The scaling uncertainties can be divided further into two sub-categories: On the one hand, general scaling un-
certainties that are caused by the hardware setup exist. These uncertainties are well-known and described in
reference [93], the corresponding experimental conditions remained unchanged since the publication. Thus,
these scaling uncertainties shall be adopted and only covered briefly here. On the other hand, scaling uncer-
tainties that are unique to the methodology of the performed analysis of yn — K*X~ exist. Additionally,
the DCS is affected by FSI effects, which are an intrinsic property of any measurement on the deuteron and
not a systematic uncertainty in the strictest sense. Table 5.1 lists the types of scaling uncertainties together
with their relative effects, the general scaling uncertainties are shown in the first section, the aforementioned
unique scaling uncertainties in the second and the contribution of FSI effects to the DCS in the third.

The biggest contribution to the general scaling uncertainties stems from the beam spot alignment. A shifted
beam affects the point at which the incoming electrons produce bremsstrahlung photons and from which the
electrons are subsequently deflected into the tagger channels, influencing the assigned energy values. Fur-
thermore, it affects the position at which the photon beam hits the target cell, which must match the geometry
in simulation. The beam spot alignment is monitored regularly during beamtimes via dedicated wirescans
and is subject to slight variations on a day-to-day basis. These variations are taken as a basis to model the
associated systematic uncertainty.

The systematic uncertainty associated with the photon flux is determined by comparing the measurements
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Source Error / %
Beam spot alignment 4.00
Photon flux 4.00
Beam energy calibration 1.00
Target length 1.70
SciFi efficiency 3.00
DC efficiency 1.00
ToF wall efficiency 1.50
Track time selection 2.00
Forward track geometric selection 1.00
Modeling of hardware triggers 1.00
W assignment of flux 1.00
Charge signature selection of neutron 12.27
ar~ kinetic energy cut 1.74
o7~ momentum in X~ frame cut 4.62
MM to K*sr~ cut 2.07
MM to K* cut 1.52
BG off neutron 1.03
FSI 7.00
Summed in quadrature excluding FSI | 15.42%
Summed in quadrature including FSI | 16.93%

Table 5.1: Systematic uncertainties contributing to the constant fractional error. The first section describes general
analysis-independent uncertainties [93], the second section describes uncertainties that are unique to the methodology
of the performed analysis and the third section describes FSI contributions which are intrinsic to any measurement on
the deuteron. Excluding the FSI, taking the square root of the sum in quadrature leads to a total scaling uncertainty of
15.42%, which is the relevant value that will be considered for the uncertainty analysis. Including the FSI, it would
amount to 16.93%.

of DCSs of well-known reactions like yp — 7% or yp — np to reference data from other experiments.
The mapping of individual tagger channels to photon energies depends on an accurate representation of the
tagger geometry including the magnetic field of the tagger magnet, variations of which can be described in
simulation and are used as a systematic uncertainty to the beam energy calibration.

The cylindrical target cell contains target windows made of Mylar foil, which, when observed from the out-
side, are convex, increasing the effective length, which has been taken into consideration. Depending on the
specific point of irradiation on the convex target foil, the effective target length changes, which is described
by the corresponding systematic uncertainty.

The efficiencies of SciFi, the DCs and ToF have been determined by selecting events that give rise to a signal
in all of those detectors and comparing them to events that only give a signal in a subset of them. These
efficiencies have been included in simulation together with the associated systematic uncertainties.
Forward tracks require to select clusters within a certain time distance and spatial distance. Variations on
these criteria are used as the systematic uncertainty for the track time selection and forward track geometric
selection, respectively.

The systematic uncertainty of the hardware trigger modeling has been determined by variation of the local
and global trigger criteria.
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Contributing to the systematic scaling uncertainties that are unique to the methodology of the performed
analysis, the uncertainty originating from the W assignment to the E,, flux has been described in section
4.2.1. The conversion to a W flux has been performed once under the assumption of a static target and once
under the assumption of a moving target, and the deviation appears to be small. It only plays a significant
role at the very edges of the flux spectrum.

The charge signature selection in which neutral tracks are not allowed is the biggest contributor. It has been
estimated in section 4.2.2.1 by using GRAAL measurements [87] of the neutron detection efficiency of the
BGO. It is a one-sided uncertainty and can only scale the DCS up. An exact description of the neutron
detection efficiency could help to decrease this uncertainty. A natural first step would be to replicate the
GRAAL analysis for the current hardware setup of BGOOD.

As explained in section 4.2.2.2, a cut on 90% of the maximum kinetic energy deposit of the 77~ in the BGO
is applied. Sections 4.2.2.2,4.2.2.3 and 4.2.2.4 show that the allowed s/~ momentum in the X~ frame, the
MM to K*sr~ and the MM to the K* are normally distributed and 2o cuts are applied. For an estimation
of the systematic uncertainties associated with these cuts, they are varied and the standard deviation of the
resulting change of the final DCS is used as the associated uncertainty. For the maximum kinetic energy
deposit of the 77, the whole analysis is performed using a cut of 85.0%, 87.5%, 90.0%, 92.5% and 95.0%.
For the aforementioned three Gaussian distributions, the whole analysis is performed using a 1.500, 1.750,
2.000,2.250 and 2.50¢ cut. The biggest impact is achieved by the cut on the allowed 7~ momentum in the
2~ frame.

The contribution of all relevant background channels off the neutron to the systematic uncertainty of the DCS
measurement has been described in detail in section 4.3. It was modeled by simulating all relevant back-
ground channels, comparing their reconstruction efficiencies to the one of K* 2~ and making the reasonable
assumption that the involved DCSs are approximately of the same magnitude. The associated systematic un-
certainty is 1.03%.

The contribution of potential FSI to the DCS has been estimated in section 4.4 based on theoretical cal-
culations and is approximately of the order of 7%. It should be treated with reservation, as the associated
theoretical calculations were carried out on a scarce data basis. The contribution of FSI shall be treated on a
different footing than the systematic uncertainties. FSI are an intrinsic property to any measurement on the
deuteron, meaning other experiments would encounter the exact same background contributions. Therefore,
when calculating the total scaling uncertainty by taking the square root of the sum of the individual uncer-
tainties in quadrature, the FSI are excluded, leading to a total value of 15.42%. This is the value which will
be considered the true systematic scaling uncertainty which is presented together with the results in chapter
6. Including the FSI contribution would lead to a total scaling uncertainty of 16.93%.

The systematic fitting uncertainty has been determined by comparing the DCSs as results of different fit-
ting methods. As described in section 4.2.2.5, there is no overlap between the 7+ and the K* ToF mass
peaks up to including W = (1793.565 + 6.355) MeV, therefore the integral is taken directly over the full
K™ ToF mass peak. Applying a maximum likelihood fit becomes necessary for higher W. The fit has been
applied under the conditions of a ToF mass bin width of 4 MeV, a lower boundary of the fitting range at a
ToF mass of 30 MeV and an allowed shift of the input spectra to the maximum likelihood fit along the ToF
mass axis of +10MeV. These conditions are varied as follows: For the bin width, values of 4 MeV, 6 MeV
and 8 MeV are chosen. For the lower boundary of the fitting range, values at ToF masses of 0 MeV, 30 MeV
and 60 MeV are selected. For the allowed shifts of the input spectra to the maximum likelihood fits along
the ToF mass axis, values of 0 MeV, +10MeV and +20MeV are chosen. A DCS analysis is performed
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for each of the 27 permutations of the aforementioned fitting conditions. For each bin of W, the resulting
standard deviation of all DCS measurements is used as systematic fitting uncertainty. Note that at the W
range of W = (1793.565 + 6.355) MeV and below, as no maximum likelihood fit needs to be applied, there
is no uncertainty related to the fitting procedure. However, there is an uncertainty associated with taking the
integral between fixed borders when using different bin widths. This uncertainty will also be encompassed
under the term ’fitting uncertainty’.

The fitting uncertainties are shown in figure 5.1 as the red data points. For W = (1793.565 + 6.355) MeV
and below, they have values of approximately 1% as a result of the variation of the bin widths. The two first W
bins inherit slightly higher uncertainty values, as their ToF mass integrals are very small and thus the relative
uncertainty is impacted stronger by fluctuations of the integral. Above excluding W = (1793.565 + 6.355) MeV,
the fitting uncertainties jump to values of about 4%, whereas the bins at W = (1 880.410 + 6.060) MeV and
W = (1892.270 + 5.800) MeV inherit values of roughly 7%. At W = (1920.340 + 4.430) MeV, where a
differentiation between the s+ and the K* ToF mass peak becomes increasingly harder, the fitting uncer-
tainty rises up and then reaches a maximum value of approximately 10%. The corresponding data points
are described by an exponential fit of the form S\ "8(W) = AW . 100 with & = —26.295900 and

Syst.
B = 0.012249, which is shown in figure 5.1 as the magenta line.
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Figure 5.1: Systematic uncertainties. The scaling uncertainty &g

is shown in green and is constant across all W.
The fitting uncertainty 65';;"g is shown in red. The corresponding data points are described by an exponential fit of the
form 6g;t$g(W) = e2*F'W . 100 with @ = —26.295900 and B = 0.012249 shown in magenta. The total systematic

uncertainty 53‘}’,;?‘ which is the square root of the sum of the squares of the scaling uncertainty and the function that
describes the fitting uncertainty, is shown in blue.
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The major contribution to the total systematic uncertainty is achieved by the scaling uncertainty 8-

Syst.
shown in figure 5.1 in green. Taking the square root of the sum of the squares of the scaling uncertainty
62;2:?'% and the function that describes the fitting uncertainty 6151;;?‘% results in the total systematic uncer-
tainty 63‘;3] shown in blue, ranging from 15.42% at W = (1 688.855 + 6.745) MeV to 15.89% at

W = (1880.410 + 6.060) MeV to a maximum of 17.45% at W = (1942.350 + 8.760) MeV.
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CHAPTER O

Results and Interpretation

The DCS of the reaction yn — K* X~ has been measured in an angular range of cos(6cy) > 0.9 at CM
energies ranging from threshold, being W = 1691 MeV, up to W = 1942 MeV. It is shown in figure 6.1 in
blue together with datasets from LEPS [51] in red and CLAS [50] in green. Importantly, the CLAS dataset
has been measured at the less forward angle 0.8 < cos(0¢cy) < 0.9.
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Figure 6.1: DCS of the reaction yn - K* X~ in an angular range of cos(6cy) > 0.9 in dependence of the CM energy
W. The data of this analysis is shown in blue. A dataset from LEPS [51] is shown in red and a dataset from CLAS [50]
in green, where the CLAS dataset has been measured at the less forward angle 0.8 < cos(0¢y;) < 0.9. Horizontal bars

depict the bin widths while vertical bars depict the statistical errors. The absolute systematic fitting uncertainty Sotting

Syst.
is shown at the bottom in orange, the systematic scaling uncertainty & g;ﬁmg

Total
Syst.

in cyan and the total combined systematic

uncertainty 8 in grey.
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. . . Fitting
The absolute systematic fitting uncertainty & Syst.

gﬁmg in cyan and the total systematic uncertainty §¢%!, which is the sum in quadrature, in
grey. Practically the entire kinematic range covered by the present analysis has never been explored before.
The W resolution is unprecedented and approximately twice as good as those achieved by LEPS and CLAS.
For similar bins of W, the statistical error of the DCS is about half the size of the one of CLAS and two

thirds of the one of LEPS.

is shown at the bottom in orange, the systematic scaling

uncertainty &

The very first W bin is centred at W = 1689 MeV and encompasses the production threshold at W =
1691 MeV, where the DCS starts at a relatively low value of j—g = 0.009 :‘—E. From W = 1702MeV to
W = 1892 MeV, the DCS then increases approximately linearly, reaching 0.124 E—E. The most striking fea-
ture of the obtained data is a sudden jump of the DCS in-between 1 892 MeV to 1911 MeV, where the DCS
increases from 0.124 % to 0.177 t‘—? This is an increase by 0.053 ’;—E, which corresponds to 43%, withing
a W range of just 19 MeV. This increase can not be attributed to the statistical or systematic uncertainties.
The biggest contributor to the systematic uncertainty is an overall scaling uncertainty that can not affect the

. . . b
extent of the jump. For the very last data point at 1 942 MeV, the DCS slightly drops to 0.166 £

The last two data points overlap the W range of the LEPS data. The agreement between the data from
this analysis and the LEPS data is very good, as the data points match within statistical errors. Combining
this dataset with the LEPS dataset reveals that the sudden increase at about 1900 MeV is followed by a
sudden decrease at about 1970 MeV of similar magnitude, revealing a peak centred around approximately
1930MeV. The DCS data measured by LEPS later rises again at 2 040 MeV, albeit not as strong as before.
The comparison to the CLAS data must be done with reservation, as the angular ranges are slightly differ-
ent. Up toa W of 1892 MeV, the data points of this analysis lay within statistical errors of the CLAS data.
The sudden jump of the DCS is not present in the CLAS dataset, the DCS stays at approximately 0.105 %
and agrees with the LEPS data after the sudden jump has declined again. This is attributed to the differ-
ent angular ranges, which becomes apparent when considering the ¢ dependence. For an interaction of two
particles, where the initial state consists of particles 1 and 2 and the final state consists of particles 3 and 4,
the Mandelstam variable ¢ can be determined by using the four-momenta p; as follows:

t=(p1—p3)? = (pa—p4)?.

The Mandelstam variable ¢ corresponds to the square of the momentum transfer between the initial state
particles. Figure 6.2 shows the same BGOOD data that were presented in figure 6.1, but converted to fl—‘; in
dependence of ¢. The same conversion was done for the LEPS and CLAS data for the W ranges shown in the
inset of the figure. Additionally, LEPS data for the angular range 0.8 < cos(6¢cpy) < 0.9 are presented. The
systematic uncertainties are shown at the bottom of the figure with the same colouring scheme as previously
in figure 6.1. For the conversion to ‘fi—‘l’, expressions for ¢ and dt are needed. These terms are assessed by
generating yn — K* X~ events in simulation and determining the mean ¢ for each bin of W. For a better
repeatability of the conversion between j—g and ‘il—‘l’, the Fermi momentum of the initial state is neglected.
For each bin of W, the ¢ distribution is approximately uniformly distributed between the values 7, and #,,.
The corresponding standard deviation is:

; 1
O.}Jmform — . (tb _ ta) —

1
—-dt.
Vi2 V12
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Figure 6.2: Conversion of the DCS data from figure 6.1 [51][50] to ‘Z—‘z’ in dependence of z. Note the W ranges in the
inset. Additionally, LEPS data at 0.8 < cos(fcy) < 0.9 are presented in magenta. The systematic uncertainties are
shown at the bottom using the same colouring scheme as in figure 6.1.

Here, (¢, — t,) can be taken as a measure for df. Rearranging the terms leads to following expression:
- if
di = 12 . gUniform |

Knowing ¢ and dt then allows for the conversion to ‘fl—‘; which is presented in figure 6.2. The figure has to
be read from the right side to the left side: As W increases, t decreases. The peak that was seen around
W = 1930 MeV is then seen around ¢ = 0.119 GeV?2. The figure provides a clear explanation for why the
peak is not present in the CLAS dataset and only partially in the LEPS dataset: The low-¢ region around
0.119 GeV? is not accessible by CLAS as their acceptance does not cover extreme forward angles and it
is only partially accessible by LEPS as their acceptance covers extreme forward angles, but only starting
from about W = 1935MeV. This finding implies that a broad coverage over the low-¢ range is of import-
ance, stressing the unique abilities of the BGOOD experiment. Crucially, low values of ¢ correspond to
low momentum transfers to the target system, which are the kinematics for which dynamically-generated
molecular-like states are expected to be found. Molecular-like states are thought to be only loosely bound
and could not be formed for large momentum transfers.

These results shall be compared to various theoretical predictions for dynamically-generated molecular-like
structures.

As layed out in the introduction, the P} pentaquarks that were discovered at LHCb in 2015 [36] were pre-
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dicted by a model developed by Ramos and Oset [38], which also predicts certain structures in the strange
sector. The N*(2030) resonance is expected to magnify the interference of amplitudes driven by interme-
diate K* A and K* X channels. A destructive interference of these channels is thought to cause a cusp-like
structure in the cross section of yp — K% X*, which matches with experimental observations [41]. In con-
trast, a constructive interference is expected to cause a resonant peak in the cross section of yn — K90
near the K* A and K* X thresholds. Due to limited statistics, DCS data of K° X acquired by BGOOD can
neither exclude nor confirm a structure at about 2 040 MeV [42]. As the reaction channel K° X0 is the charge
conjugate of the channel K* X ~, measuring the DCS of K* X'~ is especially important to shine light onto this
situation. At the time of writing, there is no prediction of Ramos and Oset specifically for the DCS of K* X,
but only for the total cross section of K% X0, For these reasons, a comparison of the experimental data and
their model should be done with reservation. Nevertheless, figure 6.3 shows the same yn - K* X~ data as
figure 6.1 together with the prediction of Ramos and Oset for the total cross section of yn — K% X in black,
in which the model parameters were fine-tuned using K® X+ data. The scale has been chosen arbitrarily to
roughly match the experimental data. From left to right, the vertical lines describe the production thresholds
of KX (1385), KA(1405), K*A and K* X.
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Figure 6.3: DCS as previously shown in figure 6.1 [51][50] together with the model of Ramos and Oset [38] for the
total cross section of yn — K°X© (black). The scale was chosen arbitrarily to roughly match the experimental data.
From left to right, the vertical lines describe the production thresholds of K X (1385), K A(1405), K*A and K*X.

Interestingly, when compared to the LEPS data, the theoretical prediction does indeed tend to agree with a
sudden increase in the DCS just below the K* X threshold. The LEPS data jumps by approximately 0.04 %
at 2040 MeV, which corresponds to an increase of about 40%. However, when compared to the data that
was measured as a result of this thesis, it becomes apparent that the prediction is unable to describe the more
prominent peak that can be seen around 1930 MeV. The peak lies just above the production thresholds of
K X (1385) and K A(1405), these possible coupled channels are not explicitly included in the calculations of
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Ramos and Oset. A contamination of the signal with background reactions off the neutron has been excluded
during the analysis, the contribution to the systematic uncertainty is of the order of 1%. The next section
will discuss possible explanations of the peak beyond the prediction of Ramos and Oset.

In addition to the production thresholds of the aforementioned K =)y gtates, production thresholds of
many more states can be found in proximity to the prominent peak centred around 1930 MeV. The peak
lies just below the production threshold of ¢n, which is located at 1 959 MeV as illustrated in figure 6.4 by
a vertical line. Similarly to the dynamics suggested by Ramos and Oset, this could hint to a dynamically-
generated ¢n bound state, leading to an increase in DCS below threshold and decrease above threshold, as
there, ¢pn can be produced freely. A test of this hypothesis would be to measure the DCS of yn — ¢n and
compare its value just above threshold to the extent of the drop in DCS of yn - K*X~. A match between
these two values would hint towards dynamically-generated states driven by the ¢n system. At the time of
writing, no such data on the neutron is available.
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Figure 6.4: DCS as previously shown in figure 6.1 [51] together with a fit (solid black) composed of a Breit-Wigner
distribution (green) and a second-degree polynomial (dashed black). Production thresholds of K*K~n as well as ¢n
channels are described by vertical lines. The fitting range spans from threshold to W = 2042 MeV. The resulting
Breit-Wigner mean is Mg,, = (1924.430 + 4.057) MeV with a width of I'g,, = (69.764 + 14.411) MeV, which
appears consistent with the values predicted by Torres et al. [94] for a K* K~ N bound state.

Gao et al. [95] advocated for the existence of a ¢ N bound state denominated Ng; with quantum numbers
JP = %7, which can be viewed as a hidden strange pentaquark state. The authors utilize a quark de-
localization colour screening model to predict a mass of M = 1949.597MeV and full decay width of
I' = 4.094MeV, whereas just I s> = 0.060MeV is assigned to the KX decay. This state would be
located directly below the ¢n threshold. Due to the small decay width and given that a single W bin has a
width of about 9 MeV, the present dataset can neither confirm nor exclude the existence of the N; state. Nev-

ertheless, it is unlikely that the N; is responsible for the width of the entire peak centred around 1930 MeV,
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implying the need for further theoretical investigations.

Contrary to this pentaquark approach, predictions for a dynamically-generated molecular-like K* K~ N bound
state just below the K*K~N threshold exist [96][94][97]. The threshold is located at 1927 MeV and also
shown in figure 6.4. The bound state is expected to contain quantum numbers I = % and J¥ = %+ and
to contain a mixture of ay(980)N and f;,(980)N components, where the ay(980) and f;(980) are thought
to be molecular-like K* K~ states themselves. The corresponding diagram for the process yn - K* X~ is

presented in figure 6.5.

,y
K+ K+

- @

n —
n Y
Figure 6.5: Diagram for the yn — K* X~ process via an intermediate K"K ~n bound state. The a,(980) and f;, (980) are

thought to be molecular-like K* K~ states themselves, illustrated by the right grey circle. Figure adapted for reactions
off the neutron from reference [94].

The predicted mass and decay width vary between the individual models, Torres et al. [94] estimate a mass of
Mrpeo. = 1924 MeV with a width of about I, = 60 MeV based on measurements of yp - K* A. Figure
6.4 shows the K* X'~ data together with a fit, where the fitting range spans from threshold to 2 042 MeV. The
fit is composed of a Breit-Wigner distribution shown in green and a second-degree polynomial shown as a
dashed black line, where none of the fitting parameters have been restricted, letting the Breit-Wigner move
freely. The final fit result is shown as the solid black line and matches well with the experimental data, mostly
lying withing the statistical errors. The resulting Breit-Wigner mean is Mg, = (1924.430 + 4.057) MeV
with a width of I'g,, = (69.764 + 14.411) MeV, which appears consistent with the values predicted by
Torres et al. [94]. Note that the authors of reference [94] are focusing on decays where the involved nucleon
is a proton and they state that a coupling to K A appears more likely than to K2, implying that adjustments
may apply to the charge-conjugate counterpart K* X ~. Unfortunately, no DCS data of yn - K*K™nis
available for comparison.

The most striking feature of the data is the peak at 1 924 MeV and more conventional models fail to describe
it. Figure 6.6 shows the same experimental data as before now in comparison with theoretical predictions
based on effective Lagrangian approaches in the tree-level Born approximation by Wei et al. [46][98]. Their
model includes s-channel N, N*, A, and A* contributions, t-channel K and K* exchanges and the u-channel
Y exchange. The model struggles to produce a fit that satisfies both the complementary yn — K9 X© dataset
provided by the A2 Collaboration [47] and the one of the BGOOD collaboration [42] simultaneously, while
being in good agreement with previous yn — K* X~ data. In addition to all previously available data of
K* X, fit A was based on data of K29 of the A2 Collaboration and fit B on data of K° X9 of the BGOOD
collaboration. As apparent from figure 6.6, fit B has a better agreement with the newly produced K* X~ data.
Up until W = 1843 MeV, the predicted DCS roughly lies within the statistical errors. At W = 1980MeV,
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Figure 6.6: DCS as previously shown in figure 6.1 [51][50] together with theoretical predictions based on effective
Lagrangian approaches by Wei et al. [46][98]. Data and theory tend to agree below W = 1843 MeV and above
W = 1980 MeV, but the peak around at W = 1924 MeV can not adequatly described even under consideration of the
systematic uncertainties.

it tends to agree with the LEPS data. However, the most striking feature of this analysis, namely the sud-
den jump at about W = 1900 MeV which reveals a peak around W = 1924 MeV, can not be adequately
described by the model even under consideration of the systematic uncertainties.

Figure 6.7 shows another theoretical prediction based on an effective Lagrangian in an isobar model by By-
dZovsky et al. [48][99]. Contributions from a wide range of N, A and X s-channel resonances are considered
together with K and K* ¢-channel terms. Fit M was created by applying a conventional y? minimization
technique to the previously available data, while fit L uses a more elaborate ’least absolute shrinkage and
selection operator’ method, abbreviated as "LASSO’. Fit L gives a better description of the data. From
W =1793MeV to W = 1892 MeV, the prediction lies within the statistical errors of the BGOOD data and
then agrees later at W = 1980 MeV with the LEPS data. Similar to the model of Wei et al. [46][98], the
peak around W = 1924 MeV is not described by the model.

The contribution of FSI to the final DCS has been estimated to be approximately 7% based on theoretical
calculations by Salam and Arenhovel [89]. It shall be emphasized that the contribution could potentially be
higher, as the theoretical FSI model was developed under simplified assumptions and relies partly on fits to
experimental data, which, at the time of publication of the corresponding paper, was even more scarce than
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Figure 6.7: DCS as previously shown in figure 6.1 [51][50] together with theoretical predictions based on effective
Lagrangian approaches by BydZovsky et al. [48][99]. Data and theory tend to agree between W = 1793 MeV and
W = 1892MeV and above W = 1980 MeV, but the peak around W = 1924 MeV is not adequatly described.

today. The contribution of FSI are not included in the systematic uncertainties shown at the bottom of the
figures.

In summary of the preceding discussion, the following can be concluded:

The effective Lagrangian approaches of both Wei et al. [46][98] and BydZovsky et al. [48][99] fail to de-
scribe the prominent peak at 1 924 MeV and furthermore the secondary increase in DCS at 2 040 MeV. The
prominent peak lies just below the ¢n threshold, below which Gao et al. [95] advocated for the existence
of a ¢ N bound state denominated N,;, which can be viewed as a hidden strange pentaquark. A predicted
partial decay width of I' x> = 0.060MeV for the KX channels is too narrow to account for the width of
the observed peak and is below the accessible W resolution. Fitting a Breit-Wigner along with a second-
degree polynomial to the dataset shows a good agreement with a K*K~N bound state around 1924 MeV as
predicted by Torres et al. [96][94] and others [97]. The secondary increase in DCS at 2 040 MeV is shown
by the LEPS dataset [51] and to some extent by the CLAS dataset [SO]. A promising interpretation of this
jump is in the context of the theoretical model of Ramos and Oset [38], in which the N*(2030) resonance
is expected to magnify the constructive interference of amplitudes driven by intermediate K*A and K* X
channels, causing a resonant peak in the total cross section of yn — KY%X? at around 2040 MeV. This
would be in analogy to the P} pentaquarks that were discovered at LHCb in 2015 [36].
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The idea of hadrons being composed of more than three quarks is experiencing a renaissance within the
last decade, as in 2015, LHCb discovered the first unambiguous pentaquark denominated P} [36] and could
later establish the pentaquark states P,.(4312)*, P.(4440)* and P.(4457)" [36][37]. These pentaquarks are
located close to production thresholds of X $D™ states. If the formation of pentaquarks is not a unique
feature of the heavy quark sector, but a universal feature of the strong interaction, similar structures might
exist in the strange sector. Naturally, the exchange of the ¢ quark of the ¥ YD) states with a s quark would
lead to XK states. Indeed, the same model that predicted the pentaquarks discovered by LHCb also
predicts certain structures in the strange sector [38]. One of such states is the N*(2030) resonance, which is
thought to be a dynamically-generated K* X state. For the reaction yn — K9 X0, it is expected to magnify
the constructive interference of amplitudes driven by intermediate K* A and K* X channels, and thus giving
rise to a resonant peak in the spectrum just below the K* X threshold. Data for the differential cross section
of yn — K9 X0 has previously been measured at BGOOD but remained inconclusive regarding a structure
at W = 2040 MeV due to limited statistical precision [42]. Similar structures might be expected in the
charge-conjugate channel yn — K* X~, which provides motivation for the presented measurement.
Hadrons being composed of more than three quarks could manifest in compactly bound pentaquark forma-
tions or in relatively loosely bound molecular-like states of colourless subsystems. Due to the small binding
energy, the production of the latter generally requires low momentum transfers. These can be realized in
low-t processes. This implies that for yn - K* X, the K* would take most of the momentum and go to
forward angles. Due to its combination of a large-aperture forward spectrometer complemented by a central
BGO calorimeter with almost 457 angular acceptance, the BGOOD experiment is ideally suited for such
investigations.

The goal of this thesis was to measure the differential cross section of yn - K* X~ in an angular range of
cos(Ocy) > 0.9. First, a measurement of the normalized K*Y yield was performed utilizing a deuterium
target. The contribution to the normalized K*Y yield stemming from background reactions off the bound
proton was determined by performing the same analysis on a hydrogen target and correcting for the Fermi
motion. For the yield extraction of the two datasets, different selection criteria were applied before perform-
ing a maximum likelihood fit to the time of flight mass spectrum in order to get a clean separation between
K* and sr*. The K* peak was modeled using the Geant4 simulation, while the ;7% peak was determined by
measuring the 7~ peak, which has the same shape but lacks any K~ contribution. After subtraction of the
background stemming from the proton, dividing by the reconstruction efficiency and the solid angle element
lead to the desired differential cross section. The contribution of background reactions off the neutron to the
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systematic uncertainty was modeled by comparing the reconstruction efficiency of K* X~ to the ones of the
background reactions and making the reasonable assumption that the differential cross sections are approx-
imately of the same magnitude. The contribution of potential final state interaction effects to the differential
cross section was estimated to be of the order of roughly 7% based on theoretical calculations, albeit the
calculations were unavoidably based on scarce data.

The final differential cross section was measured at centre-of-mass energies ranging from threshold, which
is located at W = 1691 MeV, up to W = 1942 MeV. Practically the entire kinematic range covered by the
performed analysis has never been explored before. The W resolution is unprecedented and approximately
twice as good as those achieved by LEPS [51] and CLAS [50]. For similar bins of W, the statistical error
of the differential cross section is about half the size of the one of CLAS and two thirds of the one of LEPS.
The most striking feature of the obtained data is a sudden jump of the differential cross section in-between
1892MeV and 1911 MeV. Combining the acquired data with a dataset of LEPS [51] reveals that this sud-
den jump is actually a peak.

The fact that the prominent peak is not seen in the CLAS dataset and only partially in the LEPS dataset
can likely be understood by the ¢ dependency: The peak is located around a Mandelstam ¢ of approximately
0.119 GeV?, which is a low-t value that is not accessed in the CLAS analysis and only partially in the LEPS
analysis. Not only does this stress the importance of mapping out the low-f region and emphasize the unique
abilities of the BGOOD experiment, it is also the 7 region which is of uttermost importance for the formation
of dynamically-generated molecular-like states, as they are loosely bound and thus require low momentum
transfers, which correspond to low values of t.

The acquired data in combination with LEPS data can be described well by a fit consisting of a Breit-Wigner
distribution and a second-degree polynomial. The fit lies mostly within the statistical errors. The Breit-
Wigner has aresulting mean of M = (1924.430 + 4.057) MeV withawidthof I = (69.764 + 14.411) MeV,
which appears consistent with theoretical predictons of a K* K~ N bound state located around

1924 MeV [96][94][97]. The secondary increase of the differential cross section around 2 040 MeV which
can be seen in the LEPS dataset actually coincides with the position of the constructive interference of in-
termediate K* A and K* X channels just below the K* X threshold as predicted for the total cross section of
yn - K9X0 by the same theoretical model that predicted the P, pentaquarks [38].

In order to formulate a firm argument in favour of or against the interpretation of both peaks as dynamically-
generated molecular-like states in the strange sector, both the experimental field and the theoretical field need
to go hand in hand: On the experimental side, more differential cross section data are needed at extreme for-
ward angles, especially around the W regions of interest around 1924 MeV and 2 040 MeV. Mapping out
the low-# region might be a promising approach to gain new insights into dynamically-generated molecular-
like states. On the theoretical side, providing predictions specifically for the differential cross section of
yn —> K* X~ atcos(fcy) > 0.9 as well as using the newly acquired data to fine-tune the model parameters
would be valuable.

For the future, an improvement of the performed analysis could be achieved by determining the exact neut-
ron detection efficiency of the BGO calorimeter in both real data and simulation, which could lower the
estimated systematic uncertainty of the chosen charge signature selection. A natural first step would be to
replicate the GRAAL analysis [87] of the neutron detection efficiency for the current hardware setup of
BGOOD. Furthermore, implementing a calibration of the barrel might improve the sr identification in the
central detector.
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APPENDIX A

Obtained Data

W/MeV | AW /MeV | (42) /% | pa(de) e o 1M | sgie W oshu /e

1688.855 6.745 0.00865276 | 0.00421087 | 0.00133410 | 0.00003172 | 0.00133448
1702.295 6.695 0.03697200 | 0.00831851 | 0.00570042 | 0.00015980 | 0.00570266
1715.630 6.640 0.03454560 | 0.00650089 | 0.00532631 | 0.00017581 | 0.00532921
1728.865 6.595 0.03220500 | 0.00595532 | 0.00496544 | 0.00019274 | 0.00496917
1742.000 6.540 0.04453860 | 0.00605842 | 0.00686706 | 0.00031309 | 0.00687419
1755.030 6.490 0.04142050 | 0.00589830 | 0.00638629 | 0.00034156 | 0.00639542
1767.970 6.450 0.05769810 | 0.00574516 | 0.00889602 | 0.00055750 | 0.00891347
1780.815 6.395 0.06608950 | 0.00613600 | 0.01018980 | 0.00074740 | 0.01021720
1793.565 6.355 0.06098640 | 0.00626572 | 0.00940301 | 0.00080627 | 0.00943752
1806.230 6.310 0.07356500 | 0.00576216 | 0.01134240 | 0.00113577 | 0.01139910
1818.805 6.265 0.05598340 | 0.00586525 | 0.00863164 | 0.00100827 | 0.00869033
1831.290 6.220 0.08410910 | 0.00644701 | 0.01296810 | 0.00176514 | 0.01308770
1843.690 6.180 0.08519290 | 0.00643357 | 0.01313520 | 0.00208115 | 0.01329910
1856.010 6.140 0.10035400 | 0.00725048 | 0.01547290 | 0.00285087 | 0.01573330
1868.250 6.100 0.10796600 | 0.00813294 | 0.01664640 | 0.00356321 | 0.01702350
1880.410 6.060 0.10765600 | 0.00799519 | 0.01659870 | 0.00412366 | 0.01710320
1892.270 5.800 0.12421500 | 0.00904526 | 0.01915180 | 0.00550189 | 0.01992640
1902.540 4.470 0.15988900 | 0.01160020 | 0.02465200 | 0.00803136 | 0.02592730
1911.460 4.450 0.17697700 | 0.01071520 | 0.02728660 | 0.00991605 | 0.02903250
1920.340 4.430 0.17578100 | 0.01138490 | 0.02710220 | 0.01098080 | 0.02924230
1929.180 4.410 0.17581400 | 0.01186080 | 0.02710740 | 0.01223890 | 0.02974230
1942.350 8.760 0.16630300 | 0.00917355 | 0.02564100 | 0.01360360 | 0.02902620

Table A.1: Obtained DCS data for yn — K* X~ in an angular range of cos(6¢y;) > 0.9. The parameter + AW describes
half of a bin width, meaning 2 - (+ AW) is a full bin width. The statistical error +A(

total systematic uncertainty is

6T0ta] — ‘l6§caling2 + 6Fitting2.

Syst. yst.

Syst.
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APPENDIX B

Flow Diagrams

Analysis for
single beamtime
Subtraction:
n d p
Ms= Mg, g6 - Mgg
Analysis for
single beamtime
Reconstruction efficiency
€
Result:
do\n
(E)s
Solid angle element
9}
Use Geant4 simulation Result:
to estimate contribution \ > Systematic error caused by Mg
to systematic error caused by Mgg
Use theoretical calculations Result:
to estimate contributioprl‘ > Contribution to DCS caused by Afy
to DCS caused by Ay,
Estimate contribution Result:
to systematic error > Systematic error caused by other sources
caused by other sources
Result:
do\n

(E)s
under consideration of

systematic errors
and FSI contributions

Figure B.1: Flow diagram showing the methodology of the general DCS analysis, starting with the dark green box at
the top and ending with the one at the bottom. D, data are shown in blue, H, data in red and scaling parameters in
yellow. Note that the process ’Analysis for single beamtime’ is illustrated by another flow diagram, B.2.
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Appendix B Flow Diagrams
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Figure B.2: Flow diagram showing the methodology of the specific DCS analysis of a single beamtime, starting with
the dark green box at the top and ending with the one at the bottom. Real data is presented in blue, simulated data in
red and scaling parameters in yellow. This flow diagram is referenced by the prior diagram B.1.
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appenpix C

W Dependency of Selection Criteria
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Figure C.1: The cut on the maximum kinetic energy deposit Ey;, of o7~ in the BGO as described in section 4.2.2.2
depending on W. The y-axis describes the kinetic energy at which the cumulative distribution surpasses 90% of its full
integral. The difference of real data and simulation is expected due to the background contribution in real data. The
black line is a second-degree polynomial fit to the simulated data, which is used to apply the W-dependent cut. The
fitted function is of the form: Egge, (W) = 856.769 MeV — 0.693934 - W + 0.000174714 - W2 MiV'
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Figure C.2: The cut on the momentum of the 77~ in the X~ frame |p,,-;, »-| as described in section 4.2.2.2 depending
on W. Figure (a) shoes the Gaussian mean, figure (b) the sigma. In (a), the difference of the real data sets is expected,
as the hydrogen data set only consists of background. In (b), the first bins of the hydrogen data suffer from low statistics.
The sigma of the simulated data is much narrower than for the real data, as it consists of pure signal. The black line is
a second-degree polynomial fit to the simulated data, which is used to apply the W-dependent cut. The fitted function
for the Gaussian mean is of the form: p; (W) = 8.29125MeV +0.169588 - W — 4.03871 - 1075 - w2 Mle\/ and the fitted
function for the Gaussian sigma of the form: o3 (W) = 241.547 MeV - 0.223395 - W + 5.70059 - 1075 - w2l A

MeV *
2-¢ cut is chosen.
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Figure C.3: The cut on the MM to K* o7~ as described in section 4.2.2.3 depending on W. Figure (a) shoes the Gaussian
mean, figure (b) the sigma. The match between the deuterium data and simulation is good and only slightly affected by
background. The hydrogen data set suffers from low statistics. The black line is a fourth-degree polynomial fit to the
simulated data, which is used to apply the W-dependent cut. The fitted function for the Gaussian mean is of the form:
I, (W) = 472439 MeV + 1013.16 - W — 0.812575 - W2 iy + 0.00028945 - W3 -1 —3.86388 - 1075 - W L
and the fitted function for the Gaussian sigma of the form: ¢, (W) = —113524MeV + 242.852 - W - 0.194757 -

W2y +6.94122- 1075 - W3 15 —9.27563 - 10-° - W* L. A 2-0 cut is chosen.
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Figure C.4: The cut on the MM to the K™ as described in section 4.2.2.4 depending on W. Figure (a) shoes the Gaussian
mean, figure (b) the sigma. The match between the deuterium data and simulation is good and only slightly affected
by background. The hydrogen data set suffers from low statistics, furthermore, the fact that the A peak overlaps with
the X0 peak affects the fit quality. The black line is a fourth-degree polynomial fit to the simulated data, which is used
to apply the W-dependent cut. The fitted function for the Gaussian mean is of the form: p »- (W) = =291200MeV +

623.365 - W — 0.497999 - W2 g + 0.000176693 - W3 Lz — 2.34915 - 1078 - W* L and the fitted function for

the Gaussian sigma of the form: ¢ y- (W) = =76529.4MeV + 161.102 - W — 0.127154 - W? L 44459851075 -

MeV
W3 —5.86264 - 107° - W* . A 2-0 cut is chosen.
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Fit Results
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Figure D.1: Maximum likelihood fit to the ToF mass spectrum of deuterium beamtime 2018-06 for all bins of W. Real
data shown in black, fitted s7* model in blue and simulated K* peak in red. Fits become necessary from inclusive
W = 1806.230 MeV on upward. The fitting region is restricted to above 30 MeV as depicted by the vertical line. As
the o7* peak broadens, a distinction of the two peaks gets increasingly harder from W = 1911.460 MeV on upward.
See also figure 4.23.
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Appendix D Fit Results

() W = (1920.340 + 4.430) MeV (u) W = (1929.180 + 4.410) MeV

(v) W = (1942.350 + 8.760) MeV

Figure D.2: Maximum likelihood fit to the ToF mass spectrum of hydrogen beamtime 2018-11 for all bins of W. Real
data shown in black, fitted s¥* model in blue and simulated K* peak in red. Fits become necessary from inclusive
W = 1806.230 MeV on upward. The fitting region is restricted to above 30 MeV as depicted by the vertical line. As
the sr* peak broadens, a distinction of the two peaks gets increasingly harder from W = 1911.460 MeV on upward.
As expected, the K* peak is much smaller compared to the deuterium beamtime. See also figure 4.24.
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Integrated photon flux N,, as a function of W for both beamtimes. The steps in the spectrum
are a result of increasing bin widths for increasing W. For the sake of clarity, the original
W binning is presented, whereas in the final result two bins will be merged starting with the
ones at W = (1937.980 + 4.390) MeV and W = (1946.740 + 4.370) MeV. . .. ... ..

120

61

61

62

63

65

66

67



List of Figures

4.27

4.28

4.29

4.30

4.31

4.32

4.33

4.34

4.35

4.36

5.1

Trigger efficiency ratio g—; of trigger 4 of deuterium beamtime 2018-06 and hydrogen beam-
time 2018-11. The ratio was determined as a function of W for cos(6¢yy) > 0.9 by simulating
the reactions yp — K+ A (blue) and yp — K+ X9 (red) for both beamtimes, respectively.
Normalized counts of the deuterium beamtime (blue), of the hydrogen beamtime (red) and
as a result of the subtraction of the hydrogen data from the deuterium data (cyan). . . . . .
Reconstruction efficiency ¢ for the simulated reaction yn - K* X~ depending on W in an
angular range of cos(6cpy) > 0.9. The black vertical line describes the value of W above no
signal could be extracted anymore fromreal data. . . . . . . ... ... ... ... ....
DCS of the reaction yn — K+ X~ as a function of W in an angular range of cos(6cy) > 0.9.
A detailed discussion including the systematic uncertainties can be found in chapter 6.
Incoherent kaon photoproduction on the deuteron including rescattering contributions in the
two-body subsystems and the sr-mediated process. Diagram (a): IA, (b): YN rescattering,
(c): KN rescattering, (d): #N — KY process [89]. . . . . . . . . .. . .. ... ... ..
Elementary Feynman diagrams of kaon photoproduction contributing to the IA. Diagrams
(a)-(c) show the Born terms for the nucleon, hyperon and kaon poles, respectively, whereas
(d)-(f) show the resonance terms for the nucleon, hyperon and kaon resonance poles, re-
spectively [89]. . . . . . oL
Boson exchange Feynman diagrams for the hyperon-nucleon potential, whereas the left dia-
gram shows a strangeness exchange and the right one a nonstrangeness exchange [89]. . . .
Elementary Feynman diagrams of pion photoproduction on the nucleon. Diagrams (a)-(c)
show the Born terms for the nucleon, crossed-nucleon and pion poles, respectively, whereas
(e) shows the Kroll-Rudermann contact term, (d) the resonance term and (f) vector meson
exchange [89]. . . . . . . . L
Total cross section of the incoherent reaction yd — K*X~p as a result of IA (blue), of
IA+YN (green), of A+ YN+KN (red) and of IA+YN+KN+(7N — KY) (magenta), respect-
ively, as a fraction of IA. The running variable is the CM energy W. The latter effect dom-
inates at threshold and decreases for increasing W. Figure adapted from reference [89]. . .
Semi-inclusive DCS of the incoherent reaction yd — K* X ~p as a result of IA (blue), of
IA+YN (green), of IA+YN+KN (red) and of IA+YN+KN+(7N — KY) (magenta), respect-
ively, as a fraction of IA. The running variable is the LAB angle 0; op, three different ener-
gies W are shown. The FSI increase the DCS at threshold and decrease the DCS at higher
W. The average effect of all FSI over the FS region and the presented energies is about 7%.
Figure adapted from reference [89]. . . . . . . . .. . ... oL
Scaling
Syst.
is shown in red. The corresponding data

Systematic uncertainties. The scaling uncertainty &
Fitting
Syst.

points are described by an exponential fit of the form Sg;t;ifg(W) = e?*F'W . 100 with

a = —26.295900 and B = 0.012249 shown in magenta. The total systematic uncertainty

65‘;‘&‘1, which is the square root of the sum of the squares of the scaling uncertainty and the

function that describes the fitting uncertainty, is showninblue. . . . . . . ... ... ...

is shown in green and is con-

stant across all W. The fitting uncertainty &
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DCS of the reaction yn — KX~ in an angular range of cos(6cy;) > 0.9 in dependence of
the CM energy W. The data of this analysis is shown in blue. A dataset from LEPS [51]
is shown in red and a dataset from CLAS [50] in green, where the CLAS dataset has been
measured at the less forward angle 0.8 < cos(0cy) < 0.9. Horizontal bars depict the bin
widths while vertical bars depict the statistical errors. The absolute systematic fitting uncer-
tainty 6152_33“‘% is shown at the bottom in orange, the systematic scaling uncertainty & g;img in
cyan and the total combined systematic uncertainty & g(y";t‘l ingrey. . . ... ...
Conversion of the DCS data from figure 6.1 [51][50] to ‘2—‘; in dependence of ¢. Note the
W ranges in the inset. Additionally, LEPS data at 0.8 < cos(f¢cy) < 0.9 are presented in
magenta. The systematic uncertainties are shown at the bottom using the same colouring
scheme asinfigure 6.1. . . . . . . . ...
DCS as previously shown in figure 6.1 [51][50] together with the model of Ramos and
Oset [38] for the total cross section of yn —» K 030 (black). The scale was chosen arbitrar-
ily to roughly match the experimental data. From left to right, the vertical lines describe the
production thresholds of K X (1385), KA (1405), K*Aand K*X. . . . . ... ... ....
DCS as previously shown in figure 6.1 [51] together with a fit (solid black) composed of
a Breit-Wigner distribution (green) and a second-degree polynomial (dashed black). Pro-
duction thresholds of K*K~n as well as ¢n channels are described by vertical lines. The
fitting range spans from threshold to W = 2042 MeV. The resulting Breit-Wigner mean is
Mgy, = (1924.430 + 4.057) MeV with a width of I'g,, = (69.764 + 14.411) MeV, which
appears consistent with the values predicted by Torres et al. [94] for a K* K~ N bound state.
Diagram for the yn — K* X~ process via an intermediate K * K~ n bound state. The aq(980)
and f;, (980) are thought to be molecular-like KK ~ states themselves, illustrated by the right
grey circle. Figure adapted for reactions off the neutron from reference [94]. . . . . . . . .
DCS as previously shown in figure 6.1 [51][50] together with theoretical predictions based
on effective Lagrangian approaches by Wei et al. [46][98]. Data and theory tend to agree
below W = 1843 MeV and above W = 1980 MeV, but the peak around at W = 1924 MeV
can not adequatly described even under consideration of the systematic uncertainties. . . .
DCS as previously shown in figure 6.1 [51][50] together with theoretical predictions based
on effective Lagrangian approaches by BydZovsky et al. [48][99]. Data and theory tend to
agree between W = 1793 MeV and W = 1892 MeV and above W = 1980 MeV, but the
peak around W = 1924 MeV is not adequatly described. . . . . . ... ... ... ....

Flow diagram showing the methodology of the general DCS analysis, starting with the dark
green box at the top and ending with the one at the bottom. D, data are shown in blue,
H, data in red and scaling parameters in yellow. Note that the process ’Analysis for single
beamtime’ is illustrated by another flow diagram, B.2. . . . . . ... ... ... ... ...
Flow diagram showing the methodology of the specific DCS analysis of a single beamtime,
starting with the dark green box at the top and ending with the one at the bottom. Real data is
presented in blue, simulated data in red and scaling parameters in yellow. This flow diagram
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The cut on the maximum kinetic energy deposit Ey;, of 77~ in the BGO as described in section
4.2.2.2 depending on W. The y-axis describes the kinetic energy at which the cumulative
distribution surpasses 90% of its full integral. The difference of real data and simulation is
expected due to the background contribution in real data. The black line is a second-degree
polynomial fit to the simulated data, which is used to apply the W-dependent cut. The fitted
function is of the form: Egyq, (W) = 856.769 MeV — 0.693934 - W + 0.000174714 - W2 1

The cut on the momentum of the s~ in the X~ frame |p,-;, »-| as described in sectlon
4.2.2.2 depending on W. Figure (a) shoes the Gaussian mean, figure (b) the sigma. In (a),
the difference of the real data sets is expected, as the hydrogen data set only consists of
background. In (b), the first bins of the hydrogen data suffer from low statistics. The sigma
of the simulated data is much narrower than for the real data, as it consists of pure signal.
The black line is a second-degree polynomial fit to the simulated data, which is used to apply
the W-dependent cut. The fitted function for the Gaussian mean is of the form: p (W) =
8.29125MeV +0.169588-W —4.03871-107>-W? IV and the fitted function for the Gaus51an
sigma of the form: o (W) = 241.547MeV — 0.223395 - W + 5.70059 - 10~ W2 o Mev A
2-gcutischosen. . . . . . . . L
The cut on the MM to K"~ as described in section 4.2.2.3 depending on W. Figure (a)
shoes the Gaussian mean, figure (b) the sigma. The match between the deuterium data and
simulation is good and only slightly affected by background. The hydrogen data set suffers
from low statistics. The black line is a fourth-degree polynomial fit to the simulated data,
which is used to apply the W-dependent cut. The fitted function for the Gaussian mean is of
the form Km, (W) = —472439 MeV + 1013.16 - W — 0.812575 - W2 v +0.00028945 -

w3 Ve V2 - 3. 86388 10-8 W4 ! v+ and the fitted function for the Gaussmn sigma of the
form: o, (W) = -113 524MeV +242.852 - W — 0.194757 - W2MeV +6.94122 - 1075 -

W3M v~ 9:27563 - 10~ 9.
The cut on the MM to the K * as described in section 4.2.2.4 depending on W. Figure (a)
shoes the Gaussian mean, figure (b) the sigma. The match between the deuterium data and
simulation is good and only slightly affected by background. The hydrogen data set suffers
from low statistics, furthermore, the fact that the A peak overlaps with the X peak affects
the fit quality. The black line is a fourth-degree polynomial fit to the simulated data, which
is used to apply the W-dependent cut. The fitted function for the Gaussian mean is of the
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Maximum likelihood fit to the ToF mass spectrum of deuterium beamtime 2018-06 for all
bins of W. Real data shown in black, fitted ;7= model in blue and simulated K* peak in red.
Fits become necessary from inclusive W = 1806.230 MeV on upward. The fitting region
is restricted to above 30 MeV as depicted by the vertical line. As the 7+ peak broadens, a
distinction of the two peaks gets increasingly harder from W = 1911.460 MeV on upward.
Seealso figure 4.23. . . . . . . L e
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D.2 Maximum likelihood fit to the ToF mass spectrum of hydrogen beamtime 2018-11 for all
bins of W. Real data shown in black, fitted 77 model in blue and simulated K* peak in red.
Fits become necessary from inclusive W = 1806.230 MeV on upward. The fitting region
is restricted to above 30 MeV as depicted by the vertical line. As the s7* peak broadens, a
distinction of the two peaks gets increasingly harder from W = 1911.460 MeV on upward.
As expected, the K* peak is much smaller compared to the deuterium beamtime. See also
figure 4.24. . . L L e
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