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Summerschool 'Global Hydrological Cycle’ of the DFG-SPP1257

Mayschoss/Ahr, September 12-16, 2011

In 2006, the German Research Association DFG had established the coordinated Priority Program
SPP1257 Mass distribution and Mass Transport in the Earth System. According to DFG’s philosophy,
SPP’s are meant to enable broad-scale research in new, emerging fields. The objective of the
SPP1257 was to facilitate integrated analysis of novel-type data collected from dedicated gravity field
and radar altimetry satellite missions, to improve our knowledge about mass distribution and mass
transport processes within the Earth system such as melting of continental ice sheets and glaciers,
changes in ocean circulation pattern and in sea level, variations of surface and ground water levels
and river discharge, glacial-isostatic adjustment, mantle convection and tectonics, and to investigate
interactions between these processes. During six years, many Ph.D. students and postdocs from
more than 30 institutions worked together in collaborative projects.

These lecture notes were compiled on the occasion of the summer school Global Hydrological Cycle,
organized by the SPP1257 at September 12-16, 2011 in Mayschoss/Ahr, in which about 70 Ph.D.
students, postdoc researchers and master students participated.The challenge imposed on
thelecturers wasto familiarize students with widely differentbackground (geodesy, hydrology,
oceanography, geophysics, mathematics) with

e concepts of observation systems and data processing, such as analysis of data from the
Gravity Recovery and Climate Experiment (GRACE) gravity mission, and from radar altimetric
satellite missions, associated problems such as noise, spatio-temporal sampling and aliasing,
data post-processing techniques such as spherical harmonic synthesis and analysis, gridding,
smoothing, covariance analysis, EOF analysis, and

e concepts of modelling and interpretation in hydrology and hydro-meteorology,
oceanography and sea level, tides, ice sheet modelling, climate dynamics, and solid-Earth
geodynamics.

The focus of the summer school wason concepts, and technical proofs were avoided. Lectures were
accompanied by exercises, practicals and group work. Last not least, exciting discussions could be
continued during barbecue, walks on the Rotweinwanderweg, and in the cellar of the

Winzergenossenschaft.

Thanks go to all participants and, in particular, to the lecturers of the summer school, who decided to
make almost all lecture material, data sets and codes freely available.

A.Cer

Jurgen Kusche and Annette Eicker

Bonn, February 11, 2013
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Mionitoring
waters

A.Cazenave
LEGOS-CNES, Toulouse

Outline

- Brief overview on the continental water cycle
- In situ data

- Global land surface models

- Satellite data for hydrology

- Monitoring surface waters by radar altimetry
- Altimetry-derived water level data bases

- Validation; derived products

- Soil moisture from space

- Space gravimetry (GRACE)

- problems with current missions

- Future prospects




@ WATER CYCLE
\

Water Balance Equation dW/dt = P -E -R

Total land water storage  Precipitation Evapotranspiration Runoff

Causes of spatio-temporal change
of the continental water cycle

- Climate variability (natural and anthropogenic)

‘Direct human effects:

- groundwater mining
- irrigation
dam building
urbanization
deforestation
change in land use




weter 5

- Water mass exchanges?

* Time scales of exchanges?

- Water holding capacity of reservoirs?

- Rates of water renewal inside reservoirs

rVoIrs

Mechanisms

‘Mass and energy transfert between land surface and
lower atmosphere

‘Lower atmosphere dynamics

‘Biogeochemical processes

efc.

‘Weather forecast
-Climate modelling
‘Water resources management
‘Natural Hazards:

floods, droughts
*Agriculture (irrigation)
‘Hydro-electric energy production
*Fluvial navigation
‘Land use and management
Carbon cycle
-Sediment transport
-Sea level change
‘Etc.



Water balance at river basin scale
dW/dt=P-E-R
— N T~

Total storage Precipitation Evapotranspiration Runoff

Importance of each parameter
- Precipitation:

I Main forcing term
| Controls water storage and runoff

-Evaporation; Vegetation transpiration :
| Drives mass and energy exchange between lower atmosphere and surface
| Dépends on solar radiation, lower atmospheric state, soil wetness, type
of vegetation
I Direct link with air temperature

-Runoff:

I Linked to basin-scale water budget

Water balance at river basin scale
dW/dt=P-E-R
— ' e

Total storage Precipitation ~ Evapotranspiration Runoff

Total water storage:
importance of each component:

- Surface waters:
I Direct response to precipitation
| Flood plains = control ecosystem dynamics and CO, exchanges with the
atmosphere

- Soil moisture:
| Drives evapotranspiration and vegetation growth (> carbon cycle)
| Important parameter for weather forecast and climate modelling

- Snow pack :
| Influence planet albedo, hence total radiative budget

- Ground waters :
| Main water resource in semi arid regions



Water Balance Equation
(river basin scale)

\
Water mass balance : AW/dt =P -E - R

W: Land water mass (surface and
underground waters; snowpack)

P : Precipitation

E : Evapotranspiration

R: Runoff

/N

and remote sensing assimilation




Water level and discharge data
available in the GRDC data base (status in March 2011)

Data ends
at: e<1975
©1975-1979
1980-1984
1985-1989
1990-1994
©1995-1999
©2000-2004
¢2005-2010

Global Runoff Data Center

T T T T T T T 1
20 3o 40 30 21 70 a0 an 100 10 120 130 140 150

Global Soil Moisture Data Bank



Land Surface Models

- Compute mass and energy budget at the
atmosphere-soil interface + water storage in
the different reservoirs + runoff

‘Input parameters : low atmospheric state
(T, H, wind speed) + mass and energy fluxes
(precipitation and radiation)

Evaporation & Sensible
Transpiration Q
P Heat Flux

mation

l Melt/Infiltration I

A 4

| Drainage

_ e
——
7



Surface waters

Remote sensing Soail Ground

technique moisture waters Snow pack (exten't: level,

volume, discharge)

Visible Imagery Extent Extent Extent
Passive and
ative
microwaves Extent Extent Extent
(Radiometry) Volume Thickness
Altimetry Water Level
Space
Gravimetry Total water
(GRACE) mass

<

ENVISAT Jason 1/2
TOPEX/Poseidon

\

Soil moisture

SMOS, ...

Total water —
volume stored iN
the water column

GRACE

GRACE space gravimetry



Primary and derived hydrological products
(by combining obs. from different remote sensing techniques)

VAG . . .
1@5- Soil moisture : microwaves + SMOS
R
<KQZ'>°Wa'rer levels : altimetry Topex/Poseidon, Jason-1/2, ERS, Envisat
vAg Lo
QIQQD' Snow pack : microwaves, GRACE
A
<'zQZ'>°Land water storage: GRACE
v
{(‘j.; Surface water volume: imagery + altimetry
v
A
{Q\’»- River discharge: altimetry + modelling (Manning equation)
A
%QZ'* 6round waters: GRACE + altimetry + imagery +SMOS

A
<'ICVDZ'>-EvapoTr'anspir'aﬁon (basin-scale) : GRACE + runoff + precipitation

Satellite altimetry Space gravimetry




Surface waters: altimetry

Soil moisture : SMOS, ...

Total storage

T

GRACE space gravimetry

10



Satellite altimetry

Global Earth coverage in a few days

11



Sea level measurements by satellite altimetry

ERS-1 (1992-
ERS-2 (1995- 200
Jason-1 (2001- )
ENVISAT (2002- )
GFO (2000- )
Jason-2 (2008- )

12



Important achievements in oceanography
with high-precision satellite altimetry

Turbulent Ocean
ocean tides

Sea level
change

Altimetry-derived global mean sea level (1993-2011)

cm

CLS-LEGOS
Univ. Colorado

Rate of sea level rise:
3.3+~ 0.4 mmlyr T
T La Nina
La Nina
El Nino
Topex/Poseidon Jason-1 Jason-2

13



Examples of altimetric coverage over lakes

Athabasca Lake

Lake Victoria (Afrique de I'Est)

Lake Tharthar (Irak)

14

Baikal Lake

Water level variations

28
Hydroweb (Legos)



LakeVictoria

East African Lakes

Altimetry-based lake level

1992 2009
Lake Tanganika

Lake Malawi

Legos

Lake Poyang, China

Lake Nasser, Nile basin

HYDROWEB, Legos

15



Example of ‘virtual’ station

Example of altimetric coverage over rivers

16



Altimetry on rivers

Danube

Parana

17



ENVISAT satellite coverage

Niger Basin

2010

River water level
HYDROWEB, Legos

. . Water level on rivers
Envisat satellite coverage

- -

Niger 2002 2011

Nil

HYDROWEB (LEGOS)

18



‘Altimetry’ virtual stations supplementary of in situ gauges

LEGOS/LMTG

Validation of altimetric water levels

19



Comparison of altimetry and in situ water levels

Comparaison des hauteurs T/P254 et des hauteurs a Barranco Branco (d = 7 km)

Variations temporelles des hauteurs T/P 094 & proximité de Bezdan (d = 20 km)

8: 8 87 16
PARAGUA = DANUB
81 RMS hautes eaux: 017 m |1 7 . e e e | 1
RMS basses eaux: 0.19 m
80 £ 6 b3
i i - -
79 + 5 g %

t: kil ’& % f % 2 o | | ¥ g
= ES
£ ‘ ! E £ oy
3 ¢ ¥ 3 = g
8 8 FES] 83
3 1 2 ] t H
B 77 f3 o o 8
5 g 5 \ £
£ £ g8 ©§
i : ! I

1 3 81 B
75 T & 1= 3
. A o epeatete g e a0 2
& EEAY S WL - “ LSO 0
.. e . e ey
A . S at AR Tee
73 1 79 i Sew Pl AL 0
72 2 8 2
1992 1994 1996 1998 2000 2002 1002 1903 1004 1005 1996 1007 1908 1000 2000 2001 2002 2008
Comparaison des hauteurs T/P076 et des hauteurs a Jalauaca (d=48km) Comparaison des hauteurs T/P 172 et des hauteurs a Brazzaville (d = 425 km)
27 8 296 7
[RMS global : 0.44
g 7 RMS hautes eaux : 0.46 m C 0 N G O
AMAZO N ¢ # ] s 295 T—RMS basses eaux : 0.42 m T 6
: ¢
3 t 3 6 204
{% i ’ % ! :
5 g ]
= ; i} % i ; g = 3
E L] i 3 ¢ 48 E )
3 ; [} i i 3 g 22 ]
T2 ) { L } 3 & © s
M |3 = 5 =
H % o 2201 ]
H L] 2 8 3 g
T L3 £ T <
19 13- - A 3 290 3
K3 . B
PATARTS A 289
LN O IOt o
17 SRy ey N RMS global : 0.34m
T RMS hautes eaux 4 288
RMS basses eaux
15 2 287 2
1992 1994 1996 1998 2000 2002 2004 1992 1994 1996 1998 2000 2002 2004

20

MEKONG RIVER




Lake Issykhul

1605,6

16054

1605,2 fom 4 /7 \
g

1605 - \ Vi
o / "i'
Fay I 7

1604,8

1604,6

1604,4 : : : : !
1998 2000 2002 2004 2006 2008

white: Envisat

yellow: Topex (2002-2005)
red: Jason, Topex 1993-2005
green: GFO

Derived hydrological products

21



In addition to river level, discharge is also
needed for various applications (water
resource management, irrigation,
flood/drought prediction, etc.)

Amazaon Rivzr; Jatyarana station

Q at Jatuarana, mé/s

200000 -

Rating curve:Observed
discharge versus
150000 . Topex water level

100000 - B H

50000

A flood falling
o floodrising

+ sts

fit falling
fitrising
— — — -fitst_state

tate

6000 11000 16000
T/P w ater level, mm

o

™
E
o

200000 -

150000 -

100000 -

50000 -

o .

-50000

Discharge (m3/s)




Computation of discharge from altimetry-based water levels

I o ! CIAC ' TFB : PA: ML’
= SPOSAI ITA MAN oBI
E st - Napo Putumaye Jutai, Purus, . ]
S & 1 hy e, - Negre. o 1/8/88
= @ ! | aepura ¢ {Tirageira Tapajos G ijiises
= A 1/12/95
. < 1/1/98
5 m 1/3/98
o A 1/4/08
S o 1rores |
< -® 1/7/90
@ @ 17808
s Highwater |
< Lowwater
¢ ——— 8
o N
k=] o ]
=
220
1 215
1000 500

River slope from altimetry + Manning’s equation = discharge Q
Q= (1/n)A S¥2R28
R=hydraulic radius=A/P; A=cross sectionnal area of flow; P=wetted perimeter
S=river slope; n=roughness coefficient

Altimetry data bases
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Global Reservoirs and Lakes Data Base

http://Iwww.pecad.fas.usda.qov/cropexplorer/global reservoirs

Delayed and near real time water level products C. Birkett (GSFC/NASA)

PECAD data base (GSFC/NASA)

Lake Fitri, Chad Lake Urmia, Iran

Lake Fitri Height Variations

TOPEX 9 Year Geo-referenced 10Hz Along Track Reference Lake Urmia Height Variations
TOPEX 9 Year Geo-referenced 10Hz Along Track Reference

Height Variation (m)

Height Variation {m)
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P,
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Rivers and Lakes ESA Data Base (P.Berry, UK)
mainly ERS1/2 and ENVISAT

http://earth.esa.int/riverandlake

Lake Edouard (Africa)

¢
D 8 @ @

Height Difference

-1 1 1 1 1 1 1 L 1
1995 1998 1957 1998 1999 2880 z@81 2@m2 2083 ELLES
Date Cysarsd

Also: near real time water levels from ENVISAT in some regions

HYDROWEB

25



Surface waters: altimetry

Soil moisture : SMOS

Total storage

T

GRACE space gravimetry

SMOS
Quelques exemples

26



Soil moisture from SMOS in western Africa during March 2010

Soil moisture values Brightness temperatures
2010/03/03 - 2010/03/23 2010/03/03 - 2010/03/23

20100317T050850 20100317T050950
20100217T060350 20100217T0&0350

SMOS sees Pakistan floods (summer 2010)

=

17 July 2010 28 July 2010

—

4 August 2010 30 July 2010

27



Australian floods seen by SMOS
December 2010

Surface waters: altimetry

Soil moisture : SMOS

Total storage

GRACE space gravimetry

28



Permanent component

!

29

GEOID HEIGHT

N(s t)—G o

dm(r,t)
=

Temporal variations

!

atmosphere, oceans, land
waters, ice sheets




GRACE : Temporal evolution of land water storage (2002-2008)

2002 08

20 <10 0 10 20

CM egHzQ

. Water deficit y N Water gain

GRACE web site

GRACE space gravimetry

measures

ice sheets mass change

Greenland ice mass (61)
AN .

400

Ice mass loss

g | “\ .. Since 2002

230 +-33GHyr ty
« > +0.6 mmiyr

2

002 T T o010
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East African lakes region

Water storage over the Victoria lake
GRACE trends (2002-2006) in total water storage

2005
drought
blue = @
Water Indian Ocean
deficit heat content
2002 2009

[ - D‘ia
East African Lakes T | e

(Altimetry and space gravimetry)

Lake

Victoria Lake Victoria

Lake level
from altimetry

! ., i

/

Water storage
from GRACE

Becker et al. 2010
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Amazon Basin

River level (in situ + alti)
Trend in total water storage (2003-2008) (GRACE)

Précipitation
” Water level M
20 \ /M J
> 2003 Yw\ 200\ 2(:(7 ZV 2008 \/ 2
05

—GPCP

@

Blue = water deficit \ /Water storage (GRACE)

Red = water excess

Stage

Surface water volume change from multi-satellite techniques:
Combining surface water extent and altimetry-derived water height

/ . -
Rio Negro basin

Altimeter track (T/P)

Altimeter station

In situ gauge station

floodplains/inundation using + water level time series * water level variation maps

multi-satellite technique Topex/ Envisat

< ; Estimation of surface water * E
volume variations -
i
Frappart et al., JGR, 2008; Aas e er . o v i -
Papa et al., 2006, 2008 GRL; Papa et al., 2010, Prigent et al., 2007 JGR; Ymar
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Groundwater storage variations in various
large aquifers using GRACE data

* GRACE mission (2002 to present)

e Estimation of the Total Water
Storage (TWS)

e Surface and near-surface layers:
Land Surface Models (GLDAS,
ISBA, WGHM)

e Combination of GRACE and LSM
to estimate GWS variations

Rio Negro (Amazonia)

GRACE

Surface waters

GRACE

Soil moisture

Soil moisture

Surface waters

Aquifers

Aquifers

33



Groundwater storage variations in various
large aquifers using GRACE data

The 37 greatest aquifers of the world

Water storage trend in the Ganges Basin
2002-2009 (cml/yr)

Rodell et al., 2009; Tiwari & Wahr, 2009
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GRACE also sees ground water variations

Canning Aquifer
Australia

(Blue = water deficit)

— GRACE - GLDAS

5 > Ground water loss : ~10 kemdlyr \/_’\/

o I I I I I ]
50004 2005 2006 2007 2008 2009 2010

Altimetry-based global mean sea level (1993-2011)

Rate of sea level rise (1993-2011)
3.3 +/- 0.4 mmlyr

35



T — N — f—f——]-

—— Detrended GMSL I 1

sl 1 Detrended global mean sea level 2
B W IS SRS SOUUL PG (PR (FSUPR. NP S
1994 1996 1998 2000 2002 2004 2006 2008 2010
Year
Nerem et al. (2010)
MEI: Multivariate ENSO Index

What processes control the observed correlation
between interannual sea level and ENSO?:

-Ocean heat content?

-Land water storage?

36



Detrended global mean sea level
Land water storage from the ISBA-TRIP model

Sea level data from GSFC Sea level data from CLS
(Beckley et al.) (Ablain et al.)

Llovel et al., 2010

WMean_93_08_ISBA_amazon_30-May-2011.txt

E} Nino (1997-1998)

, Contribution to sea leve
: of total
water storage change
In the Amazon
and La Plata basins
(and sum of both)

L L L L
1996 1998 2000 2002 2004 2006

La Plata

OUT_AMAZON+PARANA_010611 txt
' ' ' '

Expressed
in equivalent sea level
(mm)

L L L L
1094 1996 1998 2000 2002 2004 2006 2008
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GRACE-based water storage trend 2002-2009 (km3/yr)

Amazon
Lena
Yenisey
Zambeze
Orinoco
Yangize
<o
Okavango
St-Lawrence
Nile

Niger
Tocantins
Mekong
Nelson
Congo
Orange
Dniepr
Yellow
Danube
Amur
CGolorado
Yukon
Murray
eyre
Caspienne
Mackenzie
Parana
Indus
euphrates
Aral
Brahmaputra
Ganges

Mississippi

-20.0 o.

GRACE water storage trend 2002-2009

——

Water _J
gain

MMU

f
=~
[~
I
[
el
s
—
’—\

Net trend : + 80 +/- 27 km3/yr
\

Sea level equivalent : -0.2 +/- 0.1 mm/yr
(Llovel et al., 2010)

— Water-loss

ﬂﬂﬂﬂﬂﬂmmmﬂﬂﬂﬁ$ﬁm;;ll-l

kY year

Prol NS.anan
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Wetlands in Quebec

Radar waveforms

40



SWOT: The Surface Water and Ocean Topography

Objectives

Hydrology:

« Measurement of water levels and
storage of all types of surface
water bodies (lakes, rivers,
wetlands) of size >100mx100m

950 km

Revisit time : 3 days and 22 days

« Launch: 2018-2019

& S & S
< rd 7> <

v

60 km 20 km 60 km

CNES/NASA mission

<——Nadir altimeter coverage

SWOT coverage

« SWOT = Water mask + water
elevation (and river slope) with 2
or more observations per 22 days

41



Cumulative lake storage change (%)

100

@
o
T

Lakes and SWOT

o
(=]
T

=~
[=]

o
Q
T

SWOT science
50 requirement.”50%..

e Nadir altimeters miss more than
60% of lakes and can see
area>100 km?2 -> see only 15% of

P b e . the global lake storage change
30 e e * SWOT = global coverage and see
o0 S AE S area>250mx250m -> see 65% of
< 1 X the global lake storage change
10 g ......... : ................ E
n 12 o
0 [ ol - i
10° 10° 10 10°

Lake area (km?)

Transboundary

Topex/Poseidon
Virtual station

l India
India /
In-situ gage Bangladesh

basins: Ganges

Distance virtual station/gage=530 km

RMSE 5-day forecast/in-situ=0.7 m

42

In-situU—>

<—5-day forecast at
gauge location
from T/P



A GRACE Follow-On mission is crucially needed

Future developments

Space observations

(+ in situ)

Other data : *Data processing
DEM, *Primary and
Land use derived hydrological products

Vegetation type -Validation

it

Modelling

Data base of hydrological products Functioning
L> Dedicated future space missions

43

ater budget

. . Hydrodynamical
river basin scale y y
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GRACE Level-2 Products

Torsten Mayer Guerr, Frank Flechtner

Summer School ,Global Water Cycle”
12.-16. September 2011
Mayschoss

SPP 1257

Content Part 2

GRACE Measurement Principle: Level-1B Data

Dynamic Approach to derive Level-2 GRACE Satellite-only Models (,GSM*)

" HEN

AOD1B as a ,,special” Background Model
GRACE Level-2 ,Gax” Products
RLO5 Reprocessing at GFZ (with remarks on degree 2 coefficients)

Summary

SPP 1257
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GRACE Mission Concept

Observation of gravitationally caused
orbit perturbations along the
common line of sight (COM-COM) of
a twin satellite pair by

high-low (GPS) + low-low (K-Band)
Satellite-to Satellite Tracking (SST) 3

Observation of non-gravitational
accelerations by 3D Accelerometer
(SuperSTAR)

Observation of satellite and
instrument orientation by Star
Cameras

Validation of GPS-derived orbit by
Satellite Laser Ranging (SLR)

SPP 1257

GRACE Level-0 to Level-1B

Processing of Level-0 Raw
Data (RDC 4/d) @ JPL

| LorawData |

Reversible
.Reformatting"

L1A-Data

Irreversible Transform.
* GPS time scale
« Outlier detection
 Low pass filtering
(10 Hz to 1/0.2Hz

L1B-Data

Input for Level-2 gravity field
determination by GRACE SDS
and other centers

SPP 1257
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Accelerometer Level-1B (ACC1B)

* servo-driven, capacitive accelerometer (ONERA)

* 3 axis measure linear and angular accelerations

e Specification: oy s« = 10° [Mm/s%/VHz] , Oy acc = Oz.acc = 10720 [m/s%/VHZ]
(flight and radial direction)

“HHEN

SPP 1257

Accelerometer Level-1B (ACC1B)

,g00d" correlation with classical surface
force modelling (atmospheric drag, solar
radiation, albedo) ...

*HHEN

| .

.... linear accelerations from AOCS

SPP 1257
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Accelerometer Level-1B (ACC1B)

¢ Obviously lower accuracy than
specified:
¢ Radial, Along-Track = 8 x Specification
¢ Cross-Track = 2 x Specification

¢ Problems/Causes: 7

e intensive Attitude and Orbit Control
(AOCS)

* “Twangs” (vibrations of teflon foal at
the bottom side of the satellites) due
to albedo/magnetic field...

¢ Unknown instrument errors

e Combination of 2 star camera heads
(accuracy to be rechecked with L1B
V.02)

e Others?

SPP 1257

K-Band Level-1B (KBR1B)

¢ Dual one-way distance measurement based
on phase measurement in K/Ka-Band
¢ GRange =10 [Mm] ’ 0Range-Rate =1 [um/s]

SPP 1257
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K-Band Level-1B (KBR1B)

1/rev  2/rev

e Accuracy as expected or
even better:

- K-Band Range (KRA) = 1 um 9
(<< specification 10 um )

- K-Band Range-Rate (KRR) =
0.2 um/s
(<< specification = 1 um/s)

SPP 1257

Level-1 Instrument Data:

Further Reading

e Editing

e Correction

e Compression
* etc.

10

Update with
corrections for
treatment of KBR1B
Signal to Noise Ratio

* Formats
e Interpretation of Data
* etc.

SPP 1257
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Dynamical Method: General

e ,Classical” method for adjustment of orbits and/or gravity models from satellite
data

e Combination of
» Numerical integration (equation of motion — orbit) plus
» Methods of parameter adjustment (,Least squares method”)

e Advantages
» High flexibility (observation types, models...) and accuracy

» Adjustment of observation series with gaps
» Simultaneous adjustment of heterogeneous satellite data (integrated

analysis)

e Disadvantages
» High numerical effort (especially for gravity field determination)
» No analytical description of functional behaviors

Dynamical Method: Functional Relationships

11

SPP 1257

Functional relationship between (GPS/KBR) SST
observations b and looked for gravity field model
coefficients and other parameters p is not linear:

b=f(t,r,r,
( 2 Orbital parameters b .
T_ Gravity field coefficients 9 * tollite 2
Instrument parameters . [

Linearized GauR-Markoff-Model:

Inertial

| = AApP + V «<— Correction of observations System
=
looked for adjustment values: Ap = p—p,
partial derivatives of Po: Approximation of parameters (e.g.
ap|Po from models)
Vectors of discrepancies resp. reduced b,: Theoretical observations

observations ,0-c“l1=b-b,

50
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Dynamical Method: Functional Relationships

Functional relationship between (GPS/KBR) SST
observations b and looked for gravity field model
coefficients and other parameters p is not linear:

b=f(t,r,r,
( ) Orbital parameters
L Gravity field coefficients
Instrument parameters

Inertial
System

Adjustment of Ap by minimizing v'Pv:
Ap = (AT PA)_lATPI po: Approximation of parameters (e.g.
1 2 from models)
P=D(b)" =0Q,,

b,: Theoretical observations

Dynamical Method: Approximation of Observations

SPP 1257

Get approximated/theoretical observations b, by
numerical integration of the equation of motion
(initial value problem):

) GM
F=———r+a,+a,+a, AR
rs 4 "N/ /P)sateliite 2

Relativistic/empirical accelerations

Non-gravitational accelerations

Inertial
System

Additional gravitational accelerations

Central/KeplerTerm

= dynamical orbit (t),ro(t)

= theoretical observations by =f (t,ry,r,p,)

51
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Dynamical Method: (non)Gravitational Accelerations

. GM
F=—m THa +a, +a,

H_/

Non gravitational accelerations

Gravitational accelerations as sum
of gradients of n potential functions:

a, = EVVi(r,e,k,t,po)

from accelerometer observations:

ang = bAddKonst + M 3x3 aSJperSTAR
Needs adjustment of instrument
parameters (biases and scales)

Inertial
System

Gravity Potentials for GFZ EIGEN Solutions

15

SPP 1257

Potential

Parameter p,

Static Gravity Field
Third Bodies

Earth Tides

Ocean Tides

Short-term Mass Variations
in Atmosphere and Oceans

Atmospheric Tides
Pole Tides (Solid Earth, Ocean)

Periodic and Secular Variations
e.g. in Hydrosphere or Cryosphere

Cnm 1 S1m
Tabled Coordinates of Planets

~t At
Amplitudes + Phases  Cams€qm

N+t o+
Dsnm’ssnm

Amplitudes + Phases

6h Correction Terms

. At At
Amplitudes + Phases  Agms Tam

Pole Coordinates X, (t),y, (t}> AC, (1), AS,(t)

Models, e.g. (_an, §r.m

Unknowns AC,__(t),AS,, ()

AC,,(1),AS,,(t)

52
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Summary: Level-2 Processing

Static Gravity Model [«p_| Reduction, Accumulation

and Solution

Monthly Model 2

L2-Products >>30/31d

Monthly Model N

= 30/31d

Normal Equation Systems

Background Models, ATPA, ATPI

Data and Standards:
e Static Gravity Field

« AOD1B 1 _ _ —L |

Dynamic Orbit Determination

« GPS Constellations « Initial Values for Linearization

« Data Screening Convergence ?
[} }

L1B-Data GPS-SST || KRR-SST ACC SCA

Monthly Model 1

Nominal Arc Length: 1 Day

Sources of Gravity Variations

17

SPP 1257

Gravity variations in terms of geoid height
variations estimated from surface pressure,
ocean bottom pressure and continental water

heights.

High Frequency Variations (Models):
e Qcean Tides: FES2004, EOT11a...

e Atmospheric Tides: $S1/S2 (Bode &

Biancale, ...)
e Non-tidal Atmosphere: see next
e Non-tidal Ocean: see next

e Continental Water Cycle: WGHM,
... or GRACE (from multiple years
or daily output)

Saisonal Variations (GRACE results)
e Continentaler Water Cycle

e |ce Mass Loss
(Greenland/Antarctica)

e Surface and Deep Ocean Currents,

Ocean Mass

53
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AOD1B: Concept Atmosphere

ECMWEF, NCEP,

DWD (6h, 0.5° Compute 1
analysis results) Block Meal
Surface Data

v Pressure & Geoptential Heights

Multi Level Data
Surface Data 1 L
i Pressure Temperature & Humidity
Surface Pressure 5
Mean Field
Int t Long Term Mean
| » Subtract t . egr:a ° cg/elr Fields (for each
mospheric Colum SHS Degree)
Multi-yearly Mean Residual Surface Subtract J«
(2001+2002) to make Pressure

mean long-term
variations zero

Residual Fields
(per SHS Degree)

Compute Gravity
Coefficients

Compute Gravity
Coefficients

Gravity Coefficients (6 hourly series)

SPP 1257

AOD1B: Oceanic Part (IB vs non-IB)
* Inverse barometric effect (IB) asumes that atmospheric pressure is fully .
compensated by the ocean: | Atmospheric (,,SP/VI“) + oceanic mass variation = 0. .
* Assumption is not sufficient for modern satellite missions: Need ocean models!
20
+
Only ,Quasi-
Compensation*
— SPP 1257 =
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AOD1B: Concept Ocean

ECMWF, NCEP, DWD

(6 hourly analysis results)

- Sea level pressure
- 10m u Velocity
- 10m v Velocity

Note: The
atmosphere is
added in a next
step to Sea
Level Pressure

e.g. PPHA OMCT
(only RL00/01) >RLO1
Sea Level Run baroclinic
Pressure ocean model
Mean Field
Sea Level Sea Level
Pressure Pressure
»>(_Subtract

Subtract )+ >

- Sea Level Pressure

- 2m Air Temperature

- 10m u Velocity

- 10m v Velocity

- Freshwater flux
(P-E) from ECMWF
forecast

Residual Sea Level
Pressure

Residual Sea Level
Pressure

Compute Gravity

Compute Gravity
Coefficients

Coefficients

Gravity Coefficients (6 hourly series)

Min, Max, Mean and wRMS of 6h RLO4 for 2007-2008

N
=

SPP 1257

“‘ATM"+’OCN"=*GLO”

January 2008

A 4

“OBA”
Land: 0
Ocean: SP+OMCT

55
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Mean GAx Products

For every (e.g. weekly/monthly) gravity field model a corresponding mean (GA = .
GRACE Average) for all 4 AOD1B components is provided. .
Only days used within gravity field determination period are averaged.
23
GAA: Mean of the 6h “atm”: Land: VI-Vimean Ocean: VI-Vimean
GAB: Mean of the 6h “ocn”:  Land: 0 Ocean: OMCT-OMCTmean
(this two products are more or less only informal)
GAC: Mean of the 6h “glo”: Land: VI-Vimean Ocean: (VI-VImean)+(OMCT-OMCTmear])
(this is the mean product of 6h variations which have been subtracted during gravity field
determination)
GAD: Mean of the 6h “oba”: Land: 0 Ocean: (SP-SPmean)+(OMCT-OMCTmeah)
(Since RLO4 as should be closer to ocean bottom pressure and to decrease leakage from land)
— SPP 1257

Difference usin;_g/not using_g AOD1B/GAC in Gravity Field Determination

without/
with — 24
filter
Using 6h AOD1B to
derive monthly GSM
and restore GAC
Neglecting AOD1B
vs. has large impact!
* Stripes
Not using AOD1B or GAC e WwRMS = 0.5 mm
— SPP 1257 =
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AOD1B (RLO5): higher temporal and spatial resolution of OMCT

RLO4 — RLO5 (interpolated @ 1°)

25

[m]

« RLO5 shows enhanced gradients in most
western boundary current regions (Gulf
Stream, Kuroshio current)

« Subtle differences in equatorial current
systems (were rather overestimated in
RLO4) and in the Arctic

» Strong differences in ACC region:
meridional gradients are much stronger in
[m] RLOS5, topography apparent in the flow path

SPP 1257

AOD1B Validation: Daily AOD RL0O4/RL0O5 Correlations with OBP (2008)

Corr. 2008 RLO4 RLO5 Improvement [%] .
Daily GAC Daily GAD Daily GAC Daily GAD Daily GAC Daily GAD
All 0.42 0.44 0.59 0.59 40.5 34.1 .
ACC 0.46 0.45 0.54 0.53 17.4 17.7
DART 0.39 0.40 0.57 0.57 46.2 42.5
FRAM \ 0.56 0.61 0.72 0.75 28.6 23.0 26
RLO4 RLO5

... shows large model improvements

SPP 1257

57



AOD1B Validation: Daily AOD RL0O4/05/ITG Correlations with OBP (2008)

27

Corr. 2008 RLO4 RLO5 Improvement [%]
GAC GAD GAC GAD GAC GAD
All 0.42 0.44 0.59 0.59 40.5 34.1
AcCC 0.46 0.45 0.54 0.53 17.4 17.7
DART 0.39 0.40 0.57 0.57 46.2 42,5
FRAM 0.56 0.61 0.72 0.75 28.6 23.0
Corr. 2008 RLO4 ITG2010 Improvement [%]
GAC GAD GSM+GAC | GSM+GAD GAC GAD
All 0.42 0.44 0.46 0.46 9.5 4,5
ACC 0.46 0.45 0.75 0.79 63.0 75.6
DART 0.39 0.40 0.37 0.37 5.2 -7.5
FRAM 0.56 0.61 0.75 0.79 33.9 29.5
* |TG (GAC plus GRACE corrections) gives high correlations at sites with large OBP signal (ACC)
« AOD RLO5 gives higher correlations at sites with small OBP signal (DART)
* Globally, AOD1B RLOS gives higher correlations (0.59 vs. 0.46)

SPP 1257 s

Monthly Comparisons to Ocean Bottom Pressure for RLO4 (2003-2008)

DDK1 (530km) RLO4
Stations with (OBP / GSM+GAC) SNR > 1
GSM GAC GAD GSM GSM
(RL04) | (RLO4) | +GAC(RLO4) | +GAD(RLO4)
All (54) 0.02 | 0.47 0.47 0.62 0.61
ACC(6) 0.29 | 0.35 0.35 0.73 0.74
DART(7) 0.21 | 0.47 0.47 0.62 0.60
FRAM(6) 0.72 | 0.35 0.25 0.73 0.68
KESS(32) -0.25 | 0.57 0.58 0.58 0.58
POL_ACCLAIM(3) [ 0.30 | -0.03 | 0.05 0.40 0.46

* Geocenter motion considered for GSM+GAC product (JIGOG time series)
* Only comparisons for long time series give a clear picture (RLO5 available only for 2008)

* Model (GAC/D) only gives small correlations (room for improvement, see RLO5)
* GAD correlations smaller than GAD (against theory, but improved in RLO5(see before))
* GRACE contributes to OBP (see daily correlations ITG2010): This is the reason why the

user gets GSM and Gax!

28
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AOD1B: Further Reading

All Details described in this Document ->

Also recommended:

Lecture Gummersbach 2007: 29
“De-aliasing von atmosphdrischen und ozeanischen
Kurzzeit-Massenvariationen fir CHAMP, GRACE
und GOCE: Stand und offene Fragen”

AOD1B quality control and status page:
http://www-app2.gfz-potsdam.de/pb1/op/
grace/results/grav/g007_aod1lb_rl04.html

SPP 1257

Level-2 Products: Further Reading

GRACE 327-732 GRACE 327-743
(GR-GFZ-FD-001) (GR-GFZ-5TD-001)

Gravity Recovery and Climate Experiment

Gravity Recovery and Climate Experiment

GFZ Level-2 Processing Standards Document
GRACE Gravity Field Solution Data Formats

{Rev. 1.1, November 27, 2003) For Level-2 Product Release 0004
Frank Flechner (Rev. 1.0, February 19, 2007) 30
GeoForchengszentrum Potsdam
Department |: Geodesy and Remote Sensing

Frank Flochimer

John Ries GeoForschungsrentram Potsdam
Tavas Fmminn fos € ¢ =

Provides information on Format of Level-2 For each center and each
GSM and Gax Level-2 data Products release: Applied back-

ground models & standards

SPP 1257
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RLOS Reprocessing @ GFZ: Processing Standards

— L1B RLO2 data

Improved L1B data & preprocessing:

— reduction of data elimination during preprocessing

Improved GPS processing:

— absolute antenna phase center variations, phase windup
correction, GPS attitude model, IGS2008

— GFZ derived GPS antenna maps for GRACE

More dense accelerometer parameterization:
— 1-hourly biases in radial, along-track and cross-track direction
— no more scale factors

Relative weighting of GPS-SST and KRR observations:
— increased KRR weight (~ by a factor of 2)
— gravity field parameters with n > 80 estimated only with KRR

w
=

SPP 1257

RLOS Reprocessing @ GFZ: Improved Background Models

Currently: RLO4 New: RLO5
A priori Static Gravity EIGEN-GL04C EIGEN-6C .
Field .
Time-variable Gravity none Trend/Annual/
Field Semiannual Model .
derived from 32
EIGEN-6C
Secular Rates Coor Cs0r Cuor Cyyy Sy none
Ocean Tides FES2004 EOT11a
Atmospheric Tides S1, S2 Bode-Biancale 2003 Bode-Biancale 2003
Atmospheric and Oceanic AOD1B RL04 AOD1B RLO5

Non-tidal Mass Variations

Ocean Pole Tide

Desai [2002]

Desai [2002]

Solid Earth & Pole Tides

IERS2003

IERS2010

3rd Body Ephemerides

JPL DE403

JPL DE421

SPP 1257
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RLOS Reprocessing @ GFZ: Prefit Residuals 2008

GPS phase (44%)

w
w

K-band range rate (33%)

SPP 1257

RLOS Reprocessing @ GFZ: Error Characteristics 2008

(RLO3: 17.5 x baseline)
RLO4: 15 x baseline
RLO5: 8 x baseline

w
B

SPP 1257
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RLOS Reprocessing @ GFZ: Error Characteristics 2008

RMS variability w.r.t.
d/o 60x60: ~40-60% mean (EWH [cm], DDK3)

WRMS in terms of EWH [cm]
w.r.t. ITG-Grace2010s

RLOS Reprocessing @ GFZ: Unresolved 161d signal in C20

35

SPP 1257

365d

182d
161d

* Problem exists in all center solutions! Remains (pronounced) in GFZ RL0O5

* Not optimal solution for RLO4: Substitute GRACE C20 coefficient by SLR
derived value (see TNO5)

* Plan for final RLO5: Find reason or combine with SLR (GRGS approach)

62
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RLOS5 Reprocessing @ GFZ: C21/S21

37

* Already much better correlations for all centers
* Notable improvement with GFZ RL0O5

SPP 1257

Summary Part 2

* During GRACE Level-2 gravity field determination all “known” gravity variations
(trend, sannual, semi-annual, ...) are taken into account (models). Note: GIA
(Global Isostatic Adjustment) model not yet used.

» Before provision to the users some (monthly mean) models are restored (e.g.
hydrology, ice mass loss): impacts results mostly over land 38

e Over the oceans GRACE plus GAx products have to be used when comparing
with in-situ OBP data! Here, also degree 1 coefficients (not provided by GRACE)
have to be taken into account.

e GRACE C20 coefficient still shows spurious (unexplained) 161d signal

* A new (much improved) RLO5 time series incl. a new AOD1B RLO5 and
reprocessed Level-1B instrument data covering the complete GRACE mission
lifetime will be made available by the GRACE Science Data System on March 17,
2012 (10t anniversary of GRACE)

SPP 1257
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Spherical Harmonics &

Gravity field

Torsten Mayer-Gurr

Summer School ,Global Water Cycle”
12.-16. September 2011

Mayschoss

Content

SPP 1257

Part 1:
- Spherical Harmonics

- Grauvity field
- Geoid heights
- Gravity anomalies
- Gravity disturbances
- Total water storage

- Degree Variances

- Upward Continuation

Part 2: (Frank Flechtner)
- GRACE Processing & GRACE Products

65
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Approximation of
functions on the sphere

Approximation

SPP 1257

Approximation with a polynomial of degree n:

F(X) = a,Po(X) + 2, Py (X) +---+8,p,(X)

P, (%) = X"

Approximation of a periodic function with a Fourier series:

ft)=c,+ icn cos(m%tj+ S, sin(mz_l_—”tj

n=1

Approximation of a function on the sphere with spherical harmonics:

FA9)=3 Y a4 )

n=0 m=-n

66
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Approximation with Spherical harmonics

Spherical harmonics:

YAL9)=3 Y8, Yo (4 0)

n=0 m=-n

Approximation on the sphere:

If () -Y,9) = jj(f (L9 -Y(A,8)) dd =min

Norm and scalar product:

|7 =] f*(2.8) do

< f,g>:”f(/1,19)-g(/1,z9)dq3

With orthogonal basis functions:

<Yy Yo >=0 flrn=#n" oder m=m
The solution is simple
1
a"nm = 2 < f ’Ynm >
Ynm

SPP 1257 s

Approximation with Spherical harmonics

Expansion into a series of spherical harmonics:

FL)=Y Y a. Y, (4o)

n=0 m=—n
with the coefficients:

1

2

a, [[f(4.8)- Y, (1,8 dO

(]

‘ nm
IS

A

Norm of the basis functions:

"= [[v2 (4.0 do

Ynm

The norm is arbitrary:

Not normalized (e.g. mathematics):

(n+|m)!
2-9,
( Om) (n—‘ﬂ)‘

V(4.8 =

4
n+

2n+1

Schmidt semi-normalized (e.g. magnetics)

Vol2) =

Fully normalized (e.g. gravity)

Y, (4,0 =4n
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Coefficient triangle

Approximation of a function on the sphere
FLD)=Y Y a, Y4 0) :
e
Arrangement of coefficients in a triangle
degree n = 0 ’
degree n =1 EEIENIEA
degree n = 2 R CE I ENIEMIEA
degree n =3 N C I EN I EN I ES I EY
degreen=4  [B-a| [Bag| [Baa| [Baca| [Buo| [Bur | [Bo | [Bus] [Eus]
!
85| 13| [Bsf [Bsa] [Bsa] | Bs0] [Bst] [Bs | [Bsa] [Bsa] [ Bss]
order m —

— SPP 1257 e

Approximation of
functions on the sphere

— SPP 1257 e
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Approx. with spherical harmonics

FA8)=3 D A (h?) —
n=0 m=—n
Number of
Degree n coefficients .
| [ s |
8 81
16 289
30 961
60 3721
120 14641
240 58081
B SPP 1257 s
Approx. with spherical harmonics
) n
f(ﬂ’ﬁ):z ZahmYnm(/i,ﬂ) .
n=0 m=—n
Number of
Degree n coefficients .
: - 10
16 289
30 961
60 3721
120 14641
240 58081
B SPP 1257 s

69



Approx. with spherical harmonics

©
F(AL0)=3 Y 2, Yo(40)
n=0 m=-n
Degree n Num_b_er of
coefficients
4 25
8 81
[ » [ = |
30 961
60 3721
120 14641
240 58081

Approx. with spherical harmonics

=
=

SPP 1257

w1
f(AL9=D D a,Ymdd
n=0 m=-n
Degree n Num'bgr of
coefficients
4 25
8 81
16 289
[ = [ e |
60 3721
120 14641
240 58081

70
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Approx. with spherical harmonics

©
F(AL0)=3 Y 2, Yo(40)
n=0 m=-n
Degree n Num_b_er of
coefficients
4 25
8 81
16 289
30 961
[ @ [ == |
120 14641
240 58081

Approx. with spherical harmonics

=
w

SPP 1257

w1
f(AL9=D D a,Ymdd
n=0 m=-n
Degree n Num'bgr of
coefficients
4 25
8 81
16 289
30 961
60 3721
[ o [ e |
240 58081

71
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Approx. with spherical harmonics

f(ﬂ,,ﬁ)zz Zaannm(/i’ﬁ) .
n=0 m=—-n
Number of
Degree n coefficients .
4 25 15
8 81
16 289
30 961
60 3721
120 14641
— SPP 1257 =
The basis functions 16
— SPP 1257 =
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Approximation of a function on the sphere
o n
HCHOEDIDILMMOR)
n=0 m=—-n

coefficients (scale) Basis functions

Basis functions

Y, m(4,9)) = cos(mA)
Y, -m(4,8) =sin(m)

P, (cosd)
P, (COS¥)

17

Approximation of a function on the sphere

f(1,9) = ZZ C,.cos(ml)+S, sin(ml))P,

n=0 m=0

coefficients (scale)

(cos®)

SPP 1257

Computation of the basis functions

Y, m(4,8) = B"(cos®) cosmi
Y, (4, &) =PR"(cos®) sinmi

Recursion formula  (t = cos#)
R (1) =1

Legendre functions (t = c0S%)

R(t)
L\
; N
R (t) | P (t)
LN
t "
R(t) [P (1) P{(t)
i v Y
P(t) [ Ri(t) | PA() | PP(®)
| N
; Y
PI(t) | Byt | P2t | PP(®) | ()

> P(t)=a, V1-t*-PI(t)
—  PMY(t)=h7,-t-P() e

— R'M)=b-t-RL M) -c-RlL(1)

Factors (normalized)

on+1
a=v3 a=,"

b = (2n+1)(2n—1)
"\ (n+m)(n—m)

o 2n+)(n-m-)(n+m-1)
" (2n-3)(n+m)(n—m)

SPP 1257
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Basis functions

Basis functions degree n = 4:

C,(4,89) = P?(cos®)

C,, (4,7 = cos(14) - P (cos?)
S, (4,8 =sin(14) - P} (cos®)
C,,(1,?) = cos(24) - P7(cos?)
S, (4,8 =sin(24) - P?(cos®)
C,(4,89) =cos(31) - P} (cos®)
Si(4,8) =sin(34) - P} (cos®)
C. (1,8 = cos(44) - P (cos)
Sy (4,8 =sin(44) - P (cos®)

Basis functions

19
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Basis functions degree n = 4:

C, (4,89 = PY(cos®)

C,, (4,79 = cos(14) - P} (cos?)
S, (4,8 =sin(l1) - P} (cos®)
C,,(4,8) =cos(24) - P?(cos®)
S, (4,8 =sin(24) - P?(cos®)
C.(4, ) =cos(34) - P}(cos®)
Si(4,8) =sin(34) - P} (cos®)
C. (1,8 = cos(44) - P (cos)
S, (4,#) =sin(44) - P (cos®)

74
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Basis functions

Basis functions degree n = 4:

C,(4,89) = P?(cos®)

C,, (4,7 = cos(14) - P (cos?)
S, (4,8 =sin(14) - P} (cos®)
C,,(1,?) = cos(24) - P7(cos?)
S, (4,8 =sin(24) - P?(cos®)
C,(4,89) =cos(31) - P} (cos®)
Sis(4, ) =sin(31) - P} (cos®)
C. (1,8 = cos(44) - P (cos)
S, (4,#) =sin(44) - P (cos?)

Basis functions

21
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Basis functions degree n = 4:

C, (4,89 = PY(cos®)

C,, (4,79 = cos(14) - P} (cos?)
S, (4,8 =sin(l1) - P} (cos®)
C,,(4,8) =cos(24) - P?(cos®)
S, (4,8 =sin(24) - P?(cos®)
C.(4,89) =cos(31) - P} (cos®)
Si(4,8) =sin(34) - P} (cos®)
C. (1,8 = cos(44) - P (cos)
S, (4,#) =sin(44) - P (cos®)

75
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Basis functions

Basis functions degree n = 4:

C,(4,89) = P?(cos®)

C,, (4,7 = cos(14) - P (cos?)
S, (4,8 =sin(14) - P} (cos®)
C,,(1,?) = cos(24) - P7(cos?)
S,,(4,8) =sin(24) - P?(cos®)
C,(4,89) =cos(31) - P} (cos®)
Si(4,8) =sin(34) - P} (cos®)
C. (1,8 = cos(44) - P (cos)
S, (4,#) =sin(44) - P (cos?)

Basis functions

23
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Basis functions degree n = 4:

C, (4,89 = PY(cos®)

C,, (4,79 = cos(14) - P} (cos?)
S, (4,8 =sin(l1) - P} (cos®)
C,,(4,89) =cos(24) - P?(cos®)
S, (4,8 =sin(24) - P?(cos®)
C.(4, ) =cos(34) - P}(cos®)
Si(4,8) =sin(34) - P} (cos®)
C. (1,8 = cos(44) - P (cos)
S, (4,#) =sin(44) - P (cos®)
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Basis functions

Basis functions degree n = 4:

C,(4,89) = P?(cos®)

C,, (4,7 = cos(14) - P (cos?)
S, (4,8 =sin(11) - P} (cos®)
C,,(1,?) = cos(24) - P7(cos?)
S, (4,8 =sin(24) - P?(cos®)
C,(4,89) =cos(31) - P} (cos®)
Si(4,8) =sin(34) - P} (cos®)
C. (1,8 = cos(44) - P (cos)
S, (4,#) =sin(44) - P (cos?)

Basis functions

25
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Basis functions degree n = 4:

C, (4,89 = PY(cos®)
C,,(4,%9) = cos(14) - P;(cos?)
S, (4,8 =sin(l1) - P} (cos®)
C,,(4,8) =cos(24) - P?(cos®)
S, (4,8 =sin(24) - P?(cos®)
C.(4, ) =cos(34) - P}(cos®)
Si(4,8) =sin(34) - P} (cos®)
C. (1,8 = cos(44) - P (cos)
S, (4,#) =sin(44) - P (cos®)
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Basis functions

Basis functions degree n = 4:

C, (4,89 = P(cos®)

C,, (4,7 = cos(14) - P (cos?)
S, (4,8 =sin(14) - P} (cos®)
C,,(1,?) = cos(24) - P7(cos?)
S, (4,8 =sin(24) - P?(cos®)
C,(4,89) =cos(31) - P} (cos®)
Si(4,8) =sin(34) - P} (cos®)
C. (1,8 = cos(44) - P (cos)
S, (4,#) =sin(44) - P (cos?)

Basis functions

27
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Basis functions degree n = 20:

C20,5 (4,8) =cos(54) - Pz% (cos?)
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Basis functions

Basis functions degree n = 40:

Co.20(4, 8 =c0s(204) - P (cos:

NO

)

N
((e]

Basis functions
— C — m

Degree n =0 5 Y, m(4,9) = B"(cos®) cosmA
Degree n =1 Su Cum Cuy \ Y, _m(4, ) =B (cos®) sinmi
Degree n =2 Sy, S, Cx Cy D

|
Degree n =3 Sa3 S3 ‘ ‘ Sz Cso | Ca ‘ Cs ‘ Cas

I 0
Degree n=4 Ca2 || Cas || Ca
Degree N=51| Ss ‘ Cs, Css Css Css

sektoriell

)

tesseral

sektoriell

M

Rummel
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Coefficient triangle

Accuracies ITG-Grace2010s (2008-03)

w
=

SPP 1257

w
N

Gravity field

SPP 1257
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Feldstarke

Gravity field:
9,(r) m
g(r) =[gy(r)J {?}
9,(r)

Conservative vector field <
Potential function exists:

aV/ox )
g(r) =VV(r)=| oV/dy V(r){_z
oV/oz

4

Source free in outer space
divg=V-g=0

Laplace equation (harmonic func.)
V-VVW =AV =0

oV L9V 9V _

AV = + +
x> oy’ 0z°

33
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Harmonics continuation

Potential in outer space

V(A 5r) = RR

2_r2) 1
Tgl—svu,ﬁ)dg

with | :\/R2+r2—2chosw

34

Harmonic continuation

AV =

oV . RY, .\ oV
x> ady* 0z°

0

Potential at Earth's surface

V(4,9),

SPP 1257
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Harmonics continuation

Potential in outer space
(solid spherical harmonics)

- il
V(w,r)=% [5) S a, V(4. 0)

n—o\ I

35

Harmonic continuation
_V OV 9V _

AV +
x> ay® 0z°

0

Potential at Earth's surface
(in spherical harmonics)

VA =S 3 8, Yo (4.9)

R n=0 m=-n

— SPP 1257 e

Gravity

Gravity acceleration
at Earth's surface

m m
9=978...983

<2

~

+0,00042 6
S
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Gravity disturbances

ITG-Grace2010s (2008-03)

37

SPP 1257

Gravity disturbances

ITG-Grace2010s (2008-09)

38

SPP 1257
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Gravity disturbances

ITG-Grace2010s (difference 2008-09, 2008-03)

39
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Gravity disturbances

ITG-Grace2010s (difference 2008-09, 2008-03)

40
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Gravity disturbances

ITG-Grace2010s (difference 2008-09, 2008-03)

41

SPP 1257

Gravity disturbances

ITG-Grace2010s (difference 2008-09, 2008-03), Gaussian filter 300 km

42
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Gravity disturbances

ITG-Grace2010s (difference 2008-09, 2008-03), Gaussian filter 400 km

43
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Gravity disturbances

ITG-Grace2010s (difference 2008-09, 2008-03), Gaussian filter 500 km

44
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86



Gravity field

Sphere f
GF:\f <100 Cp=1
. Normal field
< (Geodetic Reference
Flattening System, GRS80)
m
g= i0.03? C,, =-0.0004842

\

Static part

& ~ 0.0015—”2 —100mGal

approximations +
ellipsoidal corrections

Spherical

Time variable part

A&y = 0.0000001- 2 = 0.01mGal
S

Spherical
approximations

Gravity field functionals

SPP 1257 s

Disturbing potential

T=V-U-<]

Normal potential

T(ﬂ,ﬂ,r):%\ﬂ 3

n=0

(

R

r

] n+l

Z a'annm (ﬂ" 19)

n

gravity
g=|vv|

Geoid heights

V() =V(r,) +|VV|dr

46

N=dr=— =1
Vv g
Geoid heights changes
aN=2T
0 -]

Spherical approx

GM

RZ

ANGL D) =RY Y Aa, Yo (A.0)

n=0 m=—-n
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Gravity field functionals

Disturbing potential
T=V-U

TS )_G?M R

r

n+l
(_j Z aannm (ﬂ ) 19)
n=0 m=-n

Gravity disturbances

n

GM & n+1( R)™
JoT A ) =— —[—j Y, (1,8
d =T~ BEON=TG B ) A
r
Gravity anomlies GM < n—1fRY™ &
oT T TN
Ag = g(re) - ¥(ry)| = -2 Ag(AB1) =2 nz_(; r (rj n;nanm (4. 8)
Surface density changes
Ac(A, ¢ A, 8
Ag oo L (ZBAT_i_ATj (4,9) = 4ﬂR Yom(4,9)
ARG\ or 1 ) /
M Total water storage changes
Pe = 3 o n
43R ATWS(/W):%R};ijz'“+1 S Aa, Y, (4. 9)
[]
[]

Degree variances

48
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Degree variances

Variance/Variablility of geoid heights:

o?(N) =$”N2(/I,z9)d§2

Variance of gravity disturbances:

0 (%) =, J[%° (2. 5)d0

In terms of spherical harmonics:

O-Z(N) = Rzii(cﬁm'l_sr?m)

n=0 m=0

In terms of spherical harmonics:

oo

GM

=]

n

Z(n+1)22(c§m+s§m)

n=0 m=0

2

(%) {

49

N
N _—

m=0

Degree variances:

ot =Y (C,+ S5

Degree variances

SPP 1257

Gravity disturbances

— GM 4
3 0,(Q) =—; (n+1)\/Z(Cfm+Sfm)
R m=0

£,

Geoid heights

o (N) = R\/Z(c,fm +s2,)

0.01 4= m=0
0.001 - : - - . r T 1
0 30 60 90 120
[degree]
SPP 1257 sem—
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Degree variances

Gravity disturbances .
- GM [ n [ ]
s o(0) =5[> (n+DY(C2+52,)
O R n=0 m=0
E
51
Geoid heights
o(N)= R\/ZZ(Cﬁm +S%,)
0.01 4= =0 m=0
0.001 T T T T
0 30 60 90 120
[degree]
SPP 1257 semm—
[]
[]
Upward continuation 52
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Upward continuation

Gravitational potential:

V(/I,z?,r)ngl

=

n=0

Bl

n

z a'annm (/1 ’ 19)

0 km

600
km

20000
km

Upward continuation
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Gravitational potential:

o 1l
V(A,8,r) _GM (Rj ZahmYnm(/l,ﬁ)
R —=o\r m=-n
GRACE: Damping factors

R=6378 km R\™ .

r = Ry 450 km " =0,934095 furn=0
R n+1
—| =0.815029 furn=2 (10.000 km)
r
R n+l
— | =0.000261 furn=120 (160 km)
]
R n+1l
— | =0.000004 firn=180 (110 km)
r
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Degree variances i

0.1+ I B

Satellite height (450 km): : :
0.01 M=

id heights]

Time variable part

\ : Earth surface (0 km)

SPP 1257
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Lecture: Satellite Altimetry
a 1.5 hour crash course

Wolfgang Bosch

Summer School ,,Global Water Cycle”

12.-16. September 2011
Mayschoss

What you shall learn:

SPP 1257 =

Altimetry:
Missions:
Resources:
Data:
Tools:
Sampling:
Gridding:

XO-Analysis:
Time series:

PCA:
DOT:

how does it work?

which, when, what properties ?
Where to get what data (& doc’s) ?
organisation, content, format

read, extract, decode data
spatio-temporal resolution; aliasing
brute force and sophisticated = SSHs
taking advantage of redundancy
analysis and interpretation

identify dominant SSH variability

the geodetic way to surface circulation

93
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What you get

A memory stick with .

Slides of this (all) lessons

Additional infos (glossary & abbreviations)
Altimetry data (GDR-like and stacked) :
Portable version of Qtoctave (a Matlab clone with GUI)
scripts for your exercises

SPP 1257 =

Altimetry: how does it work?

* Most Altimeter Systems are .
realized by radar technology .

+ |ICESat was carrying ,,GLAS", a
Geoscience Laser Altimeter

Typical Characteristics (Radar):

Carrier frequency 13.5 GHz
Pulse duration 12.5 nsec
Pulse travel time 5 msec
Pulse repetition 1000Hz
Averaging 0,05 sec
Satellite height 800km
Radius of ,,footprint* 2-11 km
Ground velocity 6,7 km/sec

SPP 1257 =
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Altimetry: how does it work?

1.0
0.8
0.6
0.4
0.2

0.0

Energie (normiert)

Funktionsweise der Satellitenaltimetrie Return signa| & Ana|ysis
O - S S

“HHEN

N € Footprint development
0 @O ot

Idealisierte Signalform
Antennendampfung

______

it € |dealized echo (ocean surface)

HLEL NP (waveforms)

-60 -40 -20 0 20 40 60
Zeit (nsec)

round trip travel time (half power point) =» height above sea level
slope of leading edge = significant wave height
energy balance = backscatter coefficient = wind speed

SPP 1257 =

Missions: which, when, what properties ?

Mission (repeat cycle[days]/ground track separation at equator [km])

4 B

ERS1 was operated with different repeat cycles (3,35,169 days/?, 80, 16 km)
ERS2: tape recorder failed late 2007 ; since then data limited to direct downloads

Orbits of TOPEX-EM, Jason1-EM and EN were shifted to double/improve spatial
resolution

ICESat: only episodic operations due to failure/problems of Laser

SPP 1257 =
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Topex/Poseidon

Most sucessfull altimeter
mission ever

about 13 years operation
9,9516 repeat cycle

Ground track distance
311km

Precise orbits through
Laser, DORIS and GPS

First two frequency altimeter
sensor

Continuous calibration
Latitude coverage £66.0°

Follow-on mission: Jasonl

ENVISAT

SPP 1257 =

Operated by ESA

Largest and most complex
environmental satellite

In operation since March
2002

35 day repeat cycle
Ground track distance 80km
Latitude range + 81.5°

Two frequency altimeter
sensor

Automatic tracking mode
switching allows observation
over lakes, rivers, ice, and
land

96
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CryoSat-2

Objectives

* thickness of land ice and sea ice
* melting of the polar ice

* Sea level rise

Launch Apr. 2010

Orbit

* Inclination | =92°

* Mean height 717 km

* Repeat cycle 369 days (30 d sub cycle)
e 7.5 km track separation
Measurement modes

* Ku-band only, no radiometer

* LRM pulse limited

* Delay Doppler

* Interferometric SAR mode

SARAL/Altika

SPP 1257 =
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HY-2A (China)

Sentinel-3 (ESA)

[y
=

SPP 1257 =
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Altimetry Missions — Main Characteristics

Pulsewidth-limited altimeter systems

New technologies

Mission Geosat? ERS-1 TOPEX/Poseidon”  ERS-2 GFO? Jason-1¥  EnviSat? ICESat CryoSat .
Operated by ... [ NOAA ESA CNES/NASA ESA US-NAVY CNES/NASA ESA NASA ESA
Launch (month/year) 03/85 07/91 09/92 04/95 02/98 01/02 03/02 01/03 05/05 .
Acquisitionl until 09/89 03/96 degra dc.d but degl;i?ed ongoing ongoing ongoing ongoing -
(month/year) ongoing ongoing s .
Mean height (km) 785.5 785.0 1336.0 7814 784.5 1336.0 799.8 600 717
Inclination (°) 108.0 98.5 66.0 98.54 108.04 66.0 08.54 94, 92. 13
Latitude coverage (%) +72.0 =81.5 +66.0 +81.46 +72.0 =66.0 +81.45 +86.0 =88.0
Repeat cycle (days) 17.050 3/35/168 0.9156 35 17 9.9156 35 183 369
Track separation (km) 165" 933/80/16 316 80 165 316 80 15 7.5
Freq“fi::;if:}fz 13.5 13.5 53+13.6 13.5 135 53+13.575 13325;5 1064&;?211:11 SI%‘%GJ
Altimeter noise (cm) 7 5 2 3 35 1.5 2 10 (ice) 0.77
Radiometer/Frequencies no yes/2 yes/2 yes/3 yes/2 yes/3 yes/2 no no

1) Geosat had two different mission phases, a ‘geodetic mission’ (GM) with a non-repeat, drifting orbit, and an ‘exact repeat mission’ (ERM) with the
orbit characteristics given in the table
2) After the tandem configuration with Jason-1 (up to 08/2002) the TOPEX/Poseidon orbit was shifted by half the track separation to double the spatial
resolution of both missions.
3) GFO continues to observe the same ground tracks as monitored by Geosat ERM (exact repeat mission)
4) Jason-1 continues to observe the same ground tracks as monitored by TOPEX/Poseidon until 08/2002

5) EnviSat continues to observes the same ground tracks as ERS-2

6) SIRAL = Synthetic Aperture Interferometric Radar Altimeter

929

7) AD
— SPP 1257 me—
Missions: which, when, what properties ?
14
Ground track
pattern of TOPEX
(10 day repeat,
311km spacing),
— SPP 1257 me—



Polar Ground Track Pattern

15
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Orbit configuration - Rationale

The energy limits of the radar system require satellite heights between 500 .
and 1500 km

High orbits are less affected by air drag (TOPEX/Poseidon and Jason1 are at
1336km height others at ~800km heights)

Small excentricities shall provide everywhere same precision 16
Inclination determines the latitudal coverage

Repeatibility is choosen to get reliable time series over the same ground
track

Short repeatibility and high spatial resolution exclude each other (due to
orbit dynamics)

SPP 1257 =
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Where to get what data?

Mission Cycle Provider Access Medium Volume
[days] [GByte] -
Geosat GM & NOAA Free CD-ROM ~ 6.5
ERM(17)
ERS-1 3,35,168 ESA Accepted DVD, ftp ~30.0 17
proposal V)
TOPEX/Posei | 9,9516 CNES/JPL Free CD-ROM ~ 80.0
don DVD, ftp
ERS-2 35 ESA Accepted DVD, ftp ~55.0
proposal V)
GFO 17 NOAA Free DVD, ftp ~35.0
Jasonl 9,9516 CNES/JPL Free DVD, ftp ~20.0
ENVISAT 35 ESA Accepted DVD, ftp ~ 1200
proposal ¥
1) Free access for scientific purpose if there is a project proposal accepted by
ESA, see
— SPP 1257 =
Documents for altimeter mission data
T/P: [ (http://www- .
aviso.cnes.fr/HTML/information/publication/hdbk/gdrm/hdbk_gdrm.pdf)], AVI-NT-02-101-CN, Ed. 3.0, July
1996 (pdf, ?MB) .
T/P: [
(ftp://podaac.jpl.nasa.gov/pub/sea_surface_height/topex_poseidon/mgdrb/doc/uhmgdrb/htmli/usr_toc.htm)]
July 1997 (Robert Benada) (html)
18
Jason-1: [
(http://www.aviso.oceanobs.com/documents/donnees/produits/handbook_jason.pdf)], SMM-MU-M5-OP-
13184-CN, Ed. 2.0, April 2003 (pdf 3.53MB)
ERS1/2: [
(ftpi'//ftp.iﬂemer.fr/pub/iﬂemer/cersat/manuels/mutaOl.pdf)], C2-MUT-A-01-IF, Ed. 2.3, July 2001 (pdf, 2.99
MB
ERS1-Version5: [
(ftpj'//ftp.ifremer.fr/pub/ifremer/cersat/manuels/mutaOl12.ps)], C2-MUT-a-01-IF, Ed. 1.2, July 1995 (PS, 9.14
MB
ENVISAT: [
(http://envisat.esa.int/pub/ESA_DOC/ENVISAT/RA2/ra2.ProductHandbook.1_2e.pdf.zip)], Ed. 1.2, September
2004 (zipped pdf) see also [ (http://envisat.esa.int/dataproducts/ra2/CNTR.htm)]
GFO: [ (http://ibis.grdl.noaa.gov/SAT/gfo/gdr_hbk.htm)], June 2002
— SPP 1257
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Providers of value-added altimeter data

(non-exclusive list!)
AVISO Archiving, Validation and Interpretation of Satellite Oceanographic .

data .

Provides access to

* GDR and IGDR mission data of Topex/Poseidon, Jason-1 (on behalf of
CNES; binary format)

* CorSSH and SLA for most of the repeat missions (User handbook: DT
CorSSH and DT SLA Product Handbook, CLS-DOS-NT-05.097 ) in a)
gridded form or b) along-track in i) near real time or ii) delay time mode
in netcdf-format

19

* Special products like Mean sea surface models (MSS) of (absolute)
dynamic ocean topography (ADT or DOT)

* Wind & wave data (wind speed and significant wave height)
e Auxilary data
Access free but subscription required

SPP 1257 =

Providers of value-added altimeter data

(non-exclusive list!)

CTOH (Centre of Topography of the Oceans and the Hydrosphere
)

Provides (for scientific users): 20

» alongtrack GDR data with up-to-date corrections (for Topex/Poseidon,
Jason-1, Jason-2, GFO, ENVISAT).

* coastal alongtrack GDR data with specific Xtrack processing

* global surface currents (Geostrophic and Ekman) from 1999-2008
Close cooperation with

* Hydroweb (for lake and river levels) and

* OSCAR (for ice products)

SPP 1257 =
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Providers of value-added altimeter data

(non-exclusive list!)

PO.DACC Physical Oceanography DAAC .
( JPL)
TOPEX/Poseidon and Jason-1 mission data: GDR, IGDR, OGDR (binary 2L

coded; on behalf of NASA)

TOPEX and Jason-1 Sea Surface Height Anomalies (ASCIl header followed
by binary data records)

TOPEX and Jason-1 along-track gridded sea surface heights (ASCIl header
with binary coded data)

Historical data sets from GEOS-3 and Geosat

SPP 1257 =

Providers of value-added altimeter data

(non-exclusive list!)

RADS Radar Altimeter Data Base System

An altimeter data base establishing harmonized, validated and cross- 22
calibrated sea level data, developed and maintained by DEOS (Earth
Oriented Space Research of the Delft Technical University)

For GEOSAT, ERS-1, TOPEX, Poseidon, ERS-2, GFO, Jason-1 ENVISAT,
Jason-2

Most recent orbits, geophysical corrections and models are applied
User can extract data with user defined options.

SPP 1257 =
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Providers of value-added altimeter data

(non-exclusive list!)

ESA/CNES Basic Radar Altimeter Toolbox (BRAT)

Software Toolbox (v2.1.1, June 25, 2010) 23

read all altimetry mission data for ERS-1/2, Topex/Poseidon, GFO, Jason-
1, Envisat, Jason-2 and Cryosat, (from SGDR to gridded merged data)

do some processing and computations
visualise the results

Includes

A tutorial on altimetry and a mission overview
Description of applications

SPP 1257 =

Providers of value-added altimeter data

(non-exclusive list!)

DGFI OpenADB Open Altimeter Data Base
( , experimental)

Similar intention like RADS (DEOS): 24

altimeter data base with easy update capability for individual record
parameter.

Data extracts with number and sequence of record parameters defined
by users.

Two data structures:

MVA for along track data, and

BINS for time series analysis (similar to NASA‘s along-track gridded
products)

SPP 1257 =
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Data: organisation, content, format

,Level2“ or ,,Geophysical Data Records” (GDR)

Includes: precise orbit, range measurement, instrument status and health
and all environmental and geophysical corrections

Altimeter mission data is sequentially ordered and structured according to
the following hierarchy: 25

Mission -- 1:n -- cycles -- 1:n -- passes

Passes: duration during which the subsatellite track moves with either
— increasing latitude "ascending pass,, or
— decreasing latitude "descending pass,,

Why this partitioning?

— best suited for follow-on analysis of the data (repeat-pass and
crossover)

SPP 1257 =

Data: organisation, content, format

The only (initial) convention is:

There is NO standard format!  Every mission has it‘s own format .
Altimeter mission data is binary coded with parameter values stored as

scaled integers, 4, 2, or 1 Byte in length 26

e.g. latitude 126.2346° is resolved with 10° degree; Thus scaled latitude
is 126234600 and then stored as 4 Byte integer

Advantage:

Compact storage
Protection against accidental editing

Disadvantage:

Can be read only by decoding software

SPP 1257 =
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Data: organisation, content, format

(Tools to read binary coded data)

* Mission specific interface programs (usually in C and Fortran) provided by
mission data providers — to be adapted by user requirements

* Binread: a generic C-program to decode and extract binary coded data.
Requires a ,record map’, describing sequence and coding of record
parameters

27

* Matlab/octave functions : readrecmap.m & bin2dat.m to decode and
load binary coded data. Requires a ,record map‘, describing sequence and
coding of record parameters

* How does a ,record map‘ look like ?

SPP 1257 =

Data: organisation, content, format

(What is a record map ?)

* Record map: ASCII-file defining sequence and coding of record parameters .
of binary coded data .

* Geosat.rmp

28
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Data: organisation, content, format

Format more and more applied in altimetry: netcdf

Self-explained freely available machine-independent format for binary
storage of multi-dimensional data

Developed by Unidata 29
See

libraries for C/C++ and Fortran with interfaces to MATLAB, Objective-C,
Perl, Python, R, Ruby, Tcl/Tk

Basic programs: ncgen, ncdump, and nccopy
Matlab Interface: netcdf.m
Java Browser: ncbrowse
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Binary coded data of Jasonl

prepared for an exercise to estimate ocean topography

Record map: .
000 9 34 ssgh.rmp .
001 +4 -6.deg glon.00 longitude of satellite footprint

002 4 -6.deg glat.00 geodetic latitude of satellite footprint

003 4 -5.d jday.00 julian day epoch 2000.0 30
004 4 -3.m ssh.03 sea surface heights (unfiltered)

005 4 -3.m geoh.15 geoid heights ITG-Grace03s (satellite-only, unfiltered)

006 4 -3.m geoh.00 geoid heights EGM2008 (high resolution, unfiltered)

007 4 -3.m sshs.08 smoothed sea surface (Gauss filter length D = 97 km)

008 4 -3.m geohs.08 smoothed geoid heights (GOCO002S; Gauss filter length D = 97 km)

009 2 -3.m dot.18 dynamic ocean topography (DOT); DGFl-version

.../data/altimetry/jasonl

L 101
L 101_001ssgh.00
L
L 101_254ssgh.00
L 102
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Sample code to decode binary data

by means of matlab/octave functions
readrecmap.m and bin2dat.m

pfad = ‘D: ??? \data\altimetry\jasonl';

cycle = '"101"'

recmap = 'ssgh.rmp’'

format short

recmapfile = fullfile (pfad,recmap)
[byte,exps] = readrecmap (recmapfile)

%% path to jasonl (to be adapted) .

%% one particular cycle

%% record-map file binary coded data

31

%% path to recordmap file
%% read and get record structure

binfile = fullfile (pfad,cycle,'101_127ssgh.00') %% path to a particular binfile
[data,nrec] = bin2dat (binfile,byte,exps); %% decode all records of binfile

lonlatssh = [data(:,1), data(:,2), data(:,4)]; %% select lon, lat, & ssh param.

format long g
Tonlatssh(1:5,:)

Tonlatssh(nrec-4:nrec, :)

%% output first 5 records
%% output last 5 records

Sample output: decoding_g binary data

SPP 1257 =

by means of readrecmap.m and bin2dat.m

>>>recmapfile = C:\Users\bosch\DATEN\data\jason1\ssgh.rmp

byte =

4 4441414242432

exps =
-6 -6 -5 -3

-3

-3

-3

-3 3

binfile = C:\Users\bosch\DATEN\data\jason1\101\101_127ssgh.00

ans =
76.993642
77.06203
77.130277
77.198383
77.266349
ans =
157.558032
157.639667
157.721467
157.967869
158.050337

-56.703619
-56.666922
-56.630182
-56.593399
-56.556575

59.643155
59.675656
59.7081

59.805092
59.837309

28.708
28.747
27.248
28.363
27.591

14.887
14.876
14.801
14.635
14.55
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From data to sea surface heights

Necessary Information:

» Satellite position by precise orbit determination xyz=» ellipsoidal coordinates .
* altimeter range corrected for instrumental-, media-, and target-corrections .

* SSH = hsat —range

i

Satellit
=~

|

e f

L

Meeres-
oberflache

Meereshohe |

Ellipsoid

Necessary (critical) corrections Jorder of magnitude]

orbit error (radial component) [< 1 dm]

o et é_ instrumental effects

— compurted orbit * electronic time delay
antenna phase centre * clock (oscillator) drift
« offset antenna phase centre
e centre of gravity
* time tagging of observations
* doppler shift error

w
: N EN

slactrons

atmospheric refraction (signal delay) due to

water vapor * lonosphere [¥3-5cm]
L * troposphere, dry component [~2.3m !!]
EEE * troposphere, wet component [¥3-45cm]

sea state (wave height)

____________
ocean tides

target (ocean surface)

* ocean tides [up to few m], loading
effects[~10%]

e Earth tides [¥3dm], pole tide [~*1cm]

» electromagnetic bias (sea state) [*5% of SWH]

* inverted barometer effect [up to 3 dm]
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Wet troposphere correction — why is it critical?

Facts:
L]

Most modern altimeter systems carry an on board radiometers.
Radiometer observe brightness temperature (BT) at different channels .

The total water vapor content can be estimated by an empirical linear
combination of BTs of different channels 35

Problems:

The radiometer beamwidth causes a footprint radius of about 50 km
The emissivity of ocean and land surfaces are very different

BT observations become unreliable as soon as the satellite aproaches
the coast

Strategy:

Take water vapor content from Met.-Services (ECMWEF, NCEP, ...)
Account for mixed land/ocean footprint (S.Brown algorithm)
Estimate water vapor content from GPS observations

SPP 1257 =

MSL: Global map of time averaged sea surface heights

36

SPP 1257 =
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Focus of MSL to the West Pacific

w
s HNEN

SPP 1257 =

Mean Sea level is (to first order) in balance with gravity

111
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Least Squares Harmonic Analysis

* Estimating periodic oscillations of sea surface heights or sea level
anomalies

2
h, (Af) + vy = c, +d, Ay +p§qu* cos (0, At - @, )

here 0, = % T, =365.25 T, = 182,625
At,  times of observation, relative to a reference epoch
i observed sea surface height at point g and time t,
Vak sea surface height residual
Cq mean value of ssh at point q (solve-for parameter)
d, drift term at q (solve-for parameter)
A, Amplituds of the p-th period at point q (solve-for parameter)
D, Phases of the p-th period at point q (solve-for parameter)
®, angular velocity for the p-th period @, = 21/T,, e.g. T,=365 days
— SPP 1257 sm—

Time series of Topex SLA

for period 01/1993 — 07/2002 (Cycle 011 — 365)

.../data/altimetry/topex

O011sla.xyz
012sla.xyz
40
364sla.xyz
365sla.xyz

-~~~ ~ r~

The files nnn.sla.xyz give sea level anomalies SLA
SLA = instantaneous sea level w.r.t a long term mean sea level MSL [in this case CLS01])
for a sequence of 10-day TOPEX cycles nnn = 011..365 (period 01/1993 — 07/2002)

The SLA were gridded from TOPEX ground tracks to a grid (which was adapted to the
output of an ocean model and) whose grid nodes are defined bylon = linspace (1.75,
359.875, 192); lat = linspace (-65.625, 65.625, 71); Grid nodes over land are not listed.
Every file contains exactly the same sequence and number grid nodes.
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Code snippet for harmonic analysis of gridded SLA data

pfad = 'C:\Users\bosch\DATEN\data\topex' ; %% pfad is to be adapted to stick
pattern = '.sla.xyz';

ftfile = '"fileliste'; %% 1ist of sla files with their epochs
df = dir( fullfile (pfad,['*' pattern '*']) ); %% get a handle to all sla files
nf = length(df); %% the number of sla files
R =1[1;
for i =1:nf 41
slafile = fullfile (pfad, df(i).name) %% a single sla file
sla = load (slafile);
R = [R sla(:,3)]; %% concatenate sla to an (n x ) matrix R
end

[n ql= size(R)

data = dimread (fullfile (pfad, ftfile)) %% get file 1list with associated epochs
dtimes = data(:,2)
cs = [ones(q,1) dtimes]; %% initialize Jacobi matrix for mean and drift
for k=1:1
w = 2*%pi/365.25;
cs = [cs, cos(w*dtimes), sin(w*dtimes)]; %% Jacobi matrix
end
X = ((cs'*cs) \ (cs'*R"))' %% least squares estimate of mean, drift, cos, and
sin-term

Annual sea level variability

Annual signal explains ]
about 22% of observed
sea level anomalies

42
Sin — term (1: April &
-1: October)
Cos - term (1: January &
-1: July)
e SPP 1257 sm—
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Secular sea level change for the decade 08/1992 — 08/2002

s HHEN
w

SPP 1257 =

The sampling problem

Space and time scales of ocean .
processes (© D. Chelton) .
Visible by single altimeter .
satellites:

44
Envisat
Topex/Poseidon

SPP 1257 me—
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The alias problem

Whenever high-frequency signals are sampled with rather long period, then the high
frequency signal appears with a period which is even much longer than the sampling
period.

1 HE 24

3 T]rTT’H‘H-L.&.J_#J__ilHiHH | |HiH HHHH

0.4 1T

0.2

o8 p T T TR
o ELTIVIVIVIVIVIOIV VIV VIVIVIPAVIVAv]v] I'I'.'I'.'I'JT O lifl

0 10 20

U
-}

5 HHN
(9]

D @ O B b D b R OB

o _
[=]

E.g.: M2 tide is a semi-diurnal sea level change
if sampled by Topex (every 9.9156 days) it maps into a 62.1 day alias period

Alias and rayleigh periods [days] for Topex/poseidon

s B HHN
(o)}
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Alias and rayleigh periods [days] for ERS-2/ENVISAT

M, | S, | Np | K | Ky

O,

Py

Q,

Sa

M, - 95 | 3169 | 196 | 128

128

328

196

128

S, © | 97 | 183 | 365

75

365

130

183

365

47

Space-time sampling by multi-mission altimetry

SPP 1257 =

* Topex/Jasonl & Topex-EM
10 day repeat;
~2.8° (1.4°) eq. track distance

* GFO

.

17 day repeat;
~1.6° eq. track distance

* ERS1/2 & Envisat
35 day repeat;
~0.8° eq. track distance

(not shown)

L]

[]

—-45° 48
—-50°
&l —55°

SPP 1257 =



Multi-mission altimetry: Eddy tracking

(compared to ARGO floats)

49

SPP 1257 =

|dentifying aperiodic sea level variation

Principal Component Analysis (PCA)
or
Empirical Orthogonal Functions (EOF) Analysis

What is it for?

* For a given multi-variate random time series PCA identifies those
spatial pattern (eigenvectors, EOF’s) and their temporal evolution
(principal components, PC) that explain — in decreasing order — the
most dominant contributions to the signal variance.

50

“Mode”: A single eigenvector (EOF) and the associated PC’s

* The first mode explains the most dominant part of the signal

* The second mode explains the second largest signal contribution

* Allows to control the degree of approximation

* PCA is the most economic representation of a multivariate time series

SPP 1257 =
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Sea level anomalies as multi-variate time series

Observed: .
Sea level anomalies at n locations for q epochs
Asumption:

Data is centered: temporal mean subtracted 51

Re-arranged:
Residual matrix Y with size (nxq)

Eigenvalue analysis of the (nxn) signal
covariance C=Y-Y’

n location

C is a positive-semidefinit quadratic form, ,
such that A, >0

Code snippet for PCA of gridded SLA data

pfad = ‘D:\datalaltimetry\topex' ; %% path is to be adapted to stick

pattern = '.sla.xyz'; .
ftfile = 'fileliste’; %% list of sla files with their epochs .
%% >>> Insert code from previous code snippets <<<

[n ql= size(R) %% R-matrix as in previous snippet

data = dimread (fullfile (pfad, ftfile)) %% get file 1ist with associated epochs °2

dtimes = data(:,2)

rmean = mean(R')"' ; %% find mean values w.r.t time

R = R - rmean¥ones(1,q); %% perform residuals w.r.t. mean values

[u,s,v] = svd (R,xy); %% perform singular value decomposition

Tambdas = diag(s(l:q,1:q)A2); %% eigen values are singular values squared

evs = [ xy(:,1:2), u(:,1:q)] %% eigen vectors (=spatial pattern)

A= (u(:,1:9))'*R %% Principle components (= temporal coeffcients)

pcs = [dtimes', A']

%% plotting not included
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Pacific sea level variability 10/1992 — 01/2000

El-Nifio pattern annual signal

w1
w

SPP 1257 =

Pacific sea level variability 10/1992 — 01/2000

Here: seasonal signal (annual + semi-annual period) removed
El-Nifio pattern La Nifa pattern

(%]
: N EN

SPP 1257 =
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PCA — a tool to identify data problems

Mode 6 with a high frequency of the principle components and a track-

related spatial pattern!
Fourier-Analysis of PCs shows:

Period = 62 days

»Alias period“ if M2 (12hours) is
sampled by TOPEX every 9.9156
days

Obviously a significant error of
the tide model applied to correct
SSH

Dynamic Ocean Topography (DOT)

(95}
(5}

SPP 1257 =

Hydrodynamic processes (density differences, wind pressure) cause the sea
level to deviate from a geopotential surface (geoid). This deviation is called
Dynamic Ocean Topography (DOT). It has a magnitude of only *1-2 metres.

0 a 120 150 180 210 240 27 i 330 k]

....... ‘_. zg_./
= Y
. L ’f __._—:— )J.?¢ ”Ef
g [ rr— > [*
> ; . g ’—HTF__ J »f_ e
-14 12 -10 -08 -06 04 -(I'.l.Z ClI.O L’:.2 Cll.4 0.6 0.8 1.0 12 1.4
There are two independent ways to assess the DOT
a) model the hydrodynamic processes
b) estimate the difference between sea level and geoid: DOT = SSH - N

120

(9
a HHN
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DOT: The geodetic way

Equation [ DOT = SSH - N J not as simple as it seems!

Geoid heights N 57
— are defined everywhere

(A

— Relative smooth
spherical harmonics)

Sea surface heights SSH
— observed on ocean profiles only
— High along-track resolution
(e.g. 7km sampling)

SPP 1257 =

Strategies to perform DOT = SSH — N with consistent filtering

* rationale: filtering and performing differences is easy in the spectral
domain. Geoid is already defined in terms of spherial harmonics. Thus
SSH are expanded into spherical harmonics.

* Problem: SSH over land undefined! How to handle this? Fill land area 58
with geoid. Step function at the coast remains and must be smoothed.

Global approach [ ]
L]

Profile approach

* Rationale: stay as long as possible on the altimeter ground tracks to
maintain the high resolution and avoid undesirable gridding of SSH

* Problem: Systematic differences if SSH is filtered along track (1-D) and
the geoid is filtered spectrally (2-D) — can be accounted for by a , filter
correction”

SPP 1257 =
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Data profiles of Jason1 (binary coded)
prepared for an exercise to estimate ocean topography

Record map: .
000 9 34 ssgh.rmp .
001 +4 -6.deg glon.00 longitude of satellite footprint

002 4 -6.deg glat.00 geodetic latitude of satellite footprint

003 4 -5.d jday.00 julian day epoch 2000.0 59
004 4 -3.m ssh.03 sea surface heights (unfiltered)

005 4 -3.m geoh.15 geoid heights ITG-Grace03s (satellite-only, unfiltered)

006 4 -3.m geoh.00 geoid heights EGM2008 (high resolution, unfiltered)

007 4 -3.m sshs.08 smoothed sea surface (Gauss filter length D = 97 km)

008 4 -3.m geohs.08 smoothed geoid heights (GOCO002S; Gauss filter length D = 97 km)
009 2 -3.m dot.18 dynamic ocean topography (DOT); DGFI-version

.../data/altimetry/jasonl
L 101
L 101_001ssgh.00
L e
L 101_254ssgh.00
L 102

Code snippet to estimate DOT on individual profiles

pfad = ‘D: ??? \data\altimetry\jasonl'; %% path to jasonl (to be adapted) .
cycle = '101"' %% one particular cycle
recmap = 'ssgh.rmp' %% record-map file binary coded data .

recmapfile = fullfile (pfad,recmap) %% path to recordmap file
[byte,exps] = readrecmap (recmapfile) %% read and get record structure 60

df = dir(fullfile(pfad,cycle)); %% 1ist of files in the cycle directory

xyz = [1;

for i = 1:length(df) %% loop to run through all pass-files
binfile = fullfile(pfad,cycle,df(i).name) %% construct full path to binfile
[data,nrec] = bin2dat (binfile,byte,exps); %% decode all data of a pass
xyz = [xyz; data] ; %% concatenate all data from all passes to xyz

End %% xyz available as dgfi_data.mat for ocean Exercise

%% uncomment only one of the following lines (according to record map ssgh.rmp)

% DOT = xyz(:,4) - xyz(:,5); %% DOT = SSH - N (unfiltered with ITGO3S-geoid)
DOT = xyz(:,7) - xyz(:,8); %% DOT = SSH - N (filtered with GOC002S)
% DOT = xyz(:,9); %% DOT (with filter correction); DGFI version
%% gridding (not shown here)
— SPP 1257 =
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10-day DOT snapshot (Jason1 and Topex)

2 HHN
[y

SPP 1257 =

Mean GOCE DOTs (D=121km/L=120)

compared with external estimates

T HEN
N

SPP 1257 =
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DOT evolution South Atlantic / Agulhas Stream

Multi-mission altimetry — GOCOO02S geoid (Filter with D = 70km)

63
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Geostrophic velocities for South Atlantic / Agulhas Stream

64
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Acronyms

SLA
DOT
SSH
GDR
SWH
MWR
GLAS
PRF

Sea level anomaly

Dynamic Ocean Topography

Sea surface height

Geophysical data record

significant waveheight

Microwave radiometer

Geoscience Laser Altimeter (on ICESat)
Pulse repetition frequency

125
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Lecture: Analysis Tools

Jurgen Kusche

Summer School ,,Global Water Cycle”
12.-16. September 2011
Mayschoss

DFG SPP 1257 s

Analysis Tools

Why this lecture?

By now (see lecture by T. Mayer-Glirr and F. Flechtner) it has become

clear that GRACE solutions (say SH coefficients converted to TWS,

total water storage) require some by the user, 2
beyond projecting the coefficients into space domain

— to suppress correlated noise, remove ,stripes’ (— filtering)

— to extract the dominating ,modes‘ of temporal variability (— PCA, ...)

Being in general use, these analysis tools always remove signal
content together with ,noise’. For any comparison of GRACE data with
geophysical modelling, it is imperative therefore that the same tool is
applied to both. For getting ,absolute’ amplitudes, rates, etc., it is
imperative to consider the ,bias’ of an analysis technique.

LFG SPP 1257 s

Jurgen Kusche
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Analysis Tools

This lecture will deal with both filtering techniques for data on the sphere
and with PCA-related techniques.

While the first is often considered an obscure magic conceived by
geodesists, the second is in general use in the atmosphere/ocean 3
communities. See textbooks by Preisendorfer, Joliffe, von Storch & Zwiers...

Note: If you download GRACE gridded products from GRACE Tellus website,
GFZ ICGEM or others, some filtering has been applied already.

— DFG SPP 1257 s

Jurgen Kusche

Analysis Chain: Filtering

GRACE SHC Cam  Snpm| SHA geophysical model — SHC I .
l l Globally defined? .

Treatment degree 1 & 2, temporal Temporal alignement, possibly
anomalies wrt epoch t, restore AOD remove deg. 1 consistent to GRACE 2
Filtering (in spectral domain) Filtering (in spectral domain) I

l l Multiplication in spectral domain

Mapping to space domain or Mapping to space domain or
basin averaging basin averaging

l l

Convolution on the sphere

— LFG SPP 1257 s

Jurgen Kusche
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Analysis Chain: Filtering - quite often

GRACE SHC Com  Sujm| Geophysical model

i

Treatment degree 1 & 2, temporal Temporal alighement, possibly
anomalies wrt epoch t, restore AOD remove deg. 1 consistent to GRACE

“HEN

i

Filtering (in spectral domain) I

Mapping to space domain or
basin averaging

Filtering (in space domain)

— DFG SPP 1257 s

Jurgen Kusche

Analysis Tools: PCA

Filtering (in spectral domain) I Filtering (in spectral domain) .
6

i

Mapping to space domain or Mapping to space domain or
basin averaging basin averaging

\

Computation of EOFs I

from GRACE or model
Project gridded data onto EOFs:
PCs for GRACE and model

Comparison

Truncated (filtered) reconstruction I

— LFG SPP 1257 s

Jirgen Kusche
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Analysis Chain: PCA - also possible...

GRACE SHC Com  Snjm| SHA geophysical model — SHC I .
| l N

Treatment degree 1 & 2, temporal Temporal alighement, possibly
anomalies wrt epoch t, restore AOD remove deg. 1 consistent to GRACE ;

PCA & truncated reconstruction
(in spectral domain)

l

Mapping to space domain or
basin averaging

DFG SPP 1257 s

Jurgen Kusche

Part I: Filtering techniques and their application to GRACE data

Filtering

— Attempts to suppress ,noise’ in data (here: SH coefficients)

— Requires that we have an a-priori knowledge of expected ,noise’ (—
characterize spectral behaviour of noise) 8

— Filters take this into account either implicitly (,deterministic filters or
explicitly ,stochastic filters’)

— Also regularizing or ,constraining’ GRACE normal equations corresponds to
some kind of filtering (Kusche 2007, Klees et al 2008, Swenson & Wahr 2011)

Data sets e.g.

— GRACE-derived SH coefficients or maps of geoid, gravity anomalies, TWS

— SH coefficients or maps of TWS and other data from model output

LFG SPP 1257 s

Jurgen Kusche
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Part I: Filtering techniques and their application to GRACE data

What is the purpose of filtering a GRACE solution?

Unfiltered GRACE solution

*HEN

DFG SPP 1257 s

Jurgen Kusche

Part I: Filtering techniques and their application to GRACE data

What is the purpose of filtering a GRACE solution?

Boxcar-filtered GRACE solution: Remove stripes by averaging, convolution

=
o

LFG SPP 1257 s

Jurgen Kusche
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Part I: Filtering techniques and their application to GRACE data

What is the purpose of filtering a GRACE solution?

Boxcar-filtered GRACE solution: Remove stripes by averaging, convolution

=
[N

DFG SPP 1257 s
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Part I: Filtering techniques and their application to GRACE data

What is the purpose of filtering a GRACE solution?

Boxcar-filtered GRACE solution: Remove stripes by averaging, convolution

=
N

LFG SPP 1257 s

Jurgen Kusche
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Part I: Filtering techniques and their application to GRACE data

What is the purpose of filtering a GRACE solution?

Gaussian-filtered GRACE solution: convolution with a smooth kernel

=
w

WA 6,),0")
~

DFG SPP 1257 s
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Part I: Filtering techniques and their application to GRACE data

Filtering a GRACE solution in spatial and in spectral domain

.
= HHEN

-3

Fuw (), 0) = f W0, N, 0)F(N,0)dw

B

oo n
_ ' —
f[/[/ _ ?I,n m f .,
nm ke I
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Part I: Filtering techniques and their application to GRACE data

Vir,0,\t) = &M

Gﬂ[ n R n n -
- Pu,rn. 208 6 Cﬂ;m A Sn'.'n A
+ Z (,},) Z (cos (t) cosmA + (t)sinm )

r
n=2

m=0

P—
=
(6]

. ’E?ZTH C?ZT?L for nz 2 0
Notations | use

— Positive and negative order Unm = S”\m\ for m <0

— Fully normalized

Potential — Surface Mass

|

a ~ - ,o( 2n+1 B
F — Z Z fn"rn}/n"rn()\, 9) fn'm,( ) = 3 1 + }bf (lnm(t) — 'Un_n.t)

— All factors are put into the coefficients

n=0m=—n
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Part I: Filtering techniques and their application to GRACE data

Isotropic filters

Fw (A 0) Z Z e

n=0m=—n

=
[o)]

—J'i J'f#
m;u § : § : Wym Frtmm

n'=0m’'=—n'

n'm’ s m’
Ty LR y
u nm dnm Wy

v

Fw()\,g) = Z Z wnﬁun}}()\vg)

n=0m=—n
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Part I: Filtering techniques and their application to GRACE data

Isotropic filters: Gaussian filter (Wahr et al., JGR 1998)

harmonic degree n

Y
~

E . i . . E|
0 200 400 600 800 1000 1200 0 20 40 60 80
distance from center of region (km) 1

eb(l—cosy) % (d 2n+1 (d
Wyly) = D) — Z(ZH + l)u‘f;”P,,(ru.-; ) w ,:ﬁl = _T + w ,: )1

n=(
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Part I: Filtering techniques and their application to GRACE data

Destriping filters

FW()\vg) Z Z an()\ 9

n=0m=—n

[y
0o

§ § —n m’
mn w nm f” m'

n'=0m’'=—n'

roe
—n'm’ _ gn'm’
w T dnm Wy

Isotropic Non-isotropic
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Part I: Filtering techniques and their application to GRACE data

Destriping filters

)\ 9 )\’ 9 ) = Z Z Z Z 7:71:731 Yvn:rn )‘ 9)}773’771’()\,78,)

n=0m=—nn'=0m’'=—n’

funy
©

WA 8,N.0"

Swenson & Wahr
GRL, 2006
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Part I: Filtering techniques and their application to GRACE data

Destriping filters

w )\ 9 )\’ 9 ) = Z Z Z Z —:;:;1 Yvn:tn )‘ 9)}7‘:3’771’()\,79,)

n=0m=—nn'=0m’'=—n’

N
o

W(AO.N.6)
Kusche 2007, J Geodesy

W, =LoN = (N+aM)'N

T

Cry = E{fT}

C; = E{ff"}
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Part I: Filtering techniques and their application to GRACE data

Destriping filters and WRMS reduction
(Kusche et al., ] Geodesy 2009)

T HEN
=

GRACE TWS WRMS [cm], 3 filters

GRACE WRMS

DDKI1 DDK?2 DDK3

Global 3.87 4.77 6.46
Continents 5.89 7.03 8.58
Ocean 2.66 3.44 5.33
Amazon 14.34 16.47 17.66
Sahara 1.75 2.56 4.82

stronger «—— filtering —— less

DFG SPP 1257 s

Jurgen Kusche

Part I: Filtering techniques and their application to GRACE data

Basin averaging

N
N

Ocean mass

LFG SPP 1257 s

Jurgen Kusche
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Part I: Filtering techniques and their application to GRACE data

Basin averaging

ot
N
N HN

= —/ Fdw = 5/ OFdw (spatial domain) 0
!
B (1 (MB) O
0 =0(9) = {0 (\6) & O

O = f O}?Ogdu) =47 (_)00
02

v

O O(][] Z Z On?ﬂfﬂ?n (SpeCtraI domain)

n=0m=—n
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Part I: Filtering techniques and their application to GRACE data

Basin averaging

:—deW_

_ 1
Fo = —
000

f OF dw 0

i fnm (spectral domain)

le

ot
N
N HN

O
n=0m=—n [

O Z Z O?Z??l Yflﬂ'l (A 9)

n=0m=—n

Note: Equality requires
e theintegral is discretized at an error small enough
e the SH truncation degree is big enough OR BOTH F and O are band-
limited

LFG SPP 1257 s
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Part I: Filtering techniques and their application to GRACE data

Smoothed basin averaging and bias

N
w

O ( Z Z O Vi (X, 8)

n=0m=-—n
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Part I: Filtering techniques and their application to GRACE data

Leakage problem and filter bias: basin averaging, what happens? I

GRACE (truncated SH)

N
(o))

LFG SPP 1257 s
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Part I: Filtering techniques and their application to GRACE data

+ noise

DFG SPP 1257 s

Jurgen Kusche

Part I: Filtering techniques and their application to GRACE data

Exact averaging Spectral leakage

e

Lost signal

LFG SPP 1257 s

Jirgen Kusche
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Part I: Filtering techniques and their application to GRACE data

Lost signal
/

(leaking out)

Bias can be computed from model

Leaking out

DFG SPP 1257 s

Jurgen Kusche

Part I: Filtering techniques and their application to GRACE data

Leakage problem and filter bias: basin averaging, what happens?

w
o

Lost signal (leaking out)

Signal added by surrounding region (leaking in)

LFG SPP 1257 s
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Part Il: Principle component analysis and related ideas

Empirical orthogonal function
analysis

Principle components

w
g

Related concepts

(Fig.: SST, from IPPC 4AR)

DFG SPP 1257 s

Jurgen Kusche

Part Il: Principle component analysis and related ideas

PCA

— attempts to find a relatively small number of independent modes in a data
set that convey as much as possible information without redundancy

w
N

— can be used to explore the structure of the data variability in an objective
way, i.e. without assumptions on periodic behaviour etc.

— and EOF analysis are the same.
Data sets e.g.

— GRACE-derived maps of TWS, TWS and other maps from model output

— Sea level anomalies

— Other related spatial fields (SST, SLP, ...)

LFG SPP 1257 s
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Part Il: Principle component analysis and related ideas

What does PCA do?

PCA uses a set of orthogonal functions (EOFs) to represent a spatio-
temporal data field in the following way

w
w

epochs (time) PCs (expansion coefficients)
Yt l
Y24 . "
; =

1

Ynsi / «— grid points
grep EOFs (new basis)

EOF g;=e (A, 8) show spatial patterns of the major factors (,modes’) that
account for temporal variations.

PCd,; = d(t) tells how the amplitude of EOF varies with time.

DFG SPP 1257 s

Jurgen Kusche

Part Il: Principle component analysis and related ideas

How do we obtain the PCs? —

yz:Zd&,‘leJ:Ed; Y:(ylaY%---aYP):ED
j=1

w
H

Lets assume the EOFs are orthogonal (why are they called EOF, after all)
and normalized.

d; = (E'E)"'E'y; =E"y, dj; = €]y

The PCs are found as an orthogonal projection of the data onto the new
basis functions (the EOFs). We can try to reconstruct the original data
using only the ,major’ EOFs

n
yi = E dj.ie;
Jj=1

LFG SPP 1257 s
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Part Il: Principle component analysis and related ideas

What do we get from PCA?

35

DFG SPP 1257 s

Jurgen Kusche

Part Il: Principle component analysis and related ideas

Example (I)
GRACE TWS 400km Gaussian filtered (note: EOF x PC has unit of data)

w
(o))

LFG SPP 1257 s
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Part Il: Principle component analysis and related ideas

How do we choose the EOFs? .
Total ] dj;z' = e?Yz’ .
otal variance
Wy 4 ]
A? = trace (EDDT ET) = trace (DTDT) = Z Z d?;z' 37
j=1i=1

Then, the maximum variance is concentrated in a single EOF if

Ye — max.variance

T

l.e., maximize l(Ye)T(Ye) = leTCe subjectto e'e = 1
p

Or, solve an eigenvalue problem

Ce = )\e

DFG SPP 1257 s
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Part Il: Principle component analysis and related ideas

How do we choose the EOFs?
The EOFs are found as the eigenvectors of the data covariance matrix.

w
(o]

1f:l y%:é f:1 Y1;0Y2:4 - - Zle Y1:iUn;i
C 1YYT 1 2P ey b vds > Youlny
r : : -
Zl::l YnyiYlsi Zf:l YnyilY2,e - le yﬁ;i
C = EAE”

Some remarks (1)

— The covariance as above is temporal, i.e. it considers auto- and
covariances of time series per grid point (for n grid points)

(we’ll come back to this point)

LFG SPP 1257 s
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Part Il: Principle component analysis and related ideas

Representing data in an eigenvector basis

w
o

DFG SPP 1257 s

Jurgen Kusche

Part Il: Principle component analysis and related ideas

The EOFs are found as the eigenvectors of the data covariance matrix.

Some remarks (1l)

i
o

— Itis an empirical realization. Should we know the true covariance, we
might better use this one instead of the empirical one

— All data has been considered as (perfectly) centered

— Eigenvectors require normalization and a further convention for
uniqueness, e.g.

€1;5 > 0

LFG SPP 1257 s
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Part Il: Principle component analysis and related ideas

The EOFs are found as the eigenvectors of the data covariance matrix.

Some remarks (lll)

=t HEn
Uy

— Alternatively, we could use SVD applied to the data matrix

— Each EOF explains a fraction of the total variance, given by the ratio of
the EV vs. TV (total variance)

A? = li (Zp: ’y?:i) = trace(C)

P =

)\,

— Itis common to choose the number of EOFs as to ,explain” 90% (or ...) of
the TV

DFG SPP 1257 s

Jurgen Kusche

Part Il: Principle component analysis and related ideas

Example

GRACE global analysis (left: EV, right: cumulative percentage of TV)

s HHEN
N

(courtesy E. Forootan)
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Part Il: Principle component analysis and related ideas

The EOFs are found as the eigenvectors of the data covariance matrix.

Some remarks (1V) ’

— Instead of computing the temporal data covariance, we may compute
the spatial covariance (spatial variance and covariances for the p epochs)

s HHN
w

n 2 n n
Zj:l Yia Zj:l Yjrls2 - - Zj:l Yi1Y5:p

n ) ) n 2 n ) )
o — 1YTY B 1 Zj:1 Yi2Usin Zj:l Yo - Zj:l Yi2Yj:p
n n . : .
n n n 2
Zj:l Yjsp¥ii1 Zj:l YjpYj2 - Zj:l Y5:p

— Requires less memory for p<n
— Temporal and spatial covariance matrices share the same p EVs
— k-th EOF (spatial) ~ k-th PC (temporal) and vice versa

DFG SPP 1257 s
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Part Il: Principle component analysis and related ideas

Some remarks (V)

— Linear transformations of the data lead to new eigenvectors and —values

tHEN
S

A7 € [min(g;) - min(\; ), max(g; ) - max(A; )]

f
ATA

Therefore: —

— EOFs and PCs computed on a regional grid look different from EOFs/PCs
computed on a global grid

— GRACE: EOFs of geoid change look different from EOF of TWS change

— PCA applied to GRACE SH coefficients (EOF filter of Schrama & Wouters)
looks different from PCA applied to grids.

DF SPP 1257 s
Jirgen Kusche
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Part Il: Principle component analysis and related ideas

Example (|) revisited Trend (decrease)+ annual

Annual signals out of phase Semi-annual (modulation of J

annual)

> HHNE
w

T

Trend ? Trend (increase)+ annual

2007: unusually strong rainfall in Congo

DFG SPP 1257 s
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Part Il: Principle component analysis and related ideas

Example (|) revisited Trend (decrease)+ annual

Annual signals out of phase Semi-annual (modulation of J

L
2 rainfall pattern (Kasei, 2009)

250 35

g
T
5
| bis §
E
I 0 ®
50 +
re
SIS EEEEEEERE La,

annual)

s HHNE
(e)]

T

Trend ? Trend (increase)+ annual

Rainfall {mm)
g

Jan Feb Mar Apr May n il Aug Sep Oct Nov Dec e ,
300 35
250 + 0
2
£ AN - b
E o 5 pLo----77
= 150 H
E s &
2 00 H
I 0
PRSI | I I R

= ean rainfall

Jin Feb Mar Apr Moy o b A + Nov O
orv B Sep Oct Mov Dec_nteme
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Part Il: Principle component analysis and related ideas

Examples (I1)
Wouters & Schrama (GRL, 2007) Direct EOF filtering of GRACE SH coefficients

Top: Unfiltered/Gaussian, Middle: EOF filtered, Bottom: difference. Unit [cm]

B
~

DFG SPP 1257 s

Jurgen Kusche

Part Il: Principle component analysis and related ideas

How many modes (EOFs) should we retain? In other words, how many %
of the data TV should we reconstruct?

North et al. 1982, Month. Weath. Rev.: Consider the spatio-temporal data
as stochastic, i.e. perturbed by e.g. Gaussian noise. Then, the covariance

C=1yy”
r

B
(o]

and the eigenvalues / -vectors will be stochastic as well. In first order...

, 2 . ON;
7

If the sampling error in the eigenvalue is comparable to the spacing of the
eigenvalues, then the sampling error of the EOF will be comparable to the
nearby EOF.

And then it is time to truncate.

LFG SPP 1257 s

Jurgen Kusche

150



Part Il: Principle component analysis and related ideas

True Estimated (n=300) Estimated (n=10
14.02

: HH N
(o]

Figure 13.2: North et al.’s [296] illustration of North's Rule-of-Thumb [13.3.5]. From [296].
Left: The first four true eigenvalues and EQFs.

Middle: Corresponding estimates obtained from a random sample of size n = 300.

Right: As middle column, except n = 1000.

North et al (Mon. Wea. Rev.1982), reprinted in Von Storch & Zwiers 1999

DFG SPP 1257 s

Jurgen Kusche

Part Il: Principle component analysis and related ideas

Comparing two (or multiple) data sets (e.g. GRACE TWS and hydrology TWS,
altimetric sea level and model steric sea level)

1. If you trust all data are ,consistent’, i.e. they show the same physics apart
from sampling errors

(9]
o

X = (Y(l),Y(Z), . ,Y("”))

1
C=—XXx"
pM —

2. If not, use the same basis for comparing. Compute EOFs from the above or
from one of the data sets, project data on these and compare PCs

m m m T (m
dg ):ETyt(- ) or dg ) — g(m") yg )

LFG SPP 1257 s
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Part Il: Principle component analysis and related ideas

Related concepts: (Orthogonal) EOF rotation

™
Yi = Z d;.ie; = Ed;
=1

J VIV =1 o
F-EVT » FTF = VETEVT =1
yt - FTri
r; =Vd;, =Fly, » C.=VAVT

REOFs are still orthogonal - RPCs are correlated now.

How can we use this degree of freedom?

DFG SPP 1257 s

Jurgen Kusche

Part Il: Principle component analysis and related ideas

Related concepts: REOF, how can we use this degree of freedom? l.e.
how do we find the rotation matrix?

E.g. VARIMAX, maximize the variance of the square of the REOFs (i.e. the
spreading of the total variability of the modes)

(6]
N

FV)=Y_ Zfﬁi—;—’; > 1 F=EVT

E.g. ICA, minimize 3th / 4th statistical moments of the REOFs to maximize
the independence of the RPCs

LFG SPP 1257 s
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Part Il: Principle component analysis and related ideas

simulated

(6]
w

PCA

VARIMAX

Dommenget & Latif (J Clim 2001)

DFG SPP 1257 s

Jurgen Kusche

Take-home message

Filtering is a necessary tool for interpreting GRACE data correctly.

— What we have discussed here are the options that the user of Level-2
data products has. Some filtering has been applied in the Level-1
processing as well. There is simply no point in using ,unfiltered’ data.

w
S

PCA is a useful tool for interpreting GRACE and other geophysical data
and model outputs. It is either applied as a kind of filtering (see above) or
as a tool to explore the major directions of data variability.

— Itis easy to construct counterexamples where PCA fails to isolate
physical modes!

— ,PCA may help you to find the needle in the haystack. But once you
found it, you should be able to recognize it as a needle” [v. Storch]. l.e.
you should be able to assign some physics to it, otherwise it might be
just an artefact.

LFG SPP 1257 s
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The global climate system and the water
cycle

Andreas Hense

Sommerschule "Globaler Wasserkreislauf” 13. September
2011

Andreas Hense The global climate system and the water cycle

Climate System as the bio-geophysical/chemical Earth
system

|outer space |
|thermal emission | [dal Torce | solar insolation

|_| = Stratosphers ,”l- ‘J\I r}

v

\ Atm i T
am&j.\tnm emisston g mand '\. Q;@

T I mqﬂnlm’: *

whier erlefgy S Twoposphere 2

ﬂm:"l#fll(“
<5
5 27
. mu@f’nm -:\H};y
, v
--;?:C;CCI’-.".-‘]?:C;\';C5:?33‘355533335633333&553%33‘
)' mixed laver
K Biosphere
T + Hydrosphere / Ocean
(ecthcmel bost B ] ;
1 deep ocean

Andreas Hense The global climate system and the water cycle
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The Basics

The Energy and Water cycles

The division is based on

» the media (Gases, water in liquid /solid phase, biological
material poreous solids)

» the time scales e.g. defined by the impulse response
function / correlation function of typical fluctuation

» the couplings between the subsystems.

Atmosphere: | Ocean: | Lithosphere
mass M: 1 16 0.5
heat capacity M - ¢p: 1 68 0.5

Andreas Hense The global climate system and the water cycle

The Basics

The Energy and Water cycles

Interacting cycles

» Energy cycle; basic mathematical description is through
the First Law of Thermodynamics

» Hydrological cycle; basic mathematical description is
through the conservation law of water mass, continuity
equation

» angular momentum cycle; basic mathematical description
is through the conservation law of angular momentum
(modified Newton’s law, Navier Stokes equations in a
rotating frame of reference)

Andreas Hense The global climate system and the water cycle
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The Basics

The Energy and Water cycles

» trace elements and trace particles; basic mathematical
description is mass conservation (continuity equation) and
the law of mass action from chemistry e.g. for C,N, S
(bio-geochemical cycles)

» the (non-reactive) bulk mass of each subsystem,
mathematical description by mass conservation, continuity
equation

Application of classical hydro-thermodynamics with phase
changes of water and possibly reactive cycles, liquid/solid water
and trace particles distinguished by particle size and shape

Andreas Hense The global climate system and the water cycle

The Basics

The Energy and Wa cles

Boundary conditions

» solar insolation as external and variable parameter of the
energy cycle

» Land-Ocean distribution e.g. influences the hydrological
cycle

» orography on land and in the ocean, land-ocean
distribution und Earth rotation velocity and the Moon
by its ephemerides are relevant external parameter of the
angular momentum cycle in atmosphere and ocean

» solar insolation influences bio-geochemical cycles e.g
ozone or through photosynthesis

Andreas Hense The global climate system and the water cycle
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The Basics

The Energy and Water cycles

Two definitions of the climate / Earth system which are
complementary

» e.g. the energy cycle: First law de = 6q + da in its variants
for the subsystems

» the exchange of energy, momentum and mass across the
boundaries between the subsystems: the interface
between two systems can not store a property therefore
fluxes of energy, momentum and mass directed to or away
from the boundary have to sum to zero: budget conditions

Andreas Hense The global climate system and the water cycle

The Basics

The Energy and Wa

Further ordering is necessary to keep the problem tractable ...

climatology, scales in space and time, statistics and statistical
physics

Andreas Hense The global climate system and the water cycle
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The Basics

The Energy and Water cycles

Spatial and temporal scales

» climate dynamics are realized on vastly different space and
time scales
» for analysis one has to select a-priori specific scales

» urban climate
» regional or mesoscale climate
» global climate

Andreas Hense The global climate system and the water cycle

The Basics

The Energy and Wa

The problem of high dimensionality

» total volume of the global climate system: spherical shell of
depth h ~ 100km

» smallest unit volume Vy ~ 1mm?3 = 10~°m3 "Kolmogorov”
micro-scale

» within each unit volume there are n; ~ O(100) variables
like T, p, p;,u, v, etc

V ~ 4nhRZ,,

~ 4710°(6.37210'2)
~ 5 10"9m°

4 28
Vi, 31
v ~

There are about 10%! degree-of-freedom to be treated

Andreas Hense The global climate system and the water cycle
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The Basics

The Energy and Water cycles

v

arrange all degrees-of-freedom in a state vector Y

v

the classical statistical physics argument: detailed
computations are not possible

the climate state vector is a random variable Y
define a probability density p(y)for a specific climate state

v

v

Prob(Y € Sphere(y, dy)) = p(¥)dy

Andreas Hense The global climate system and the water cycle

The Basics

The Energy and Water cycles
Nonlinearities

» probabilistic descriptions not only for high dimensional
systems

» but also for nonlinear, dissipative, lowdimensional systems
(z.B. dim(X) = 3), Eckman and Ruelle, 1985

» Lorenz (1963): butterfly effect (actually a sea gull effect)

» minimal differences in initial conditions magnify
exponentially

» dissipation counteracts and keep the phase space
trajectories on the attractor

» two initially indistinguishable states evolve into two
randomly selected states on the attractor

» positive Lyapunov exponents

Andreas Hense The global climate system and the water cycle
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The Basics

The Energy and Water cycles

yet another interpretation
a system far from thermodynamical equilibrium

» differential solar insolation, high at the equator, low at polar
latitudes (black body radiation at ~ 6000 K)

» differential loss of radiative energy by thermal emissions at
~ 250-280K, higher in low latitudes than at higher latitudes

» continously externally driven system
» continously generating entropy

» the climate system state probability p(y) (climate-pdf) can
not computed from first principles

Andreas Hense The global climate system and the water cycle

The Basics

The Energy and Water cycles

» climatology now is the description of the climate-pdf and its
dynamics (similar as in statistical physics of
non-equilibrium systems)

» direct computation e.g. by a master equation or even only
a Fokker-Planck equation prohibitive due to the high
dimensional problem

» climate modelling can offer a first solution if the climate
model is low dimensional ( < 20 — 100)

» only reasonable solution: estimate properties of the
climate pdf from data

» unfortunately reality provides only one realisation / one
sample, single case probability, non-ergodic

» climate modelling can offer a second solution: Monte Carlo
simulations

Andreas Hense The global climate system and the water cycle
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The Basics

The Energy and Water cycles

climate modelling

climate system: a system of coupled cycles

» energy cycle based on the First Law
» water cycle based on the conservation of water mass

» angular momentum cycle based on angular momentum
conservation/Newton’s law

» irace substances cycles based on mass conservation and
law of mass action

» and inert mass conservation in each subsystem

Andreas Hense The global climate system and the water cycle

The Basics

The Energy and Water cycles

Total energy equation in the atmosphere, valid on scales
Ly > 20 km, T > 1h under hydrostatic assumption

d v _ V2
5T +La+ 5)+ Va(Vn(GpT +Lg+ o+ )+
+3( (cpT+1L +<D+V—E’))—
ap AP q9 27
0
ga—p(Q+ H+ LE ) (1)

turbulent and convective subscale fluxes

» turbulent : Kolomogorov-Prandtl like threedimensional
turbulence

» convective: thunderstorm related turbulence

Andreas Hense The global climate system and the water cycle
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The Basics

The Energy and Water cycles

Total energy equation (atmosphere), vertical average

2 2
/(a(cpTJr Lg + VH))CZJ + /(VH(\?H(cpT+ Lg+d + %

d
o 2 Dk
— (Q(p=0) — (Q+ H+ LE)(pp))

if w(pp) = 0 on the resolved scales (no atmospheric mass
transport into/out off the surface of the solid Earth or ocean

Andreas Hense The global climate system and the water cycle

The Basics

The Energy and Water cycles

The atmospheric water budget
» total water concentration gr in the atmosphere

» sum of water vapour concentration q, liquid water q, and
frozen water g

» mass weighted verical average gives the total water
substance in an atmospheric column mr = [ pqrdz with
the budget equation

d 0 S
5T = 5T + Vp(vymr)=E - P

» my is called precipitable water experessed as height of a
liquid water column

» E Evapo-Transpiration mass flux of water (MKS unit
kgm2sec™!)

» P precipitation mass flux of water

Andreas Hense The global climate system and the water cycle
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The Basics

The Energy and Water cycles

Oceanic water budget
» ocean water is a solution of salt in freshwater
» salt concentration s and freshwater concentration 1 — s

» budget equation for the vertical integral of the salt
concentration S = [ sdz

d d
G ont =508 = ~pu G =P E

» water sources of the atmosphere are salt source for the
ocean

Andreas Hense The global climate system and the water cycle

The Basics

The Energy and Water cycles

Energy budget equation time averaged and vertically averaged
in atmosphere and ocean

) Lo
ae‘i‘ VihHe = Q(p = 0)

energy and water budget equation vertically averaged for the
atmosphere

D) Lo _ -
§GA+VhHe’A: Q(pZO)*(Q*FHﬁLLE)

D) Lo -
amTJthHm:E—P

Andreas Hense The global climate system and the water cycle
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The Basics

The Energy and Water cycles

energy and water budget equation vertically averaged for the
ocean

0 - - - _
5604— vhHe,O =Q+H+LE
954 VHs—E—P
ot hfis =
boundary conditions along the coastlines

He7ono - Qe7o ~ O

Hsfio = Qs = > _ Qs kd(F — Ti)
k

Andreas Hense The global climate system and the water cycle

The Basics

The Energy and Water cycles

prognostic modelling is not possible: the system of equations is
not closed

» transports H can not be calculated

» without considering the angular momentum budget in
atmosphere and ocean

» mean V,, and random fluctiations ¥ can not be calculated
but an inverse calculation is possible

» take Q,H, E, P and H from observations

» incomplete data

» spoiled by observational and sampling errors
under stationary conditions 2.e = 0, &:mr = 0 the budget
equations can be reduced to

VyH=R

Andreas Hense The global climate system and the water cycle
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The Basics

The Energy and Water cycles

if observations and its errors can be characterized by

» transports Flobs with white Gaussian errors éy

» energy sinks/sources R,ps With white Gaussian errors eg
find H and R such that

1 L o A
=1 (P 5+ O
R

/ (ATA ~ R)) d £ Minimum

Andreas Hense The global climate system and the water cycle

The Basics

The Energy and Water cycles

a variational problem with the Euler-Lagrange system of

equations
VH-R=0
S (H-Hp)—VA=0
1
U—ZR(R —Ry)—A=0

leading to an elliptical problem in A

V(ZHVA) — 03X = (VHy — Ry)

Andreas Hense The global climate system and the water cycle
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The Basics

The Energy and Water cycles

Top-of-the-atmosphere radiation budget (solar)

Andreas Hense The global climate system and the water cycle

The Basics

The Energy and Water cycles

Top-of-the-atmosphere radiation budget(IR)

Andreas Hense The global climate system and the water cycle

167



The Basics

The Energy and Water cycles

Top-of-the-atmosphere radiation budget (Net)

Andreas Hense The global climate system and the water cycle

The Basics

The Energy and Water cycles

atmospheric energy budget (Diploma thesis Chris Wosnitza,
2011)

Andreas Hense The global climate system and the water cycle
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The Energy and Water cycles

atmospheric water budget (Diploma thesis Chris Wosnitza,
2011)

Andreas Hense The global climate system and the water cycle

The Energy and Water cycles

inWm? after Trenberth, Fasullo, Kiehl (2009) Earth global energy budget, Bull.

Amerc. Meteorol. Soc, p.311-323

Andreas Hense The global climate system and the water cycle
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The Basics

The Energy and Water cycles

after Trenberth, Smith, Qian, Dai,Fasullo (2007) J. Hydrometeorology, 8, 758-769

Andreas Hense The global climate system and the water cycle

The Basics

The Energy and Water cycles

Climate sensitivity: global mean temperature

» how large is the change AT of the global mean
temperature if the CO, concentration are doubled?

» doubling CO, concentration will give a change in radiative
forcing Q': AT = X\ Q

» feedbacks in the climate system will enhance the pure
temperature change AT = \o(Q' + CAT)

> Ao ~ 0.3 —0.31K(W/m?)~!

» equilibrium with ocean

Ao
1—f

AT = Q

Andreas Hense The global climate system and the water cycle
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The Basics

The Energy and Water cycles

(after Roe and Baker (2007), Science, 318, 629ff)

Andreas Hense The global climate system and the water cycle

The Basics

The Energy and Water cycles

Sensitivity of global mean water content "precipitable water”:

W://(/ pqdz)a?d sin pd\
AJp JO

Po
//( q@)azdsimpd)\
Ay Jo g9

relative change

tdw 1w T
WdQ@ W dT aqy
—~—

climate sensitivity

Andreas Hense The global climate system and the water cycle
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The Basics

The Energy and Water cycles

law 1 .d [ dp
war ~war ) 9g
1 d Ries(T) dp

:Wﬁ (r Rup g
/ R Les dp
w Ryp Ry T2 g

~ 0.065 — 0.075K "

~ RWT

famous Clausius-Clapeyron constraint

Andreas Hense The global climate system and the water cycle

The Basics

The Energy and Water cycles

Not correct for global mean precipitation:

d
—W=E-P~
dt 0
recycling time of atmospheric water ~ 10 days
Instead consider atmospheric energy budget (equilibrium with

ocean)
Q. + 1)\_fAT =H +LE' = LE'(1 + B)
0

Andreas Hense The global climate system and the water cycle

172



The Basics

The Energy and Water cycles

v

Q. loss of energy by infrared radiation due to an increased
CO; concentration

%AT gain of energy by absorption of radiative energy Q'
from the surface

3 Bowen ratio /%,
water balance E' ~ P’
Q. N 1—f
LA +8)  XL(1+p5)
Precipitation sensitivity: W_iﬂ) ~ 37mm(yrK)~!
or about 3.7 % per K if P ~ 1000mm(yr)~!

v

v

v

AT =F

Andreas Hense The global climate system and the water cycle

The Basics

The Energy and Water cycles

(after Allen and Ingram (2002), Nature, 419, 224)

Andreas Hense The global climate system and the water cycle
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Lecture: Hydrological Models

Andreas Gintner

Summer School ,,Global Water Cycle”

12.-16. September 2011
Mayschoss

DNFG SPP 1257 s

What is a hydrological model ?

Climate input data
Time series of, e.g.,
- Precipitation

- Temperature

- Solar radiation

- Air humidity

Model equations
representing water
fluxes and storage
processes

t

Model parameters

- describing, e.g.. topography,
vegetation, soil characteristics

- conceptual parameters

BFG SPP 1257 s
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i

Several storage components:

* Snow and ice
¢ Groundwater

Storage variations in the continental water cycle

¢ Soil moisture

=
=
o
z
=

* Surface water storage

Groundwater

Continental water balance equation

GRACE

Precipitation

P:

Evaporation
Runoff

E:

R:

Water storage change

AS:

Hydrological models

INFG SPP 1257

%

1
i

und Makroporen-
aystem

{4) OberfichenabAull

I or
i
i

(1) Frellandniederschlag
(2) Bestandsniederschlag

(3) InBltration in Mikro-

i
M

(5) Zwischenabflull (hang-
(11) Bodenevaporation
(12) PRanzentranspiration

S
LR

XN

Detailed physically-based models

7R SRR
R

ARG SPP 1257 s
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Detailed physically-based models

A :-;:_F\\:—::_;\D:
e ] LD
i N =% e i
| AN Ny T o e LA L
| N % | l @ l {1) Freilandniadarschlag
T (2) Bestandsnisderschlag
| X (3) Infiltration in Mikro-

und Makropores-
- system

(4) Oberflschenabiiud
(5) Twischanabul (hang-

b - P parallel, oberfichan-
SRR R
B S S S CBOK b

Limitation: Very demanding in da

(8) Tistensickerung oder
Kapillsrsufstiog

(9) return Bow
(10) Warsslontzug
(11) Bodenevaporation

(12) PRamzentranspiration

For example:
Differential equation for
unsaturated flow

in a porous medium
(Richards equation):

Soil water content

Hydraulic conductivity —| P

.6_1//)+6_
Z

%y

;ixfk** (e).%‘”}%(kw 0)

[ (0)

.6_W+1]:%_3
OX ot

— L

DNFG SPP 1257 s

Gradient of soil water /

Limitations of detailed physically-based models

Example: Soil water fluxes

Real-world
infiltration
pattern in a soil

Richards equation assumes a
homogeneous porous medium

Physically-
based
model with
macropores

BFG SPP 1257 s
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Conceptual models

Linear storage (bucket approach) :
7 Q=k-S
Q Outflow (runoff) 7
S k Storage coefficient
K S Actual storage volume
= Q@

Q= Qoexp(-t/k)

DNFG SPP 1257 s

Conceptual models

Example: Soil and ground water fluxes
Linear storage approach used in
many large-scale models
S
1 k]_ Q — k . S 8
Q Outflow (runoff)
k Storage coefficient
k
2 S Actual storage volume
S,
k may be estimated/calibrated from
observed discharge time series
k
S, 8 q
DIFG SPP 1257 s—

178



Conceptual models

Example: Soil and ground water fluxes :
Limitations:
S; 9
Ky
- Model cannot be transferred to
other areas
K, - Model can usually only be applied to
S, situations for which it has been
calibrated
(poor for extremes, inter-annual
variations, trends)
k
S, 3 Q

DNFG SPP 1257 s

Conceptual models

Runoff generation by a non-linear response function at the 0.5° scale
b 1.0
_p S 0.9
Q — Vet * S 0.8 10
max 0.7 4
= 0.6 1
()
& 0.5 A
Q Runoff o 04/
P s Effective precipitation 03
S Actual soil water content 0.2
Smax  Maximum soil water storage 0.1 1
b Calibration parameter 00—
00 01 02 03 04 05 06 07 08 09 1.0
This equation is used in the WaterGAP global hydrology model (WGHM), for example.
— PG SPP 1257 s
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Water storage — spatial variability

11

Tarrawarra catchment (Victoria, Australia) (Western & Grayson, 2001)

DNFG SPP 1257 s

Water storage — spatial variability

Soil water content . i i
Wet conditions in winter

12

Dry conditions in summer

Tarrawarra catchment (Victoria, Australia)
(Western & Grayson, 2001)

BFG SPP 1257 s
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Representing spatial variability

Fe > el
e —f"""‘--_ilf_d-tfﬂ_::r—T%
[ AN T I LR S 8
|\\ \\ l® l {1) Freilandniadarschlag
| T (2) Bestandsnisderschlag
i

(3) Infltration in Mikro-

5 und Makroporan-
system

(4) Oberflschenabiiud 13

(5) Twischanabul (hang-
parallel, oberfiichen-
mah)

(8) Wassarbawiguig in
der Bodenmatriz

] (#) Tintensickerung oder
Brm Kaplliarsufstiog

(9) return Bow
(10} Warsslontaug For example:

(L Differential equation for
unsaturated flow in a porous

medium

(Richards equation):

k@ 2o 2, 00 2L o2 (0 L) -2 s
OX ox ) oy oy ) oz OX ot

DNFG SPP 1257 s

(12) PRamzentranspiration

Representing spatial variability

Variations of parameter values within a grid cell

mm=)  Mosaic approach
14

mm=) Dijstribution function

(Beispiel: VIC-Modell)
BIFG SPP 1257 s
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Large-scale models of continental hydrology

Land Surface Models Global hydrological models

lateral water balance

Land surface description in climate models || * Water balance for grid cells / river basins

Water balance * Lateral water fluxes

Energy balance e Routing in river network

(Carbon fluxes) ¢ (Water use / consumption)

Vertical water fluxes, several soil layers * Daily — monthly temporal resolution
High temporal resolution (minutes-hours) * Conceptual process representation

15

DNFG SPP 1257 s

Large-scale models of continental hydrology
Land Surface Models Global hydrological models
Precipitation
Surface
runoff
16
Subsurface |xfijration
runoff
River discharge
Hydrograph Groundwater
recharge
* Land surface description in climate models * Water balance for grid cells / river basins
¢ Water balance * Lateral water fluxes
* Energy balance * Routing in river network
¢ (Carbon fluxes) * (Water use / consumption)
¢ Vertical water fluxes, several soil layers ¢ Daily — monthly temporal resolution
¢ High temporal resolution (minutes-hours) * Conceptual process representation
L PG SPP 1257 s
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Large-scale models of continental hydrology

WaterMIP (Water Model Intercomparison Project)

Global
Hydrological Model

Land Surface 17
Hydrological Model

Vegetation Model

Haddeland et al. 2011, J. Hydrometeor.
Harding et al. 2011, J. Hydrometeor.

DNFG SPP 1257 s

Large-scale models of continental hydrology

WaterMIP (Water Model Intercomparison Project)

18

Haddeland et al. 2011,
J. Hydrometeor.

Column 3: R: Rainfall rate, S: Snowfall rate, P: Precipitation, T: Mean daily air temperature, Tmax: Maximum daily air temperature,
Tmin: Minimum daily air temperature, W: Wind speed, Q: Specific humidity, LW: Longwave radiation flux (downward), LWn: Longwave
radiation flux (net), SW: Shortwave radiation flux (downward), SP: Surface pressure

BFG SPP 1257 s
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Large-scale models of continental hydrology

WaterMIP (Water Model Intercomparison Project)

Global simulation results (mean annual values 1985-1999)

GHM: Global Hydrological Model

Haddeland, I., et al. (2011):
Multi-model estimate of the global terrestrial water balance: Setup and first results. J. Hydrometeor., in print.

19

INFG SPP 1257

Structure of large-scale hydrological models

1
precipitation

| Total continental water storage = |

evaporation GRACE

—L

(interception) {sublimation)

(river
network) basin  _y,

outlet

(recharge) runeft m
1 (return flow)

(abstraction) ]
- |
Runoff)

(water use)

Harding et al. 2011, J. Hydrometeor.

Processes and storages in brackets are not represented in all models

20
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Large-scale models of continental hydrology

1) WaterGAP Global Hydrology model (WGHM) :

Total continental water storage change AS :

AS = AS 0, + DS 0, {AS,) + AS
AS

+ AS

groundwater rivers + ASlakes/reservoirs + |

wetlands Soil depth = root zone 21

2) Land Dynamics (LaD) World

AS = Assnow {ASSJ n ASgrouruflvvater

Soil depth = root zone

3) Global Land Data Assimilation System (GLDAS)

AS = AScanopy + BSsnow +<Asso} Soil depth GLDAS-CLM  =3.43m
GLDAS-Mosaic =3.50m
GLDAS-Noah =2.00m
GLDAS-VIC =1.90m
— DFG SPP 1257 s

Large-scale models of continental hydrology

LaD
Variations of continental water storage
RMS variability of monthly values around
annual mean for 2004 55
(in mm w.eq.)
WGHM GLDAS-Noah
— PG SPP 1257 s
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Variations of continental water storage

Mean monthly water storage in different storage compartments
(WGHM simulation results)

23

DNFG SPP 1257 s

Variations of continental water storage

Képpen climate zones

24

BFG SPP 1257 s
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Variations of continental water storage

Month of maximum water storage (based on WGHM simulation)

Guntner et al. 2007, WRR

25

DNFG SPP 1257 s

Water storage variations at the river basin scale

Basin-average water storage — GRACE filter effects

High Plains Aquifer
EBF: Effective basin function

(here: simple truncation at Lmax=60)

Longuevergne et al. 2010, WRR

26

BFG SPP 1257 s
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Water storage variations at the river basin scale

Basin-average water storage — GRACE filter effects

High Plains Aquifer

Effective basin function

Swenson & Wabhr (2002) filter

Longuevergne et al. 2010, WRR

27
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Water storage variations at the river basin scale

Bias of seasonal amplitude (mm)

GRACE filter-induced bias in basin-average water storage

Bias of seasonal phase (days)

Filter type | 1] 1} I\ \ VI | 1] 1} \Y \% Vi
Amazon -18 -2 -6 -18 -47 1 -2 0 0 -1 -2 0
Amur -3 0 -4 -3 -9 -1 -29 7 8 -40 -64 -7
Danube -3 -15 -1 -1 -17 -2 5 1 4 2 9 3
Ganges -27 -19 -22 43 -49 -6 -3 -1 -2 1 -3 -2
Indus =2 -7 -7 2 7 -5 -94 -41 -67 91 -117 =29
Lena -3 -1 -7 6 -8 0 1 1 6 -9 -5 3
Mackenzie ) -1 -3 =) -1 2 0 -1 -1 4 1 1
Mississippi -1 0 -1 -7 -7 0 2 -1 1 17 1 -1
Nelson 1 -4 1 =5 -4 1 -3 2 1 6 -14 4
Niger -8 -9 -15 2 23 2 1 -1 -2 -1 2 0
Nile -4 -4 =il =07 =) 0 -4 =7) -4 8 =5 =5)
Ob -3 -1 -7 -2 -24 1 0 0 -1 2 5 0
Orange B 7 5 4 5 =il 21 -167 -171 11 20 -119
Parana -10 -31 -29 -16 -20 -11 2 9 8 7 3 4
St. Lawrence -17 -16 -16 -47  -42 -2 6 -1 4 4 6 1
Tocantins -42  -145 -27 -45 -89 -22 -4 2 -3 -4 -6 -4
Volga -12 -7 9 -10 -33 -2 1 0 2 4 4 1
Yangtse 2 -4 -1 -1 -5 0 -8 2 -3 1 -9 0
Yenisei 0 0 1 7 -15 2 -1 0 -2 -2 -2 -1
Yukon 4 3 -7 6 -8 17 -1 -3 -3 -3 -1 -2
Zaire -1 -1 0 4 -8 1 =5 -2 -3 -19 Eo) )
Zambezi -17 =22 25 21 -38 -2 2 2 2 1 2 1
Werth et al. 2009, Geophys. J. Int.
Filter type I: Gaussian filter (500km) 1l: Swenson & Wahr (2002) maximum allowed satellite error

IIl: Swenson & Wahr (2002) min. satellite and leakage error
IV: Seo et al. (2006) dynamic filter

VI: Kusche (2007) decorrelation filter

V: Swenson & Wahr (2006) decorrelation filter

BFG SPP 1257 s
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Water storage variations at the river basin scale

GRACE filter-induced bias in basin-average water storage

Bias of seasonal amplitude (mm) Bias of seasonal phase (days)
Filter type | Il i v__v_ i | Il T v V__ Vi
Amazon -18 -2 -6 -18 -47 1 -2 0 0 -1 -2 0
Amur 3 0 4 3 9 -29 7 8  -40 64 -7
Danube 3 15 ) 5 1 4 2 9 3
Ganges 27 -19 22 -43 49 -6 3 1 2 1 3 =2
Indus 2 7 7 2 1 5 94 41 -67 91 -117 -29
Lena 3 1 7 6 8 0 1 1 6 9 5 3
Mackenzie 5) -1 -3 -9 -1 2 0 1 -1 4 1 1
Mississippi -1 0 -1 -7 -7 0 2 1 1 17 1 -1
Nelson 1 -4 1 5 4 1 3 2 1 6 -14 4
Niger -8 9 15 2 23 2 1 1 2 -1 2 0
Nile -4 -4 117 -9 0 -4 7 -4 8 5 5
ob -3 -1 7 2 24 1 0 0 -1 2 5 0
Orange 3 7 5 4 5 -1 21 -167  -171 11 20 -119
Parana -0 31 29 -16 -20 -11 2 9 8 7 3 4
St. Lawrence -17 -16 -6  -47  -42 -2 6 -1 4 4 6 1
Tocantins 42 145 27 -45 -89 22 -4 2 -3 4 6 -4
Volga -12 7 9 -0 -3 -2 1 0 2 4 4 1
Yangtse 2 -4 1 11 50 -8 2 -3 19 0
Yenisei 0 0 1 7 15 2 1 0 2 2 2
Yukon 4 3 7 6 8 17 1 3 -3 3 1 -2
Zaire <l il o 4 8 1 5 - 3 19 5 5
Zambezi A7 22 25 .21 38 -2 2 2 2 1 2 1

Werth et al. 2009, Geophys. J. Int.

Consistent filtering of GRACE and hydrological model data needed
before comparing or merging

29
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Water storage variations at the river basin scale

Flow chart for estimating basin-scale water storage variations from
GRACE level 2 spherical harmonic products

Longuevergne et al. 2010, WRR

30
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What is a hydrological model ?

Climate input data
Time series of, e.g.,
- Precipitation

Model equations
representing water

31

- Temperature fluxes and storage
- Solar radiation processes
- Air humidity 1‘

Model parameters

- describing, e.g.. topography,

vegetation, soil characteristics

- conceptual parameters

— DIFG SPP 1257 s

Large-scale models of continental hydrology: parameters

Vegetation parameters Soil parameters
(partly time-variable) e Porosity
e Leaf area index * Field capacity
* Albedo * Hydraulic conductivity
¢ Interception storage capacity e Soil depth

32

e Stomata resistence
e Aerodynamisc roughness
e Canopy hight

e Capillary head as function of water
content

» Heat transport and storage

e Root depth . .

Snow parameters, e.g., density, water and energy storage and transport parameters

Other hydrological / hydraulic parameters
* Slope gradient

® River cross section geometry

* Lake /reservoir storage capacity ...

BFG SPP 1257 s
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Conceptual models
Example: Soil and ground water fluxes :
Linear storage approach used in
many large-scale models
S
1 K, Q =k-S 33
Q Outflow (runoff)
k Storage coefficient
Ky S Actual storage volume
S,
k may be estimated/calibrated from
observed discharge time series
k
S, 8 q
— DIFG SPP 1257 s—

What is a hydrological model ?

Climate input data
Time series of, e.g.,
- Precipitation

Model equations
representing water

- Temperature fluxes and storage
- Solar radiation processes
- Air humidity 1 34

Model parameters

- describing, e.g.. topography,

vegetation, soil characteristics
- conceptual parameters
Model Observed data
calibration usually river discharge

— BIFG SPP 1257 s
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Calibration of hydrological models

Water balance of a river basin : 3
Traditional calibration variable

Model input
Simulated in the model based on

e meteorological input data
P: Precipitation 9 P

E: Evapotranspiration
Q: Runoff (measured time series of river discharge)

AS: Water storage change

— DNFG SPP 1257 s

Calibration of hydrological models

River discharge simulations for the Danube basin
(Hainburg, Austria, basin area 104 000 km?)

36

Simulated
basin-average
soil moisture for
the two model
versions

(Data from Merz & Bldschl, TU Wien)
— BIFG SPP 1257 s
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Multi-criterial calibration of hydrological models

Water balance of a river basin :

Traditional calibration variable

P:E@\ 37

Additional calibration variable

Precipitation

Evapotranspiration
Runoff (measured time series of river discharge)

S: Water storage change (basin-average values from GRACE)

POMmM®

— DNFG SPP 1257 s

Multi-criterial calibration of hydrological models

Example: Amazon basin
Calibration run 1 Calibration run 2

Water storage Water storage

38
—— Observation
------ Original model
—— Calibrated model
Discharge (Station Obidos) Discharge
— BIFG SPP 1257 s
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Multi-criterial calibration of hydrological models

Climate input data
Time series of, e.g.,
- Precipitation

- Temperature

- Solar radiation

- Air humidity

Model equations
representing water
fluxes and storage
processes

t

Model parameters

- describing, e.g.. topography,
vegetation, soil characteristics

- conceptual parameters

Multi-criterial
calibration

39

Observed data

- river discharge

- GRACE water storage
- soil moisture

- water level (altimetry)
- ET products

DNFG SPP 1257 s

Integration of GRACE data into large-scale hydrological models

Water storage variations from GRACE are not routinely incorporated
into hydrological models so far.

Only few examples:

Zaitchik et al. (2008): Data assimilation, Kalman filter
(Mississippi, CLSM)

Werth et al. (2009, 2010): Multi-objective calibration
(large basins worldwide, WGHM)

Lo et al. (2010): Multi-objective calibration (lllinois, CLM)

Milzow et al. (2011): Multi-objective calibration (Okavango, SWAT)

40

BFG SPP 1257 s
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Availability of model output

Simulation results of global hydrological models usually are available on
request from the modellers only.
Only few free download sites:

GLDAS (Mosaic, CLM, Noah, VIC) 41
http://disc.sci.gsfc.nasa.gov/services/grads-gds/gldas

— DNFG SPP 1257 s

Lessons learned

Large uncertainties / differences in simulation results of global
hydrological models
try to use multi-model ensembles

Preserve consistency when comparing / combining GRACE data and )
hydrological model data:

GRACE sees total water storage variations —a model should
represent all storage compartments

do the same signal processing (filtering) for GRACE and model
data

or: correct for filter effects (bias, leakage) in final GRACE-based
basin water storage variations

Comprehensive improvement of models by using various
observation data (satellite-based) as multiple constraints

— BFG SPP 1257 s
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Lecture: Surface loading

Volker Klemann, GFZ

Summer School ,,Global Water Cycle”
12.-16. September 2011
Mayschol3

DFG SPP 1257 e
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* Interaction between surface processes and solid
earth

DFG SPP 1257 —

1
©
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GFZ

Helmholtz Centre
nnnnnn

Overview

GFZ

Helmholtz Centre

nnnnnn

1. Mathematical prerequisites

Surface load — loading processes — separation of signals —
solid earth response — Representation by spherical
harmonics— spheroidal/toroidal motion

The sea-level equation (SLE)

Geoid — sea level — ocean function — moving coast line —
coupling of surface and solid-earth processes — solution of SLE
— features of solution

Reference systems

Position and orientation in space
Glacial-isostatic adjustment

The process — field equations — solution

DFG SPP 1257 e

1. Mathematical prerequisites

Concept of a surface load

Processes acting as a surface load
Separation of signals
Solid earth response

— Excursion to physical meaning of Legendre degrees 0
and 1

— Toroidal motion

DFG SPP 1257 s
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Surface mass density at earth surface, a, is defined as

o(a, Q) = /pa(r,Q)dr.

Q@ = (6, ¢) is the coordinate pair,
ro is the considered radial range,
Po is the density distribution of the load.

DFG SPP 1257 e

1
©

Hydrological water storage
Mass redistribution inside the ocean
Glacial melting

(Atmosphere)

DFG SPP 1257 —
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e Spatial distribution
— Masking
— Spectral analysis
— EOF ?

* Temporal behavior
— Spectral analysis (annual signal)

— Separation of linear trend
— EOF?

DFG SPP 1257 e

=

courtesy of |. Sasgen
DFG SPP 1257 s
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* Representation of fields

* Linear response

* Relation between load and displacements
expressed by load-Love numbers

DFG SPP 1257 e

=

Displacement

u(r,@) = Y | U(r) 8}, (9)

Im

+ Vn(r) S

Potential perturbation

s
— ( ) DFG SPP 1257 s
4
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Motion is not excited as long as

1. the earth structure is spherical symmetric

2. the loading is only acting in vertical direction

DFG SPP 1257 e

Surface mass density

o(Q) = D Zim Yim(RQ) .

Spherical symmetry of Earth structure

a® [ goly)o(R)dQ, y=12- Q]

Qo

with Green’s function,

9oly) = Y _GPP(cosy),
/

s
— ( ) DFG SPP 1257 s
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T Green’s functions — Load Love numbers

oooooo

Displacement of reference potential and surface:

9e(y) = a/Me ) (1+ ki) Pi(cosy),
/

guly) = a/M, Z h; Pi(cosy)
/

13

where h; and k; are the load Love numbers.

DFG SPP 1257 e

T Characteristics of Love numbers

nnnnnn

* Response of solid earth

— Spherical symmetric (average crust, no difference between
continent and ocean)

— Elastic, compressible

— The effect of self gravitation is considered 14
see GIA section

* h, k, | describe vertical, potential and horizontal
displacement.

* 2 process
— load Love numbers (response to surface pressure)
— tidal love numbers (response to tidal forcing)

* They are valid for instantaneous processes
* Anelasticity is not considered

DFG SPP 1257 s
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=

J_
/v,mdsz I
Q

/O'dQ =0 = [U,E]oo =0

Q
41T
S de = \/5791(28 + Bi-1)en

l udS « [U, V]1mz1m

aVv

Ucm = i (/pudV+ / ordS) X QPip2im
M v oV

Ucr -

>

DFG SPP 1257 —
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GFZ

v 2. The sea-level equation
How is the water distributed in the loaded bath- L]
tub if the ice is melting? []
Micad(R) = Mice(R) + Moe(R) = 0. 17

DFG SPP 1257 e

GFZ
T 2. The sea-level equation

nnnnnn

1. Definition of geoid
Physicist — Geodesist
2. Definition of sea level variation
Static equilibrium surface — deforming earth
3. Ocean function 18
Where can water be filled into?
4. Moving coastlines
A bathtub with slopes
5. Coupling
Loading effect of redistributed water
6. Formulation of SLE
Integral equation
7. Features of its solution

) DFG SPP 1257 s
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GFZ
T 2.7 Features of solution

nnnnnn

— Ice load

— Conservation of mass

— Gravitational attraction

— Deformation

— Change of geoid

— Melting of ice

GFZ
R 2.1 The concept of geoid

nnnnnn

19

DFG SPP 1257 e

The geoid is that equipotential surface which would coincide
exactly with the mean ocean surface of the Earth, if the
oceans were in equilibrium, at rest (relative to the rotating
Earth), and extended through the continents (such as with
very narrow canals).

According to C.F. Gauss, who first described it, it is the
“mathematical figure of the Earth”, a smooth but highly
irregular surface that corresponds not to the actual surface
of the Earth’s crust, but to a surface which can only be
known through extensive gravitational measurements and
calculations.

Wikipedia

206
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T Geodesists view?
T he reference geoid is defined by a specific potential value N
(IERS-2010 convention) ]
W, = 62636856.0m?s™? + 0.5m?s ? 21

So, the geoid corresponds to the equipotential surface,
Wy??

= e(Q) = ¢i1(R)/go

We call this quantity potential displacement.

DFG SPP 1257 e

e 2.2 Definitions of sea level
The geoid is defined as [l
n(@2,0) = e(@,0)+ halt =
with hy, the distance between the reference-potential height -
and the potential height which the current sea level is fol-
lowing.

Then, relative sea level:
hreL(R,t) = [n—-ullQ,t) - [n- ullQ,to),

altimetric sea level:

hat (R, t) = n(Q,t) = n(Q, to)

DFG SPP 1257 s
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GFZ
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Definitions of datum

GFZ

Helmholtz Centre

nnnnnn

e Surface displacement, h

* Altimetric sea level, h_,, is

surf is SL — .
measured by GPS is 4 > ¥ [ ]
measured in a specific ry

reference system. u, n, | |Y

23

measured in a specific t,
reference system. ol o o----n -# -

e Relative sea level: Sea level

change at a tide gauge

* The relative sea level is the haye=n,- 1y
difference, h,, — hg,, only if Ao, = SL, - SL,
the reference systems, +, are
defined in the same way. =Ny - hour ?

DFG SPP 1257 e

2.3 The ocean function

24

with time-dependent topography

T(R,t) = To— hre (R, 1)

DFG SPP 1257 s
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During last glacial maximum large continental-shelf areas
were above sea level.

DFG SPP 1257 e

1
©

We assume that all perturbations vanish at ¢ = 0.
ha(Q, 1) = [hu(t) + e(Q,t) - u(RQ,t)]10(Q,t),

with
- mice(t)

Poce A oce(t)

1
0 /Q[e(gz,t) - u(Q,1)]0(Q, 1) dQ

hwl(t) =

and

Aocelt) = /O(Q,t)dQ
Q

DFG SPP 1257 —
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lterative procedure

GFZ

Helmholtz Centre
nnnnnn

At each time, t: =
]
(6- W)i(R) = Gomu * IMice(R) + M (R) pw O(R) ],
HE(Q) = W+ (e- u)i(R)O(R), 7
wl o _ _meice(Q) - L — .
e /<e 1)i(2) 0() dQ

DFG SPP 1257 e

3. Reference systems

Reference frame O
A set of axes within which to measure the position, =
orientation, and other properties of an object or a
process 28

Geodetic data (more than one datum)

are used in geodesy to translate positions indicated on
their products to their real position on earth

3 coordinates for orientation

3 coordinates for position

DFG SPP 1257 s
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1. no surface net rotation (NF) J;per X udS = 0

2. conservation of total momentum (NM)
Jzper x udV + [.e x 0dS =

3. no lithosphere net rotation (NL) [, pe, x udV =

4. no internal rotation (NE) Jzper x udV =

5. no mantle rotation (NMa) fBMper x ydV =

DFG SPP 1257 e

centre of mass (CM) JgprdV + [,ordS =0
centre of figure (CF) [;pudS
centre of deformation (CD) JgudV =
centre of internal masses (CE) JgprdV =

DFG SPP 1257 —
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CM and CF motion due to GIA

* Surface loading
— CM towards load
— GCin opposite direction

* Viscoelastic
compensation
— downward displacement
— CM away from load
— CF away from load

e After deglaciation

— CM first away from load
area than moves
towards load centre

— CF towards load area

DFG SPP 1257 e

GIA contribution to present-day processes

* Prediction of GIA component for present-day L]
dynamics and its environmental impact ]
_ transfer .
nput function output 2
glaciation ve. earth Corrections for
del del > present-day
e mode processes
. | palaeo-
SLIs — > ovel
validation sea leve

P
- &S S —
—r
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GFZ
e RSL change from SLIs

* Land uplift — representation by fossil samples
(SLI) deposited subsequently

Age of sample 3

A 4

hRSL(tS)
Topograph
hest (1) POJTapiy
at present time t,
hRSL(tl)
hRSL(tp)

Sample

DFG SPP 1257 e

GFZ
ey 4. Glacial Isostatic Adjustment (GIA)
* GIA describes the kinematic and dynamic O

response of the earth’s interior to surface loading O
related to the glacial periods

— Reconfiguration inside the solid earth >

— Coupling to ice/ocean mass redistribution
 Mathematical formulation

— Continuum mechanical field equations describing
* the momentum of a visco-elastic material filling a planet
* the gravitational perturbation due to reconfiguration

 Excitation by surface and body forces

DFG SPP 1257 s
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PREM structure for shear modulus and
density

* Viscosities: 77,,,=0.6 x 10%° Pa s,
nwm=1x10%2Pas

* Elastic lithosphere of variable thickness
Predefined ice history (e.g. ICE5G)

S-FE formulation (Martinec, GJI, 2000)

- incompressible * Uniqueness conditions
— Compressibility Tanaka et al. (2011) — centre of mass

— self-gravitating — no surface net-rotation
— rotating

hydrostatically pre-stressed

DFG SPP 1257 e

Loading force = flexure of lithosphere + buoyancy
Elasticity

gravity

Fluid dynamics

DFG SPP 1257 —
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1D earth structure

— standard viscosity
model with

Num=6x10%Pas
Mwm=1x10%2Pas

— |ICE3G history

— fixed coastlines

1
©

Mid Ocean Ridge
(MOR)
Ice sheets:

Laurentide (LIS)
Greenland (GIS)
Fennoscandia (FIS)

1
©
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* Glaciated regions on northern
hemisphere:
— North America, Greenland
— Fennoscandia

* on southern hemisphere
— Antarctica

Ice thickness (m)

DFG SPP 1257 e

Ice load
— Conservation of mass

— Gravitational attraction

— Deformation

— Change of geoid

— Melting of ice

Conservation of mass + change of geoid

s
— ( ) DFG SPP 1257 s
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Interplay of solid earth, ocean and ice sheets

oooo

— (%) DFG SPP 1257 s
v
GFZ

= 4.1 Field equations describing the solid earth response
Lagrange formulation of equation of motion — Potential ]
equation — Constitutive equation — Continuity equation L]
Vt)€ po V1 3V - (pou)@o|—| V(pou Vo) = 0
42
V201 + 41 GV -(pou) = 0
= 7F - %(r -nly, E=n01+ py(vu+ vu")
V-u= 0
inside the earth, B: Displacement, u — Stress, 1 — Pressure,
[1 — Potential, ¢1. — Material parameters: Density, oo —
Shear modulus, y — Viscosity, n
_( = ) DFG SPP 1257 s
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Loading of surface mass — free
slip — continuity of gravita-
tional potential — potential of
surface mass

DFG SPP 1257 e

Convolution in space and time

t
o(Q,1) = / goly, t - t) a(Q, t') dQ’ dt’

Features of g,

« fading memory

* objectivity

DFG SPP 1257 —
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GFZ
T Maxwell rheology

oooooo

* Linear transition from elastic to viscous material
behavior

45

DFG SPP 1257 e

GFZ
e Normal mode approach
* Peltier, 1974, Rev. Geophys. Space Phys. O
— Representation of fields in spatial domain by series =
expended in spherical harmonics for lateral directions
— Replacement of relaxation function by complex shear 46

modulus (in contrast to the free oscillation problem, a
Laplace transformation is applied.)

— Representation of solution by set of eigen modes,
which are determined by the roots of the secular
determinant (Inverse Laplace transformation -
Bromwhich path — Residue theorem)

DFG SPP 1257 s

219



0
—Y = AY
or

The formal solution is
Y(r) = e C
Being Y the solution at r:

Y(r) =: L(r)C

with L the fundamental matrix of A.

DFG SPP 1257 e

he residues of

s(a,t) = K(t) = K.4(t) + ZKS‘ (a) et

j=1

DFG SPP 1257 —
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%

Relaxation time (a)
g 8
AN
}\ |

0
10 160 B
Mormalized wave numbar 500 - “'/ 500 3
/ ; 150 |-
r 1
E ,'{/ ! 200 |
= 1
§ 1000 } 1000 ! 250 |-
: 300
'
] 350 -
1500 } 1500 '
' ' 400 -
U '
\ ! 450 -
II L 1 m L : 1 m L 1
405 0 05 1 4 05 0 05 1 4 05 0 05 1
Shear Potential Shear Potential Shear Potential

DFG SPP 1257 e

UQC = Uer — Ucm

or in components

1

2

1 /2
e z\g Im{ U1 + 2Va1 + 3F11/ go)

1

1
Uz, = 5\/;(U10+ 2Vio + 3F10/ Qo)

<
<
I

- ( ) DFG SPP 1257 s
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Evolution of
motions in the CE
realization during
last glacial cycle

— CFis d'elayed and

— amplitude of GCis 1
largest during LGM

and reaches 70 m

— after deglaciation
CM is negligible
and GCiis
dominated by the
delayed CF

DFG SPP 1257 e

1
©

LM+

VM2

Variation in direction of GC motion ~ 2000 km
Velocity of motion varies by almost one magnitude

largest sensitivity between 10%! and 1023 Pa s

s
— (a) DFG SPP 1257 s
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GFZ

Helmholtz Centre
nnnnnn

Spectral—finite element method

GFZ

Helmholtz Centre
nnnnnn

. A ]
Weak formulation spectral
Spectral representation
parameterization in >3
horizontal direction <« T >
Radial FE for each
spectral component finite elements
Explicit time scheme Laterally variable
Elastic part on left- and non-linear
hand side rheology

Viscous part and
boundary conditions
on right-hand side

DFG SPP 1257 e

4.2 Solution of field equations

Advanced modelling with spectral—finite
elements

— Solution directly in the time domain

.. . . . 54
— Lateral variations in viscoelastic parameters are

possible

— Dynamic coupling to other processes is more easy to
establish

— Consideration of non-linear viscoelasticity

DFG SPP 1257 s

223



Depth defined by
characteristic
isotherm (1100 ° ()

e Mosaic

— Continental lithosphere
from thermal data
(Artemieva,
Tectonophysics, 2003)

— Oceanic lithosphere
from ocean floor ages
(Mdller et al., JGR,
1997)

— Plate boundaries from
Bird (G3, 2003)

DFG SPP 1257 e

=

(Klemann, et al, 2008, JGdyn)

DFG SPP 1257 —
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Klemann, et al., 2008, JGdyn

DFG SPP 1257 e

Influence of plates

— Equipartitioning of
spheroidal and
toroidal component vertical
of GIA induced
horizontal motions
forj>3

— Equipartitioning horizontal
appears in plate
motions driven by
convective flow (e.g.
Cadek & Ricard,
EPSL, 1992)

— Toroidal motion
vanishes for j=1
due to uniqueness
condition of no
surface net-rotation

Klemann et al. 2008, J. Geodyn.

DFG SPP 1257 —
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GFZ
Ty Solid earth —ice coupling

* Polythermal ice model

— forced by atmosphere
* air temperature
* precipitation

— forced by ocean 59
* sealevel
e grounding line

— forced by solid earth

* heatfl :
oo oW : Air temperature
— response to loading 4 & iitat
e viscoelastic earth Ly precipitation
. . , | \
* Dynamic coupling tf\CE\_\ \
= hie=tieu v
— flow inside ice sheet 4y Sea level
>
Grounding line
Geothermal heat flux
el
DFG SPP 1257 s
GFZ
B summary

* Love numbers

* Elastic response of the earth’s interior to surface processes

e Spherical symmetry

e Gravitational consistent 60
e Sea level equation

* Mandatory to describe static redistribution of water inside
the ocean for a loading process

e Glacial isostatic adjustment

* Most important secular process for geodetic observables

e Earth interior is usually represented by a simplified
structure

DFG SPP 1257 s

226



Practical: Ice and loading

Volker Klemann, Andreas Groh

Summer School ,,Global Water Cycle”
12.-16. September 2011
Mayschoss

DFG SPP 1257 e
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 Convolution
* Analysis

e Synthesis

DFG SPP 1257 —
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GFZ
Helmholtz Centre F i rst eXe rC i Se

oooooo

Solution of sea-level equation (sle_pt.m)
1. Definition of global parameters.

2. Definition of Input files. The LLN, the topography and the
ice-height changes are provided.

3. Read in of LLN and definition of the Green’s function
needed for the SLE

4. Determination of ocean function: read in of topography —
define 1/0 grid

5. Initialise iteration procedure: initialise working grid —
dermine ocean surface — read in of load and transfer to
surface-mass density — synthesise — initialise sea level

63

6. Iterate sea-level equation: convolution — determine and
add new equivalent sea level

DFG SPP 1257 e

GFZ
e 6. Iterative procedure

nnnnnn

At each time, t: .
N

(6= wi(R) = ge-u * IMice(R) + A2 (R) pw O(RQ) ],

64

h¥(Q) = A" + (e- u)i(Q) O(Q),

W _fQ mice(Q) _ L _ '

= - SRE - [te- w2 001 a0,
pre = _fmice(Q)

’ Pw Ao

DFG SPP 1257 s
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Helmholtz Centre F i rst eXe rC i S e

PoTSDAM
I

Your task:

— Program the convolution

— Run the code

. . 65
— Discuss the convergence of the solution

— Keep the solution for the second exercise

DFG SPP 1257 e

GFZ

Helmholtz Centre
PoOTSnDAM
—

* Analysis of present day fields (compare_pt.m)

.i/o

.i/o

.i/o

. Determination of ocean function: read in of topography — define 1/0 grid

. Read in of GRACE stokes trend coefficients and conversion into geoid 66
trend coefficients

* 6. Read in of GIA equipotential surface trend coefficients

* 7.Read in of the relative sea-level change from the last iteration of Exercise
1 and the ice

* height changes

e 8. Combination of the later and transformation into spherical harmonic
coefficients

[ ]
ua b WN -

* 9. Perform the convolution in order to derive present-day geoid changes

* 10. Combination of GIA and present-day geoid changes and comparison to
GRACE results

DFG SPP 1257 s
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* On the next slides the solutions of the practicals
are presented.

DFG SPP 1257 e
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Lecture: Ocean Dynamics :

Martin Losch, Henryk Dobslaw

Summer School ,,Global Water Cycle”
12.-16. September 2011
Mayschoss

DFG SPP 1257 s

Introduction:
Sea level variability at Bermuda

DFG SPP 1257 s
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Bermuda Sea Level (Carl Wunsch, 1972)

- tide gauge at Biological Station (8 years)
- surface pressure

- local wind speed

- air temperature

- hydrographic data (bi-weekly)

- secondary tide gauge (~3 km away)

20

10

6.67 5 4
Period (h)

Wunsch (1972)
DFG SPP 1257 s

Bermuda Sea Level (Carl Wunsch, 1972)

- tide gauge at Biological Station (8 years)
- surface pressure

- local wind speed

- air temperature

- hydrographic data (bi-weekly)

- secondary tide gauge (~3 km away)

Tides

20

10

6.67 5 4
Period (h)

Wunsch (1972)
DIFG SPP 1257 s
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Bermuda Sea Level (Carl Wunsch, 1972)

- tide gauge at Biological Station (8 years)
- surface pressure
- local wind speed
- air temperature Tides
- hydrographic data (bi-weekly) 3
- secondary tide gauge (~3 km away)

20 10 6.67 5 4
Period (h)

Wunsch (1972)
DFG SPP 1257 s

Objective of Oceanography

e Describe three-dimensional ocean circulation and associated
transports of energie (heat) and matter (salt, nutrients, etc.)
e Methods are in principle:
e observations 4
e mathematical and numerical modelling
e combination of observations and models

DFG SPP 1257 s
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Content

. Properties of Sea Water

. Ocean Dynamics: equations of motion, common
approximations and consequences

. Non-Tidal short-term variability: effects of pressure,
effects of wind, recent models, consideration for GRACE
. Ocean Tides: tidal potential, Laplace’s Tidal Equations,
classes of solutions to LTE, recent models, semi-
empirical models from GRACE & altimetry

. De-aliasing

DIFG SPP 1257 s

Properties of Sea Water

DFG SPP 1257 s
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Properties of Sea Water

Constitutents of sea water: fresh water, minerals/salt (order 35 g/kg)

observable properties:

e temperature: (degree celsius) in-situ (-> potential and conservative
temperature)

e salinity: (practical salinity scale), do not use “psu” (practical salinity unit) as
“unit”

e density: function of temperature, salinity, pressure (depth), so-called
equation of state (EOS). Most recent official EOS is TEOS10 (McDougall et al.
2010).

e flow is driven by horizontal density gradients
e flow it predominantly along isopycnals -> potential density, neutral
density

e sea water is compressible, water column can expand and contract; bottom
pressure changes through mass changes (mass flux at surface, lateral mass
flux), but not through expansion/contraction due to warming/cooling

Properties of Sea Water: Temperature

DIFG SPP 1257 s

® in-situ temperature

¢ potential temperature:
(temperature of a water
parcel after being lifted
adiabatically to a reference
level, usually the surface)

¢ conservative temperature

LATITUDE

¢ TEOS10 (McDougall et al
2010) uses concept of
conservative temperature
(potential enthalphy)

ICDC, WOCE data

DFG SPP 1257
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Properties of Sea Water: Salinity

500 —

e practical salinity scale (pss),
not a “unit” 1500

e absolute salinity (SA): g of
dissolved minerals per kg sea

2500

- HHNE

DEPTH (m)

water

3500

4509

55040

LATITUDE

ICDC, WOCE data

— DFG SPP 1257 s
Properties of Sea Water: Density = R(S,T,p)
In-situ density, potential density (density of a water parcel after lifting adiabatically
to a reference level (e.g. surface)), neutral density. Convention: o = p - 1000 kg/m?3 .
10
data source: Levitus (1994)
— DFG SPP 1257 s
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Properties of Sea Water: Density

11

bathymetry [m]

Pond & Pickard (1980)
DFG SPP 1257 s

Properties of Sea Water

12

Kaye & Laby (2011)
DFG SPP 1257 s
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Ocean dynamics

Equations of motion ()

13

DIFG SPP 1257 s

7 state variables:

3D velocity (u,v,w), pot.temperature (0), salinity (S), pressure (p), density (p)
require 7 equations

1.-3. Newtons 2. law -> momentum equations (3 components)

a = r &S a= £ =F
m p
Dv 1
D + f(kxv) = pr gk +F
4. mass conservation -> continuity equation
LDr g 2y

244

14
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Equations of motion (ll)

5. equation of state
p=R(S,T,p) = pr[l — (T = T;) + B(S = Sy)]

6. conservation of energy -> equation for potential (conservative)
temperature

De Do Qe
E:Qe, e=pept, = — =

Dt pec,
7. conservation of salt -> equation for salinity
DS
— = x(F—P—-R
Dy Qs o< ( )

Important simplifications and approximations follow:
hydrostatic balance, geostrophic balance, Boussinesq approximation

hydrostatic balance

15

DIFG SPP 1257 s

3rd component of momentum equation (vertical momentum)

Dw 10p

E+[f(kxv)]z - _Eg_g‘i‘-frz
o9 _

245

16
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hydrostatic balance

3rd component of momentum equation (vertical momentum) .
Dw 10p
-7 k - __F_
Dt—l_[f( x V)], 202 g+ F.
ap 16
== = -
92 gp
n ap p(n) n
a—dz=/ dp=pn)—pp = —g/ pdz
—-H 0Oz p(—H) —H
n
n = dynamic be = p(n)—i—g/_H,odz
topography,
sea level bottom pressure = atomspheric pressure + mass/area
0 n 0
Py = p(n) +g/ pdz+g/ po dz = p(n) +9/ pdz + gpon
—-H 0 —-H
DFG SPP 1257 s
geostrophic balance
Geostrophy: [
Balance between pressure gradient force and Coriolis force L]
Du 10p 1 9dp
lstand2ndcompone.3nt E—f’l):—;%-F]:m = fv:—i_;@_x 5
of momentum equation Do 1 9p 10p
(horizontal momentum) —— =———4+ F, = =__f
Dt+fu p8y+ Y fu >3y

246
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geostrophic balance

Geostrophy:

Balance between pressure gradient force and Coriolis force

1st and 2nd component
of momentum equation
(horizontal momentum)

0/0z and replacing
the hydrostatic
pressure gives the
so-called thermal or
geostrophic wind
equations: level-of-
no-motion problem

Du _1op

DA S

Dv _ 1op

E“f’fﬂ——;a—y—f—fy

0 1 02

dv_ 10

0z p 0z0x

O 2

Ou 19p

0z p 020y
=uv(z) =

_1op
fv_—i_,;@_x
__Llop
fu= p Oy
v _ 99
0z  pfox
ou g0
9z~ " pfy
_[T99 .
UO Zopfaxdz

geostrophic balance

17

DIFG SPP 1257 s

Geostrophy:

Balance between pressure gradient force

1st and 2nd component
of momentum equation
(horizontal momentum)

0/0z and replacing
the hydrostatic
pressure gives the
so-called thermal or
geostrophic wind
equations: level-of-
no-motion problem

and Coriolis force

%—fv:—%%-l-}} = fvz—l-l%

%+fu:—%g—§+fy = fu——%g—ly?
2

5 =ty :‘F%—,%g—i"
2

=0v(z) = wy— Z:pif%dz’

247
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alternative to thermal wind: dynamic method

classical method for infering horizontal velocity normal to “hydrographic

sections” (equivalent to thermal wind), see e.g. Gill (1980) .
geopotential height: & =gz .
insert in hydrostatic balance:
dp 18
—pgdz=—pd® =dp & dP = —? = —vsdp
1 0p 0P
DR ARIPY it
poxr Oz
eopot heihtanomal'—q)'()—/()( ! — ! )d’
BeOPOL. Aele v P » \p(S,T,p")  p(35,0,p) P
0P’ 0
= o) o)) = =22 ) ()} = — o (1) @ (02)
0P’ (p 0
~7 ulp) ~ a0} = =T3P = 7 ulp) — ulp)} =~ (#01) ~ @' (2]}

DFG SPP 1257 s

alternative to thermal wind: dynamic method

classical method for infering horizontal velocity normal to “hydrographic

sections” (equivalent to thermal wind), see e.g. Gill (1980) .
geopotential height: & =gz .
insert in hydrostatic balance:
18
dp
—pgdz=—pd® =dp = db=—— = —vsdp
p
1 8p 0P
= o= P dr Oz
e lop o0
p@x Oz
eopot heihtanomal'—q)'()—/0< ! — ! )d'
BEOPO AR " ), \b(S T (%OW) i
0% (p) _ | ‘
= ) - e0) = - or = ()~ v(p2)} = — 5 (1) — ¥ ()
a@ "
—f {u(p) —u(0)} = - ﬁf@pl—wmnz——x '(p1) — ¥ (p2)}

DFG SPP 1257 s
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geostrophic balance and surface elevation

1st and 2nd component of momentum equation (horizontal momentum)

Du _ 1op _1op
Ft_fv__pax+]:w = fv_+,08:1:
Dv ~10p ~1op
E-l—fu- 8y+./_"y = fu= oy

19
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geostrophic balance and surface elevation

1st and 2nd component of momentum equation (horizontal momentum)

Du 10p 10p
~ _fy=—--L 4 F, it
Dt fo p O0x + Jo=+ p Ox
Dv 1 0p 10p
- =——+4+F, = = —-—
Di + fu 0y + Fy fu >0y
integrating the T Op p(n)
hydrostatic 92 dz = / dp =
pressure again 0 p(0)
gives: p(n) —p(0) = —gpn
g on
n = dynamic - u = " Foy
topography, sea
level — 99
vo= +=—
fox

n
—/ gpdz
0

19
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geostrophic balance and surface elevation

1st and 2nd component of momentum equation (horizontal momentum)

Du 10p
—— —fv=—-2t
Dt p Ox
Dv 10
Dt oy

integrating the

hydrostatic

pressure again

gives:

n = dynamic

topography, sea

level

10
p Ox
10p

19

DFG SPP 1257 s

geostrophic balance and surface elevation

1st and 2nd component of momentum equation (horizontal momentum)

Du 10p 10p
~ _fy=—--L 4 F, it
Dt fo p O0x + Jo=+ p Ox
Dv 1 0p 10p
- =——+4+F, = = —-—
Di + fu 0y + Fy fu >0y
integrating the T Op p(n)
hydrostatic 92 dz = / dp =
pressure again 0 p(0)
gives: p(n) —p(0) = —gpn
g on
n = dynamic - u = " Foy
topography, sea
| g on
evel v = +Z2 1
fox

19
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geostrophic balance and surface elevation

1st and 2nd component of momentum equation (horizontal momentum)

Du 10p 10p
— —fo=—=+F, = =4—-—
Dt fv O + fo +,0 97
Dv 10p 10p
= =——7 +F = =———=
oy T fu p3y+ y fu 3y
integrating the " Ap p(n) n
hydrostatic 9 z = / dp = —/ gpdz
pressure agaia 0~ p(0) 0
gives: | Inverted Barometer p(n) —p(0) = —gmm ﬂ
i ) T g I
n = dynamic =>u = _fa_y
topography, sea 9
level v = +g_77
fox

Boussinesq Approximation

19

DIFG SPP 1257 s

According to Spiegel and Veronis (1960):

1. The fluctuations in density which appear with the advent of motion result
principally from thermal (as opposed to pressure) effects.

2. In the equations for the rate of change of momentum and mass, density
variations may be neglected except when they are coupled to the
gravitational acceleration in the buoyancy force.

1 Dp - . mass balance

L ;E+V-V—0=>V-V_O becomes volume
Dy 1 balance
Dt + f(k X v) p p—gk+

251
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Consequences of the Boussinesq Approximation

Integrating the continuity equation vertically gives:

T (1 Dp
/_H (;ﬁ‘i‘V'V) dz = QFW

21
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Consequences of the Boussinesg Approximation

Integrating the continuity equation vertically gives:

T (1 Dp
LGt vv) = = o

n T Ow " 1Dp
/_HVh'udZ‘f'/_HEdZ = QFW—/H;EdZ

252

21
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Consequences of the Boussinesq Approximation

Integrating the continuity equation vertically gives:
T (1 Dp

[, G+
n

/ \v/ udz—i—/ —dz

(n) —w(—H)

n
/_H 0z

ow

—dz=w

)dz

Qrw
K 1Dp
Q / dz
Wl LoDt
T 1Dp
Q v / udz—/ ——dz
FW — Vi - . o p DI

Consequences of the Boussinesg Approximation

21

Integrating the continuity equation vertically gives:
T (1 Dp
=L, v.
/ (p Dt

/Vh udz+/ —dz

')

Qrw
T 1Dp
Q / ——dz
Fw = Dt
T 1Dp
Q \Y / udz—/ ——dz
FW =V | . D
n n 1D
pr—vh'/ udZ+’LU(—H)—/ —F?dz
—H HP

253
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Consequences of the Boussinesq Approximation

Integrating the continuity equation vertically gives:
T (1 Dp
=ZF dz =
/ (p Dt * v ) : Qrw
n n 1D
/ I udz+/ —dz = Qrw — / 2P,
_ u p Dt

T Jw T 1Dp
Y = —w(—H) = \Y dz— | —=ZLa:
/Ha c=w(n) —w(-H) = Qpw— /H“ /

- ap Dt
d " " 1D
w(n)=£ = QFW—Vh-/Hudz—i—w(—H)—/H—F/t)dz
d n
di? = QFW—Vh'/ udz +w(—H)
¢ -H

n n
pr D(aT) _/ pr D(BS)
+/—H p Dt o —u p Dt @

Consequences of the Boussinesq Approximation

21

Integrating the continuity equation vertically gives:
T (1 Dp
[, Go ) - Grw

T 1D
/ Vi - udz+/ 7d2 = QrFw — / —dez
g p Dt

—dz =w —w - - 0 Dt
-H 52 7 B A =
d’)] n v 1Dp
_ = - : _H - o Dt
=4 Grw =V /_HUdz+w( ) /H Dt
dn !
dt —H
" n
+/ pr D(aT) dz—/ pr D(BS)
_g p Dt —u p Dt
| . o7 " p. D(aT) " p, D(BS)
h 1 . — = s - p Dt
orizontal integra 5 QFW+/—H » Dt dz /_H p Dt dz

21
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Consequences of the Boussinesq Approximation

A. A Compressible Ocean

a)Initial b)Adjusting c)Pressure .
example of Boussinesq

effect: geostrophic
adjustment after surface
heating,

Huang and Jin (2002)

B. A Boussinesqg Ocean

d)Initial e)Adjusting f)Pressure
an (\\- A % *61']' ”z Sp
A

A——» ~-a- $_K
EP =g S

FiG. 1. Sketch of geostrophic adjustment in response to surface heating.

SPE e —

Surface wind forcing

22

DIFG SPP 1257 s

surface winds exert stress (t) on ocean surface and drive a thin (order 100 m)
surface layer with a lot of turbulence -> turbulent stress divergence do/0z

pof(k xug)=—-Vpp

9 ® wind ‘T
with N’: 0 =% (0) #Wyh@ ugdz

T — N

_ Y ) = T
90102 ﬁ ¢ gdz llk — curl pof
we (0 )+

-
— () = wg(0) = curl—;

pof
———
leads to Ekman transport, Ekman pumpin‘g/ar* mass redistribution,
e.g. Song and Zlotnicki, 2008, Chambers and Willis, 2008 find
correlations between OBP and WSC, but note assumption of
stationarity: d/dt = 0 => only long/seasonal timescales can be
considered, e.g. Gill and Niiler, 1973 (DSR).
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Surface wind forcing

surface winds exert stress (t) on ocean surface and drive a thin (order 100 m)
surface layer with a lot of turbulence -> turbulent stress divergence 06/0z .

0
pof(k xup)Hpof(k xug) =—-Vpp 4§’i
Z 23

. owg 0
with thE+8— =0=wg(0) =-V, ugdz
y4 —hom,

0 T T
Vh/ ugdz = -V, (k X —) = curl—
—hom pof pof

we(0) +wg(0) = 0= wa(0) = curl——
pof
leads to Ekman transport, Ekman pumping and mass redistribution,
e.g. Song and Zlotnicki, 2008, Chambers and Willis, 2008 find
correlations between OBP and WSC, but note assumption of
stationarity: d/dt = 0 => only long/seasonal timescales can be
considered, e.g. Gill and Niiler, 1973 (DSR).

Short-term Non-Tidal Variability:
The ocean's response to
atmospheric forcing

24
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Wind Stress: time variations

Theory for seasonal ocean variability by Gill and Niiler (Deep Sea Res., 1973):

- adjustment of density field slow wrt. seasonal time-scales
- bottom pressure changes related to changes in wind stress curl

CCMP winds & OMCT bottom 25
pressure (1992 — 2008)

Chambers (OSD, 2011)

Atmospheric Pressure Forcing

IB assumption:

ocean is assumed to react
iso-statically to changes in

surface pressure e

[em?]

IB assumption is justified away from the tropics and on time-scales
longer than a few days

Wunsch and Stammer (1997)

— DFG SPP 1257 s
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Atmospheric Tides and the Ocean’s Response

- daily varying solar insolation is absorbed by water vapor and ozone
- causes variations in temperature, winds, and consequently surface pressure

S,(p) S,(P)

short periods:
daily, twice-daily

ocean response
deviates
substantially from
IB assumption

Dobslaw and Thomas (2005)

Freshwater Fluxes

27
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Evaporation Precipitation

[mm/d]

River runoff [km?3/a]

<5 <500
<20 < 800
<50 <1000
<100 < 2000
< 200 < 8000

— DFG SPP 1257

GRDC; HOAPS, MPI-M & Uni HH
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Freshwater Fluxes: variations in total ocean mass

variations in total ocean mass are predominantly seasonal:

29

Rietbroek
et al. (2008)

Freshwater Fluxes: variations in total ocean mass

variations in total ocean mass are predominantly seasonal: .
29
Rietbroek
et al. (2008)
Atmosphere Ocean \
Dobslaw et al. (2010
— DFG SPP 1257 s
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Ocean Tides

30

— DFG SPP 1257 s

Tide Generating Potential

gravitational potential V excerted by the moon: Earth, B
31
) R .
tidal potential T
Agnew (2009)
e DFG SPP 1257 s
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Tide Generating Potential

consider degree 2 only:

express solid angle a in equatorial coordinates of O and M:

time dependency remains in R, ©, ®

long-period
diurnal

semi-diurnal

Agnew (2009)

32
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Ephemerides of Moon and Sun

Nutation Series based on Delauney Arguments:

| mean anomaly Moon (anomalistic month: 27d 13h 19min)
I' mean anomaly Sun (anomalistic year: 365d 06h 14min)

F difference between ascending node of the mean orbit and mean longitude

of the moon (draconitic month: 27d 05h 06min)

D mean elongation of the moon wrt. the sun  (synodic month: 29d 12h 44min)
Q longitude of the ascending node of the mean orbit  (18.6 years)

Schodlbauer (2000)

261
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Harmonic Expansion of the Tidal Potential

34

Gross (1993), IERS Conv. (2003)

Agnew (2009)

Equations of Ocean Tidal Dynamics

Laplace Tidal Equations (LTE): .
35

more general formulations include non-linear terms

and stratification (see, e.g. Zahel, 1986)

analytical solutions only available for simplified geometries: hemispheric ocean,

rectangular channel, etc.

Ray (1998)

— DFG SPP 1257 s
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Equations of Ocean Tidal Dynamics

Laplace Tidal Equations (LTE):

O 0
O

more general formulations include non-linear terms
and stratification (see, e.g. Zahel, 1986)

analytical solutions only available for simplified geometries: hemispheric ocean,
rectangular channel, etc.

Ray (1998)

Ocean Normal Modes

35
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numerical solutions of LTE depend on the resonance characteristics of
the ocean basins:

(a) gravitational modes

(b1) planetary vorticity modes

(b2) topographic
vorticity modes

Malte Miller (2008)

263
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Tide Models: (a) (semi-)empirical models: EOT08ag

analysis of residual tidal signals in T/P and GRACE .
3cm
37
lcm
1cm
Bosch et al. (2009), Mayer-Glrr et al. (accepted)
— DFG SPP 1257 s
Tide Models: (b) hydrodynamic w/o assimilation: TIME
- finite difference scheme .
- 5 spatial resolution (2-10 km) impact of bathymetry
- time-stepping model .
- forced by complete luni-solar
tidal potential (Thomas, 2002) 20 5
38
compound
. tides
transport ellipses (5
Philipp Weis (2006), Weis et al. (2008)
— DFG SPP 1257 s
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Tide Models: (c) hydrodynamic with assimilation: FES2004

finite element model

assimilates T/P altimetry by means of
representer method (Bennet, 1990)

39

K1 (<100 cm) M2 (<120 cm)

Lyard et al. (2006)
DFG SPP 1257 s

Summary on Short-Term Variabllity

40
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OMCT variability: bottom pressure (30 days low-pass)

1. gravitational tides: ~ 80 hPa

Dobslaw (2007)

OMCT variability: bottom pressure (30 days low-pass)

41
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1. gravitational tides: ~ 80 hPa

2. atmospheric pressure: ~ 4 hPa

Dobslaw (2007)

266
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OMCT variability: bottom pressure (30 days low-pass)

1. gravitational tides: ~ 80 hPa

2. atmospheric pressure: ~ 4 hPa

3. pressure tides: ~ 6 hPa

Dobslaw (2007)

OMCT variability: bottom pressure (30 days low-pass)

41

DFG SPP 1257 s

4. wind stress: ~ 8 hPa

1. gravitational tides: ~ 80 hPa

2. atmospheric pressure: ~ 4 hPa

3. pressure tides: ~ 6 hPa

Dobslaw (2007)

267
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OMCT variability: bottom pressure (30 days low-pass)

4. wind stress: ~ 8 hPa

5. total ocean mass: ~ 0.2 hPa

1. gravitational tides: ~ 80 hPa

2. atmospheric pressure: ~ 4 hPa

3. pressure tides: ~ 6 hPa

Dobslaw (2007)

OMCT variability: sea surface height (30 days low-pass)

41
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1. latent heat: ~1.5cm

Dobslaw (2007)
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OMCT variability: sea surface height (30 days low-pass)

1. latent heat: ~1.5cm

2. net radiation: ~1.5cm

42

Dobslaw (2007)
DFG SPP 1257 s

OMCT variability: sea surface height (30 days low-pass)

1. latent heat: ~1.5cm

2. net radiation: ~1.5cm

3. sensible heat: ~1.5cm "

Dobslaw (2007)
DFG SPP 1257 s
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OMCT variability: sea surface height (30 days low-pass)

1. latent heat: ~1.5cm

2. net radiation: ~1.5cm

3. sensible heat: ~1.5cm »

4. precipitation -
evaporation : ~1.5cm

Dobslaw (2007)
DFG SPP 1257 s

OMCT variability: sea surface height (30 days low-pass)

1. latent heat: ~1.5cm

2. net radiation: ~1.5cm

3. sensible heat: ~1.5cm "

4. precipitation -
evaporation : ~1.5cm

5. continental runoff : ~1.5cm

Dobslaw (2007)
DFG SPP 1257 s
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De-Aliasing

DFG SPP 1257 s

Sampling Characteristics of Satellite Missions: Aliasing

Topex/Poseidon
Porp = 9.9156 d

...But what about variability without
decent frequency characteristics?

Chelton et al. (2001)

DFG SPP 1257 s
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De-aliasing for Satellite Altimetry: Mog2D/T-UGO

Predictions of non-tidal variability at high temporal resolution (3-6 h).

« finite element barotropic ocean model forced by

6 hourly ECMWF wind and surface pressure

Dynamic Atmosphere Correction (DAC)
for Satellite Altimetry (AVISO):

*Mog2D-G for high frequencies (< 20 days)
low frequencies (>20 days): IB model, static

response of the ocean to pressure, no
consideration of wind effects

http://www.aviso.oceanobs.com

F. Lyard; P. Gegout et al. (2009)

De-aliasing for Satellite Gravimetry: OMCT

45

DIFG SPP 1257 s

» 1.875° regular grid, 13 z-layers, 30 min
» forced by wind, pressure, freshwater, heat

« optional: tides, river runoff from LSDM, SAL

AOD1B RL04:

* no tides, no river runoff
* total ocean mass constant
» forcing from ECMWEF 6h analyses

AOD1B RLO5alpha:

» 1.0° regular grid, 20 z-layers, 20 min
« forcing as for RLO4

2m-temperatures,
precipitation

Atmosphere |Land-Surface Schemell
(ECMWF) Y

River Routing

wind stress, | ————————— |

surface pressure,
2m-temperatures,
precipitation & evaporation river discharge

Ocean
(OMCT)

Sep 23, 2010
12:00 UTC

Dobslaw and Thomas (2007)
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GRACE product philosophy: GSM and GAXx

GAA: Atmosphere (3D) GAB: Ocean Atmosphere (3D) + Ocean
GAC= GAA+GAB

Ocean Bottom Pressure
GAD= GAB + atm. surface
pressure @ wet points

GSM: variability without Atmosphere and Ocean

Flechtner (2007)

GRACE product philosophy: GSM and GAXx

47
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GAA: Atmosphere (3D) GAB: Ocean Atmosphere (3D) + Ocean
GAC= GAA+GAB

Ocean Bottom Pressure
GAD= GAB + atm. surface
pressure @ wet points

GSM+GAC: variability including Atm. and Ocean

Flechtner (2007)

273
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GRACE product philosophy: GSM and GAXx

GAA: Atmosphere (3D)

GAB: Ocean

GSM+GAD: variability incl. ocean bottom pressure

Atmosphere (3D) + Ocean
GAC= GAA+GAB

Ocean Bottom Pressure
GAD= GAB + atm. surface
pressure @ wet points

Flechtner (2007)

Beyond De-aliasing: Kalman Smoother Approach

47
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» Kurtenbach et al. (2009): consideration of correlations between daily
snap-shots of the gravity field

 auto-covariances have been derived empirically from numerical models

of water storage variations

 extension of the approach to include atmosphere and ocean as well
(AOD products applied only for sub-daily variability)

DART 55015
DART 51426 -
DART 32412
DART 32401

OBP variability ACC area:
10-30 days band pass

CNES/GRGS (10 days)

CNES CRO
POLIO1
POL 102 -

CNES AMS [

-1 -0.75

CORRELATION

T T

POLND2 -

POL SD2~

POL SHAGEX2 -
POL SHAGEX1 -
AWI ANT13a -
AWIANT11
AWIANT10
AWIANTS |-

AWI ANT537 -
AWIANT7-1-
AWIANT7-2-
AWIANTS |-
AWIANT3 [

South Pacific

Souith Atlanticé

Indian

T T
01/03 01/04

T
01/05

T T T T T
01/06 01/07 01/08 01/09 01110

Bergmann et al., in prep.
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Messages to take home....

» ocean dynamics are generally described by seven equations:
(momentum, continuity, conservation equations for heat and salt)

» approximations are frequently applied in OGCMs: hydrostatic, 49
Boussinesq -> be aware of their implications!

 sea-level (and bottom pressure) variability are dominated by ocean
tides and non-tidal variability (red spectrum)

* selected geophysical signals are removed from observations before
averaging: tides, atmospheric pressure effects, response to winds,
etc. -> be aware of the way these signals have been removed!

DIFG SPP 1257 s

Textbooks

» Stewart, R. H. (2008), Introduction to Physical Oceanography, available
online, http://oceanworld.tamu.edu/home/course_book.htm, 345 pp.

* Pond, St., Pickard, G. L. (1983), Introductory Dynamical Oceanography,
Pergamon Press, Oxford, 329 pp.

50
» Agnew (2009), Earth Tides, In: Herring, T. [ed.] Treatise in Geophysics —

Geodesy, p.163-195, Elsevier, Amsterdam.
» Schodlbauer, A. (2000), Geodatische Astronomie, 634 pp., de Gruyter, Berlin.

* Gill, A.E. (1982), Atmosphere-Ocean Dynamics, 662 pp., Academic Press,
San Diego

» Pedlosky, J. (1996), Ocean Circulation Theory, 453 pp. Springer, Berlin.

» Marshall, J., Plumb, R. A., (2008) Atmosphere, Ocean, and Climate Dynamics:
An Introductory Text, 319 pp., Academic Press, San Diego.

DFG SPP 1257 s
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Requirements for

future satellite missions

Reiner Rummel
Institut fir Astronomische und Physikalische Geodéasie
Technische Universitat Minchen
rummel@bv.tum.de

SPP1257 Sommerschule — Globaler Wasserkreislauf
Mayschol}/Ahrtal
12.-16. September 2011

contents

» future satellite gravimetry missions

» ,connector®: spectral connection of earth interior to its exterior
* its derivation

* its interpretation

* its relationship to geophysical mass processes

* its use for simple estimates




next generation satellite gravimetry

Point of departure:
 a successful CHAMP, GRACE and GOCE

The generally agreed wish list:

» continuation of GRACE time series: discover changes

* higher spatial resolution (from 400km to 200km or even 100km)
* no striation — less filtering — better mass estimates

* no aliasing: from ocean tides, atmosphere and ocean

* higher accuracy: better mass estimates
* series of missions

next generation satellite gravimetry

[ Watkins M, JPL, 2007: workshop in Noordwijk]




next

generation satellite gravimetry

Science Requirements
(monthly time resolution)

Spatial Precision
Resolution (EWH)

1cm
1 mmly

10 cm
1 cmly

next

Summary

Technical Requirements needed to
reach science requirements (for satellite
distance 200 km, height 373 km

Laser
Precision Interferometer
(Geoid)  coloured noise with
white noise level of:

Accelerometer
coloured noise with
white noise level of:

0.1 mm

0.01
mm/y 50 nm/VHz 1-10-12 m/s2\Hz
1 mm

0.1 mm/y

from: proposal e-motion to ESA, 2010

generation satellite gravimetry

Mission Parameter
Observation Concept

Mission Duration
Inclination
Repeat Cycle

Orbit Height
Mission Configuration

Summary

e.motion Proposal

Satellite-to-Satellite Tracking in low-low mode:
Observation is range (range-rate) between two low flying
satellites.

Nominal 7 years (plus possible extension).
Polar or near-polar.

Near monthly repeat cycle (with sub-cycle of about 10
days)

373 km

Pendulum orbit with slightly rotated orbit planes (relative
between the 2 satellites)

from: proposal e-motion to ESA, 2010




next generation satellite gravimetry

10000 1000 400 200

Signal amplitudes of mass variations in EWH as a function of spatial resolution,
together with present-day and e-motion performance and resolution. Solid Earth
mass variations are converted to EWH. Contributions from seasonal to inter-annual
variations (left panel), and contributions from long-term trends (right panel).

from: proposal e-motion to ESA, 2010

next generation satellite gravimetry

Summary

Research objectives Time scales Expected signals (EWH,Geoid,g) Precision, resolution

1 cm EWH @ 400 km,
10 cm EWH @ 200 km
1mm EWH/y @ 400km

1 cm EWH @ 400 km,
10 cm EWH @ 200 km
1mm EWH/y @ 400km

Oceanic mass hours to cm to dm EWH 5 mm EWH @ 500 km,
variations decades mm to cm EWH / y 1mmEWH/y

Continental water weeks to several dm EWH
storage variations decades mm tocm EWH / y

Ice sheets mass months to dm to m EWH
balance decades dm EWH /y

GIA secular 2 mm geoid/y 0.01 mm geoid/y @ 400km

Earthquakes (Mw 7-8) 0.1 pGal @ 200 km or
Coseismic 0.1 mm geoid @ 400 km

Earthquakes (Mw 7-8) to decades 0.01 to 0.1 mm geoid/y or 0.5 0.01 pGally @ 200 km or
Post-seismic uGally 0.01 mm/y geoid @ 400 km

instantaneous 0.1 to 1 mm geoid or 5 pGal

Mantle convection & decades to

plate tectonics secular 0.05 mm geoid / yr 0.01 mm geoid /yr @ 400 km

Height reference, hours to few cm geoid 1 mm geoid @ 200 km
orbits, etc. decades few mGal 1 uGal @ 200 km

1 cm EWH in a spherical cap of radius 2000 km (800 km, 400 km, 200 km, 100 km respectively) maps to
a 0.5 mm amplitude geoid variation (0.3 mm, 0.15 mm, 0.08 mm, 0.04 mm resp.).

from: proposal e-motion to ESA, 2010




next generation satellite gravimetry

Flury J, R Rummel (eds.):

Future Satellite Gravimetry and

Earth Dynamics, Springer, 2005

Contributions by Flury J, Guntner A, Hughes Ch,
Legrand P, Riegger J, Rummel, R, Schrama EJO,
Sneeuw N, Vermeersen B, Woodworth Ph

next generation satellite gravimetry

lime /
resolution /10000
.

/
/" spatial
/ resolution




next generation satellite gravimetry

any proposal for a
next generation satellite gravimetry mission
will be based on a comprehensive end-to-end simulation,
using the actual requirements in earth sciences
(e.g. essential climate variables, ECVs)
and the heritage of CHAMP, GRACE and GOCE

thereby a key formula is
— n+2
A I cos mA
Com|__3 L4k, ” J'Ap (05, 2.1,)| 2| dr, | P, (cos6,)y —  tds,
AS. | 4mpa2n+1l sinmAi,
my lecture tries to be a summary of

Wahr, Molenaar & Bryan: Time variability of the Earth‘s gravity field: Hydrological and
oceanic effects and their possible detection using GRACE, JGR, 1998

earth exterior

(residual) gravitational potential outside and on the earth surface:

oV, =

%nmax[a

n+1
—J > (AC,, cos mi, +AS,, sinmi)P,, (cosd,)

g

a n=0 P

m=0

follows from
LapoV =0 for r, > a
and boundary values
example: (residual) geoid heights:

SN, =a> > (AC,,cosmi, +AS,, sinmi)P,, (cos o)

n=0 m=0

Conclusion: no need to think about earth interior, densities, etc.




earth interior

the most important formula here:

— n+2
AC 3 1 r _ COS /M4,
NS Ap(6,,4,,r,) - | dr,|P (cosé ds
{As,,m} 4za,52n+1~[-‘[! P (0% 0)(51) 0} o 0){sinm/10} ¢

Why?
- It delivers the AC, and AS,

* It connects to densities

* It is the starting point of end-to-end simulations
But

» where does it come from,

» what do all terms mean and

* how can it be used for simple examples?

connection of earth exterior and interior

It is based on Newton‘s law of gravitation:

2, PQ

It connects the exterior (,P*) with the interior (,Q").
The connector is:

y
Co

For integration P and Q
have to be separated.




connection of earth exterior and interior

(1) expansion of the reciprocal distance into Legendre polynomials
and ro<rp
ition theorem of Legendre functions:

=i Z[cosm/l -COSMA, +sinm4, - smmﬂ,]
m=0

P, (c0s6,)-~,, (cosd,)

connection of earth exterior and interior

l ,_O n _
————— || = | ApyF,,(cos8,)cosmi, ax  »cosmi,P. (cosd,) +
2/7+1) J(aj po nm( ) } P nm( P)

nm

/’ n _
} ApOP (cos@,)cos mA,dx }sinm;tanm(cosep)
a

and with g3 = rédrds = r’adrsindéd A

and M = p -Volume = ﬁ-%ﬂaa

_ n+2
AC 3 1 I _ COS M4,

caal Ao(O,, 2 . r )| -2| ar,|P (cosé ds
{ASW} 4rpa 2n+1£-[[,J. '0( S O)Ea} O} o o){sinmﬂo} ¢
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connection of earth exterior and interior

r Y - _
@ Ap,P,,(cos 8,) cos mi,dx, } cosmi,P,, (cosd,) +
7 - _
J'@ ApyP,,(cos 8,) cos mA,dz, } sinmAa,P, (cosé,)
Or divided into two parts:

> (AC,, cosmi, +AS, sinmA)P,, (cosd,)

m=0

SV, =22 % |

@ =\5

and with a3 = rédrds = r’drsindéd A

n+l
G.M rmax j

and M = p -Volume = ,5%7:&3

connection of earth exterior and interior

AC,, 3 1 p
{A§nm} " Anpa 2n +1 J‘J‘[JAP(HO’/IO’rO)

S r

AEnm _
AS | 2n+1
SH-potential coefficients versus SH-density coefficients
I on both sides dimensionless !
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connection of earth exterior and interior

_ n+2
AC 3 1 I _ cosmﬂb(7

“m | _ A0, 2., r )= dr,|P. (cosé ds
{ASW} Arpa 2n+1j;~[[;[ P04 O)Ka} 0] om( O){sinmﬂo} ¢

Can be written as:

AC, 3 |ACY
AS [ 2n+1|ASY

SH-potential coefficients versus SH-density coefficients

I both dimensionless !

ngg-gggekt?: R density distribution:
gravity functionals isostasy, GIA,

such as dynamlc_topogljaphy,
gravity anomalies geophysical fluids
gravity gradients. (ocean, hydrology,...)

interpretation

from a radial density distribution to a surface layer:

AC, 3 1 r, Y\ cos mA
“am Ap(60,,2,,r,) % | dr,|P, (cosé °lds
A.S‘,,m} Arpa 2n+1J;J‘[rJ. P84 O>(aj Q] o 0){sinm/10} °

Replace integral by mass layer of constant (!) thickness Ar=h:

n+2
r
J.Ap(go'lo'ro)[;o) ar, ~ Ap(0,2)-h =Ac(0,2) = p,, - h*" (0, 2)

It holds (for h < a):

a n+3

_ [(M)h w( j+...]zh
n+3 2 a

1 “t n+2 1 1 n+3 n+3 n+3
2 [ rrar = n+2n—+3[(a+h) ~a ]_ a+ )
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interpretation

from pressure to surface layer to equivalent water height

Aloatm (9’ ﬂ“) ’ harm
Ap,(0,4)-h,
Ap,..(0,4)-h

A/O rock (9 /7’ ) rock

= Ac(6,2) = p, - h™ (6, 2) o m]

Pocean = 1027 kg/m3
Prock = 2670 kg / m®

interpretation

— n+2
AC 3 1 r _ cos mi,

sl — Ap(6,,4,,r,) % | dr,|P (cosé ds
{As,,m} Arpa 2n+1J;J‘[rJ. P84 Q)[aj O] o 0){sinmﬁo} °

|

We can continue now to work with surface layers

AC, AO'(H b,
{A§nm} 2n+14z H P,,(cos 6, ){

ACT EWH
Com | _ Pu 3 ﬁh (6,4) 7
AS p 2n+1 4r

nm

- dimensionless -




interpretation

load Love number k|,

The surface layer represents a load on the elastic earth body

AC,,|

. ( EWH _ cosmA
P 3 (1-| /(n) 1 ”'/7 (6’,/1) Pm(COSH ) Q ds
a

— n Q ; Q
AS,. 2n+1 4r sinmAi,

We get the combined effect:

(1)the direct attraction of the surface layer and

(2) the secondary (negative) effect of deformation
Assumption: perfectly elastic earth i.e. Hooke's law

Literature:

Farrell WE: Deformation of the earth by surface loads, RevGeoph., 1972
Munk WH & GJF MacDonald: The rotation of the earth, ch.5.8, 1975
Chao BF: The geoid and earth rotation, in: Vanicek P & N Christou, 1994
Han D & J Wahr: the viscoelastic relaxation...GJl, 1995

interpretation

load Love number k|,

Table 1. Elastic Love Numbers k; Computed by Dazhong
Han as described by Hon and Wahr [1995), for Earth
Model PREM

I ki

for n>1:
all Love numbers
negative

The I = 1 value assumes the ongin of the coordinate
system is the center of figure of the solid Earth’s surface
(see text).

Wahr, Molenaar & Bryan, JGR, 1998




interpretation

SH-degree n=0

» total mass of solid earth and its fluids remains constant
(mass conservation)
* M in geodesy includes: solid earth, ice, oceans and atmosphere
» mass of single fluid components (atmosphere, ocean, ..) is not constant
» variable atmospheric and oceanic mass does not cause deformation of
solid earth mass — k,=0
 from Boussinesq approximation to mass conservation

interpretation

SH-degree n=1

ACy,ACy, and AS,,

are proportional to the position of earth centre of mass (CoM) relative to
centre of coordinate system

Case 1: origin of coordinate system: centre of mass

AC,, =AC,, =AS,, =0

degree n=1 components need not to vanish, but their sum
The Love number is k. _,= -1 in this case

Case 2: origin of c.s.: centre of figure of solid earth surface
degree n=1-coefficients define now the off-set between the CoM of
solid earth plus deformation and the centre of the deformed figure

It holds now: K., =—(h,_+2¢ _)/3=+0.027
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just for completeness

the formula and its inverse

SH-analysis

{AC:,W} 3-(L+k,) 1 ”Aa(e D 5 (cos8 ){C9smzo}dso

AS, 2n+1 4r " sinmAi,
SH-synthesis

Ac(6,1)=a- Z 3(21’7 +k1) Z . (COs 0){A5nm cos mA + A§,,m sinmAi}
n=0

Chambers & Schroter, JoGeodynamics, 2011, accepted

EWH cos mA
3- (1+/( ) 1 _Uh (49 ﬂ) nm(COS@ ) . Q dSQ
2n+1 A4r . a sinmA,

5 MM 9pn ] L _ — .
9, )=a- L2y ST > (cos O){AC, cosmA+AS, sinmi}
Lo ,; 31+ 4 ),,ZE,

relationship to geophysical mass processes

Kandel R: water from heaven, 2003




relationship to geophysical mass processes

from pressure to surface layer to equivalent water height

p =5517 kg/m®

p,, =1000 kg/m*
Posean = 1027 kg |/ m®
Prock 2670 kg | m®

=Ac(0,2) =p, - h™"(0,2)

AP,m
= Tt = jApatmdr

Acsoce = poceAgforcing

ApOBP = (Apatm + g ’ poce ) A(t.’barometer ) + g ’ poce ’ A(;’forcing + g ) _[Apocedr

relationship to geophysical mass processes

atmospheric pressure profiles provided by weather services 6-hourly on a global spherical 3D grid

continental processes:

* continental water storage oceanic processes:

* ice sheet mass balance * assimilation into OCMs

» earthquakes (coseismic) » deep ocean currents

* earthquakes (post-seismic) « separation of steric and non-

* volcano eruption steric part of sea level rise
» mantle convection & plates

| |
glacial isostatic adjustment (GIA)

GIA-models depend on viscosity profile, ice loading history and polar wander
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relationship to geophysical mass processes

Continental processes:
correct best possible for contributions from:

A) atmospheric mass changes

l De-aliasing using data from ECMWF

continental processes:

* continental water storage

* ice sheet mass balance

* earthquakes (coseismic)

* earthquakes (post-seismic)
* volcano eruption

* mantle convection & plates

I C) glacial isostatic adjustment
modelling and where possible direct measurement

B) ocean contribution

in coastal zones:

« tidal forcing,

* thermal and wind forcing,

* ocean part of global
water cycle

relationship to geophysical mass processes

pressure of total column: ocean plus atmosphere:

ApOBP = (Apatm + g ’ poce ’ Agbarometer ) + g ’ poce ’ AC.;forcing + g ’ J'Apocedr

remove: (Apatm T 9 Poce 'AQbammeter) oceanic processes:
+ assimilation into OCMs
 deep ocean currents
* separation of steric and non-
remove: [ATSENN steric part of sea level rise

glacial isostatic adjustment (GIA)
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Convenient test functions for load estimates

A) Circular Cylinder [H-M 1967, ch.3]: P located on symmetry axis on cylinder
constant density p, radius s, height Ah (with Ah <'s)

Effect on gravity potential in P:
2 2
SV = 7G p, | —AK? + ANS? + AP +In ANENSH AN “Z*Ah

=G p,[-AW? +Ah-S+AN-s |

Effect on geoid in P:

5N:ﬂ:27szWA/7-s

g (;‘ 2GBR)

ZEPTWiAh
2 p R

6N =15-0.18-0.16-A/h =0.042-Ah
where p,,/p =1000/5517 =0.18

Example with s=1000km:

Convenient test functions for load estimates

B) Spherical Density Layer [H-M 1967, ch.3-8]: P located on symmetry axis of spherical
layer with constant surface density o
with radius opening angle W

Effect on gravity potential:

2r ¥
oV = GR’c J. J‘ 1sint//a’l//a’af
a=0 y=0 ¢
p 2
= 226GR% | oV
oo 2R sinG

=4rGoRsinT

Effect on geoid:

inx
5N:5_|/:47zGaRsm2 :3%sin%

g 357G pR P
~3PuppS
2 p R
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application of basic formula to a mass layer

: 2 _ COS M4,
3 (k) 1 A0, 0) an(coseo){ o}dso

? 2n+1 4rx < a sinmAa,

Example: mass change with the following properties
origin located at north pole
isotropic (not dependent on longitude)
thin layer of thickness hEWH

This results in:

HETTRN h™" (%% )

AC_:n:pW A
a

— il 3 (cos@Q)sinQdﬁQ
P 2n+

6=0

application of basic formula to a mass layer

HEISR LI

AC_:n = IOW

— ol 9 (cosé’Q)sinQdﬁQ
Yo, +

n

6=0 a

Expansion of hE"H into a Legendre series gives:

EWH / 7 |hEWH
h a(e)F—)n(COSQ)dez 2r21+1 J‘h a(g)Pn

(cos6)dbo,
6=0
hEWH

=+2n+1-"—=+2n+1ACS"

a

and therefore:

AC,_ =0 form=0 and AS_ =0 and
Pw 3(l-l_kn) hnEWH _ Pu 3(1+kn)

p 2n+1 a _,5 v2n+1
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application of basic formula to a mass layer

Expansion into Legendre polynomials:

jP dt_idnk
2n+1

():WP() and P, (t)=
:—jf t)dt and f(t)

2n+1
h=— jf(t)Pn(t)dt and

n

Legendre Polynomial P{cos V)

90
angle ¥ [?]




application of basic formula to a mass layer

n+1
5Vnzgﬂi(§j AC, and ON_=aAC,
a \r

3-(1+k, )hEWH _
V2n+1

convenient test functions for load estimates

C) Pellinen Function: spherical equivalent of a box function
dy <V or as

—— _an
B(y) =127 -cos'Y) Legendre
0 and y >\ IS

Expansion into Legendre polynomials:

J. P (cosy)sinydy

;]. 1//)P cosw Slnl//dl//—

1- COS‘P

1 1

= w25 ) S hu (ces ¥

Or approximately (Sjéberg L,B.G.,1980 ):

with f, =1 and p, =% (1+cos¥P)

- Can be used as filter function, too -




convenient test functions for load estimates

<
o
=]
<
2
c
[
£
K
o

Pellinen function B(¥)

convenient test functions for load estimates

D) Jekeli Function: spherical equivalent of a Gauss function
(Jekeli C, OSU327, 1981):

b exp|-b-(l-cosy)| . @

W)= 27 1-exp(-2b) (1-cos(s/R))

(It is s= full width (arc length on earth sphere) of half value and R = earth radius
or Y=s/R)

Expansion of W(y) into W, = [ W)~ (cosy)sinydy
Legendre polynomials:

Recursion formulae:

1-exp(-2b) b

n-1

WhereWO:iandwlzi l+exp(=20) 1
2r 2r

- Can be used as filter function, too; compare Wahr paper -




Convenient test functions for load estimates

Gauss function W(¥), Wy = 10° Smooth faciors of Gauss function (‘1-’IJ =10%

Gauss function W('¥)

e T

1 T
40 60 80 100 120 140 160 180
angle ¥ [°] degrea n




Gauss function W(\¥), W= 10°

L o
T T

w
T

Gauss function W('¥)

0.16

Smooth factors of Gauss function ('~PD = 10°), not normalized by 2n

0.14
0.12}
0.1j|
=" 0.08fj|
0.06j|

0.04

0.02

40 60 80
angle ¥ [°]

Smooth factors of Gauss (Wn) and Pellinen (Bn) functions (‘PO =10°)

1.1
1

80 100 120
degree n
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Smooth factors of Pellinen function (‘PO = 10° and 20°)

—e ‘P0=2O°
= l[—‘0=1 Q°

L | 1 1 1
80 100 120 140 160
degree n

temporal gravity and mass exchange

gravity und oceanography:

geoid plus altimety =
dynamic ocean topography =
surface ocean circulation

temporal gravity variation
and sea level change:

thermal expansion versus mass
increase

temporal gravity variation =
bottom pressure variation =
deep ocean circulation
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temporal gravity and mass exchange

from surface circulation to ocean velocity at depth

by measuring temperature and salinity profiles
(or vertical changes of pressure)
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Lecture: Sea Level

Maik Thomas

Summer School ,,Global Water Cycle”
12.-16. September 2011
Mayschoss

SPP 1257 sem—

Outline

VI.

VIL.

Introduction

Impacts of sea level changes
Recent sea level changes

Paleo records & reconstructions

Causes of sea level variations:

i) Loading

ii) Mass changes & the global hydrological cycle
iii) Volume changes & climate

Projections

Summary / Synthesis

SPP 1257 s
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What is sea level rise?

(C. Dziuba, NCDENR)

SPP 1257 sem—

Wikipedia‘s definitions

Sea level:
- the level of the ocean’s surface
Mean sea level (MSL):
- average height of the ocean’s surface
- "still water level" - level of the sea with motions averaged out
- measured in respect to land
% AMSL results from a real change in sea level or from a change
in the height of the land on which the tide gauge operates
- coincides with the geoid surface in a state of rest or absence
of external forces
Local mean sea level (LMSL):
- time-averaged height of the sea with respect to a land benchmark
Relative sea level (RSL):
- distance between sea-surface and local moving datum
Eustatic SL changes (as opposed to local change) result from changes in
the volume of seawater or net changes in the volume of ocean basins

SPP 1257 s
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Relative & eustatic sea level

Fixed point on land

‘_l-.h

Atmosphere

www.ngdirir

Tectonic
Subsidence

Center
of the
Earth o

J8a.edu/strata/sequence/accommodation.htm!

Sea level —an integral of changes in the Earth’s heat budget

GMSL change . .
constraint for climate

\ model simulations
change of change of
water density ocean mass

precipitation continental continental ice
& evaporation discharge mass balance

i

important components of
the global hydrological cycle
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Outline

Impacts of sea level changes

SPP 1257 sem—

The Earth at night

SPP 1257 s
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Some numbers ...

MSL rise of 18 cm during the 20th century
1978 - 2000: 1565 km? of intertidal areas converted to open water
by 2050 addtional 1300 km? land loss

total sea level rise (1990 - 2100) acc. to IPCC AR4:
- 18 — 59 cm (without increasing ice discharge)

- 18 — 76 cm (with increasing ice discharge)

- sea level rise > 1 m also ,physically plausible”

subsidence of ...
- megacities
(subsidence of 2-5 m during the last century)
- coasts including river deltas
(9 Asian vulnerable deltas with a population of 250,000,000 people)

& threat to quality of and entry to drinking water

SPP 1257 sem—

Potential impact of a 5 m sea level rise ...

10

... in Florida and Southeast Asia

W. Haxby, Lamont Daherty Earth Observatory.

SPP 1257 s
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Subsiding coastal megacities

Tianjin (2 m

© > < ‘ N,
i"\ / Lagos =00 / <" Bangkok|(2 m)
Lima r%g}’ J Bombay\\ \l ]
_;J = Karachi -
i Madras \ * jakarta (0.5 m)
Buenos Aires '{,  Rio de Janeiro Caleutta ? - * -~

maximum subsidence during the 20% century
(Nicholls, 1995, GeoJournal)
SPP 1257 e

Which cities will flood when?

years m
12
1000 20
400 6
300 4
200 3
SPP 1257 s
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Threatened coastal areas

13

to 40 cm SLR by the 2080s (Nicholls et al., 1959)
SPP 1257 =——

Impacts of SLR

ST
-
~

Sea level rise

[ tand oss
N
| Ruraland urban area damages |

14

)
N '] 4

SPP 1257 s
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Sea level rise — response strategies

planned retreat

accommodation

protection

15

SPP 1257 sem—

Options for adaptation

NATURAL SYSTEM EFFECT POSSIBLE ADAPTATION RESPONSES

1. Inundation,
flood and storm
damage

a. Surge

b. Backwater
effect

Dikes/surge barriers [P],
Building codes/floodwise buildings [A],
Land use planning/hazard delineation [A/R].

2. Wetland loss (and change)

Land use planning [A/R],
Managed realignment/ forbid hard defences [R],
Nourishment/sediment management [P].

3. Erosion (of ‘soft' morphology)

Coast defences [P],
Nourishment [P],
Building setbacks [R].

4. Saltwater
Intrusion

a. Surface Waters

Saltwater intrusion barriers [P],
Change water abstraction [A/R].

b. Ground-water

Freshwater injection [P],
Change water abstraction [A/R].

drainage

5. Rising water tables/ impeded

Upgrade drainage systems [P],

Polders [P],

Change land use [A],

Land use planning/hazard delineation [A/R].

P — protection; A —accommodation; R - retreat

(Nicholls, 2010)

16
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Outline

Recent sea level changes

17

SPP 1257 sem—

Sea level observations

go floals

18

SPP 1257 s
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Long-term records of relative sea level change

Distribution of PSMSL tide-gauge stations

¢ only a few tide gauges extend back to early 19th century
¢ poor coverage, both geographically and temporally

% complimentary proxy records needed !

Established before 1950 e Established after 1950

SPP 1257 sem—

19

Processes causing relative sea level change

sea level [mm]

@000

asc0

8000

7500

7000

6500

| Stockholm, Sweden:
| Subsidence due to land uplift

STOCKHOLM

S e plna Nezugaseki, Japan:
~@=—===Djscontinuity due to earthquake
™ (1964)
FoRT PHRACHLLY/EAIHOK < Bgngkok, Thailand:
Rise due to ground water

v,,{,f', extraction

r

w«_ Manila, Philippines:

e Rise due to high river discharges
b X

M* Honolulu, Hawaii:
— Far field” signal, no significant

: tectonic signal;

1900 Jear 1950 2000 secular trend ca. 1.5 mm/year

SPP 1257 s
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Sea surface observations

satellite altimetry
TOPEX/Poseidon (1995) :

21

[em]  (asn

www.geodesy.metu.edu.tr

% determination of dynamic topography

% derivation of surface currents with geostrophic method

SPP 1257 sem—

Sea level trend(s)

Radar altimetry since (1985) 1992 Tide gauges for up to 150 years =

22

TOPEX/POSEIDON & Jason-1,2 (1993-2010)

(Esselborn, GFZ)

Courtesy: G. Liebsch

mean global trend (60 S — 60 N): ca. 3 mm/year

depending on period, satellites pointwise measurements, offshore,
and correction models; heterogeneous distribution,
temporal coverage still below decades difficult vertical control

SPP 1257 s
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Sea level trend(s)
1993 10 2000 TOPEX
i P Tieen, 60d-smoothing =
E
£
]
=
< 23
trend: 3.2+0.4 mm/yr
altimetry
trend: 3.05 mm/yr
E
S
7]
=
i <
90°E 180° 80°W o0°
-30 20 -10 0 10 20 30 seasonal & 60d-variations removed
mmyear CSIRO
SPP 1257 s—

Modern sea level change estimates

24

GMSL change since 1870 from three different studies (red, blue, black)

(IPCC AR4, 2007, Working Group 1, p. 410)

SPP 1257 s
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Modern sea level change estimates

: — 35
. Recent Sea Level Rise 30 ¢ measurements from 23 long
23 Annual Tide Gauge Records —_ tide gauge records in geologically
= Three Year Average 285 stable environments

— Satellite Altimet :
ateliie Alimetry 20g % rise of * 20 cm/century

15_‘2\5 or 2 mm/year
"’_ MY o il it 109 25
o for at least the last 100 years, sea level has been rising
at an-average rate of ~ 1.8 mm/year.

¢ majority of this rise attributed tc increase in temperature of the sea
% thermal expansion of sea water

1¢- e additional-contributions from continental discharge,
e.g., melting snow and glaciers

SPP 1257 sem—

Outline

26
IV. Paleo records & reconstructions

SPP 1257 s
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Sea level indicators

* types:
- sedimentary (e.g., beachrock)
- erosional (e.g., notches)
- ecological (e.g., accretionary biotherms constructed by coralline algae)
- microfossils (e.g., diatoms, testate amoebae, foraminifera)
- archaeological (e.g., fish tanks)

o refer mostly to ocean volume
o refer, in general, to some level within the tidal range, not to MSL
e often just indicative, i.e., giving a limiting value only

¢ often affected by age uncertainties

% combination of geological, biological, and archaeological proxy
indicators to minimize error bars !

27
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Global sea level reconstructions during the last 500 Ma

400+
.
g 300 Hallam et al.
=
2 2004 |
% N‘Nn’m'l-‘.r 1h "Il ‘hi [|
3 100 I il ‘w &
- I
® 04 Mr' Exxon Sea
c
8 Glacial ﬂ\ﬂ Level Curve I
W _100{ | Episode

N[Pg K [ J [Tr[P[CDJS[O]Cm

0 50 100 150 200 250 300 350 400 450 500 542
Millions of Years Ago

% Over most of geologic history long-term average sea level
has been significantly higher than today !

Thomas M. Cronin (1999): Principles of Paleoclimatology

SPP 1257 s
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Global sea level reconstructions during the last 500 Ma

29

generally most accepted

GMSL change from today [m]

millions of years

% Sea levels were ~ 265 m higher than today 100 million years ago.

SPP 1257 sem—

Global sea level reconstructions during the last 500 Ma

Main mechanisms:
(1) Sea level falls when glaciers build up on land.

(2) Sea level falls when continental land masses are concentrated together: 30
collisions and mountain building squeeze Earth’s landmasses together
& less continental shelf area affecting the average depth of the oceans
% ocean basins tend to be more mature and deeper

(3) Sea level rises when new ocean basins are opening:
new ocean basins generally form at only 2,500'm-depth,:while-mature
ocean basins tend to deepen to ~ 6,000 m after 100 million years
& overall average depth of the-ocean is lower when new oceans are forming
(e.g., during the Cretaceous when the Atlantic Ocean was opening up)

% Sea levels were ~ 265 m higher than today 100 million years ago.

SPP 1257 s
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Global sea level reconstructions during the last 500 Ma

temperature anomaly [K]

temperature, CO, and sea level
200

I .

co, -

Temp.

[wdd] 0D

GMSL

millions of years

SPP 1257 sem—

Sea level reconstructions (800 ky BP - present)

32

(DWR, 2006)

SPP 1257 s
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Post-glacial sea level rise

-20 .
I 1. E
i Santa Catarina+ 40 g
Rio de Janiero +- - =y
Senegal + 80 @
L Meltwater Pulse 1A Malacca Straits | 5
L upper bound 1. o)
L Australia 1 80 %
i -
I Last Glacial Jan-?-:ﬁz 1-100 g
- Maximum Huon Peninsula —+ (%]
et Barbados + 1-120
i lower bound ——
. Sunda/Vietnam Shelf +- --140
24 22 20 18 16 14 12 10 8 6 4 2 0
Thousands of Years Ago lobahwarmingart.com

% GMSL = 120 m lower than today
during Last Glacial Maximum

SPP 1257 sem—
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Post-glacial sea level rise

Santa Catarina +

Senegal +
Malarra Qtraite
T T

Meltwater Pulse 1A

I Last Glacial
F Maximum

[

Fo. ot Sund: |
24 22 20 18 16 14 12 10 €|
Thousands of Years A

% GMSL = 120 m lowe -
during Last Glacial N +

Rio de Janiero + 1

. Holocene sea level

-200
£
140 o
o
c
160 8
& . . . 34
14
E
9]
[<)]
=
@
=
(%]
e
5}
-
Australia Santa Catarina - g
Jamaica Rio de Janiero + 1-10 ¢
Tahiti Senegal —+
Huon Peninsula -+ Malacca Straits 12
uppar bound
1-14
4 3 2 1 0

5] 5
Thousands of Years Ago
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Outline

V. Causes of sea level variations:

35

SPP 1257 sem—

Short-term and periodic SL changes

periodic SL changes

diurnal & semidiurnal tides 12h ... 24h 0.2m ... 10m
long-period tides
rotational variations (CW, ...) 14 months

meteorological & oceanographic fluctuations

atmospheric pressure hours ... months up to 1.3m

winds (storm surges) 1d ... 5d up to 5.0m

precipitation, evaporation days ... weeks

sea surface topography days ... weeks up to 1.0m

ENSO 6months every 5-10yr up to 0.6m
seasonal variations

river runoff/floods 2 months 1.0m

water density changes (T,S) 6 months 0.2m

seiches
seiches (standing waves) | minutes ... hours up to 2.0m
earthquakes
tsunamis hours up to 10m
abrupt change in land level minutes up to 10m

SP

36
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Long-term causes of SL change

long-term causes

range of effect vertical effect

change in volume of ocean basins

tectonics / sea floor spreading

eustatic 0.01mm/yr

marine sedimentation

eustatic <0.01mm/yr

change in ocean mass

melting / accumulation of cont. ice eustatic 10mm/yr 37
climate changes during the 20th century
Antarctica (increasing precipitation) eustatic -0.2 ... 0.0mm/yr
Greenland (precipitation & runoff) eustatic 0.0 ... 0.1mm/yr
long-term adjustment to the end of the last ice age
Greenland & Antarctica (20th cent.) eustatic 0.0...0.5mm/yr
water release from Earth’s interior eustatic
release/accum. of cont. reservoirs eustatic
uplift or subsidence of Earth's surface (isostasy)
thermal-isostasy (interior T/p changes) local
glacio-isostasy (loading of ice) local 10mm/yr
hydro-isostasy (loading of water) local
volcano-isostasy (magmatic extrusions) local
sediment-isostasy (deposition/ erosion) local <4mm/yr 1257
Long-term causes of SL change

long-term causes | range of effect | vertical effect

tectonic uplift / subsidence
vertical and horizontal motions of
crust (in response to fault motions) local 1-3mm/yr

sediment compaction

sediment compression (e.g., in deltas) local 3
Igfzz:dfv:lr;:::t:tol;l)l fluids (withdrawal of local <55mm/yr
earthquake-induced vibration local

departure from geoid

shifts in hydrosphere, aestheno-

K local
sphere, core-mantle interface
shifts in Earth's rotation, axis of spin, .
. ) eustatic
precession of equinox
external gravitational changes eustatic
evaporation and precipitation (if due local

to a long-term pattern)

DIFG SPP 1257 s
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What causes the sea level to change?

39

(IPCC, 2007)

SPP 1257 sem—

Causes of sea level change

Atmospheric pressure variations

Steric changes

Mass induced changes 40

Glacial-Isostatic Adjustment

Other processes (e.g. seismicity)

SPP 1257 s
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Outline

V. Causes of sea level variations:

i) Loading

41

SPP 1257 sem—

Glacial isostatic adjustment (GIA)

Loading
(past, 21 ka BP)

— 1

Adjustment
(present-day)

% -
Spatial dimension: 100s to 1000s km

42

Increase of
gravitational
potential

Uplift rate:
up to 30 mm/a

(V. Klemann, GFZ)

SPP 1257 s
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Prediction of GIA induced sea level variations

3-dim. visco-elastic

model simulation 43
with constraints from

GPS data

(Hagedoorn, 2005)
SPP 1257 e

GIA correction at tide-gauge stations

44

Prediction due to GIA
GlA-reduced relative sea-level change observation

SPP 1257 s
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Land movement at tide-gauges ...

.. affectssealevel measurements

¢ [and movement rates at tide gauges with co-located GPS stations,
e.g., from the TIGA Tide Gauge Benchmark Monitoting Rilot Project

s separation of climate related sea level change and apparent trends

global network o GPS
controlled tide gauges
SPP 1257

Land movement at tide-gauges ...

[mmlyr]

... affects sea level measurements

 |and movement rates at tide gauges with co-located GPS stations,
e g, from the TIGA Tide Gauge Benchmark Monitoring Pilot Project

s separation of climate related sed level change and apparent trends

GPS vertical trends
Peltier VM4 GIA trends

global network of GPS
| controlled tide g S
SPP 1257 s
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Comparison of GIA & GPS vertical rates

Good agreement in areas
where GIA is dominant
(e.g. Churchill PSMSL 970/141)

47

GPS-GIA<0 GPS-GIA>0

Large discrepancies in areas where
land movement is mainly caused
by anthropogenic effects or related
to other geological processes

(e.g. Galveston PSMSL 940/007(8))

(N. Schén, 2010)

SPP 1257 sem—

Land movement: anthropogenic causes

48

Subsidence at Galveston tide gauge
caused by groundwater extraction

related to oil drilling
(Source: Houston Geological Society)

(N. Schén, 2010)

SPP 1257 s
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Sea level reconstructions

Combining GPS, tide gauges and
radar altimetry for reconstruction of
past sea level changes and variability

Original data (2.4 mm/yr)
0015 | Reconstruction using GPS corrections (1.7 mm/yr)
| Reconstruction using GIA corrections (1.4 mm/yr)ﬁ

SLA ()

L
2000 2001

-0.2-0.1 0 0.1 0.2[m]

(a) TOPEX sea level anomalies 12/2001

49

002 1995 15;96 12;97 199¢ 19‘99
(b) Reconstruction 12/2001 using
18 GPS corrected gauges (N. Schon, 2010)
— SPP 1257 =
Outline
50
V. Causes of sea level variations:
ii) Mass changes & the global hydrological cycle
— SPP 1257 ==——
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Global hydrological cycle

51

Infiltrationl

Gruvundwater

Pidwirny (2000)
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Variation of total ocean mass

mass anomaly [hPa]

|

o

|
[N

simulated total
| ocean mass (OMCT)

GRACE CSR RLO1

. 52
with error bars

GRACE CSR RLO1
constrained solution

2003

2004 2005 2006

e total ocean mass from GRACE & ECMWF+HDM+OMCT
e cryospheric mass fluxes neglected

e linear trends removed
(Dobslaw & Thomas, 2007)
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Precipitation — evaporation [mm/month]

ey

- =140

=100 53

into atmosphere

- 50
r® netflux
- 50
- 100

- 160

L 200 v

into ocean

B0E BDE 1Z20F 150 £ 180 150 W 120 W 90K EO¥ 30K O ME
DKRZ (1999)
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Terrestrial water storage anomalies

caused by continental hydrological
processes as simulated with LSDM

<

Monthly mean mass anomalies =

54

equivalent water thickness [cm], Oct 2003

-20 -15 -10 -5 0 5 10 15 20

Mass anomalies are related to recent precipitation events:

08/2003 09/2003 10/2003

precipitation anomaly [mm/day]

-5 0 5
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Terrestrial water storage anomalies

logical mass anomalies as simulated

with LSDM (2002-2007, smoothed)
<

Mean annual amplitudes of hydro- =

55
Mean annual amplitudes of
continental mass anomalies as

equivalent water thickness [m]

observed by GRACE (2002-2009)

e currently:
observation of hydrological
mass redistributions

e future:
removal of hydrological signals
to assess secondary effects?

equivalent water thickness [m]
(Dill, GFZ)
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Terrestrial water storage anomalies

logical mass anomalies as simulated

Mean annual amplitudes of hydro- =
with LSDM (2002-2007, 0.5x0.5deg grid)

56
Mean annual amplitudes of
continental mass anomalies as
equivalent water thickness [m] r observed by GRACE (2002_2009)
e currently:
observation of hydrological
mass redistributions
o future:
removal of hydrological signals
to assess secondary effects?
equivalent water thickness [m]
(Dill, GFZ)
SPP 1257 s
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Terrestrial water storage anomalies

Phase of mean annual
hydrological mass signal

as simulated with LSDM
<

Phase of mean annual signal
as observed by GRACE

o
L

(Dill, GFz)

57
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Terrestrial water storage anomalies

Phase of mean annual
hydrological mass signal
as simulated with LSDM

-
<

Phase of mean annual signal
as observed by GRACE

>

(Dill, GF2)
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Terrestrial water storage anomalies

Correlation GRACE vs. Model

59

0.5 0.6 0.7 0.8 0.9 1.0

Phase of mean annual signal
as observed by GRACE

o
L

(Dill, GFZ)
SPP 1257 s

Terrestrial water storage anomalies

Correlation GRACE vs. Model

Do we need GRACE
to validate LSDM ?

Do we need a
model to validate
GRACE ?

SPP 1257 s
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Variability of continental water masses

WGHM model

equivalent water equi

correlation: > 90%

water mass [mm w.eq.]

GRACE-RLO4

lent water thickness

GRACE

WGHM (GRACE calibrated)

(Werth et al.,

61

2009)
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Mass anomalies in the Arctic ocean
due to continental freshwater fluxes

1
7 5
3 T A | S Y | DU | S
g4 <,
ale) 3
— C
— 3
=
o [75)
22 W e AN o
2 0o
C
g g
2 8
— o

O H H
2003 2004 2005 2006

e dominant mass signal in July up to 2hPa

e probably detectable by GRACE

(Dobslaw & Thomas, 2007)

62
[hPa]
[hPa]
SPP 1257
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Separation of mass change components

Model adjusted to
GRACE data

Ice-mass change GIA

®» Sea-level contribution ®» Earth’s structure
63

B &

(I. Sasgen, GFZ2)

SPP 1257 s
Ice-mass change: Rignot et al. 2008; GIA: Martinec (2000) and Huybrechts (2002)

Greenland ice mass change from 6yr GRACE

Spatial geoid height change Ice mass change
ca. 0.55mm
1000 contribution
-169.5+115Gta |toglobal
-418+9.3Gya? | sealevel
500+ | change
64

]
] 01
(=]
c
[u]
[5]
@ -5004
(1]
=

-1000+

Greenland total
o 02|03|04| I05|0?|08
Yoar
d (Sasgen et al., GFZ)
GFZ RLO4, Aliﬁust 2002 - Atigust 2009, GIA correcte SPP 1257
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Greenland ice mass change from 6yr GRACE

Spatial geoid height change Ice mass change

Trend [mm/year] ) ca. 0.55mm
1000 contribution

-169.5 £ Gi/a | to global
-41.8+9.3Gra2) | sealevel
\ | change

500

65

% Boundary conditions for ‘

Greenland total

-1500

1 | I I I |
02 03 04 06 07 08
e

(Sasgen et al., GFZ)

GFZ RLO4, Ausust 2002 - Awt 2009, GIA corrected SPP 1257

Forward modelling of glaciation

Initialization phase (1958)

Observed heights of Height of the ice sheet
the ice sheet after 250 kyr of
(Bamber et. al., 2001) palaeoclimatic simulation Observed Simulated

Volume

10°km?) f5 9323 |3.0251

Area

6 2
(10°kmI) 1 6681 |1.7969

Max.

elevation
(km) 3.2741 |3.2826

(I. Rogozhina., GFZ)
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Ocean mass variations

Annual changes in ocean mass from GRACE, GPS & ocean modelling

67

GRACE + GPS + FESOM GPS + FESOM
_ Mean sea level variations
£
GPS-GRACE-FESOM-5x5  FESOM Rietbroek et al., JGR (2009)
— SPP 1257 s
Outline

V. Causes of sea level variations:

iii) Volume changes & climate

68
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From sea surface heights to heat transports

steric

total sea surface height anomalies =
anomalies

69
and

mass

anomalies

h

transformation to barotropic current anomalies
associated with variations in oceanic heat transports

— SPP 1257 =

Temperature & salinity observations

ARGO float

\ Distribution of ARGO floats (02/2011) 7

3214 floats

www.poseidon.hcmr.gr

Jcommops

% drifter with GNSS based positioning
% measurement of temperature & salinity up to ~ 2000 m depth

— SPP 1257 ==——
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“GRACE = Altimetry - ARGO”

(Chambers et

71

al., 2004, GRL)
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Global mean surface temperature

I ind | letzt 1000 Jahre relativ zum DMittel 1961-1990
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Global mean surface temperature
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Change of surface temperatures

80°N
40°N
00
40°S
80°S

0°E 100°E 160°W 60°W
Decades 1975 to 1994 minus Decades 1955 to 1974
(NOAA)
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Mean surface heat fluxes

75

into ocean

net flux

into atmosphere

\/

annual mean of net surface heat exchange [W/m?] from ERA-40 re-analyses
(Kallberg et al. 2005)

— SPP 1257 =

Oceanic heat content

heat content in [1022 )]

0 -300m (yearly)
0 - 700m (yearly)
0 -3000m (pentadal)

76

% ocean accounts for ~ 84% of total
heat storage in the Earth system

estimates of Earth‘s heat balance components [1022 J]
(1955-1998) (Levitus et al., 2005, GRL)
— SPP 1257 s
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Thermosteric sea level anomalies [mm]

77

(Antonov et al., 2005, GRL)
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Total vs. steric sea level variations (“trends” 2004 - 2007)

total sea level variations
from altimetry
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-20 -10 0 10 20 [mm/yr]

steric sea level variations
from ARGO floats

(Cazenave et al., 2008)
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Outline

VI. Projections

79
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Climate projections (IPCC, 2007)

change of near-surface temperatures

[K]

global envi-
ronmental
sustainability)

rapid econo-
mic growth
(homogeneous
world)

regionally
oriented eco-
nomic deve-
lopment
(heterogeneous
world)
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Sea level projections (IPCC, 2001)

. - S
Estimates Instrumental
of the past

. e
Projections

of the future

500 record

400

81

300
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100

Sea level change (mm)

-100

-200
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1900 1950 2000 2050 2100
Year

PR S
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Sea level projections (IPCC, 2001): Verification

observations projections
(1900 - 2001) (1990 - 2100)
(Church & White, 2006) (IPCC, 2001)
82
e"'e"
AN
?
X2
AN

IPCC (2001):
scenario for 1990 - 2100
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(Church & White, 2006; Cazenave et al., 2008)
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Sea level rise: predictions for 2100

Grinsted et al., 2010, Clim. Dyn.

83
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Outline

VIl. Summary / Synthesis

84
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Contributions to sea level variations

thermal expansion (0 — 700m)
thermal expansion (deep ocean)
Antarctica & Greenland

glaciers & ice caps

terrestrial storage

85
E
E
K]
]
= total sea level
9 altimetry
sum of above contributions
Domingues et al., 2008, Nature
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Contributions to sea level trends (IPCC, 2007)
1961 - 2003
1993 - 2003 86
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Contributions to sea level trends (IPCC, 2007)

Source

Thermal Expansion
Glaciers and Ice Caps
Greenland Ice Sheet
Antarctic Ice Sheet
Sum

Observed

Difference (Observed —Sum)

Sea Level Rise [mm/yr]

1961-2003
0.42+0.12
0.50+0.18
0.05+0.12
0.14+0.41
1.1+05

1.8+0.5

0.7+£0.7

1993-2003
1605
0.77 £0.22
0.21+0.07
0.21+0.35
2.8+£0.7
3.1+£0.7

03+1.0
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Future sea level rise

“forest dieback™
(.. Waldsterben™)
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Summer School “Global Water Cycle”

12.-16. September 2011, Mayschoss

DFG Priority Programme SPP1257:
Mass transport and mass distribution in the Earth’s system

Torsten Mayer-Guerr, Mail: mayer-guerr@tugraz.at
Frank Flechtner, Mail: flechtne@gfz-potsdam.de

Practical: Spherical Harmonics Synthesis

Purpose of the practical: The level-2 GRACE products are generally given as gravitatio-
nal potential in terms of spherical harmonics. In this practical, different filtered gravity field
functionals (e.g. total water storage, gravity disturbances) should be computed from these
products as gridded data on the Earth’s surface.

Directories: The required data sets can be found on the USB stick in the directory practi-
cals/data/practl_spherical Harmonics. The provided matlab functions are located under prac-
ticals/functions/pract1_spherical Harmonics.

Exercise 1: Spherical Harmonics Synthesis
e Load the potential coefficient files ITG-Grace2010-2008-03.9fc and ITG-
Grace2010-2008-09. gfc using the function readPotentialCoefficients.
e Compute the difference between the coefficients of the monthly solutions.

e Filter the result with a gaussian filter (R = 500 km) using the filter coefficients computed
by the function filterCoefficientsGauss.

e Compute gravity disturbance (in spherical approximation) on a 1° x 1° geographical grid:

dg(A, 0) = C;—AQ/[ (n+1) Z P (cos 0) (Crym cos(mA) 4 Sy, sin(m)) (1)

n=0 m=0

The Legendre functions P, can be computed by the function legendreFunctions.

e Visualize the result with showGrid.
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Exercise 2 (optional): Spherical Harmonics Synthesis (different functionals)

e Transfer the computation of gravity disturbances into a function as defined at the end
of this paper.

e Implement a function to compute geoid variations (in spherical approximation)

AN(MN6) = Ri i P (cos0) (ACy, cos(mA) + AS,,, sin(m)) . (2)

n=0 m=0
e Implement a function to compute total water storage change (common approximation)
(0.9} n

2n+1 _ _ _ _
Z . mX:%an(cos 0) (AC,m cos(mA) + AS,,,, sin(mA)) , (3)

_ Pl

ATWS().0) = =5

n=0

with the mean density of the Earth p. = 5540 kg/m?. The load love numbers k!, are given
in the file loadLove.mat.
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Matlab functions:

Read potential coefficients from file.

Input

e filename: file of potential coefficients in ICGEM format (*.gfc).

Output

e cnm,snm: matricies containing the potential coefficients. The dimensions are
(n+1) x (n+ 1) with n = maxDegree. The lower triangular matrix elements
enm(n+1,m + 1) and snm(n + 1,m + 1) contain the potential coefficients
of degree n and order m.

e GM: Earth gravity constant.

e R: Earth reference radius.

Calculation of all Legendre Functions (4m-normalized) up to given degree and order at a
specific co-latitude.

Input e theta: co-latitude in radians.
e maxDegree: maximum degree and order to compute.
Output | e Pnm: matrix containing the 47-normalized Legendre functions. The dimension

is (n+1) x (n+ 1) with n = maxDegree. The lower triangular matrix element
Pnm(n+1,m + 1) contains the Legendre function of degree n and order m.

Filter coefficients in the spectral domain of a Gaussian filter.

Input e radius: half-with radius parameter in km.
e maxDegree: maximum degree to compute.
Output | e wn: (n+ 1) x 1 vector with n = maxDegree. The vector element wn(n + 1)

contains the filter coefficient of degree n.

Plot gridded data on Earth‘s surface. To plot the coast lines, the file coast.dat must be in
the working directory.
Input e lambda: p X 1 vector containing the longitudes (in radians).
e theta: ¢ X 1 vector containing the co-latitudes (in radians).
e dg: ¢ X p matrix containing the gridded values.
e title: the title text of the figure.
Output | e
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Matlab to implement in this exercise:

Calculate gravity disturbances as gridded data defined by the vectors lambda and theta.

Input e lambda: p X 1 vector containing the longitudes (in radians).
theta: ¢ x 1 vector containing the co-latitudes (in radians).
cnm, snm: matricies containing the potential coefficients

GM: Earth gravity constant.

R: Earth reference radius.

Output dg: ¢ X p matrix containing the gridded gravity anomalies.

Calculate geoid changes as gridded data defined by the vectors lambda and theta in sphe-
rical approximation
Input e lambda: p X 1 vector containing the longitudes (in radians).
e theta: ¢ X 1 vector containing the co-latitudes (in radians).
e cnm,snm: matricies containing the potential coefficients
e GM: Earth gravity constant.
e R: Earth reference radius.
Output | e dN: ¢ X p matrix containing the gridded geoid variations.

Calculate total water storage changes as gridded data defined by the vectors lambda and
theta in spherical approximation. The file loadLove.mat must be in the working directory.
Input e lambda: p X 1 vector containing the longitudes (in radians).

e theta: ¢ X 1 vector containing the co-latitudes (in radians).

e cnm,snm: matricies containing the potential coefficients

e GM: Earth gravity constant.

e R: Earth reference radius.
Output | e tws: ¢ X p matrix containing the total water storage.
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Summer School “Global Water Cycle”

12.-16. September 2011, Mayschoss

DFG Priority Programme SPP1257:
Mass transport and mass distribution in the Earth’s system

Annette Eicker, Mail: eicker@geod.uni-bonn.de
Practical: Analysis Tools

Purpose of the practical: In the practical “Analysis Tools” the method of “Principal Com-
ponent Analysis“ (PCA) will be applied to time series of GRACE data and to hydrological
model output provided by the WaterGAP Hydrology Model (WGHM). PCA is used to extract
individual dominant modes of the data variability, while simultaneously suppressing those mo-
des connected with low variability and therefore reducing the dimension of data efficiently. The
given time-space data field (e.g. monthly data given on a geographical grid) is separated into
spatial structures called empirical orthogonal functions (EOF) and their amplitudes in time,
called principle components (PCs).

Additional material: Lecture Notes “Analysis Tools” by Jiirgen Kusche, Annette Eicker and
Ehsan Forootan

Directories: The Data sets needed for this practical can be found on the USB stick in the di-
rectories practicals/data/generic and practicals/data/pract2-analysis Tools. The provided mat-
lab functions can be found in the directory practicals/functions/pract2_analysisTools.

Exercise 1: Calculation and visualization of EOFs and PCs

e Load the files wghm_filtered.mat and grace_filtered.mat. Each file contains a monthly time
series of filtered gridded values (Gauss filter with 400km radius, years 2005-2008) on a
1° x 1° geographical grid stored in the data matrix Y. The data sets are centered, i.e.
they have zero mean. The gridded values of one month are sorted into one column of
the matrix. Thus Y has the dimensions n x p with n = number of grid points and
p = number of points in time. Furthermore, the files each contain two vectors with the
dimensions n x 1, containing the longitude values of the grid points (1on) and the latitude
values of the grid points (1at).

e Calculate the spatial patterns (EOFs) from the WGHM data set using the function
calculateEQF. These patterns serve as basis functions for further calculations.

e Visualize the spatial patterns for the first three modes using the function showEQF.

e Calculate the temporal evolution (PCs) of the above calculated basis functions both from
the GRACE and the WGHM data using the function calculatePC.

e Visualize the temporal evolution for the first three modes, both for GRACE and WGHM
using the function showPC.
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e Compare the results for GRACE and WGHM.
Exercise 2: Understanding compression properties of PCA
e Visualize the eigenvalues calculated in Exercise 1. You can use the function

showEigenvalues for an easy visualization.

e How many modes are needed to reconstruct 80% and 95% of the WGHM variability?
Calculate the fraction of the signal variability reconstructed by p modes according to

p
oA
=1

AQ

vars =

p
with the total variance A? = Z A (1)
j=1

e From a given matrix E containing the EOF's in its columns and a matrix D containing
the PCs in its rows, the signal matrix Y can be reconstructed by

Y = ED. (2)

Use the calculated PCA from the global WGHM time series to reconstruct 80% and 95%
of the variability.

e Plot the reconstructed signal (80%, 95%) and the original signal and the difference bet-
ween both using the function showData for one arbitrary month (e.g. 2005-05).

Exercise 3 (optional): Understanding domain dependence of PCA

e Use the global WGHM time series.

e Cut out the data in the Amazon region and in the Orinoco region. You can use the
function inpolygon provided by matlab. The boundary polygons for the two regions are
provided by the files amazon.mat and orinoco.mat. Each file contains a matrix with two
columns, the first column consisting of the longitude values of the polygon points, the
second column containing the latitude values.

e Visualize only the first EOF and PC. Here you can use the function showEOFlocal.
e How many modes would be necessary to reconstruct 95% of the signal?

e Compare the two regional results and the global results (from Exercise 1 and 2) and
discuss.
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Matlab functions:

Calculation of EOF's from a given data matrix Y. The function calculates the p eigenvectors
(=EQFSs) corresponding to the p non-zero eigenvalues of the covariance matrix C = YY7.
To reduce the computation effort, the eigenvalue problem is in a first step solved for the
smaller matrix C' = Y?Y, which has the same eigenvalues. The eigenvectors of the larger
matrix can then be calculated from the eigenvectors of the smaller matrix. The eigenvalues
are stored in the vector eigenvalues sorted according to their magnitude, the eigenvectors
are returned in the matrix E.

Input e Y: matrix containing the time series of gridded data sets. The dimension is
n X p with n = number of grid points and p = number of points in time.

Output | e eigenvalues: p x 1 vector containing the p non-zero eigenvalues of the cova-
riance matrix C, sorted according to decreasing size

e E: n X p matrix containing in its columns the eigenvectors (EOFs) of the
covariance matrix C. EOFs are sorted according to size of corresponding
eigenvalue.

Calculation of principle components (PCs) by projecting the original data onto the basis
of the EOFs. The PCs are stored in the rows of the matrix D

Input e Y: matrix containing the time series of gridded data sets. The dimension is
n X p with n = number of grid points and p = number of points in time

e E: n X p matrix containing in its columns the eigenvectors (EOFs) of the
covariance matrix C. EOFs are sorted according to size of corresponding
eigenvalues.

Output | e D: p X p matrix containing the principle components in its rows.

Functions for visualization:

Visualization of the evolution of the eigenvalues

Input e Eigenvalues: vector of eigenvalues

Output | e Plot of the eigenvalues
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Visualization of the spatial pattern of one specific EOF with the index i.

Input e EOF: n x 1 vector containing the gridded values of the one EOF to be plotted.
E.g. one column of the matrix E.

e longitude: n X 1 vector containing the longitude values of the grid points

e latitude: n x 1 vector containing the latitude values of the grid points

e i: index of the EOF to be visualized (EOFs are sorted according to size of
eigenvalue), needed for title of the plot

e titleString: a string describing the data source (e.g. “WGHM?”), used for
the title of the plot.

Output | e Plot of the spatial pattern

Visualization of the spatial pattern of one specific EOF with the index i on a spatial domain

limited by the polygon border. The dimension n refers to the number of grid points within

the polygon.

Input e EOF: n x 1 vector containing the gridded values of the one EOF to be plotted.
E.g. one column of the matrix E.

e longitude: n X 1 vector containing the longitude values of the grid points

e latitude: n x 1 vector containing the latitude values of the grid points

e border: matrix which contains the polygon around the regional area (e.g.
Amazon). The first column consists of the longitude values of the polygon
points, the second column contains the latitude values.

e i: number of the EOF to be visualized (EOFs are sorted according to size of
eigenvalue), needed for title of the plot

e titleString: A string describing the data source (e.g. “WGHM”), used for
the title of the plot.

Output | e Plot of the spatial pattern for a regional area

Visualization of the principle component with the index 7.

Input e PCs: 1 xp vector containing the principle component which shall be visualized.
E.g. the i-th row of the matrix D.

e i: number of the PC to be visualized (sorted according to the size of the
eigenvalues), needed for title of the plot

e titleString: A string describing the data source (e.g. “WGHM” or
“GRACE”), used for the title of the plot.

Output | e Plot of the principle component.
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Visualization of (global) gridded data sets. All gridded values are given in a column vector
data. The longitude and latitude values corresponding to the grid values are given in the
vectors longitude and latitude

Input e data: n x 1 vector containing the data values, e.g. one column of the data
matrix Y.

e longitude: n x 1 vector containing the longitude values of the grid points

e latitude: n x 1 vector containing the latitude values of the grid points

Output | e 2D-plot of the gridded values
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Practical: Analysis Tools

Annette Eicker

Summer School ,,Global Water Cycle”
12.-16. September 2011
Mayschoss

— DNFG SPP 1257 s

Solutions

Download solutions to practical exercises:

ftp://iskylab.itg.uni-bonn.de/summerschoolDownload/solutions/

— BFG SPP 1257 s
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Practical: Analysis Tools

Goal:
Understanding the method of Principal Component Analysis (PCA)

iy 3

Application of PCA to gridded data sets of GRACE solutions and
hydrological model output (WGHM), both given as equivalent water
height, zero mean

Monthly solutions, time span: 01/2005 — 12/2008, GauR filter: 400km

DNFG SPP 1257 s

Part Il: Principle component analysis and related ideas

What do we get from PCA? PC,
t 62%
EOF,
PC, 4
quvawag_' t 24%
EOF,

PC,
W t <1%

t EOF,

BFG SPP 1257 s
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Data matrix

Time series provided as data matrix:

time series for one location

Y1) Y12 - y'l;p 5
v Y2:1|1Y2:2 -+ Y2ip 4 boints in t

= — points in time

(Y1, y2, \Yp) X : : e.g. 48 months
Ygrace, Ywghm Ynid| Yns2 - Ynip /nxp
# locations

gridded data for one e.g. 64.000 grid points

point in time,

e.g. one monthly solution

|:> grace_filtered.mat, wghm_filtered.mat

DNFG SPP 1257 s

Eigenvalue decomposition

Calculation of the temporal covariance matrix:
P arl P . X P . .
i=1 Y1 E;‘:l Wil - 'Zé:l Y1:ilny
P ) P 2 o,
1 1 Z,‘_:]_ Yo.iY1si i=1 Y4 00 i=1 Yo.illn:i
C=-YY'== ) )
p p

r . . P . . P 2 6
Z'.i:l Yniil:i E-;‘:l Yniil2uw - - Z-ﬁ:l Ynsi nxn

Eigenvalue decomposition of the covariance matrix:

eigenvalues A 0 - 0 eI

0 Dolle

C=EAE"=(¢, &, .. ¢). & o .
eigenvectors 0 - 0 4)le

e
PG SPP 1257 s
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Eigenvalue decomposition

Calculation of the spatial covariance matrix:
n 2 n n
21 Vi Qg1 ViV e Do Vi Y

n n a2 2 ;
1 1 Z 1 Y250 Z.-_1 .U_-':Q e Z o Y2l
C = -yTy = = J ' ..F. J: i
n n : : :
n n . n 2
D=1 YispYsil 2jmy Ysipli2 o 21 Yiep !
pXp
The matrices C and C' have the same p non-zero eigenvalues.
The p corresponding eigenvectors g, of C can be calculated from
eigenvectors of C'.
Matrix containing the EOFs: Sorted according to size of eigenvalues:
(normalized)
_ >A>..>A
E=(e, €, ... ep)nxp >4 b

basis functions from WGHM
|:> function [eigenvalues, E] = calculateEOF(Y)

S
DIFG SPP 1257 s

Principle components

Eigenvectors (= EOFs) constitute a new orthogonal basis.
PCs are calculated by projecting the data onto the new basis:

D=E'Y
PC. = temporal evolution
cee j
d1,1 dl 2 dl:p of j-th EOF 8
D= dyy| dyp PG,
R . t

d; scaling factors d. d..
forintime i pL PP/PXP

|:> function [D] = calculatePC(E,Y)

Signal reconstruction:

Y=ED

BFG SPP 1257 s
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Signal reconstruction

Signal reconstruction:
Y =ED :

Compression: using only the first p ,major* EOFs and PCs for the
reconstruction as they contain most of the variability 9

Signal variability using p EOFs:

p
2
2; ' with Azzziigj
j=1

(total variance)

DNFG SPP 1257 s

Practical 2

Exercise 1: Calculation and visualization of EOFs and PCs

- calculate EOFs from WGHM

- calculate corresponding PCs from
WGHM and GRACE

10

Exercise 2: Compression properties

- reconstruct 80% or 95% of the data

Exercise 3 (optional): Domain dependence

- repeat Exercise 1 & 2 for two individual river basins

— BFG SPP 1257 s
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Results

11

DNFG SPP 1257 s

Exercise 1

12

Calculation and visualization of
EOFs and PCs

BFG SPP 1257 s
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PCA: WGHM

EOF 1 10 PC1
T o
7102005 2006 2007 2008 2009 13
EOF 2 o
T o
-10
2005 2006 2007 2008 2009
EOF 3 0
T o
-10 f—
2005 2006 2007 2008 2009
PCA: GRACE
| EOF 1 ' 10 PC1
T o
7102005 2006 2007 2008 2009 v
EOF 2 o
T o
-10
2005 2006 2007 2008 2009
EOF 3 0
T o
-10 -
2005 2006 2007 2008 2009
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Exercise 2

Understanding compression
properties of PCA

15

DNFG SPP 1257 s

Eigenvalues

WGHMEigervihics
T T T

16

BFG SPP 1257 s
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Signal reconstruction 2005-05

WGHM original data I 95% reconstruction I :

0 17

o | Original data: 48 monthly grids

8 EOFs needed to reconstruct 95%

3 EOFs needed to reconstruct 80%

Exercise 3

18

Understanding domain
dependence of PCA

BFG SPP 1257 s
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PCA WGHM 2005 - 2008

[m]

19

3 EOFs needed to reconstruct 95%|

[m]

-4

= | 1 EOFs needed to reconstruct 95% I|
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Summer School “Global Water Cycle”

12.-16. September 2011, Mayschoss

DFG Priority Programme SPP1257:
Mass transport and mass distribution in the Earth’s system

Volker Klemann, Mail: volkerk@gfz-potsdam.de
Andreas Groh, Mail: groh@ipg.geo.tu-dresden.de

Practical: Ice and Loading

Purpose of the practical: In the practical 'Ice and Loading’ the elastic response of the Earth
and the ocean to a changing ice load will be investigated. For this purpose, ICESat-derived
ice height changes over Greenland are provide and will be used as input for solving the ’sea-
level equation’ iteratively. The inferred present-day changes of the Earth’s gravity field will be
combined with GIA-induced viscous effects. This combined result and its comparison to the
GRACE-derived geoid changes form the basis for concluding discussions.

Additional material: Lecture Notes 'Ice’ by Reinhard Dietrich and Lecture Notes 'Loading’
by Volker Klemann. Additional information can be found within this document.

Directories: The required data sets can be found on the USB stick in the direc-
tory practicals/data/pract_iceLoading. The example scripts are located under practi-
cals/functions/pract_iceLoading and should be started from this directory. Utilised matlab
functions can be found in the subdirectory mtools.
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1 Exercise 1: Solving the sea-level equation for the elas-
tic case

We want to calculate the adjustment of the sea level due to a loading process. Input is a
load distribution, which is the spatial distribution of an ice-height change. Ice-mass changes
are usually represented by a change in ice thickness or in equivalent water thickness. Here,
loadfile contains ice-thickness changes. As discussed during the lecture, the sea-level equation
(SLE) is an integral equation and will be solved here iteratively (Sec. 1.1, p. 2). The convolution
integral is presented in Sec. 1.2, p. 3.

In the matlab script sle_pt, the i/o and iteration procedure is prepared.

Here, we give a small description of the steps to work through.

1. Definition of global parameters.

2. Definition of Input files. The LLN, the topography and the ice-height changes are pro-
vided.

3. Read in of LLN and definition of the Green’s function needed for the SLE.
4. Determination of ocean function: read in of topography — define 1/0 grid.

5. Initialise iteration procedure: initialise working grid — dermine ocean surface — read in of
load and transfer to surface-mass density — synthesise — initialise sea level.

6. iterate sea-level equation: convolution — determine and add new equivalent sea level.

The task of you will be to identify and program the convolution integral, and of course to
discuss the results, which is how efficient the iteration is.

The output of each iteration is presented on the screen and will be stored in
../../data/pract4_icelLoading/output_data/rsl_XXX_YY.dat, here XXX denotes the max-
imum degree and YY the number of iterations.

In sle_pt.m, the number of iteration steps is predefined. How can this be improved?

1.1 Iterative procedure

The steps of the iteration are represented below, where * denotes the convolution of the
appropriate Green’s function.

(e = w)i() = Geu * [M0ad(2) + 5:-1(2) pu O(Q) ],
5i(Q) = s + (e —u)i(Q) O(Q),

gt = _Jamoa®) 1 /(e—u)i(Q)(’)(Q) do (1)

’ Puw Ao A,
. fmload(Q)
So = —
Puw Ao
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Here, e is the displacement rate of the reference equipotential, u is the vertical displacement
rate, myaq is the distribution of the load change, s; represents the relative sea level, p,, is the
density of sea water and O is the ocean function. {2 = (0, phi) represents the coordinates on the
sphere. Furthermore, s$*! is the equivalent sea level due to mass conservation and deformation
and A, is the ocean surface. Alternatively the geoid, N, representing the actual averaged
sea-level height, is defined as

n(Q) = s + e(Q) (2)

For the first approximation, s&! only consists of the uniform sea-level change due to mass

change of the load. Tteration steps i € {1, ..., 3} should be sufficient to reach convergence.

1.2 Convolution

The convolution in (1) can be replaced by multiplication in the spectral domain:

90 * m](€2) = ZZG?Mleim(Q) (3)

=0 m=0

Here, g, represents any Green’s function, which are expressible for the elastic response to a
surface load by combinations of load Love numbers (LLN), and M;,, is the spectral representa-
tion of the load, m. The most prominent Green’s functions are for the potential displacement,

3 1

r= 1+k

(4)

and for the vertical displacement

3 1
v — 2 (p
Gi ﬁ(l>2l+1

from which the linear combination for the case of the relatve sea level follows
Gyt = Gi -Gt (6

In these equations, the mass of the Earth is replaced by its average density, p.
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2 Exercise 2: Comparison of GIA-induced and present-
day geoid changes with GRACE

We want to combine the displacement of an equipotential surface, e, of the Earth’s gravity
field due to a changing ice and ocean load, discussed in Exercise 1 (Sec. 1, p. 2), with those
induced by GIA. The replacement of the geoid by the potential displacement is valid, as long
as we do not consider the degree 0 component, see lecture note ‘Loading’. This combined result
should be compared to the results derived from GRACE. All calculation will be performed
in the spherical-harmonic domain. Just the graphical presentation of the results requires a
transformation into the spatial domain.

In the matlab script compare pt, the i/o and calculation procedure is prepared.

Here, we give a small description of the steps to work through.

1. Definition of global parameters.

2. Definition of Input files. The LLN and the topography are provided.

3. Read in of LLN and definition of the Green’s function needed.

4. Determination of ocean function: read in of topography — define 1/0 grid.

5. Read in of GRACE stokes trend coefficients and conversion into geoid trend coefficients.
6. Read in of GIA equipotential surface trend coefficients.

7. Read in of the relative sea-level change from the last iteration of Exercise 1 and the ice
height changes.

8. Combination of the later and transformation into spherical harmonic coefficients.
9. Perform the convolution in order to derive present-day geoid changes.
10. Combination of GIA and present-day geoid changes and comparison to GRACE results.
Again, your task will be to identify and program the convolution integral. Moreover, you should

combine GIA and present-day effects in the spherical harmonic domain and compare them to
the GRACE results. Therefore, plots in the space domain should be prepared.

How can the remaining differences, if there are any, be explained?
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3 Matlab/ocatve functions:

Input

Reads a file of spherical harmonic coefficients in ICGEM format and tranfers it to a 2d-array
containing n, m, cnm, snm. Optionally the output can be reduced to a maximum degree,

nmax-
Input e fname: Input file in ICGEM format.
e [nmax]: Optional maximum degree of coefficients to be read.
Output | e n, m, cnm, snm: 2d-arrays containing degree, order and the sphpotential

coefficients. Dimension is (n+ 1) (n 4 2)/2 with n=nmax or maximum degree
read in.

Reads lon, lat, value from a file and stores the values in a 2d global array.

Input e fname: File containing a global regular grid in lon-lat convention.
e lonres: Longitudinal grid sampling.
e latres: Latitudinal grid sampling.
Output | e arr: 2d-array containing the grid values [(90 : latres : —90) x (0 : lonres :

360)].
[lon, lat]: 1d arrays containing longitude [360/lonres + 1] and latitude
[180/latres + 1]

Reads load Love numbers from a file containing n, h,k,l and transfers them to arrays
containing degrees n starting with 0 and corresponding h, k and I.

Input e fname: Input file containing the load Love numbers.
e nmax: Optional maximum degree of numbers read in.
Output e n, h, k ,1: 1d arrays containing degree and respective load Love numbers.
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Output

Writes a set of spherical harmonic coefficients (shc) to a file in ICGEM format.

Input e fname: File to which the coefficients are written (in ICGEM format).

shc: 2d-array holding n, m, cnm, snm.

nmax: Maximum degree of the coefficients that are written out.

type: Header information on the product type (one string without spaces).
name: Header information on the model name (one string without spaces).

Output | ASCII file.

Extracts lon, lat, value from a global 2d-array and writes them to a file.

Input e fname: Name of the output file to which lon, lat, value are written.
e arr: 2d-array containing the grid values [(90 : latres : —90) x (0 : lonres :
360].

Output | ASCII file.
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Analysis and Synthesis for Spherical harmonics representation

The two principle routines which are called from slept.m are plm2xyz and
xyz2plm which are listed below. These together with a number of further rou-
tines are provided by Frederik Simons, MIT, which can be downloaded from
http://geoweb.princeton.edu/people/simons/software.html. The respective routines used
in this practical can be found in mtools/simons.

Inverse spherical harmonic transform.
Compute a spatial field from spherical harmonic coefficients given as [l m Ccos Csin] (not
necessarily starting from zero, but sorted), with degree resolution 'degres’ [default: approx-
imate Nyquist degree]. Using 4*pi-normalized real spherical harmonics.
Input e Imcosi: Matrix listing 1,m,cosine and sine expansion coefficients e.g. those
coming out of ADDMON
e degres: Longitude/ latitude spacing, in degrees [default: Nyquist]
OR
"lat”: a column vector with latitudes [degrees]
OR
[longitude-latitude-spacing], in degrees in combination with corner nodes in
cllemn
e clicmn: Corner nodes of lon/lat grid [default: 0 90 360 -90] OR ”lon”: a
column vector with longitudes [degrees]
e lmax: Maximum bandwidth expanded at a time [default: 720]
e latmax: Maximum linear size of the latitude grid allowed [default: Inf]
e Plm: The appropriate Legendre polynomials should you already have them

Output e r: The field (matrix for a grid, vector for scattered points)
e lon,lat: The grid (matrix) or evaluation points (vector), in degrees
e P1lm: The set of appropriate Legendre polynomials should you want them

Forward real spherical harmonic transform in the 4pi normalized basis.

Converts a spatially gridded field into spherical harmonics. For complete and regular spatial
samplings [0 360 -90 90]. If regularly spaced and complete, do not specify lat,lon. If not
regularly spaced, fthph, lon and lat are column vectors.

Input e fthph Function defined on colatitude theta and longitude phi
e L Maximum degree of the expansion (Nyquist checked)
e method ’gl’ By Gauss-Legendre integration (fast, inaccurate)
’simpson’ By Simpson integation (fast, inaccurate)
‘irr’ By inversion (irregular samplings)
'im’ By inversion (fast, accurate, preferred)
'fib” By Riemann sum on a Fibonacci grid (not done yet)
e lat If not [90,-90], give latitudes explicitly, in degrees
e lon If not [0,360], give longitudes explicitly, in degrees
e cnd Eigenvalue tolerance in the irregular case
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Output

e Imcosi Matrix listing 1,m,cosine and sine coefficients
e dw Eigenvalue spectrum in the irregular case

Visualisation of fields

Plots xyz-field arr to screen and optionally to an eps-file.

Input

e lon, lat: 1d arrays containing longitude [360/lonres + 1] and latitude

[180/latres + 1]

e arr: 2d-array containing the grid values [(90 : latres :

360)].
e label: Colorbar label.
e [fname]: Name of the eps-file.

—90) x (0 : lonres :

Output

N/A
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4 Usage of matlab/octave functions

4.1 Input

octave:1> [kff]=icgem2kff ("infile"[, nmax])
reads in ICGEM file and tranfers it to [kff]=[degree, order, cos, sin] starting
with degree=0.

octave:2> [arr]=xyz2arr("infile", lonres, latres)
reads in regular and global [lon, lat, value] list (resolution: lonres x latres) to global array.

octave:3> [degree, h, k, 1]=11n2arr("infile"[, nmax])
reads in [degree, h, k, 1] list and writes it to 1d-arrays degree, h, k, 1.

4.2 Output

octave:1> kff2icgem ("outfile", kff, nmax, type, name])
writes kff=[degree, order, cos, sin] to an ASCII file in ICGEM format starting
with degree=0. Type and name provide ICGEM format header information.

octave:2> arr2xyz("outfile", arr) writes global array, arr to [lon, lat, value] list.

4.3 SH synthesis

octave:1> load -ascii ugeod.dat
reads in a spectral array [deg order cos sin].

octave:2> [u,lon,lat,plm] = plm2xyz(ugeod, [0.351562 0.35122], [0 89.7367 360
-89.7367], 170)

generates spatial field u, here for an equidistant grid approximateing a GL-grid of
2025 x 512 grid points.

octave:3> help plm2xyz
provides the information about the command.

4.4 SH analysis

octave:1> [kff] = xyz2plm(arr, nmax,’im’)
transforms a regular global grid arr (as generated by xyz2arr) into spherical harmonic
coefficients of maximum degree nmax, which are stored in [kff]=[degree, order, cos,
sin] starting with degree=0.

octave:2> help xyz2plm
provides the information about the command.
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4.5 Visualisation of fields

octave:1> plot_grid(lon, lat, z, ’zlabel’[,’out.eps’])
plots xyz-field z to screen and optionally to ‘out.eps’. lon, lat, z are the 1d-longitude,
-latitude arrays and the 2d-z array to be plotted, >zlabel’ is the name of the annotation
of the color bar and ’out.eps’ is the the optional ps file.
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Summer School “Global Water Cycle”

12.-16. September 2011, Mayschoss

DFG Priority Programme SPP1257:
Mass transport and mass distribution in the Earth’s system

Martin Losch, Mail: Martin.Losch@awi.de
Henryk Dobslaw, Mail: dobslaw@gfz-potsdam.de
Wolfgang Bosch, Mail: bosch@dgfi.badw.de

Practical: Altimetry and Ocean Dyanmics
Purpose of the practical:
Information about the density distribution in the global ocean as provided by in-
situ observations of temperature and salinity allows to derive the geostrophic shear field.
Absolute geostrophic currents might be subsequently obtained by either assuming or obser-
ving the geostrophic velocities at a certain depth level. The dynamic ocean topography as

derived from the difference between sea surface and geoid provides the required information
to derive such currents along the surface.

e combine altimetry and geoid height to obtain dynamic topography field
e compute surface geostrophic velocities

e compute 3D-geostrophic velocity field in the ocean from hydrography and surface
dynamic topography

e compare 3D-geostrophic velocity field with numerical ocean model

Input Data:
e geoid height field, unfiltered and filtered (dgfi_alongtrack.mat)

e sea surface height (SSH) from Jason 1 for five different cycles, unfiltered and filtered,
along-track and gridded (dgfi_alongtrack.mat)

e multi-year mean dynamic topography (dgfi_meandot.mat)

e WOCE hydrographic atlas: in-situ temperature and salinity
(woce_climatology.mat), additional information: http://icdc.zmaw.de/woce.html

e 3D velocity field and dynamic topography field from ECCO2 ocean general circulation
model (ecco2_data.mat), additional information: http://ecco2.org/

Matlab Libraries and Functions:

e CSIRO Sea Water Library (seawater_ver3_0), additional information:
http://www.cmar.csiro.au/datacentre/ext_docs/seawater.htm

e Gibbs-Sea Water Oceanographic Toolbox (gsw_matlab_v3_0), additional information:
http://www.teos-10.org/software.htm
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Exercise 1: Dynamic Topography

load and plot gridded sea surface heights h and geoid heights N for cycle 101
(dgfi_alongtrack.mat)

calculate and plot DOT 7 from unfiltered and filtered h, N, and compare
derive surface geostrophic velocity field from grid spacing information and n

optionally: project along-track data from another cycle onto the grid and compare 7,
v with previous results

Exercise 2: Geostrophic flow field

load multi-year DOT 7 (dgfi_meandot.mat) and derive surface geostrophic velocities
as in exercise 1

load hydrographic climatology (7', S) (woce_climatology.mat)

compute in-situ density o = p — 1000, potential densities g 24, neutral density =,
(functions: sw_dens and sw_pden, alternatively corresponding functions from the
GSW Toolbox) and compare

compute geostrophic shear 0v/dz from thermal wind (—%k(v X p)), and, optionally
from “dynamic method” via geopotential height anomaly (functions: sw_gpan.m and
sw_gvel.m, alternatively corresponding functions from the GSW Toolbox)

compute absolute velocity relative to bottom and surface, use either veer = 0 or
$k(V x n), and compare

Exercise 3: Comparison to Numerical GCM Results

load 7 and velocity fields of numerical GCM (ecco2_data.mat)

compare to corresponding fields of Exercise 1 and 2

380



Jurgen Kusche, Annette Eicker and Ehsan
Forootan

Analyis Tools for GRACE- and
Related Data Sets

Theoretical Basis

Lecture Notes

Summerschool 'Global Hydrological Cycle’,
Mayschoss, Sept. 12-16, 2011

September 6, 2011

DFG Priority Program SPP1257
Mass Transport and Mass Distribution in the Earth System

Bonn University

381



These lecture notes were compiled on the occasion of the summerschool
"Global Hydrological Cycle’, organized by DFG’s priority program SPP1257
"Mass Transport and Mass Distribution in the System Earth’ at September
12-16, 2011 in Mayschoss/Ahr. Our aim was to familiarize students with dif-
ferent background (geodesy, hydrology, oceanography, geophysics) with some
mathematical concepts that are fundamental for analysing level-2 products
(sets of spherical harmonic coefficients) from the GRACE mission and re-
lated geophysical data sets (model outputs in gridded form). The focus was
on concepts, and technical proofs were avoided. Specific topics were filtering
and basin averaging, and the application of the principal component analy-
sis technique. Thanks for spotting typos go to Volker Klemann and Torsten
Mayer-Giirr.

Jiirgen Kusche, Annette Eicker and Ehsan Forootan

Bonn, September 6, 2011
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1

Smoothing and Averaging of Functions on the
Sphere

At the product level 2, GRACE data are condensed to monthly sets of fully
normalized spherical harmonic coefficients. These coefficients are the outcome
of a rather complex data processing scheme. For scientific analysis, users
of GRACE data will have to perform a number of basic operations on the
GRACE coefficients: transform dimensionless geopotential coefficients into
gridded geoid heights or maps of surface density expressed through equivalent
water heights, and average such maps over the surface of some hydrological
catchment area or ocean basin. Moreover, one of the problems that users of
the GRACE level-2 products face is the presence of increasing correlated noise
(’stripes’) at higher frequencies. Smoothing operators can be applied in either
spatial or spectral domain in order to suppress the effect of noise in maps and
area averages. The purpose of this chapter is to describe the mathematical
concepts underying these procedures.

Notation

According to [2], we write the gravitational potential at a fixed location as a
function of time as

M
V(r,0,\t) = G
r
GM n R n n ~ ~ .
+ . ;(7) T;)an(cose) (Cnm(t)cosm)\—i—S’nm(t)smm)\)

with 0 = § — ¢, GM = p (in [2]), and fully normalized spherical harmonic
coefficients C,,,, and Sy,,,. The other quantities will be explained later.

In the following, we will refer to either temporal variations in the geoid or in
total water storage (TWS), the spherical harmonic coefficients of which we
will denote as fy,,. These quantities are related to the gravitational poten-
tial via simple spectral relations, which are valid under certain assumptions
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2 1 Smoothing and Averaging of Functions on the Sphere

(’spherical approximation’, radial Earth model) that will be discussed else-
where during the summer school. Under these assumptions, the geoid or TWS
changes projected to the space domain read

F=Y" 3" famYam(X,0) .

n=0m=-—n

Total water storage change from geopotential harmonics. In this case, the
common approximation is

= pPe2n+1 _
nmt:R_ nmt_nm
Fam8) = R T (B 8) = )
with - -
Unm = Cpan for m >0, Upm = Spjm| form <0,

and Dy, either a suitable long-term mean of these (i.e. Ty =< Tnm (t) >17)
or they refer to a reference epoch ty.

In the above, TWS is expressed as a surface density (unit %), the height
of a water column is usually derived by scaling the above by a reference
density of water, i.e. multiplication by 1/p,,. Thus, p,, (if applied) is a reference

quantity which has to be chosen as a convention (usually, p,, = 1000% or
Pw = 1025%. The average density of the Earth, p., is related to the Earth’s

mass M by M = %&R3 and follows therefore to p, = 55171%—. Finally, the
k!, are the elastic gravity load Love numbers and follow from 1D-models of
the Earth’s rheologic properties.

1000

o
o

T
"

1

20 40 60 80 100 120
degree n

Fig. 1 Shown are the coefficients ;’—ef"—ﬂ It is obvious that, when
pw 1+k7,

computing TWS harmonics from geopotential harmonics, errors in higher
degrees will be amplified compared to those in low-degree coefficients
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1.1 Area Averaging ("Windowing’) 3

Geoid change from geopotential harmonics. In this case, the common approx-
imation is

fnm(t) =R ({)nm(t) - ﬁnm)
with the v,,, as defined above.

1.1 Area Averaging ("Windowing’)

In many applications one is interested in averaging a field over a certain ge-
ographical area or region or basin. This is what we call area averaging or
windowing here.

1.1.1 Exact Windowing
Let us start with a given field F' defined on the sphere (2,

F=F(\0) (1.1)
expressed either in spatial domain or in spherical harmonic representation.

The area O C {2 can be mathematically expressed through its characteristic
function

1 (N0 eO
0 (\0) g0 (12)

(1 inside the area, and 0 outside of it). Its area (size) O is

O_:/Odw:/QOdw. (1.3)

Windowing F' over O means to derive an average

_ 1 1
FH= = Fdw = = Fd 1.4
© O/O * O/QO N 4)

0 =0(\,0) :{

of F over O.

Remark. If F = F(),0,t) is a spatio-temporal field, the average Fo(t) will be
a time-series.

Remark. Usually, a polygon O(X;,0;),i = 1...q will be used to characterize
O(A0).

Remark. In practical computations in the space domain, the integrals will be
replaced by discrete sums, introducing a discretization error € whose magni-
tude depends on the spatial grid resolution and the smoothness of both the
function F and the region boundary of O. The discrete version of Eq. (1.4)
can be cast as Fp = ol f or Fp(t) = oTf(t) if the field F is time-dependent.

Remark. If F is approximated by a spherical harmonic expansion before pro-
jecting onto a grid and evaluation of the discrete sum, an extra truncation
error is introduced.
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4 1 Smoothing and Averaging of Functions on the Sphere
1.1.2 Exact Windowing in Spherical Harmonic Representation

Next, we consider both F' and O expanded in 47-normalized spherical har-
monics Y,m.-

F=S 5 FanBan(00) (15)
n=0m=—n
0= i zn: Onm Ynm(X, 0) (1.6)

n=0m=-—n

(the overbar in f,,, etc. tells that coefficients are 47-normalized). It is imme-
diately clear that

O = / OYOOdw =47 OOO (17)
n

The exact average of F' over O is then

_ 1 & .

or, if Oy, = %"m are the region’s SH coefficients further normalized to o9 = 1,

n=0m=-—n

Ezxample. The first 4m-normalized coefficients of the ocean function are given
in the table.

Table 1.1. Ocean function spherical harmonics

nm Onm On —m
00 0.701227 -10°  0.000000 - 10°
10 —0.176689-10°  0.000000 - 10°
11 —0.115778-10° —0.635533 - 10!
20 0.618996 -10™2  0.000000 - 10°
21 —0.450010 - 107! —0.717864 - 10~}
22 0471078 -107! 0.464998 - 10~2
30 —0.355365-10"2  0.000000 - 10°
31 0.518058-107! —0.251440 - 10~ ¢
32  0.691439 - 107! —0.992945 - 10~}
33 —0.135222 .10~ —0.947600 - 1071

Remark. In practical computations, the spherical harmonic summation will
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1.2 Smoothing of Spherical Harmonic Models 5

be evaluated up to finite degree 7, and a truncation error results. The exact
average of F' over O can be split into

- 1 - 1 o
FO:O—OOZ Z Onmfnm+o—m Z Z Onmfnm- (1-10)

This may be written as Fo = o’ f + ¢. The second term is the truncation or
omission error. It will vanish if either F' or O is band-limited with degree 7,
or if the high-degree components of F' and O are orthogonal on the sphere in
Lo-sense.

Remark. If F is truncated at degree n, then projected into the space domain
and the integral is evaluated over an exactly delineated area, the above men-
tioned truncation error will occur as well.

1.2 Smoothing of Spherical Harmonic Models

Smoothing or filtering a field is usually applied to suppress 'rough’ or ’oscil-
latory’ or 'noisy’ components.

Consider F' according to Eq. (1.1) and Eq. (1.5). A smoothed version is ob-
tained by convolving F' against a two-point kernel W with suitable properties.
In the spatial domain,

W\ 0) = /Q WA 0,N,0)F(\,0)dw (1.11)

and in the spectral domain, in the rather general case of an arbitrarily shaped
window function,

=33 Y. Z Z @ Farme

n=0m=—n

(1.12)
Thus, W(A,0,),60") describes the weighted contribution of F' at point A, 6
to the windowed function Fy at point A, #’. In its discrete version in either
spatial or spectral domain, smoothing will read fW WT (up to a truncation
error, which we will omit in the sequel). The W are the SH coefficients of
the smoothed version of F. And the w _” m are the 4m-normalized spherical
harmonic coefficients of the two-point Smoothing kernel

W0, X,60) Z Z Z Z wm? (A O) Yo (N, 07) . (1.13)

n=0m=—nn’'=0m’'=—n

Or, W (A, 0, X 0 = yT'(\,0)Wy(XN,0) with matrix ‘W containing the ele-
ments @™ . It is 0bv1ous that for fixed X, 0’ the @™ Yy (X, 0') are the
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6 1 Smoothing and Averaging of Functions on the Sphere

4r-normalized spherical harmonic coefficients of W (A, 0), and vice versa; for
fixed A, 0 the @, Ym (X, 6) are the SH coefficients of W (N, 8). Consequently,
for a given two-point kernel W,

1 _ _
o — @ / WA 0, N, 0) YA 0) Vo (N, 0 )dwdw' . (1.14)
02 J

S

This is the most general case of smoothing.

1.2.1 Isotropic Filters

Most filters that we encounter in the literature are isotropic, i.e. the smoothing
kernel depends only on the spherical distance 1) between the two points A\, 6
and X, 0" and not on their relative orientation. A comprehensive review is [4].
For isotropic kernels, the SH coeflicients of the kernel can be reduced to the
Legendre coefficients of a zonal (z-symmetric) function w,,. Thus,

o0

W) =Y (2n+ 1w, Py(cos )

n=0

=Y ) W YA O Yo (N, 0) =W(N0,N,0)  (1.15)

n=0m=-—n

(with P, (cos®) being the unnormalized Legendre polynomials) or

@ =, (1.16)

nm nm

For isotropic filters, smoothing of F' can be written as
Fiw (A, 0) = / W) FX, 0)dw (1.17)
[0

and in the spectral domain simply f%V = w,, fum and

n=0m=—n

Ezxample. A first example is the bozcar filter, which simply truncates the func-
tion F' at SH degree n

AVARVAN
3

3

W () = 3 2n 4 1) Py cos ) i ={l o {r

n=0

Ezample. A second example is the Gaussian filter, popularized by [19], for
which we know an analytic expression in the spatial domain (’bell-shaped’)
with
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1.2 Smoothing of Spherical Harmonic Models 7

e—b(l—cosw) 0 d
n=0
with
In(2)
b= —n
1—cosg

Here, d = Ry is the ’half-with’ radius parameter where the kernel drops
from 1 at ¢ = 0 to %, which is commonly used to indicate the degree of
smoothing. The Legendre coefficients of the Gaussian filter are found from
recursion relations,

d d 14+e2 1 d 2n+1 d
=1 = (T eg) el = e,
1 WMM$

by
A
iy

0.001

20 40 60 80 100 120
degree n

Fig. 2 Shown are the Legendre coefficients w%d) for d equalt to 100 km, 500
km and 1000 km.

1.2.2 Anisotropic Filters

Anisotropic filters can be characterized into symmetric (or diagonal) fil-
ters and non-symmetric filters ([14]). A further differentiation among non-
symmetric filters is possible when thinking of the coefficients wg;;”' as being
ordered within matrix W (when we use a particular ordering scheme for the
frnm, the same has to apply to the filter coefficients).

For symmetric filters, W is diagonal and

—nm 677/,771/

Thus the smoothing kernel has the shape

WAON,0)=> "> wamYum(X, 0)Yom (N, 0) . (1.20)

n=0m=—n
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8 1 Smoothing and Averaging of Functions on the Sphere

It is symmetric with respect to the points A, 6 and X\, #'.
Ezample. Han’s filter ([11]) is of this type. They chose a Gaussian filter with

‘order-dependent’ smoothing radius d(m),

dy — dy
=—m

Whyn = w;d(m)) , d(m) +dy

mi

Ezample. The ’fan’ ([21]) filter is simply a product of different Gaussian filters
applied to order and degree,

di,d2) _ . (d d
= ) = )

In the general case of Eq. (1.12), the filter is non—-symmetric with respect to
points A, 0 and N, 60" and its matrix W is full.

Remark. Even if W is symmetric, the resulting filter would be non-symmetric.

Ezample. The DDK filter ([15], [16]). Here, the filter matrix is derived by
regularization of a ’characteristic’ normal equation system that involves a-
priori information on the signal variance and the observation system from
which we obtain the unfiltered coefficients,

W, =LoN=(N+aM)'N

or - .
'IIJZ,,.ZL (Oz) = Z Z Lzmm (Ot) Ng//’rgl//
n=0m=-—n

with M being an approximation to C¢ = E{ff”}, N being an approxima-
tion to C; = E{ffT}, and Ly,\" (@ N™/™, the corresponding elements. In
addition, « is a damping parameter. The DDK filters are non-symmetric. In
[16] it was shown that the original W, of [15] can be safely replaced by a
block-diagonal version of the matrix.

Ezample. The "Swenson and Wahr’ filter ([20]) is non-symmetric and it can
also be represented by a block-diagonal W. The idea of this filter is that an
empirical model for the correlations between SH coefficients f,,,, of the same
order and parity is formulated and then used for decorrelation.

Example. EOF filtering means one applies PCA to a time series f; of either
gridded values of F' or SH coefficients. A reconstruction with ¢ modes provides

f@ — REIORETF = WOF

where E contains the EOFs of the time series and I(9) is a diagonal matrix
with unity in the first ¢ entries and zero otherwise. EOF filtering corresponds
to application of a non-symmetric filter as well.
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1.3 Smoothed Area Averaging 9
1.3 Smoothed Area Averaging

Now let us come back to the windowing of a spherical harmonic model F, i.e.
we wish to average F' over the region O. Of course we can window a smoothed
version Fyy of F' as well, if necessary.

Another view on the same operation is as follows: In place of Eq. (1.2), we
may introduce a smoothed area function Oyy,

o0 n

R 1
Ow(\O) =Y > O,Vgnynm(A,e):E/QW(A,e,A',e’)O(A’,e')dw'

n=0m=-—n
(1.21)
and we will apply Ow to the original function F

— ,_/ Ow Fdw (1.22)
w J

(note that Oy = O if the filter is normalized, see below). In general, the
smoothing kernel W is a two-point function on the sphere, cf. Eq. (1.3).

1.3.1 Spherical Harmonic Representation

In case of Eq. (1.15), i.e. W is isotropic, the smoothed area function can be

written as
Z Z O Y (N, 0) (1.23)

n=0m=—n
with - -
OV = 0,0 . (1.24)

The smoothed area average is found in the spectral domain as

FOW = OW Z Z Wn nmfnm . (125)

n=0m=—n

The choice wy = w5) = 1 (‘filter normalization’) guarantees that
1
4 Owdw = OOO = OOO = —/ Odw . (1.26)
™

Le. the ’area’ of the smoothly varying window Oy, equals to the area of O.

But, the smoothing kernel will inevitably ’leak’ energy beyond the original
region. lL.e.
1

1
47T Owdw = —/ Ode + 4— Owdw . (1.27)

2/0

The above can be transferred to the more general case of non-isotropic smooth-
ing without any problem.
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10 1 Smoothing and Averaging of Functions on the Sphere

1.3.2 Amplitude Damping (’Bias’)

For a given area O, windowing or smoothing will decrease the amplitude of
the average Fy with respect to the original average F. What causes this
reduction is best understood by explicitly writing down the 'reduction factor’
Bo,w,F, which we define as
fowp = 0w (1.28)
Fo

and which is specific for a certain area O, a certain window kernel W, and an
input function F. For an isotropic smoothing kernel,

o /OWFdw ) > D wnOnmfum
(9] o n=0m=—n

Bo,w,r = Oow = = (1.29)
OFd 5 F
| ora > 3 Ouf
and for wg =1
1 [e%e} n B B
Bowr =1- S (1= wn) O Fom (1.30)

OOOFO n=1m=-—n

The reduction factor clearly depends on the basin shape, the filter coefficients,
and the signal itself.

Ezample. For wog = 1 and F = ¢, where ¢ is a constant (i.e. the signal is
constant over the whole sphere), [ is exactly one, i.e. no damping occurs at
all.

Ezample. For wg = 1 and F' = ¢- O(\,0) (the signal is constant over the
area O, and exactly zero outside), the damping factor becomes (considering
f_Q O2dw = fQ Odw = 000)

BO,W,C‘O =1~ . 1000 Z Z (1 - wn) Oim

n=1lm=-—n

Ezample. In ([15]), a ’standard damping factor’ (’scaling bias’) is defined for
smoothing a constant signal over a spherical cap area, and numbers are pro-
vided for Gaussian and DDK filters of different degree of smoothing and at
different geographical latitudes.

1.4 Filter Shape

1.4.1 Impulse Response

For comparing smoothing kernels in the spatial domain, it is helpful to map a
kernel’s impulse response. This can be best understood when we imagine an
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1.4 Filter Shape 11

area O shrinks to a point on the sphere. By letting the basin function degrade
to a Dirac function (we want to see the smoothing effect for a particular
location X, 0"), we obtain

1 A6 o0 )\/:)\;9129
_ v, _ f 1.31
@) ()\,9) 1) ()\,9) { 0 or otherwise ( 5 )
and
_ 1 ! ’ %
Oim ~ in / 5 (X7, 0") Yo (X, 0")dw = Yo (N, 0") (1.32)
T

Remark. Eq. (1.32) is very helpful in practical applications, since one only has
to compute the Yy, (A, 0"). Or, with the spherical harmonic representation of
the Dirac,

Z Z Yo (N, 0) Y (N, 6) (1.33)
n=0m=—n

Consequently, the impulse response of the most general non-isotropic two-
point kernel W will be

’fl

Z Z Z > @Z;fl” Vorme (N, 0) Yom(X,0) . (1.34)

n=0m=—-nn/=0m’'=—n

And for an isotropic kernel

O ( Z Z Wn Yrm (N, 0') Yo (N, 0) . (1.35)

n=0m=—n

1.4.2 Localization

The localization of an isotropic smoothing kernel can be best measured by its
‘half-with’ radius, i.e. the distance d = R4 where the kernel drops from 1 at
¥ =0 to %
1
W(wa) =5 - (1.36)

For non-isotropic kernels, measuring the localization is more difficult. Unlike

with isotropic kernels, it will depend on the particular location X, 6. There,
one might compute the half-with radius in two directions - North and East.

Following [17] and[1], [15] introduced the variance ow of the squared nor-
malized window function W (A, ) at location X, 6 as a single measure for its
localization properties. The variance is the second centralized moment of a
probability density function defined on the sphere; it is an integral measure
for the spreading about the expectation and it is independent of introducing
a particular coordinate system on the sphere.
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12 1 Smoothing and Averaging of Functions on the Sphere

We suppose with [1] that W2 has been normaized,

/ W2V, 0 )dw = i zn: (wm’?ﬂ/m/(x,a))z =1, (1.37)
2

n=0m=—n

The integration in the first term applies to A, #. Normalization is required in
order to interprete W as a probability density function. The expectation in
the space domain is introduced ([1]) via

By = Qe W2 dw (1.38)

where e = (sinf cos A, sin @ sin A, cos §)7 is the unit vector pointing from the
origin to a location on §2. If W2(\, ) (for given X, 6’) is thought to represent
a surface density distribution, py;, points to its center of mass (which is inside
of 12).

As the unit vector can be represented through the unnormalized degree-1
spherical harmonics
e=Y11,Y1 1, Vi) (1.39)

we can write the components of gy as

HW sz =/ W2Y11dw = (W?)1y pwy = (W21 4 pw.. = (Wi .
Q

(1.40)
The variance of W (A, 0) is introduced in the usual fashion, i.e. as the expec-
tation of (e — pyy )2

ol = / (e — pyy )*Widw (1.41)
0
Because of (e — py)? = 14 (py)? — 2Ty and [ —2eTpy, W2dw =
—2(pyy)?, the variance is simply

o = 1= () =1= > (W)im)” . (1.42)

m=—1

and its computation requires only the computation of the degree—1 harmonics
of W2.

The degree-1 harmonics of W2 may be computed directly, involving the
Clebsch-Gordon coefficients, or simply by projecting the normalized W? onto
a grid and subsequent spherical harmonic analysis.
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2

Principal Component Analysis and Related
Ideas

Products of geodetic observing systems (GRACE, altimetry) and geophysical
modelling are most often represented in form of time series of spatial maps
(total water storage, sea level anomalies,...). The user of these products will
often find a few spatial pattern dominating the variability within these maps.
Identifying these pattern can aid in physical interpretation, comparison of
different data sets, and removing unnecessary small-scale signals or noise.
Eigenspace techniques as the principal component method are among the
most popular analysis techniques supporting these objectives. The purpose
of this chapter is to describe the mathematical concepts behind the principle
component analysis (PCA), to introduce some alternative formulations, and
to make the reader aware of some of the many choices to be made by the
analyst.

2.1 Principle Component Analysis

2.1.1 PCA as a Data Compression Method: Mode Extraction and
Data Reconstruction

Sampling spatio-temporal fields can lead to huge amounts of data. For exam-
ple, a field observed or modelled on a 1° x 1° grid, with a time step of one day,
provides already more than 23 - 10% data elements for one year of data. It is
now a challenging task to reduce the dimensionality of the data vector and to
identify the most important patterns explaining the variability of the system.
The Empirical Orthogonal Functions (EOF) technique, also called Principal
Component Analysis (PCA), has become one of the most widely used meth-
ods. General references are [6] and [7]. In pattern analysis, PCA is also known
as Karhunen-Loeve transform or Hotelling transform.

PCA has been used extensively to extract individual dominant modes of the
data variability, while simultaneously suppressing those modes connected with
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14 2 Principal Component Analysis and Related Ideas

low variability and therefore reducing the number of data efficiently. The
physical interpretability of the obtained pattern (i.e. in terms of independent
physical processes) is, however, a point of discussion as the obtained modes
are by definition orthogonal in space and time and this is not necessarily so
in reality.

Consider the n x 1 data vector y, given for p time epochs t;,

Yi;i

y2;i .
yi = ) i1=1...p. (2.1)
Ynsi

Typically, y; contains the values of an observed or modelled field in n locations
(the nodes of a two—dimensional grid or a set of discrete scattered observation
sites; but the y; could also contain n spherical harmonic coefficients), at time
t;. We will assume that the data are centered, i.e. the time average per node
% Zle Y;:i is already reduced from the observations y;.;, or

1 p
- Zyj;i =0 (22)

Another way to look at eq. (2.1) is to decompose the data vector y; = Ly;
according to the individual locations,

1 0 0
0 1 0

Yi=yui| | Ty | o |t Yna | L[ S Ynim F Yzttt Y
0 0 1

(2.3)
The basis vectors u; are independent of time, orthogonal, normalized with
respect to the standard scalar product (a,b) = a’b, and they are each asso-
ciated with an individual location. One may interprete the original observa-
tions y;,; as coordinates in an “observation space” with regard to the trivial
unit basis u;, in an n-dimensional vector space. Clearly, this interpretation
suggests that other bases and other coordinates might be useful as well. The
following will lead to a different choice of basis.

We collect all y; in the n X p data matrix Y (assuming in what follows that
the data is complete in the sense that for every location j there exists a data
value y;.; for any epoch t;). With other words, we assume for every location
in the set there exists an uninterrupted time series of observations. The data
matrix is then
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2.1 Principle Component Analysis 15

Y1:1 Y1;2 -+ Yip
Y2:1 Y2;2 -+ Y2:p

Y:(ylny;--~7yp): (24)

yn;l yn;2 e yn;p

Its rows contain the time series per location, whereas its columns contain the
entire data from all locations per time epoch.

We might be weighting the data matrix, e.g taking the individual accuracy of
the data at different locations into account, or according to the latitude of the
nodes. In this case, the homogeneized data matrix becomes Y = YG, where
GGT =P is the weight matrix.

The n x n signal covariance matrix C contains the variances and covariances
(i.e. second central moments) of the data viewed as time series per location.
From the data samples y;, it can be estimated (empirically) as

f:1 y%z Z?:l Y1925 - - - Zf:l Y1;iYnsi
P P2 D
1 1 2:1 Y2;iY1si 2'21 Yoy - 2ui=1 Y25iYn;i
C:;YYT:; ’ : Z: ’ ’ |, @5
Zf:1 Yn;ilYisi Zf:1 Yn;iY2;i - - - f:1 9721;1'

or using the weighted matrix Y instead. Note that the signal covariance matrix
C = %YTY, in contrast, contains the spatial variance and covariances of the
data viewed as a function of position, for any #;: there the sum extends over
the n locations. Adding all the n individual variances from the time series
provides what is often called the total variance,

A2 — ]_1)2 (Z y]21> = trace(C) . (2.6)

j=1
An alternative way to decompose the data vector is given by the eigenvalue
decomposition of the signal covariance matrix C

C = EAE” (2.7)

where A is a diagonal matrix containing the n eigenvalues A;, and the columns
of the orthogonal n x n matrix E contain the corresponding eigenvectors e;.
The sum of all eigenvalues equals to the matrix trace, and therefore to the
total variance

>N =A% (2.8)

We assume the eigenvalues and eigenvectors are ordered according to the
magnitude of the eigenvalues; i.e. A; is the largest one. Then, one can state
that each eigenvalue “explains” a fraction
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16 2 Principal Component Analysis and Related Ideas

Aj

= K (2.9)

of the total variance, with the first eigenvalue explaining the largest part and
so on. The eigenvalues of C = %YYT equal to ip times the singular values

of the data matrix Y. The SVD of the data matrix can be written

Y =EAD, (2.10)
where of course now 1
Aj = ]—)Aﬁ (2.11)

We will come back later to the n x n diagonal matrix A and the n x p
orthogonal matrix D.

Principle component analysis replaces the basis u; by the eigenvectors e; of
C as the vector basis for representing the original observations y;. One has to
adopt a convention about the scaling of the eigenvectors, and in what follows
we will assume they are normalized,

elej=1, (2.12)
and their first entry is positive
ey > 0 (2.13)

just as it was the case for the original basis u;. In the same way as the u; can
be associated with a discrete version of a delta function (they point exactly at
the j-th data location with a value of one there, and zero values otherwise), the
e; can be viewed as discrete version of a function which describes common
pattern in the entire data. They are called empirical orthogonal functions
(EOFs) or simply 'modes’. The first EOF e; contains thus the dominant
pattern (that is, if Ay is distinctly larger than the other eigenvalues). If the
original data is provided on two-dimensional gridded locations, it is common to
visualize the corresponding EOFs on this grid. Then, the principal component
representation of the n x 1 data vactor at ¢;, ¢ =1,...,p is

yi = die1 +dges + -+ dpjie, = Z d;e; = Ed; (2.14)
i=1

where the “principal components” (PCs) or PC scores dj,; are determined
from projecting the original data onto the new basis

The dj,; can be viewed upon as time series, ¢ = 1...p, wheras the index j
points at the pattern e; where the time series is associated with. Or,
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2.1 Principle Component Analysis 17
d; =E"y,; . (2.16)

Since ETE = 1, this can be written as d; = (ETE)"'ETy; as well. As the
ordering is according to the magnitude of the eigenvalues, it is often sufficient
to compute only a few, say n, of the d;,;. The reconstructed data will then
still exhibit the largest part of the total variablity:

5’1‘ = Z dj;iej . (217)
j=1

By this construction, EOFs constitute (normalized) spatial patterns whose
amplitude evolution is given by the corresponding PC. The EOF itself does
not change in time.

Remark. In other words, PCA decomposes the original data into time-invariant
(’standing’) spatial pattern, which are scaled by the corresponding time-
variable PC. Therefore, PCA is not suitable for discovering propagating pattern
in the data, since those will be distributed over several standing modes in the
analysis.

Remark. Since the data are assumed as centered, one may say that PCA makes
use of the second central moments of the data (only) to decorrelate them.

Remark. From the point of view of estimation theory, Eq. (2.5) assumes that
the data are perfectly centered. In practice, one will probably compute and
remove the sample mean of the time series. Then, in Eq. (2.5), one might use
p_il in place of L in order to unbiasedly estimate the second central moments.
It does not matter for the computation of the EOFs and the PCs, since the
EOFs will be normalized (Eq. 2.12) anyway and the PCs follow from the nor-

malized EOFs and the data.

Remark. The reconstructed data, Eq. (2.17) can be expressed by
yi = EIWE"y,

where I(™ is a diagonal matrix with unity in the first @ entries and zero
otherwise, I.e., decomposition and partial reconstruction can be viewed as a
linear operation (in first order at least).

From Eq. (2.14), it is clear that the data matrix Y is referred to the EOFs by

Y =ED, (2.18)

where the rows of D now contain the PCs for all EOFs (e.g., the first row
contains the temporal evolution of the first EOF), and the columns of D
contain the PC vectors d; (each vector contains the temporal amplitude of all
EOFs for one particular epoch). With other words, we write
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18 2 Principal Component Analysis and Related Ideas

dl;l dl;g dl;p
d2;1 dg;g dg;p
D=(dy,dy,....,d,)=| . ,

dn1 dny2 - digp
Then, for the total variance

n p

A? = trace (EDDTET) = trace (DTDT) = Z Z d;

Jit

(2.19)
j=1i=1

The aim of PCA is to find a linear combination of the original data nodes that
explains the maximum variability (variance) of the data. This means, we are
searching for the mode e such that Ye has maximum variance. The variance
of the centered time series Ye is

%(Ye)T(Ye) = %eTCe . (2.20)

Usually we require e to be normalized. The task is then to maximize Eq. (2.20)
subject to e”e = 1. The solution to this problem is the eigenvalue problem
Ce = \e, with eigenvectors e; and eigenvalues \; as introduced earlier.

However, the data vectors y; will contain a random error, and such will the
eigenvalues and eigenvectors derived from the data matrix. This has to be
considered in particular if eigenvalues are close to each other.

2.1.2 Temporal PCA versus Spatial PCA

PCA as described above is sometimes called temporal PCA, since it departs
from the correlations between time series of data (which are contained in
the n x n covariance matrix C). On the other hand, it is perfectly valid to
consider, for the same data set, the spatial correlations and built the p x p
spatial covariance matrix C' = %YTY, or

23;1 %2';1 23;1 Yjs1Y52 - - -27:1 Yj:1Y5p
n n 2 n
1 1 E :j:l Yj;:2Yj51 E:j:l Y52 -~ 'Zj:l Y5;2Y5;p

Z?:1 Yjp¥js1 Z?:1 Yjp¥i2 .- Z?:1 y]2';p

(2.21)
In fact, if p << n, storing C’ requires much less memory space compared to
storing C.

PCA based upon C’ is called spatial PCA. Of course, temporal and spatial
PCA are closely related: C and C’ are of different dimension but they share
the same eigenvalues (apart from a factor that depends only on n and p).
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2.1 Principle Component Analysis 19

An eigenvalue decomposition (and comparison with the decomposition of C)
reveals

¢ =L DpTAD (2.22)
n

where we have D = A71ETY = A~1D.

It is thus obvious that the k-th EOF of the spatial PCA (k-th column of DT)
corresponds to the k-th PCs of the temporal PCA. Alternatively, this can be
seen as follows: From
Cej = )\jej
follows n
—YTYY"e; = \;Y e
np

and the eigenvectors of C’ can be read off as Y7 e;. Thus

E=YTE=D=AD.

2.1.3 PCA of Linearly Transformed Data

It is interesting to consider the PCA of a set of linearly transformed m x 1
data vectors
z; = Ay, i=1...p (2.23)

with m X n matrix A. Again p is the number of time epochs. The number of
data nodes m might be larger, equal or less than n.

Ezxample. The original data might contain spherical harmonic coefficients of
a field, and the transformed data contain gridded values. In this case m > n
is not uncommon. Matrix A contains the spherical harmonics for each given
coefficient evaluated for each grid node.

Ezample. The original data contain values on a global grid of certain spacing.
We ask in how far the EOFs and PCs on a local subgrid, i.e. for some region
of the globe, will differ from those evaluated from the global data set. In this
case, m < n and the matrix A equals to the identity matrix, with its rows
removed for all nodes that are not present in the local subgrid.

Obviously the transformed data matrix is Z = AY. Furthermore we have

1 1
C.=-7Z" = ~AYYTAT = AEAETAT (2.24)
p p

where E and A contain the eigenvectors and eigenvalues of the original data
covariance matrix. Obviously, the eigenvectors and eigenvalues of C, will differ
from those of C, meaning that both the EOFs and the PCs of the transformed
data will differ from those of the original data (unless in some special cases).

Let p; be the eigenvalues of AT A. For the eigenvalues of C, = ACAT”, which
equal to the eigenvalues of CAT A, the following inclusion holds ([5])
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20 2 Principal Component Analysis and Related Ideas
A? € [min(p;) - min(A;), max(p;) - max(\;)] (2.25)

This illustrates clearly, how the spectrum of the transformed data is widened
by the spectrum of ATA.

2.1.4 PCA as a Data Whitening Method: Homogeneization

Obviously, one can interprete the PCs as a 'whitened’ version of the original
data. To make this clear, we will consider instead of

d; = ETy; (2.26)

the homogeneized PCs d;.; kdj;i, or

d,=A"

=

Here, we have introduced the column-by-column scaled matrix E = EA-Z.

Remark. 1t is clear by now that the homogeneized PCs d; are the column
vectors of the SVD matrix D.

The scaled EOFs are not of unit length anymore, but still orthogonal,
ETE=A"". (2.28)

The signal covariance matrix of the original data y; is C = EAE”, thus the
covariance of the PCs will be

Ca =ETEAEE” = A | (2.29)
or, for clarity,
P
Z dQ‘;i =
i=1
And the signal covariance of the homogeneized PCs will be
C;=AETEAEE"A 2 =1. (2.30)

From the last two expressions, it is obvious that the PCs and the homo-
geneized PCs are uncorrelated, with the latter ones also being of unit vari-
ance. Therefore, the (homogeneized) PCA is often viewed as a data whitening
transformation. The homogeneized EOFs are directly obtained from applying
the rescaling to the original eigenvectors

e, (2.31)

of the data.
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2.1 Principle Component Analysis 21

2.1.5 Number of Modes

In many applications of PCA, we will avoid to retain all n modes, but rather
use a subset of 7 dominant ones. The reasoning can be different: We may
want to compress the data, or we may want to get rid of those modes that
supposedly contain noise. Or, PCA is just considered as a preprocessing and
we will subsequently apply e.g. rotation on the dominant modes. Let J =
{41,792, --jn} denote the index set of all modes to be retained, i.e.

}_’i = Z d<;iej .

jeT
A rule that determines J is called a selection rule.

It has been suggested by Eq. (2.9) that each eigenvalue of the data covariance
explains a certain fraction of the total variance A?, Eq. (2.6). This indicates
that the strategy to choose a reasonable subset of modes could simply be

T={1> n>e.
jed
This strategy is by far the most often followed one, with a typical threshold
value of 0.9.

A selection rule (North’s rule) that is often considered goes back to [18]. It is
based on the perception that the data y; represent independent realizations
or samples of a random field with unknown stochastic moments. From these
realizations, one will be able to reconstruct the true covariance C’ only up to
an error that depends on C’ and the number n of data realizations. With other
words, C as computed through Eq. (2.5) will be considered as a stochastic
quantity being contaminated by an error whose covariance can be estimated
from C and n. Therefore, the eigenvalues and eigenvectors of C have to be
considered as stochastic as well. [18] proceed to show that 'typical’ errors of
neighbouring eigenvalues and eigenvectors will then be

2 O\
5)\]\/;/\j+ 5ej:ﬁek+~~

"Neighbouring’ means that Ay is the eigenvalue numerically closest to A;. This
selection rule says that if the ’typical” error of an eigenvalue is comparable to
the difference of this eigenvalue to its neighbour, then the ’typical’ error of
the corresponding EOF will be of the size of the neighbouring EOF itself. One
will then tend to disregard this mode in the reconstruction. Or,

T = 43160 < v = Ayl = min A = A}

Several other selection rules have been proposed since then, based on different
principles. More recently, Monte Carlo methods have been applied frequently
to test the statistical significance of modes.
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22 2 Principal Component Analysis and Related Ideas
2.1.6 PCA as a Tool for Comparing Multiple Data Sets

We are often interested in comparing multiple data sets, e.g. satellite-derived
vs. modelled, or different model output data sets. Several statistical algorithms
allow to derive correlation measures, similarities and joint pattern and so on.
Here, we will only focus on the application of the PCA as described before in
such a situation.

Consider the n x 1 vector y, given for p time epochs ¢;, and extracted from
M different data sets, or

yl,z
y(@

yim = 7 i=1...p, m=1...M, (2.32)
y

which we may recast in a ’super data matrix’
X = (Y<1>,Y<2>, . ,Y<m>) . (2.33)

If all data vectors are considered as equally good, bias-free (i.e. centered
free of errors), and describing the same phenomena apart from unavoidable
data/model errors, i.e. as independent realizations of the same data vector,
one may simply compute the covariance matrix

1

C= WXXT (2.34)

and go on as described before.

If we suspect that different sensors or models see different phenomena, which
is to say the data are not coming from the same p.d.f., one may of course apply
PCA on each data set independently. This provides M covariance matrices
C(™)_ A comparison is then hampered by the fact that each data set will be
represented in its own basis egm). To facilitate comparison, one may project
all data sets onto the basis derived from C or from one of the data sets (maybe
the one we trust most), say. from C(™") This is, we compare the data sets on
the level of principle componets with a joint basis,

d™ = ETy(™ (2.35)

or T
a™ =g ym (2.36)
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2.1 Principle Component Analysis 23

2.1.7 Rotation

Rotated EOF is a technique which attempts to overcome some common short-
comings of PCA. For example, the mathematical constraints (orthogonality of
EOFs and uncorrelatedness of PCs) of PCA, in connection with the depen-
dence of the computation doamin (see 'PCA of Linearly Transformed Data’)
may render the modes found in data difficult to interprete. Physical modes
may not necessarily be orthogonal and thus leak into several different mathe-
matical modes in PCA. REOF is a technique which sacrifies either orthogonal-
ity of the EOF's or uncorrelatedness of the PCs, while adding new optimization
criteria that seek to find physically plausible modes.

Rotated homogeneized EOFs

An understanding of the idea of REOF starts with the observation that,
viewed as a whitening transformation, PCA with the basis vectors &; is not
unique. To see this, the data vectors y;, with covariance C are expressed by

yi =EA%d; . (2.37)

It is possible to replace the d; by any set of i = 1,...,p rotated n x 1 homo-
geneized PCs,

r; = Vd; (2.38)
with n x n orthogonal matrix V, i.e. VI'V = 1. Then,
C:=Vvvl=1. (2.39)
We have -
d; = VTf'i (2.40)
and ) -
yi =EA2VTE, = EAVTE,; . (2.41)

It is obvious that the data covariance C = EA2 VT (EA2VT)T) = EAET
does not depend on V. Hence, the transform y; = EA:VTE;, = EAVTE,
with rescaled and rotated PCs whitens the data as good as the original ho-
mogeneized PCs. The rotated basis vectors (or rotated EOFs) are now the
column vectors of F = EA2 VT = EAVT.

We have seen in Eq. (2.40) that the rotated homogeneized PCs have diagonal
and equal covariance, just as the original homogeneized PCs,

The PCs, viewed as time series per EOF, are uncorrelated and they do not
loose this property when an arbitrary orthogonal rotation is applied to the
EOQOFs. The rotated homogeneized EOFs, however, will not be orthogonal any-
more,

FTF = VA?ETEA: VT = VAVT . (2.42)
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24 2 Principal Component Analysis and Related Ideas
Rotated EOFs

On the other hand, one can define rotated EOFs by straight application of an
orthogonal matrix V to the EOFs E,

F =EVT (2.43)

i.e. without homogeneizing the PCs first. The data is then represented through
rotated PCs,
yi = Flr; . (2.44)

In this case, the rotated EOFs remain orthogonal, since
F'F=VETEVT =1. (2.45)
But now, the i = 1,...,p rotated PCs
r; = Vd; = Fly;, (2.46)
loose the property of being uncorrelated since
C,=VAVT. (2.47)

In summary, by rotation either the orthogonality of the EOFs or the uncor-
relatedness of the PCs will be destroyed.

Rotation principles

So far, nothing has been said regarding the particular choice of an orthogonal
matrix V in EOF and PC rotation. All orthogonal V are able to reproduce
the data, whereas only for V = I both orthogonality in space and time can
be preserved. Which one (in space or time) we sacrify by rotation, depends
upon application to homogeneized or original EOFs and PCs.

In REOF, one usually specifies an optimization criterion (V) in terms of
rotated EOFs or rotated PCs, to be met subject to the condition VV7T = I.
n(—1)

In other words, an orthogonal n x n matrix has —5— degrees of freedom and

these have to be chosen such as to optimize F (V).

When we have
F=EVT

with elements f;.; of the jth rotated EOF, the following family of VARIMAX
criteria is in use

2
n n

FV) =X |- S |- (2.48)

i=1 \ j=1
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2.2 Independent Component Analysis 25

The quantity inside the summation is proportional to the variance of the
square of the rotated EOF's f; (for v = 1). This variance will be big if some
values f;.; are close to 1 and many are near 0. Consequently, it is often claimed
that the varimax rotation attempts to ’simplify’ the patterns by localizing the
‘regions of action’.

In practice, one will rotate only the first 7 EOF's corresponding to the largest
singular values, then the above reads

n n n

FV)=Y" Zf;‘:f% Zfﬁi : (2.49)

i=1 \ j=1

2.2 Independent Component Analysis

We follow [12]. Consider orthogonal EOF rotation with homogeneized PCs,
ie

r, = Vd; (2.50)
for i =1,...p time steps. Collecting the n X 1 vectors of homogeneized PCs
in nx matrices D and R, this is

R=VD, (2.51)
and the rotated EOFs will be
F=EAY?V . (2.52)

For any orthogonal V the rotated homogeneized PCs T; are uncorrelated and
of unit variance, i.e. as a time series in ¢

ng‘;ﬁk;i =0 Jj#k

i=1
In [12] it is suggested to choose V such that the F; are close to being inde-
pendent.

Independence is stronger than uncorrelatedness, and defining (and testing) it
requires to involve higher moments of the pdf of the 7;,;. Different criteria are
in use in the literature on Independent Component Analysis (ICA).

The line of reasoning in [12] is as follows. If 7},; and 7,; are independent, then

the time series of the squares 7:]2‘;1', 732‘;1' should be uncorrelated (after centering),
or
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26 2 Principal Component Analysis and Related Ideas

p 1 p 1 P
Z(F]%i;zf?;l> (Fi;i];zsz;l> =0 j#Ek.

i=1 =1 =1

This can be written in matrix notation. Let ©® denote the Hadamard matrix
product, i.e.

2 2 2
T%;l T%;Q . Tl;p
r r Lo T
— — 2;1 1252 2;p
ROR=
2 2 2
rn;l TH;Q . Tn;p

and let H = H? be the p x p centering matrix (with i = (1,1,...,1)T)
1
H=1I--ii".
p

Then, for independent time series 7},; the (empirical) covariance matrix of the
centered squares

must be diagonal.

In other words, an ICA approach can be constructed by defining an objective
function F(V) that penalizes off-diagonal elements of C,2. ICA will then seek
a rotation matrix V through optimization of F (V).

Remark. The above idea ([12]) makes use of fourth statistical moments, but
other moments may be used for defining an objective function as well.
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Appendix

3.1 Spherical Harmonics

Spherical harmonic series

It is common to represent real-valued phenomena on the sphere as spherical
harmonic series

F(\0) = Z Z (Crm cosmA + Sy sSinmA) Py, (cos ) (3.1)

n=0m=0

with longitude A, colatitude 6, the spherical harmonic degree n and order m,
where n > m > 0, the spherical harmonic coefficients C,,,,, and S,,,,, and the
associated Legendre functions of the first kind P,,,.

Legendre polynomials and associated Legendre functions

The associated Legendre functions of degree n and order m, n > m > 0, can
be expressed through the m—th derivatives of the Legendre polynomials of
degree n, P, = P, with respect to ¢t = cos¥,

P (t) = (1 —#2 , 3.2
()= (- (32)
which may be written as
d™ P, (cos®)
Pum 0) =sin™ 0 ————— 3.3
(cos ) = sin R (3.3)
They fulfill the differential equation
d?P, dP, m?
1—?)—% —2t—= 1)— —— ) Pum = 4
(=) dt +(”(”+ ) 1—t2> 0 (34)

or
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28 3 Appendix

d dPm 2
5 <sm9 = )+<n(n+1)sin9;inTe> Pam =0 . (3.5)
Note that sometimes (e.g. [3]) the associated Legendre functions are defined as
P = (=1)™Pyp. The Rodrigues formula expresses the Legendre polynomials
P, of degree n through the n-th derivatives of (1 — #2)" = sin®" 0,

1 d*(t2—-1)"
P,(t) = _ 3.6
(*) 2np! dtn (3.6)
they satisfy the differential equation
dP, d?P,
1)P, — 2t—= + (1 — ¢? g .
nn+1)P, tdt + ( t)dtQ 0 (3.7)
o 1 d dP,
NP, + —— [sind—= ) =0. 3.8
nn D+ 2570 (Sm d@) (38)

An expansion of the Legendre polynomials and associated Legendre functions

Table 3.1. Legendre polynomials and associated Legendre functions

nm Pum

001

cosf

sin 0

1(3cos® 0 — 1) = 1(3cos20 + 1)
3sinfcos b = %sinQG

3sin? 6

2(5cos®0 — 3cos0) = £(5cos 30 + 3cos )
sin0(22 cos® 0 — 2) = 2 sin 6(5 cos 20 + 3)
15sin® § cos § = 1—25 sin 0 sin 20

15sin” 6

—
o

W WWWN NN -
WNHH~HONHFHOHR

into trigonometric series reads

Py (cos@) = sin™ 6 Z Trimg cos" Mm99 | (3.9)

where int(z) means the integer part of x, and the coefficients T,mq are given

by ([10],[9]) (=1)4(2n — 2¢)!
—1)4(2n — 2q)!

2ngl(n — g@)!(n —m — 2q)!
Relations (3.2) and (3.2) can be combined to

(3.10)

Tnmq =
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3.1 Spherical Harmonics 29

(1 _ tQ)m/2 dn+m(t2 _ 1)n

Pt = =51 dgrrm

(3.11)

This is being used to define associate Legendre functions P,,, of negative
order m; 0 > m > —n. The relation between P,,,,, and P, _,, is ([8])

P —m(t) = (—D’”%an (3.12)
Panlt) = ()" P, (3.13)

Alternative notations for the real-valued spherical harmonic series

There are 2n + 1 spherical harmonics of degree n. Another way to write eq.
(3.1) is

F(A,9)=§: zn: FrmYnm(A, 0) (3.14)

n=0m=-—n

with frm = Chum for m >0, fum = Sn‘m| for m < 0, and

Yim (A, 0) = Yomi (A, 0) = cosmA Py, (cosb) m >0 (3.15)
Ynm(>\, 9) = Yn|m\2(>‘a 9) = sin |m|)\ Pn‘m|(COS 9) m <0 . (316)

Integration over the unit sphere

The spherical harmonics Y}, are orthogonal on the unit sphere (2. Integrating
products of spherical harmonics Y., yields

1
/ Yann/m/dw = 47TUT(S"”/5mm/ (317)
2 nm

with

(n—m)!

el (3.18)

I, = \/(2 — dom)(2n + 1)

in particular

o =+/(2n+1) . (3.19)

Consequently,
/ Ynmdw = 47T5n05m0 . (320)
7}

Integrals over various products of derivatives of spherical harmonics can be
found in [13].
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30 3 Appendix
47~ or fully normalized spherical harmonics

It is common in geodesy to introduce 47- or fully normalized associated Leg-
endre functions

The relation between the P,,, of positive order, n > m > 0 and those of
negative order, P, _,, is

Po—m(t) = (=1)" P (3.22)
Poum(t) = (=1)™Py _pn . (3.23)

Using the P,,, of positive order, we introduce 47- or fully normalized spherical
harmonics

Yoo = o Yom (3.24)

or

m(A,0) = cosmA Py, (cosf) m >0 (3.25)
m(A,0) = sin|m|A Py, (cos 6) m<0.

ERlE

with spherical harmonic coefficients Cp,,, = %Cnm, Snm = %Snm, or
nm nm

Frms fami, fame2 accordingly. By definition, these fully normalized spherical
harmonics fulfill

/ Yo Yorm dw = 4780 O - (3.26)
2

The addition theorem relates fully (47-) normalized spherical harmonics and
the (un—normalized) Legendre polynomials

1 \ \ I /N
T m;n Vi (A, 0) Y (X, 0') = Py (costp) . (3.27)
In particular,
1 S
Y? =1. 2

Practical computation of the fully normalized spherical harmonics

In practice, the fully normalized associated Legendre functions P,,,(cos ) are
computed via recursion relations.

Ezample. One of the most often applied recursive algorithms for the normal-
ized Legendre functions as a function of co-latitude 6 is the following
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c = cosb
s =sinf
Py =1

end do
do n=1n
b, =vV2n+1
Pron1=bn-C-Pp_1n_1
end do
do n=2,n
do m=n,0,-1
(2n+1)
TV —m)n e m)
dp=v2n—1
(mn—m—-1)(n+m-—1)
e"\/ (2n —3)
Py = cn (dn c-Py_1m—eén pn,gm))
end do
end do

Normalized complex spherical harmonics

Normalized complex spherical harmonics are introduced in different ways.
Following e.g. [8] and using associated Legendre functions of positive and
negative order, n > m > —n

(=™

Vi = Tix Enm (cosmA + isinmA) Py, (cos 6) (3.29)
(D™ _
= Epm € Py (cos 6)
var S———
ynTrL
where
_ (n—m)! I,
S = 1/ (20 +1 — . 3.30
\/(”+ S om) ~ Vi (8:30)
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Here ~ ~ ~ ~
y’ﬂm = (_1)my':;,—m y;:m = (_1)myn,—m (331)
follows from eq. (3.23) and

Znm Pram(cos 0)(cosmA + i sinm)
= (=1)"Ey —mPn,—m(cosf)(cosmA — isin(—mA)) .

Consequently, in place of eq. (3.29) we could write

5 (=D”
Vnm = \/E

= (—1)" Y m<0.

Epm (cosmA + isinmA) Py, (6) m>0  (3.32)

This is to relate complex spherical harmonics of negative order to associated
Legendre functions of positive order. The Y., are 1-normalized, thus

/ ynmjj;:/m/dw = 5nn’5mm’ . (333)
2
And,

M=

= j}no()‘a 0) _';;O(X’ 9/) + (j}nm()‘a 0) _’;;m()‘/’ 9/) + J_};;m()‘a H)ynm()‘/’ 9/))

1

3
I

1l K. o 2n+1
=& D> V(X 0)Yom (X, 0') = o Plcos) . (3.35)

m=—n

The relation between the complex Yo and the real-valued valued Y, is thus

=™

_ 1 _ _
v %2—507”( —m)
_ 1 1 - _
Vnm = ——=—7=Yoim| = Yn _im m<0.
T 5 (Yajm| ~Iml)

Some integrals

Some useful integrals are expressed below, using both unnormalized and fully
normalized spherical harmonic representation.

1 _
e Fdw = foo = foo (3.36)

L[ Pw-y Y oy o (3.37)
dm [0} H72zm nm

n=0m=—n n=0m=—n
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iﬂ /QF Gduw = Z Z Jumgum I =N Y FamGem (3:38)

n=0m=-—n n=0m=-—n

1 fnm fnm

FYnmd = = .
47T “ U’erm Hnm (3 39)
1 fom _ 2

FYnm = fum 4
o dw = i f (3.40)
1 1™ 1 - -

Fynm ( ) (fnm+ifn,fm) m > 0

471' 7] Var 2 — 50m

—1
= 41Tﬁ(fn|m+zfn|m) m <0 (3.41)

A

ﬁ

3.2 Spherical Coordinates

We use spherical longitude A, co-latitude 6 = § — ¢ and radius r. ’Geodetic’
coordinates can all be easily transformed to spherical coordinates.

A vector field, when represented with respect to the local basis e, ey, ey,

reads
f= frer + fGeG + f)\e)\ . (342)

The gradient and the Laplace operator applied to a 3D-function F(\, 6, r) in
spherical coordinates are

oF LOF 1 OF
VE=5- Or ert i 89 +7’Sint9aeA (3.43)
AF =V -VF = %63 (ﬂ%—f) + L <Sull9% <sm988—};>) (3.44)
r2sin? 0 O\?
O:F 20F 1 9°F 1 OF
“ 92 TTor T2 T Pran0 00
1 9%F

+ r2gin? 6 O\2

The gradient of the vector field can be written as a matrix, with entries

Ofr 10fr _ fo L_Ofr _ fn
or r 9 T rsinf O\ r
_ 0fo 1 f fr 1 9f b
Vi = BTS T 060 + r 7 sin 6 8)\9 - COt@_A (345)
of 19/ 1 9f f afr
87} T o rsin O 8; + cot 6 +

The divergence of the vector field is
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10 ., 1 9
vof= r2 or (T fr) + 7sind 00 (sinffo) + rsin 6 a,\fA (8.46)
2 0 1 !
N _fTJrEijL 7sin @ 00 (sinffp) + rsiné a,\fA

For completeness, we note the strain tensor € = 1(Vu + (Vu)T) and the
(Cauchy) stress tensor in spherical coordinates:

T T T
€ = €,.€,€, + €gpepey -+ €xreren (3.47)
T T T T T T
+ €0 (erep” +ege,’ ) +ern (erex” +exe,’) +egn (epern” +erep’)

in particular

ou,
rr — 3.48
€ . (3.48)
1 8u9 1
_ 1 4
€0 = 50 + Tur (3.49)
1 Ouy 1
N T Tsing axn + rt rtang ? (3.50)
1/10u, Oug 1
Lo Lt Oug 1 51
ro 2<r89+6 r“A> (3:51)
1 ou, 8u,\ 1
Lol our _ 1 52
AT g (rsm@ o\ or ru)‘> (3:52)
1 8u9 1 duy 1
or = 2 (7’81119 oA\ TW + rtan@u)‘) (3.53)
and
o = oprere,’ + ogoepes’ + aareren’ (3.54)

+ 00 (eres” +ege.”) + oo (e,en” +exe”) +opx (eser” +erey’) .
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Surface loads

In this lecture I will present the basic concept of a load applied to the earth surface

and its interaction with the earth’s interior. Consider these notes as a draft.

1 Mathematical prerequisites

1.1 Definition of surface load

A mass at the surface of the earth is usually condensed to an infinitesimal layer at
the reference height of the surface. Mass condensation results in representation of
mass distribution as a surface mass density where the integral of density over the

vertical reduces to a surface mass density measured in kg/m?,

o(a, Q) :/ po (1, Q)dr . (1)

There, p, is the density of the considered mass, g = [a & 7] is its height range,
Q) = 0, is the coordinate pair on the sphere. Furthermore, for a surface mass,
the height range should not differ too much from the reference height to which it is
condensed; usually it coincides with the earth radius, @ = 6.371x10% m. Furthermore
the 3d character is of no importance as long as we are not to near to the load. With
respect to solid earth problems, this is of course justified by the thin surface shell
covering the earth’s interior. In consequence, all redistribution of water, ice and
vapor are considered as a surface mass. The total mass of the load is not considered

but its conservation

/Qoadgz:o. 2)

This is also stated in the title of the priority program, ‘mass distribution and mass

transport in the earth system’.

1.2 Processes inducing surface loading

The main processes responsible for mass transport at the surface are
e hydrological water cycle
e ocean currents
e glacial melting

e atmospheric water cycle
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These processes are coupled by the transport of water between the subsystems.
This motivates the focus of the SPP. Other material like CO5 or sediments are not
considered. The loading of these processes will all deform the solid earth but, due
to their different scales in dimension, amplitude and duration, they are considered

differently.

1.3 Separation of signals

In this lecture the focus is on the response of the solid earth to surface load vari-
ations, which is detectable in geodetic observables, like GNSS and gravity. These
observables represent integral responses to all relevant processes which can be of
internal and external origin. The usual task for the geoscientist before interpreting
the signal is to separate the signals of different processes. The classical approach for
field measurements in order to detect a specific signal was to choose an appropriate
location. Signals determined from GRACE represent integrals over large spatial ar-
eas. Therefore this strategy is only in parts successful. One alternative strategy is
to separate the signals due to their temporal behaviour. The most important signals
in this respect are seasonal, interanual or secular. There, the seasonal signals are
quite simple to isolate, whereas the separation of interanual and secular variaions is
much more difficult. One of the most prominant secular signals is GIA proceeding
on a time scale of kyr. It can be identified in gravity, surface displacement, rota-
tional variations and in sea level. Other interanual signals which influence the mass

redistribution are mostly of shorter time scales.

1.4 Solid earth response

One has of course to ask what is the response of the solid earth and how it is best
modelled. Due to the mainly global scale of the considered loads, and the discussed
response, we have to model the earth as a deformable sphere. With respect to the
time scales involved for the ocean dynamics and atmosphere as for present day ice
melting the earth is considered as an elastic body. But, the earth’s mantle reacts
only on short time scales like an elastic solid, with the duration of the process, also
anelasticity has to be considered and for very long time scales (thousands of years)
the earth’s mantle behaves like a Newtonian fluid. Secular motions are therefore
affected by both phenomena long-period mass redistributions at the surface and the
visco-elastic response of the solid earth. The details will be discussed in Section 4,
p. 14.

Basically for geodetic purpose, the response of the earth results in a displacement
and a variation of the gravity potential considered at the earth’s surface. The

latter is described as the change of the reference potential. These fields are usually
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represented by spherical-harmonics decomposition, i.e.
Q) = Un(R) S;n () + Y Vim(R) Si1 (2 +§:Wm ) Sin(€) (3)
lm Ilm
and

¢V (R, Q) Zdnm Yim(9) (4)

Here, U, V and W are radial functions describing the spheroidal displacement in
radial and horizontal direction and the toroidal displacement, resectively, and Sl(mp)
are the corresponding vector spherical harmonics." The potential perturbation, ¢
is represented in the same way by scalar spherical harmonics Y},,. In this formal
representation the quantities are complex in order to keep a more compact represen-
tation. The relation to the real-valued 4m-normalized spherical harmonics you will
find in the appendix to the lecture notes ‘Analysis Tools’. The explicit conversion
of coefficients is given in App. A, p. 21. The surface mass density is represented in

the same way,

= 3 T Yim(9) - (5)

If we assume a linearised theory we can expect a proportionality between excitation

and response:
{[U, V,W, gZs]lm} = A{Elm} (6)

If we assume a radially stratified Earth structure the relation between the load and
the response only depends on the distance between load and observation, which
means the field quantity describing the observation, ¢, can be written as a convolu-

tion integral, g4,

6(0) = a? /Q () go(7) 42, (7)

where v = (|Q — ']) is the distance between the two coordinate pairs on the sphere
and g4 is the Green’s function for the considered scalar field quantity, ¢. The depends

only on v allows the Green’s functions to be represented by Legendre functions:

9:(7) = a/Mc Y (14 k) P(cos) (8)
l

gu(7) = a/M. " hy Pi(cos) (9)
1

!The representation of vector spherical harmonics is quite compact, for details see Martinec
(2000). The full calculus is outlined in Varshalovich et al. (1988).
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Load love numbers according to Farrell
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Figure 1: Vertical load Love numbers, h and k according to Farrell (1972).

Considering the load in (5), the displacements can be written then

() = 2 3 B 5 Yin(9) (10)

w@) = = 22l+1 m Yim () (11)

where h; and k; are the load Love numbers. If we look at their functional behaviour
Figure 1, two things are of interest. The degree 0 does not appear in this figure.
This is not due to the logarithmic scale but also due to the fact that it does not
appear in the usual listing of Love numbers, e.g. by Farrell (1972). Furthermore

ki1 = —1, this motivates a small excursion.

1.4.1 Excursion to physical meaning of degree 0 and 1

The displacements fields represented by Legendre degree 0 and 1 have to be con-
sidered separately. This is due to the integral character of these fields. the surface

integral over a scalar spherical harmonics results in
/ Yim dQ = V47 819 Imo (12)
Q

For the surface mass density, o (5), it means a finite mass of the perturbation, which
violates the principle of mass conservation (2). So, mass conservation implies that
200 = 0 and from the linearity of the problem, we can conlude that for the assumed
model, there is neither a degree-0 component in displacement (11) nor a degree-0
component in the gravitational potential or displacement (10). From this point of

view we don’t have to care about a numerical value for degree 0.
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For degree 1, the representation of vector spherical harmonics are of interest.

There, the integral

/ SO ds =4/ 7T<5]1(25M +05_1)em (13)

shows only spheroidal components, A = +1, in degree | = 1. The e,, are the

covariant spherical base vectors. Considering the average motion of the surface, (3)

1
UCQF = Z udS

(14)
/ Z ]ms( Y Vi S+ Wi SO | a0,
Qo

jm

we get in fully normalised complex spherical harmonics (Klemann & Martinec, 2009)

1 /2
u:éF = —5 3_71' Re{Ull +2V11}
vo— L2 o 4o (15)
Uor = 5\ 35 m{Un +2Vi1}

1
ugp = 3\ 37T(U10+2V10)

That means, that the center-of-figure motion is described by the degree-1 compo-
nents of the displacement field. Similar, the degree-1 perturbation of the potential
describes the center of mass motion and the difference is the so called geocenter
motion, which is invariant of the chosen earth related reference frame.

Here, the representation by load-Love numbers, is given, where the surface-mass
coefficients are the valid for the 4m-normalised real spherical harmonics, Stoke’s
coefficients, and w is in Cartesian coordinates pointing to (e, = 0°N/0°E), (e, =
0°N/90°E) and (e, = 90°N):

ZC
1 11

us® = 3_ﬁ[h1+2ll_3(1+k1)] lel (16)
210

From Figure 1, we observe that k&; = —1. Not shown is the value l; = 0.113

of Farrell. This relation allows a quick assessment about the order of the geocenter
motion. The specific value of k1 = —1 in Farrell, is due to the chosen reference frame
in which the kinematics of the solid earth is described. In Farrell it is the so-called
center of the solid earth. For details see Lavallée et al. (2006). Due to GGOS this
quantity is of interest and its more precise determination also one of the tasks for
the next years. With respect to GIA, there are a number of studies, e.g. Greff-Lefftz
(2000); Argus (2007); Klemann & Martinec (2009). As stated above the center of

mass motion is described by 1 + k7.
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1.4.2 Toroidal motion

A further result is, that for a surface load that acts as an attracting mass and
as a vertical loading pressure on a spherically symmetric earth, a toroidal motion
will not be excited, i.e. spheroidal and toroidal motions are decoupled. This is the
reason why only three love Numbers describe the deformational behaviour of the
earth body in response to a load, h,[ for spheroidal displacement and k for gravity.
If we assume a laterally varying earth structure this condition is not fullfilled any
more and we get a coupling between different degrees and a coupling to the toroidal
part (Klemann et al., 2008).

The extension to a time dependent love number which is demanded for viscoelastic

behaviour will add a convolution in the time domain.

2 The sea-level equation

The sea-level equation describes the mass redistribution between ice and ocean in a
gravitational consistent way. The ocean is considered to follow the geoid. The geoid
is calculated from the surface mass redistribution. The surface mass redistribution is
considered to deform the solid earth and so, changes the gravity potential. Surface
displacement and displacement of gravity potential defines the placement of the

ocean which again modifies the load. This complicates the set up of the problem.

2.1 The concept of geoid

The static response of the ocean means that the sea-level follows the geoid which is
generated by the mass redistribution. The geoid is here considered in the classical
definition:

The geoid is that equipotential surface which would coincide exactly with
the mean ocean surface of the Earth, if the oceans were in equilibrium, at
rest (relative to the rotating Earth), and extended through the continents
(such as with very narrow canals). According to C.F. Gauss, who first
described it, it is the “mathematical figure of the Farth”, a smooth but
highly irreqular surface that corresponds mot to the actual surface of the
Farth’s crust, but to a surface which can only be known through extensive
gravitational measurements and calculations.

Wikipedia
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This definition deviates from that given in e.g. the IERS convention (Petit & Luzum,
2010), where the geoid is defined by a potential value Groten (2004):

Wy = 62636856.0m?s™2 4+ 0.5, m? s> (17)

This difference can lead to misinterpretations in literature. Whereas it is con-
venient to calculate this shift by the Bruns’ formula, it will not hold for Gauss
definition if a process changes the global sea level. The classical Farrell & Clark
(1976) paper for instance use Gauss’ definition. So, a suggestion to the students,
take care that you are using the terms correctly and your orrespondent does the
same.

So, considering a change of the gravity potential due to a dynamic process, the

displacement of the potential surface can be calculated from Bruns’ formula,

e = (]51/90 (18)

with gg the normal gravity. This displacement, e, should not be mixed with the
geoid change, n, which also contains a change of the total mass of the ocean or a
steric change (thermal expansion). If we represent n and e in spherical harmonics,

they will differ in the degree 0 component, which is 0 only for e (25).

2.2 Definition of sea level

The sea level was defined uniquely as long the geodesist remained to stay at the shore
line and measured its height variations using tide gauges. There it was clear, the
sea level was measured relative to the land surface (shore line) at a specified epoch,
the relative sea level. This concept also applies to geological or historical markers
or indicators of former sea level. With satellite altimetry this view changed, where
the sea-level is measured independent from the land surface.

The geoid from Gauss’ definition is

with Ay the shift between the reference-potential height and the current potential
the sea level is following.
This means from a modelling perspective where we can predict field quantities

w.r.t. displacement, u, and geoid, n, in a specified reference frame,
hesp(€,1) = [n —u](,1) — [n —u](,10) (20)
as the relative sea level and

halt(Qat) = ’I’L(Q,t) - ’I’L(Q,to) (21)
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the altimetric sea level.

Here, one has to keep in mind that h,y; (21) is not invariant against the considered
reference system. The same holds for the prediction of suface motion w. Also here,
the translation of the whole network can differ between prediction and observation
(Section 3, p. 12).

2.3 The ocean function

The ocean function is quite important. It defines the integration domain where the
water level is affected by displacement and geoid. In this respect it is a masking
function
0 if T(Q,t) >0
O, t) = (22)
1 if T(Q,t) <0
If a deformation process is considered the topography, if defined relative to the
mean sea level, may change. Considering an initial state where the topography is
specified, Ty = T'(t = 0), and the perturbation in relative sea level, hrgy,(t = 0) = 0,
the topography defined in the above sense is calculated by

T(Q,t) = Ty — hrsy (2, 1) (23)

This concept is quite important in GIA, where the sea-level not only changes ver-
tically due to uplift but also the horizontal extension of the ocean, i.e. the ocean
mask becomes a function of time. This motivates its name ’ocean function’. The

currently applied theory is outlined in Kendall et al. (2005).

2.4 Moving coast lines

Figure 2 shows an example of how much the sea level varied during the last glacial
cycle. At the last glacial maximum the global sea-level was approximately 130 m

below its present height, therefore many continental shelfs where dry areas. These
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regions wer unloaded during the LGM time range, which influences of course the

dynamic response of the solid earth.

2.5 The coupling between sea-level variations and solid earth

As outlined in Section 1.4, p. 4, the earth responds to a surface load by deformation
and so the earth’s surface geometry and the gravity potential will change. The
loading consists of the ice load on the continent and the ocean load due to mass

redistribution.
mload(Q) = mice(Q) + moce(Q) . (24)
The mass redistribution implies

mload(Q) df2 = 0 (25)
Qo

2.6 Solution of the sea-level equation

The sea-level equation is an integral equation (Farrell & Clark, 1976):
hRSL(Q’t) = [hwl(t) + G(Q,t) - U(Q’t)] O(Q’t) ) (26)

where the homogeneous part describes the shift of the reference geoid

LMl 1 oo
halt) = =250 - /Q (1) — w(Q, 1] O(, 1) dO (27)
and
Aoult) = [ O@.0)d0 (28)
Q

It is important to note here, that also for the case of fixed coastlines the equivalent
sea level has to be determined by iterations and is not known from the begining.

Considering these aspects we end up with the following solution of the sea-level

equation:
(e = u)i(Q) = Geu * [Moaa(R) + B¥1(2) pu O], (29)
REQ) = B 4 (e — u(Q) O(Q) | (30)
wl f mload(Q) 1
it = et - f(e— @) 0@) de (31)
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2.7 Features of its solution
The sea level does not respond uniformly on the melting of ice. Aspects are:

e The solid earth deforms due to changes in loading. Near the reducing load it

will move upward.

e The ice load attracts the ocean due to its mass which means, if the ice is

melting, the sea level will drop in the areas around the ice load.

e In the farfield the sea level rises due to the addtional amount of water.

3 Reference systems

A unique definition of a reference system is not possible. In fact, the earth is
wobbeling around the sun and wobbeling itself, which makes it difficult for a person
on the earth’s surface to define the motion of a distributed range of points on the
earth surface in an invariant reference frame. This is important in order to predict,
from the set of motions by a functional relation i.e. physical process, the motion
at other points of the surface. These reference frames are usually defined by the
average motion of the set of points w.r.t. a fixed coordinate system at each epoch.
In secular trends one important aspect is the stability of reference systems. But also
from the numerical modelling point of view, a reference system has to be prescribed.
Sometimes, this is implicitly assumed in the field equations, sometimes it has to be
done explicitly. For a body in space we have to prescribe (or fix) 6 components: 3
describing the position and motion in space and 3 describing its orientation. For
the latter, in geodesy usually no net rotation of the surface is assumed but other

definitions are also possible:
1. no surface net rotation (NF) [ . e, x udS = 0
2. conservation of total momentum (NM) [zpe, x udV + [j.e, x dS =0
3. no lithosphere net rotation (NL) fBL pe, x udV =0
4. no internal rotation (NE) [;pe, x udV = 0
5. no mantle rotation (NMa) fBM pe, x udV =0

The position/motion in space is specified in IRTF2005 as the centre of mass, previ-
ously it was the centre of figure, the Love numbers are referenced to the center of
internal masses. So, also here one has to be careful especially if discussing global

processes, where derived motions can be depend on the considered reference frame:

1. centre of mass (CM) [, prdV + [jpordS =0
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2. centre of figure (CF) [jyudS = 0
3. centre of deformation (CD) [sudV = 0
4. centre of internal masses (CE) [, prdV = 0

The advantage of CM is that it describes the center of satellite motions. The ad-
vantage of CF is its realisation for a network of GPS stations.

A definition which is invariant to the latter conventions is the geocenter motion

uge = u — M (33)

This reduction to degree 1 of the displacement field can be explained by the

definition of the centre of figure and centre of mass motion,

1
CF ._
u o= _Q/Q udS (34)

The observed GC is dominated by a seasonal signal (e.g. Rietbroek et al., 2011). At
the moment, the accuracy of GC motion is not better than 1 mm/yr. the secular
signal is about 1 mm/yr, i.e. 0.1 mm/yr is the demanded accuracy to analysis this

kind of signal.
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Figure 3: Retarded response of the viscoelastic earth to load-induced perturbations

of its equilibrium configuration

4 Glacial isostatic adjustment

In literature there are two phrases commonly used to denote the process we will

discuss during this course:

GIA glacial isostatic adjustment

PGR post glacial rebound

There, we can extract following competetive terms

glacial means related to glaciers and/or glacial cycle,

isostatic adjustment the movement to a new equilibrium state of forces,
post glacial means after end of the glaciation period,

rebound movement due to a disequilibrium.

Both definitions imply that there exists a static equilibrium state which is reached
through time. The principle of this process is shown in Figure 3, where the arrows
show the strain inside the lithosphere and the flow inside the mantle, respectively.

To understand the different meaning of the two expressions, we have to discuss
what glacial stands for. As part of ‘glaciology’ it is related to the scientific discipline
dealing with ice at the earth’s surface and as part of glaciation it means the geological
time intervals during which large parts of the earth’s surface were covered by ice.
Therefore, PGR describes the dynamic process after the last glaciation period and
GIA means the response of the solid earth to any ice load redistribution.

Due to mass conservation, the ice-load variations have to be considered together

with variations in sea level, which results in the modern definition of glacial isostatic

434




REF :
Surface Loading Date:

Volker Klemann 4  Glacial isostatic adjustment \P/ers'oni
age:

SPP1257
06,/09,/2011
0.1

15 of 21

adjustment: GIA describes the ongoing adjustment of the earth’s interior to surface
loading that is attributed to the changing mass distribution of ice and water.

The dimensions we have to deal with can be summarised as follows:
e cxtension of ice sheets O(1000 km)
e thickness of ice sheets O(1000m)
e duration of process O(10,000 yr)
e termination of main glaciation 8,000 yr bp
e motion in previously glaviated regions of Scandinavia and Canada O(1cm/yr)

So, we have to answer:

How deform glacial loads the earth? — ‘Rebound’ (germ.: Riickfederung, Erholung)
implies already the understanding of the lithosphere as an elastic plate. This concept
from plate tectonics can be used to describe the flexural behaviour of the lithosphere
in response to loading.

Elastic plate is defined by technical mechanics as a thin plate, symmetric stress
pattern, ... and its strength is simply the flexural rigidity. In geophysics, this fills
already books (e.g. Watts, 2001).

The loads considered in GIA are glaciers or ice sheets which covered large areas
of the continents on the northern hemisphere as additional masses. These ice sheets
have to be carried by the lithosphere and the mantle below. On the time scale of
glaciation process, the mantle does not react as an elastic body but as a viscous
fluid. In consequence, we assume the lithosphere to be floating on the mantle, and
we get the first physical principle which is the equilibrium of momentum:

Loading force = flexure of lithosphere + buoyancy (isostasy)

The process is slow, so we neglect the inertial forces. The buoyancy describes the

fact, that the load deforms the lithosphere which is floating on the mantle.

pdz = picegh (35)
ot T PmIZ = Piced
where
ET3
D— "¢ 36
12(1 —v2) (36)

This is, the flexure of a beam with flexural rigidity, D. The buoyancy of the under-
laying material with density, p,, is in equilbrium to the surface load. Of course, z
is vertically down and x the horizontal of this 2d problem. From the equilibrium
condition (35), it is evident that this equation describes the static state due to the

fact that the mantle material is assumed to be an inviscid fluid.
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The most important effect which makes this process such interesting is missing
in both phrases (GIA and PGR), which is the retarded response, — the reason why
still a vertical motion is observed. The mantle is not an ideal but a viscous fluid.
Therefore, the adjustment or rebound due to the last glacial cycle is an ongoing
process.

So, we have tp consider two physical phenomena, in order to describe the process:

e clastodynamics, which we need to describe mathematically the flexure of the

lithosphere, and
e fluid dynamics to describe the viscous flow inside the mantle.

Both discicplines are part of the continuum mechanics and there, the two end mem-
bers of the process:

strain o< stress: pe = T

strain rate (flow) o stress: né = 7

The third process which is present, is gravity, because buoyancy o gravity: b =
V(pmg - u)

One interesting aspect to note is that the viscosity of the earth’s interior can only
be quantified by a dynamic process like GIA. Therefore, GIA is the discipline which
gave the first estimates about the viscosity of the earth (e.g. Haskell, 1935), which
is 10%! Pas.

As stated above to consider the process of GIA we have to consider elastic as
viscous behaviour at the same time, especially because although GIA is long time
process it mainly describes a status of desiquilibrium. Therefore we are interested
in a formulation of the rheology where elastic and viscous behaviour are described
at the samte time. This is possible by viscoelasticity. The most elementary relation
is the Maxwell body,

¢ =+/p+7/n (37)

This material law is considered generally in GIA. The main parameter to be inves-

tigated is the dynamic viscosity, n, whereas the shear modulus is considered from
standard earth models like the Preliminary Reference Earth Model (PREM) from
Dziewonski & Anderson (1981).

4.1 Field equations describing the solid earth response

The field equations here cited from Martinec (2000) describe the displacements of
a viscoelastic, incompressible, non-rotating, self-gravitaing continuum in a spherical

geometry. They consist of the equation of motion

VT —poVé1 + V- (pou)Veég — V(ppu-Vgg) = 0, (38)
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V3¢, + 471GV - (pou) = 0, (39)
the constitutive equation of Mawxell viscoelasticity, here in 3d,
=+ B _mr) P =T + 2pue (40)

and the continuity equation, here formulated for the case of incompressibility.
V-u=0. (41)

These field equations have to be solved inside the solution domain, B, for displace-
ment u, stress 7 and the potential ¢1. The material parameters considered, are the
density, p, the shear modulus, u, and the viscosity, n. The solution domain usually
ranges inside a spherical shell from the surface to the core mantle boundary. The
principles of this theory are outlined in Tromp & Mitrovica (1999).

The boundary conditions are at the surface the absence of any traction and free
displacement and at the core-mantle boundary the conditions which describe the
coupling to a homogeneous fluid sphere. The excitation is then represented by a

surface load an internal load or a potential perturbation.

4.2 Solution of field equations

The classical method for solving the field equations is to transfer the time depen-
dence which only appears in (40) into the spectral domain. This is done by Laplace
transformation. Then the Laplace transformed equation of motion corresponds to
the elastic problem, only that the shear modulus becomes a function of s. The hor-
izontal dependence of the solutions are represented by scalar-, vector- and tensor-
spherical harmonics, e.g. (3) and (4). The differential equation remains only with
respect to radial distance, r. The system of equations can be represented for homo-

geneous layers by a first-order 6 x 6-differential system,

Vi) = A Yil0) (12)

which can be solved then for a stratified continuum by propagator matrices. As
discussed in Section 1.4, p. 4 in the case of spherical symmetry, Y contains U,V
representing the displacement the potential perturbation and respective terms of
their first derivatives. The solution of this homogenous system of first order dif-
ferential equations can be represented by its eigen modes, the so called relaxation
time spectrum. For the specific form of A, which depends also on the Laplace pa-
rameter, s, the solution can be represented by Y¥/det M(s). The determinant of

the fundamental matrix M is unique for A and does not depend on the excitation
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represented by boundary conditions. The transformation back into the time do-
main, demands an inverse Laplace transformation. Here, the usual way is to apply
the residue theorem, by identifying the roots of det M(s), the eigenmodes of the
system. Then, the solution is represented by the sum of the eigenmodes with an
appropriate weighting. This method is based on Peltier (1974, 1976) and widely
used (Sabadini & Vermeersen, 2004).

Martinec (2000) formulated the equations as an initial-value problem and the time
dependence is solved directly in the time domain. This has a number of advantages:
(1) the earth model can be coupled with a dynamic ice model. (2) It is possible to
consider also lateral variations of viscous parameters in the earth structure. (3) In

addition to a linear rheology also stress dependent rheologies can be considered.

5 Further reading

Arfken (1985): Mathematical Methods for Physicists — obvious what it is for.

Herring (2009): Geodesy — A nice new book about what I am not so familiar
whith.

Karato (2008): Deformation of Earth Materials: An Introduction to the Rheology
of the Solid Earth — My state of the art compenion discussing the rheological
aspects of the earth’s interior. It replaces the older standard by Ranalli (1987).

Kendall etal. (2005): article — Outline of the sea-level equation applied in GIA.

Petit & Luzum (2010): IERS Conventions (2010) — The earth from the geodetic

perspective.

Sabadini & Vermeersen (2004): Global Dynamics of the Earth — The book

about application of normal mode theory for a viscoelastic planet.

Varshalovich et al. (1988): Quantum Theory of Angular Momentum — If you re-

ally have to work with spherical harmonics.

Watts (2001): Isostasy and Flexure of the Lithosphere — For me, it is a standard

when getting information about mechanical aspects of the lithosphere.

Whitehouse (2009): Glacial isostatic adjustment and sea-level change: State of
the art report — A rather new summary about GIA and sea-level equation.

Easily accessible from www.skb.se.
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A Conversion of Stokes’ coefficients

According to Péc & Martinec (1982), the relation between coefficients related to real
4m-normalised spherical harmonics, Stokes’ coefficients, and the fully normalized

complex spherical harmonics are

Aj(] = \/47‘1’6]’0
Ajm = (_1)m V2w (C]m — igjm), m >0 (43)

Aj—m = (—1)mAjm, m >0
where [C, S];, are the Stokes’ coefficients and Aj,, are the coefficients of complex
spherical harmonics.
B Vector spherical harmonics

Based on the complex normalized spherical harmonics with Condon-Shortly phase,

it is straight forward to define vector spherical harmonics.

S = Yime,
S = va; (44)
Sg?r)L = (er x V@) Yjm

From these a number of integral relations can be derived. The most prominant

in this respect is

4
/ngi,{ds =\ 5 26 8 en (45)

which shows that the average motion of a surface is only expressed by spheroidal
(A = =£1) and degree-1 (I = 1) components. The e,, are the covariant spherical base

vectors.
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