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Abstract: The accuracy of georeferenced TLS point clouds
is directly influenced by site-dependent GNSS effects, dete-
riorating the accuracy of the ground control point coordi-
nate estimation. Especially under challenging GNSS con-
ditions, this is a crucial problem. One common approach
is to minimize these effects by longer observation dura-
tions, which in turn increases the effort in time and cost. In
this paper, an algorithm is proposed that provides accurate
georeferencing results, even under challenging measure-
ment conditions and short observation durations. It itera-
tively improves the georeferencing accuracy by determin-
ing and applying obstruction adaptive elevation masks to
the GNSS observations. The algorithm is tested and as-
sessed using the data of a field test. It is demonstrated that
after only 5 minutes observation duration, the ground con-
trol point coordinates can be estimated with an accuracy of
1to 2 cm, independent from the GNSS measurement condi-
tions. Initial states of the elevation masks are determined
from a point cloud that is georeferenced using coordinates
from a single point positioning solution, enhanced by a
RAIM-FDE approach. Afterwards, the coordinates are es-
timated in a weighted least-squares baseline solution and
both, the elevation masks and the coordinate estimation,
are iteratively improved. Besides the significant reduction
of measurement time, the proposed algorithm allows for
increasing the amount of ground control points and can
be applied to other direct or indirect GNSS-based georefer-
encing approaches.
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1 Motivation

In the last years, terrestrial laser scanners (TLS) became a
standard tool in the geodetic community. Since they can
efficiently provide dense and accurate 3D point clouds of
objects, they are used in various fields of applications. TLS
are commonly used for as-built surveys of buildings, in-
dustrial facilities or historical monuments [16] and their
use in deformation monitoring and engineering surveying
applications is constantly increasing [9, 10]. Since in most
cases scans from several positions are performed to cap-
ture the complete area of interest, the single point clouds
need to be combined during the so called scan registra-
tion. A further processing step that is required in many ap-
plications is the transformation to a reference coordinate
system. After the georeferencing, e. g., global 3D-building
models can be derived [18] or reference values and objects
for mobile mapping systems can be provided [3, 6, 11].

The process of georeferencing describes the transfor-
mation between a local and a global coordinate frame. In
the context of this paper, we are dealing with TLS point
clouds that are determined from distance and horizon-
tal and vertical angular measurements in the local scan-
ner frame (s-frame). The transformation to a global coor-
dinate frame, like e. g., WGS84/ITRF (e-frame), which is
commonly accomplished by a 3D-Helmert transformation
[22]. Under the assumption of the equality of the scale in
both frames, the transformation requires six transforma-
tion parameters, three translations (t,, t,, t,) and three ro-
tations (a, B,y) and is represented by the transformation
equation

X, t, X
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where R{ denotes the combined rotation matrix around
the x-, y- and z-axis, respectively [8].

The georeferencing can be performed in direct or in-
direct mode [17]. In the direct georeferencing, the scanner
position needs to be known or measured in the global coor-
dinate frame. Furthermore, a backsight target with known
coordinates might be used to determine the orientation
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parameters [1]. Another option is to equip the TLS with a
GNSS antenna to directly determine the scanner position.
In case the GNSS antenna is mounted eccentrically to the
vertical rotation axis, the transformation parameters can
be estimated during the rotation of the TLS and the back-
sight target can be neglected [14].

Indirect georeferencing incorporates a sufficient num-
ber of scanning targets on ground control points (GCP)
with known coordinates in both coordinate frames to es-
timate the transformation parameters. Alternatively, the
georeferencing can be realized using already georefer-
enced surfaces or building models [18].

However, since in most cases the position of the GCP
or the scanner positions are measured with GNSS to estab-
lish the connection to the global coordinate frame, the ac-
curacy of the georeferencing directly depends on the ac-
curacy of the GNSS positioning solution. Especially un-
der challenging GNSS measurement conditions, like e. g.,
in urban environments, station-dependent effects, such
as non-line-of-sight reception (NLOS), signal diffraction
and far-field multipath can deteriorate the accuracy of the
GNSS positioning solution. Although these effects are of-
ten summarized as multipath, it is necessary to distinguish
between the different effects. NLOS reception occurs if the
direct line-of-sight between the receiver antenna and the
satellite is blocked and only the reflected signal reaches
the antenna. Signal diffraction is also a type of NLOS re-
ception, but in this case, the signal is diffracted at the
edge of an obstacle and is bended into the shadowing zone
of the obstruction source. In both cases, the ranging er-
ror equals the additional path length [20]. Finally, far-field
multipath describes the interference of direct and indirect
signals. Here, the observation error is limited to one quar-
ter of the respective wavelength [8]. In Figure 1, the differ-
ent effects are shown schematically.
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Figure 1: Site-dependent GNSS effects. The green arrows represent
the direct signal paths and the red arrows represent the reflected or
diffracted signals.
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The easiest way to minimize the influence of these ef-
fects is locating the ground control points in areas where
good GNSS measurement conditions can be found. That
means areas with a nearly free horizon and no multipath
emitting surfaces. Unfortunately, this cannot always be
achieved. One of the most common approaches is to per-
form GNSS measurements over long duration, since espe-
cially the far-field multipath effect can be minimized by
averaging, due to the periodic characteristic of the effect
[19]. Nevertheless, besides increasing the time and cost
consumption, this approach can require additional GNSS
equipment, if several GCPs have to be measured with GNSS
at the same time.

NLOS reception and signal diffraction can be miti-
gated by ray-tracing approaches [13]. Therefore, the an-
tenna environment and the characteristics of all possible
reflectors, as well as antenna and receiver properties, need
to be known precisely. Thus, this approach implies non-
negligible effort for additional measurements and inves-
tigations. In urban positioning, NLOS effects are a well-
known problem and often impede an accurate and reliable
positioning solution. Since 3D city models are becoming
readily available, they can be used to identify and exclude
signals that are subject to NLOS reception [5, 15].

In [25], obstruction adaptive elevation masks (OAEM)
are presented and used to efficiently increase the accu-
racy of the GNSS positioning solution, even under chal-
lenging GNSS conditions. Here, the OAEMs are derived
from georeferenced TLS point clouds and eliminate signals
which are subject to NLOS reception or signal diffraction
from the position estimation process. Using this approach
for georeferencing TLS point clouds is a typical chicken-
egg problem. On the one hand, accurately georeferenced
point clouds are needed to exploit the full potential of
OAEMs and to provide accurate positioning solutions in
GNSS-denied environments. On the other hand, the accu-
rate georeferencing of TLS point clouds requires accurate
GNSS position solutions, which are difficult to achieve, es-
pecially under these challenging GNSS measurement con-
ditions.

In this paper, we present an algorithm, which itera-
tively performs indirect georeferencing of the TLS point
cloud and the OAEM determination in two consecutive
processing steps. The integration of OAEMs into the geo-
referencing process allows for a considerable reduction of
the required measuring effort, without a significant loss of
accuracy. We analyze the performance of the proposed ap-
proach considering three main aspects:

(1) the density of the TLS point cloud and its impact on
the accuracy of the OAEM determination
(2) the accuracy of the initial GCP positions
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(3) short observation duration with different satellite con-
stellations.

Section 2 briefly introduces OAEMs and in section 3, the
newly proposed iterative OAEM determination and georef-
erencing algorithm is explained in detail. In section 4, the
field test and the data basis are presented. Furthermore,
the determination of a reference solution for validation
purposes is described. In relation to the aforementioned
aspects, a comprehensive and profound evaluation of the
findings is presented in section 5 and a summary and an
outlook on further investigations is given in section 6.

2 Introduction to Obstruction
Adaptive Elevation Masks (OAEM)

Obstruction adaptive elevation masks are derived from
georeferenced point clouds and are used for the mitiga-
tion of non-line-of-sight (NLOS) reception, signal diffrac-
tion and possible signal distortions induced by vegetation.
By computing the azimuth and elevation angle for every
point in relation to the GNSS antenna and assigning the
values to an azimuthal grid with a predefined cell width,
the points with the highest elevation value in a certain di-
rection can be identified and used to build the OAEM. In or-
der to incorporate the uncertainty of the antenna position
into the determination process, the uncertainty is propa-
gated onto the identified elevation angles in an adjustment
step and afterwards, the propagated uncertainty is added
to the respective OAEM value. Finally, the OAEMs can be
used to identify satellite signals that are subject to NLOS
reception or signal diffraction. By excluding them from the
position determination process both, the accuracy and the
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Figure 2: Obstruction Adaptive Elevation Mask (OAEM) for the arti-
ficial scenario given in Figure 1. The blue line denotes a standard 5°
elevation mask. The black dashed line represents the OAEM.
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ambiguity fixing rate, can be efficiently increased [25]. It
should be noted that far-field multipath effects are not mit-
igated by the OAEMs.

Figure 2 shows a simplified OAEM for the artificial sce-
nario depicted in Figure 1. After modifying the standard el-
evation mask of 5° (blue line), the satellite elevation angles
are compared to the OAEM (black dashed line) in every ob-
servation epoch. The signals of the satellites GO2 and GO4
could be identified as being subject to signal diffraction or
NLOS reception respectively and, thus, would be excluded
from the observation data set.

3 Iterative georeferencing and
OAEM determination

By integrating the OAEM determination into the georefer-
encing process, we aim at reducing the GNSS observation
duration, while still providing accurate georeferencing re-
sults. Therefore, and especially in case of challenging
GNSS measurement conditions, it is necessary to improve
the GNSS-based GCP coordinate estimation accuracy. Fig-
ure 3 shows the iterative georeferencing and OAEM deter-
mination algorithm schematically, which is completely im-
plemented in Matlab®.

In a first step, the positions of the GCPs X¢ are de-
termined in a weighted-least-squares-adjustment (WLS)
using the GPS code observations. To optimize the single
point positioning solution (SPP), a Receiver Autonomous
Integrity Monitoring approach, including fault detection
and exclusion (RAIM-FDE), is applied. Afterwards, the
transformation parameters from the s-frame to the e-frame
(t¢,RY) are estimated in a Gauss-Helmert-Model (GHM) us-
ing the coordinates of the ground control points in the re-
spective coordinate frames (X, X°). Based on the point
cloud georeferenced with these points and the estimates
of X¢, the OAEMs are determined following the method
described in section 2. Afterwards, a WLS baseline solu-
tion is carried out, where GPS phase observations that are
subject to NLOS reception are identified and excluded by
the OAEM. Finally, the new estimates of the GCPs (X°) are
compared to the initial values X°. If the difference exceeds
a predefined threshold T, the estimates of X¢ are used as
new starting values for the georeferencing step. Otherwise,
the iterative algorithm converged.

Although a GPS-only solution is carried out during
the optimized SPP and WLS baseline estimation, the algo-
rithm can be augmented with satellite signals from other
GNSS systems. However, it should be noted that while
satellite geometry and integrity could benefit from other
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Figure 3: Schematical description of the iterative OAEM determina-
tion and georeferencing algorithm (PC = point cloud).

GNSS systems, it is likely that the number of signals that
are subject to NLOS reception or signal diffraction will in-
crease as well.

In the following paragraphs the single computation
steps are described in detail.

Optimized SPP solution
In order to generate starting values for the proposed iter-
ative OAEM determination and georeferencing algorithm,
a SPP solution including a RAIM-FDE algorithm is carried
out.

The observation equation of a GPS code observation p
is given by

p=r+c-Otg+e 2

where r denotes the geometrical distance between the re-
ceiver R and the satellite, 6ty denotes the receiver clock er-
ror multiplied by the speed of light c and € contains all sys-
tematic observation errors and the observation noise [4].
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For every visible satellite in one observation epoch, the ob-
servation equation (2) is formulated. After linearization at
approximate parameter values X, = [xo,yo,zo,(StO]T, the
functional model of the WLS is given by

A% = (ATPA) " ATPAI

X = X, + AX 3)

where AX are the parameter updates to the approximate
values, A contains the partial derivatives of p with respect
to the parameters, P is the weight matrix containing satel-
lite elevation dependent weights and Al are the differences
between the current and predicted observations from (2).
The covariance matrix of the parameters X is given by

-1
ik = Zazaz = 09 (ATPA) (4)

with 0(2) denoting the a-priori variance factor, and the ob-
servation residuals can be computed from

v=1-Ax. (5)

In order to optimize the estimation of the parameters
X, a RAIM-FDE algorithm is applied. Receiver Autonomous
Integrity Monitoring (RAIM) techniques are used for test-
ing the reliability of a positioning solution and are based
on the consistency check of redundant observations [24].
In this case, a global test and an observation subset test-
ing is implemented to detect and exclude faulty measure-
ments (FDE). The test statistic T for the global test is de-
fined by

(6)

where n — m denotes the number of degrees of freedom.
The test statistic 7 is compared against the quantile k of
the chi-square distribution

2
k = Xl—a,n—m (7)
n-m

where a is the false alarm probability, which is set to 5 %.
In case of T < k, the measurements are considered as be-
ing consistent and the SPP solution is reliable. Otherwise
(T = k), an inconsistency of the measurements is detected
and an outlier among the measurements is assumed. In
this case, an observation subset testing is performed. This
means the set of observations is reduced by one in all pos-
sible combinations and the SPP solutions from the subsets
are tested again. If a subset passes the global test, the out-
lier is identified and can be excluded. If no subset passes
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the global test, the subset with the lowest test statistic is re-
duced by one observation in all combinations and tested
again. It becomes obvious, that at least six pseudorange
observations are needed for a FDE algorithm. Hence, this
procedure is repeated until the minimum of six observa-
tions is reached. In case that no subset passed the global
test, the SPP solution is declared as unreliable.

Georeferencing

At first, the six transformation parameters between the s-
frame and the e-frame given in Eq. (1) are estimated in a
Gauss-Helmert-Model (GHM) using the coordinates of the
six control points X, and X° [17]. The uncertainty of X,
is derived from the discrepancies of the scan registration
and the uncertainty of X° is determined during the least-
squares positioning solution by Eq. (4). Afterwards, the lo-
cal point cloud coordinates given in the s-frame are trans-
formed to the e-frame according to Eq. (1).

OAEM determination

Prior to the baseline solution, the OAEM for the respective
rover position is determined according to the method de-
scribed in section 2. In case of the OAEM determination for
the SPP solution, due to the high uncertainty of this so-
lution, the adjustment step in the algorithm is omitted in
order to impede an inflating of the OAEM. In the successive
iterations, the adjustment step is performed using the un-
certainty of the positioning solution. After the OAEM de-
termination, satellites that are subject to NLOS reception
are detected and excluded from the observation set.

It should be noted that the determination of the OAEM
in the e-frame does not require any assumptions regard-
ing leveled laser scanners and/or usage of accurate com-
pensators. It can be performed independent from the ori-
entation of the s-frame. If we assume the local point cloud
to be properly leveled, the elevation angles between GCP
and object points are identical in both, the scanner and the
global frame, and will not change during the georeferenc-
ing. Thus, the elevation angles can be determined outside
the process loop in the s-frame and only the unknown cor-
responding azimuthal direction needs to be adjusted iter-
atively in the OAEM determination step.

Baseline solution

The baseline parametersb = [b,, by, b, | " which represent
the position of the rover relative to the master station, are
estimated in a weighted least-squares adjustment. GPS-L1
and GPS-L2 code and carrier-phase observations are used
and a single- and double-differencing of the observations

F. Zimmermann et al., Accurate georeferencing of TLS point clouds with short GNSS observation durations =— 293

is performed to reduce atmospheric and satellite related
errors [8]. Furthermore, individual antenna calibration pa-
rameters are applied to minimize the influence of antenna
related errors [23]. The parameter estimation is performed
in three steps: 1) float solution, 2) integer ambiguity fixing
and 3) fixed solution.

In the float solution step, the ambiguities are esti-
mated as real numbers in the WLS adjustment. Afterwards,
the ambiguities and their covariance matrix are used to
fix the ambiguities to integer values using the MLAMBDA
method [2]. The result of the ambiguity fixing is validated
by a ratio test [21]. Here, the squared norm of the residu-
als of the best set of ambiguities (R;) and the second best
set of ambiguities (R,) are compared. If the quotient R,/R;
exceeds a predefined threshold, the ambiguity fixing is ac-
cepted. In the last step, the fixed solution, the final base-
line parameters are estimated after the fixed ambiguities
are added to the observations and are eliminated from the
parameter vector.

After the estimation of the baseline parameters, the
absolute coordinate of the control point is determined by
adding the baseline vector to the coordinate of the master
station.

4 Field test and reference solution

The field test was performed in the area of a new build
university campus in Bonn that shall be used as a test-
ing site of in-house developed Mobile-Mapping-Systems,
as presented, e. g., in [7]. To assess the mapping results of
these systems, a cm-accurate georeferenced point cloud of
the area has to be provided. In section 4.1, the related mea-
surement concept and the data basis is presented. For eval-
uation purposes, a reference solution for both, the GCP
and the point cloud, is needed. The determination of this
ground truth data is described in section 4.2.

4.1 Measurement concept

The whole area of the university campus has a dimension
of approximately 120 x 175 meters and was captured with
a Leica ScanStation P20 panoramic laser scanner from 14
positions. Afterwards, a target-based registration of the
single scans was performed in the software package Cy-
clone,! leading to a dense point cloud of approximately 3.5

1 https://leica-geosystems.com/de-de/products/laser-scanners/
software/leica-cyclone
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billion points. Furthermore, for an observation duration of
at least six hours, six scan target positions (hereafter re-
ferred to as Ground Control Points - GCP) were equipped
with Leica AS10 and Leica AX1202GG antennas in com-
bination with Leica GS25 and Leica GPS1200 receivers.
It should be noted that prior to the field test, all used
GNSS antennas were individually calibrated in the ane-
choic chamber of the university of Bonn [23].

The six GCP were uniformly distributed over the area
and provide different qualities of GNSS measurement con-
ditions. Based on visual inspections, an a-priori assess-
ment of the GCP in relation to the antenna surrounding
and the expectable measurement quality is given in Ta-
ble 1.

Table 1: A-priori GCP assessment.

GNSS Antenna surrounding

conditions

P1 distant buildings in northern direction

good obstructions only at low elevations

P2 close building in northern direction

medium obstructions only at low elevations

P3 distant building in eastern direction

good obstructions only at low elevations

P4 very close building in eastern direction

bad close buildings and vegetation in northern direction
P5 surrounded by buildings and vegetation

bad

Pé surrounded by close buildings

bad vegetation in northern and eastern direction

As described in section 1, the absolute accuracy of the
georeferencing depends on the absolute accuracy of the
master station. Since in the surrounding area of the cam-
pus no points with accurately known coordinates were
available, the Geodetic Post-Processing Service (GPPS)
of the German Satellite-Positioning-Service (SAPOS)? was
used to generate GNSS observations of a virtual reference
station (VRS) for the respective observation duration. In
order to establish baselines of similar lengths, the VRS was
located in the middle of the test area, defined by the mean
value of the SPP solution of the six GNSS stations. In Fig-
ure 4, the test area including the GNSS stations and the
point cloud of the campus is shown.

In order to assess the effectiveness of the proposed
algorithm for short time observations, the original GNSS

2 https://www.sapos.de
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Figure 4: Test area campus Bonn. Top: Aerial image including the
positions of the GNSS stations P1to P6 and the position of the vir-
tual reference station (VRS)(©GoogleEarth 2018). Bottom: Screen-
shot of point cloud.

data sets are split into five subsets of 5 minutes duration
(S1 to S5) that are equally distributed over the whole ob-
servation duration. In addition to the observation dura-
tion, this allows for an assessment of the algorithm per-
formance under different satellite constellations. Further-
more, since the total number of points of the point cloud
is too big to be efficiently processed in Matlab®, the point
cloud is sampled down for predefined minimum point-to-
point distances (P2P) of 5 cm, 10 cm, 20 cm and 50 cm. Ta-
ble 2 gives an overview of the TLS and GPS data sets.

4.2 Reference solution

The results of the proposed iterative OAEM determination
and georeferencing algorithm should be validated against
a reference solution for the coordinates of the ground con-
trol points and the georeferenced point cloud. For this pur-
pose, the data sets were processed in a ‘traditional’ two-
step procedure as described below.

In the first step, the long-time GPS observations
Gp1.ps,orig Were processed in a batch LS solution to mini-
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Table 2: Overview of TLS and GPS data sets.

TLS point clouds

PC; P2P distance 5cm =~ 174 million pts
PCyo P2P distance 10 cm =~ 57 million pts
PCy P2P distance 20 cm = 21 million pts
PC3, P2P distance 50 cm = 2 million pts
GPS data sets

Gp1.p6,orig raw observations 6—-8 hours duration
Gpi.p6,s1 raw observations 5 minutes duration
Gpi1-pe,s5 raw observations 5 minutes duration

mize far-field multipath effects. In order to provide a refer-
ence solution that is independent from the implemented
GPS data processing described in section 3, the control
point coordinates were determined using Leica Infinity’
as a standard commercial GNSS post-processing software
package. The VRS was used as the master station and the
points P1 to P6 as rover stations respectively. Besides indi-
vidual antenna calibrations, a standard ionosphere model
and the Hopfield troposphere model were applied. For all
stations, the elevation mask was set to 5°. Since possible
correlations of the observations are not taken into account,
Leica Infinity does not provide realistic values for the un-
certainty of the estimated parameters. Therefore, due to
the long observation duration and the used equipment, an
accuracy at the lower millimeter level is assumed for the
determined baseline parameters.

In the second step, the estimated coordinates were
used to perform the georeferencing of the TLS point cloud
PC; in Cyclone and the integrated georeferencing algo-
rithm.

As demonstrated in [25], OAEMs can be used to effi-
ciently improve the accuracy of the positioning solution by
mitigating NLOS reception and signal reflection. Thus, the
‘traditional’ procedure was extended by the determination
and application of OAEMs. Following the algorithm de-
scribed in section 2, the OAEMs were determined from the
georeferenced point cloud PC; for the coordinates of the
points P1 to P6. Afterwards, satellite signals that are sub-
ject to NLOS reception or signal diffraction were identified
and excluded and the RINEX files were rewritten. Finally,
the reference solution for the GCPs (X,ef) Was determined
by reprocessing the modified observation files using the
same parameter settings as described before. By applying
an error propagation to the transformation process, the

3 https://leica-geosystems.com/en-sg/products/gnss-systems/
software/leica-infinity
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GCP accuracies o5¢p are determined, yielding values of ap-
proximately 3 mm for all points. The reference point cloud
(PCs ref) Was provided after the repetition of the georefer-
encing in Cyclone using X,es. According to Table 2, the ref-
erence point clouds for the other point-to-point distances
where generated by downsampling PCs ¢ to the respec-
tive values.

5 Evaluation

The findings of the proposed algorithm are evaluated ac-
cording to the three main aspects of the paper (see sec-
tion 1). In section 5.1, the influence of the density of
the point cloud, specified by different minimum P2P dis-
tances, on the accuracy of the OAEM determination is an-
alyzed. In section 5.2, the effectiveness of the implemented
RAIM-FDE algorithm for determining the initial GCP coor-
dinates is investigated and in section 5.3, the results of the
combined iterative georeferencing and OAEM determina-
tion algorithm are presented and evaluated for short ob-
servation durations.

5.1 Influence of P2P distances on OAEM
determination

In principle, OAEMs represent the borders of all surround-
ing obstruction sources, as they are seen from the an-
tenna’s perspective. Since the OAEMs are determined from
TLS point clouds, the density of these point clouds has a
direct impact on the accuracy of this representation. Gen-
erally speaking, the higher the point cloud density, the
higher the level of detail and, thus, the better the accuracy
of the OAEM determination. However, in our case, the orig-
inal point cloud of the university campus is too big to be
processed in Matlab®, especially in an iterative algorithm.
Hence, the density of the point cloud needs to be reduced,
which is achieved by defining different minimum point-to-
point distances (see Table 2).

In order to analyze the impact of this downsampling
on the accuracy of the elevation masks, the OAEMs for the
GCP P1 to P6 are determined according to section 2, us-
ing the GCP coordinates X,¢ and the different point clouds
PCs, PCyy, PCyq and PCsq. Since a P2P distance of 5cm
should be small enough for a precise and complete rep-
resentation of the antenna surrounding, the OAEMs deter-
mined from point cloud PC; serve as a reference for the ac-
curacy analysis. In Figure 5 and 6, the differences of the
OAEMs for P2P distances of 50 cm, 20 cm and 10 cm to the
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Figure 5: OAEM; ., for GCP P1 (top panel) and differences of OAEMs
for P2P distances 50 cm (blue), 20 cm (red) and 10 cm (green) to
OAEM; ., (bottom panel). Differences larger than 10° are truncated.
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Figure 6: OAEM; ,, for GCP P6 (top panel) and differences of OAEMs
for P2P distances 50 cm (blue), 20 cm (red) and 10 cm (green) to
OAEM; ¢, (bottom panel).

reference OAEM are shown for the GCP P1 and P6 exem-
plarily. The differences for the GCP P2 to P5 are in the same
order of magnitude and are not shown for reasons of clar-
ity.

Both graphs reveal that a P2P distance of 50 cm leads
to the highest differences at both GCP. For GCP P1, sev-
eral higher peaks with values up to 20.6° occur for exam-
ple around azimuth values of approximately 225°, 300° and
335°. Relating these peaks to the OAEM shown in the top
panel reveals that in these areas thin objects, such as light-
ning conductors or other kinds of masts, are present. Due
to the minimum P2P distance of 50 cm, these objects are
not completely represented by the point cloud any more
and, thus, are the reason for the higher differences. The
same holds for the differences around an azimuth value of
10° for GCP P6 (see Figure 6). Moreover, between azimuth
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values of 90° and 180° and 270° and 315° a lot of high dif-
ferences can be found. These differences can be related to
the high buildings surrounding GCP P6. After the down-
sampling of the point cloud, the roof edges cannot be ex-
tracted sharp enough by the OAEM algorithm, leading to
differences up to 9°.

In contrast, at both GCP, the differences of the OAEM
for a P2P distance of 20 cm does not exceed values of
0.9° and 1.9° respectively. These values only appear oc-
casionally and cannot directly be related to the antenna
surrounding. However, the OAEM for the P2P distance of
10 cm only slightly improves the accuracy of the OAEM de-
termination in both cases.

To analyze the impact of the different P2P distances on
the NLOS detection, the respective OAEMs are applied to
the datasets Gpy.pe,orig (See Table 2). Afterwards, the num-
ber of signals that are identified as being subject to NLOS
reception are compared to the respective number derived
from OAEM; ;.. In Figure 7, the number of non-detected
signals is shown for each GCP.

N
(2]
(=3
o

[ P2P 10cm
| I P2P 20cm
I P2P 50cm

# missed NLOS signals

P1 P2 P3 P4 P5 P6
GCP

Figure 7: Number of NLOS signals that are not detected by OAEMs
derived from P2P distances of 50 cm (blue), 20 cm (red) and 10 cm
(green).

For all GCP, a P2P distance of 50 cm leads to a signifi-
cantly higher number of non-detected NLOS signals, com-
pared to the OAEMs derived from P2P distances of 10 cm
and 20 cm. For example at GCP P5, the number increases
by a factor of nearly 10. In contrast, the difference of the
number of non-detected signals between P2P distances of
10 cm and 20 cm is much smaller.

Taking both into account, the elevation differences
and the success rate in NLOS detection, the point cloud
PC,, can be denoted as the best compromise between to-
tal number of points and OAEM accuracy for this scenario.
Therefore, it is used in the proposed algorithm. However,
for other scenarios, an adaption of the minimum P2P dis-
tance according to the characteristic of the antenna sur-
rounding could be necessary.
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5.2 Effectiveness of RAIM-FDE algorithm

The initial coordinates of the GCP in the e-frame are deter-
mined by a SPP solution and are used for georeferencing
the TLS point cloud in the first iteration of the proposed
algorithm. That means the transformation parameters are
estimated by minimizing the discrepancies between the e-
frame and s-frame coordinates of the GCP in a free adjust-
ment without any constraints. Hence, signals that are sub-
ject to NLOS reception not only deteriorate the accuracy of
the SPP solution, they also directly influence the accuracy
of the transformation parameters and, in turn, the OAEM
determination. If a point cloud is georeferenced with trans-
formation parameters that are determined from corrupted
SPP solutions, in the worst case, the point cloud can be
located above one or more GCPs, after it is translated and
rotated into the e-frame. As a consequence, all satellites
would be excluded by the resulting OAEM and a coordinate
estimation for these GCPs is not possible any more. Thus,
the initial SPP solution should be as accurate as possi-
ble, independent from the GNSS measurement conditions.
For this purpose, a RAIM-FDE algorithm is implemented
and used for the detection and exclusion of faulty obser-
vations.

In order to assess the influence of the RAIM-FDE al-
gorithm on the accuracy of the initial position solution,
the GCP coordinates after the optimized SPP solution (X9)
for the data sets Gpy.pg s; t0 Gp1.pg g5 are analyzed. There-
fore, the positioning error AX = X, ef — X is determined,
where X,.¢ denotes the GCP reference solution (see sec-
tion 4.2). After transforming the global coordinates to a lo-
cal topocentric East-, North- and Up-frame (ENU), the hor-
izontal and vertical position errors (HPE and VPE) are de-
termined by

HPE = \/AX2 + AX2,

VPE = AX;. (8)

In accordance with the GCP assessment in section 4,
due to the mostly good to medium GNSS measurement
conditions at points P1to P3, the RAIM-FDE algorithm does
not influence the accuracy of the coordinate estimation
at these points significantly. Hence, in Figure 8, only the
horizontal and vertical position errors for the points P4
to P6 are shown. To emphasize the effectiveness of the
RAIM-FDE algorithm, also the positioning errors for the
SPP without RAIM (Orig) are shown. For a better visual-
ization, the HPE and VPE values are color coded.

The comparison of the results demonstrates that espe-
cially the accuracy of the vertical component profits from
the detection and exclusion of faulty measurements. In
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Figure 8: Horizontal (HPE) and vertical (VPE) positioning errors of the
GCP P4 to P6. The original SPP solution is denoted by Orig, whereas
the optimized SPP solution including the applied RAIM-FDE algo-
rithm is denoted by RAIM.

nearly every observation session the VPE is reduced af-
ter the RAIM-FDE algorithm is applied during the SPP so-
lution. From a geometrical point of view, this is reason-
able since especially faulty signals with higher elevations
are distorting the accuracy of the height component. The
biggest improvements can be found for GCP P6 with ap-
proximately 13 meters in session 2 and 19 meters in session
5. In these sessions, also the HPE is considerably reduced
by 6.4 meters and 2.9 meters respectively. It can be noted
that for all GCP, a similar coordinate accuracy is provided
by the optimized SPP solution, independent from the indi-
vidual GNSS measurement conditions.

5.3 Accuracy assessment of iterative
georeferencing and OAEM determination
algorithm

The performance of the combined iterative georeferencing
and OAEM determination algorithm is assessed by analyz-
ing both, the accuracy of the GCP coordinates and the re-
sulting georeferenced point clouds. In both cases, the find-
ings are compared to the reference solution described in
section 4.2.

For this purpose, the data sets Gpy.pg 1 t0 Gpy.pg g5 are
processed following the algorithm described in section 3
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Table 3: Horizontal (HPE) and vertical (VPE) positioning errors of the GCP P1 to P6 for observation sessions S1to S5. The results for the orig-
inal data sets are denoted as orig and for the proposed algorithm as mod. Orange colored values denote float solutions, green colored val-

ues or values without colored background denote fixed solutions.

S1 S2 S3 S4 S5

HPE VPE HPE VPE HPE VPE HPE VPE HPE VPE

[m] [m] [m] [m] [m] [m] [m] [m] [m] [m]

P1 orig 0.012 0.005 0.010 -0.010 0.009 0.017 0.003 0.010 0.006 0.024
mod 0.012 0.005 0.010 -0.010 0.009 0.017 0.003 0.010 0.006 0.024

Py orig 0.009 0.002 0.006 0.003 0.002 -0.003 0.012 0.029 0.005 0.015
mod 0.009 0.002 0.006 0.003 0.002 -0.003 0.012 0.029 0.005 0.015

P3 orig 0.005 0.005 0.003 -0.004 0.008 0.012 0.009 0.024 0.008 -0.009
mod 0.005 0.005 0.003 -0.004 0.008 0.012 0.009 0.024 0.008 -0.009

P4 orig 0.003 0.020 0.009 0.000 0.044 0.476 0.014 0.036 0.567 0.066
mod 0.004 0.018 0.011 0.015 0.003 -0.005 0.012 0.033 0.047 -0.075

Ps5 orig 0.089 0.011 0.001 -0.005 0.008 -0.006 0.004 -0.005 0.004 -0.023
mod 0.011 -0.005 0.001 -0.007 0.004 -0.008 0.009 0.003 0.002 -0.015

P6 orig 0.007 -0.007 3.692 -8.508 0.768 -0.842 0.820 -3.114 8.582 -20.757
mod 0.002 -0.007 0.006 0.006 0.010 0.004 0.007 0.016 0.019 0.012

and using the VRS as master station. The threshold T that
serves as stop criterion for the iterative algorithm is set to
1mm for all observation sessions. After three iterations,
the algorithm converged in session S1, S2 and S4. In ses-
sions S3 and S5, the stop criterion is reached after four iter-
ations. Furthermore, for reasons of comparison, the same
data sets are processed with the implemented baseline so-
lution on a non-iterative basis without the modification
by the OAEMs. For both cases, the horizontal and verti-
cal positioning errors, computed according to Eq. (8), are
shown in Table 3. The results for the original data sets are
denoted as orig and for the modified data sets as mod. In
order to emphasize the effectiveness of the proposed algo-
rithm, some values have a colored background according
to the solution type, where orange color represents float
solutions and green color fixed solutions, respectively (see
section 3).

The comparison of the HPE and VPE values of the vari-
ous sessions and data sets shows that the GCPs P1, P2 and
P3 are not affected by NLOS or diffraction. Since in none
of the original data sets any of these effects are detected
by the related OAEMs, the modified data sets at these GCP
equal the original data sets and, therefore, the same re-
sults are achieved in both cases. After 5 minutes observa-
tion duration, the horizontal positioning errors vary in a
range of 2 to 12mm and the vertical positioning error in a
range of -9 to 29 mm respectively.

In contrast, the accuracy of GCP P4 to P6 is signifi-
cantly improved by the iterative algorithm. In several ses-
sions, the ambiguities could not successfully fixed to in-

teger values, leading to very high values of several me-
ters in both, the HPE and the VPE. Especially at GCP P6,
the baseline solution completely fails in four sessions, re-
sulting in accuracies at the level of the related SPP solu-
tion (see Figure 8). After the data sets are iteratively mod-
ified by the proposed algorithm, the ambiguities can be
fixed in all observation sessions, leading to HPE values be-
tween 1and 19 mm and VPE values between -15 and 33 mm.
Solely in observation session 5, the differences for GCP P4
exceed these ranges with values of 47 and -75 mm, which
can be explained by remaining far-field multipath effects
that cannot be mitigated by the proposed algorithm. Nev-
ertheless, compared to the differences of the original data
set, the HPE is reduced by 52 cm. It can be noted that in-
dependent from the antenna environment and the GNSS
measurement conditions in all observation sessions, the
ambiguities can successfully be fixed to integer values. Af-
ter only 5 minutes observation duration, the coordinates
of the GCP are estimated with mean horizontal and verti-
cal positioning errors of 8 mm and 4 mm, respectively.

In order to assess the resulting point cloud accuracy,
the georeferenced point clouds are compared to the ref-
erence solution by computing point to point (P2P) differ-
ences. Since the point cloud is not altered by the proposed
approach, a direct comparison is possible and advanced
methods, like e. g. M3CM2 [12], are not necessary. In Fig-
ure 9, histograms for the norm of the P2P differences are
shown for sessions S1, S3 and S5 exemplarily.

In the GCP coordinate results of the original data sets,
one can find different magnitudes of HPE and VPE values
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Figure 9: Histograms of the norm of the P2P differences of the point
clouds determined from the original (left column) and the modified
(right column) data sets. The histograms are shown for the observa-
tion sessions S1 (top), S3 (middle) and S5 (bottom).

from some centimeters in S1, to a few decimeters in S3 and
up to several meters in S5 (see Table 3). As a consequence,
the norm of the P2P differences for the respective point
clouds (left column in Figure 9) vary in a similar range. In
contrast, the P2P differences of the point clouds that were
georeferenced by the proposed algorithm do not exceed
values of 3cm in the sessions SI and S3. The same holds
for the sessions S2 and S4 (not shown here). Only in the
histogram for the session S5, one can find higher values
of approximately 10 cm, which result from the remaining
horizontal and vertical positioning errors at GCP P4 in this
session (see Table 3).

In order to analyze the P2P differences in more detail,
the resulting point clouds of session S3 and S5 are shown
in Figures 10 and 11 from top view, where the points are col-
ored according to the norm of their P2P differences to the
reference solution. For reasons of clarity, the point clouds
are displayed in a topocentric coordinate system instead
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Figure 10: Top view on point cloud resulting from session S3 in a
topocentric ENU system. Points are colored according to the norm of
their P2P differences to the reference solution. The black triangles
denote the position of the GCPs.
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Figure 11: Top view on point cloud resulting from session S5 in a
topocentric ENU system. Points are colored according to the norm of
their P2P differences to the reference solution. The black triangles
denote the position of the GCPs.

of the global e-frame. Furthermore, Table 4 lists the dif-
ferences between the transformation parameters that were
estimated during the georeferencing step of the proposed
algorithm and the transformation parameters of the refer-
ence solution.

In the point cloud of session S3, P2P differences higher
than 15 mm can mainly be found in the north-western and
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Table 4: Differences between the transformation parameters esti-
mated during proposed algorithm and the transformation parameter
from reference solution for observation sessions S1to S5.

translation [mm] rotation [degree]

At, at, At, Aa AB Ay
s1 3 -2 -3 -0.008 0.002 -0.002
S2 3 3 -4 -0.002 0.003 0.001
S3 8 0 8 0.002 -0.007 -0.001
S4 9 5 14 -0.004 -0.004 0.002
S5 21 3 22 0.019 -0.019 -0.011

south-eastern direction and are increasing with the dis-
tance to the center of the GCPs. This indicates that the
higher deviation in the respective rotation angle f§ leads to
a tilting of the point cloud. For a distance of 150 m, the dif-
ference of 0.007° equals a metrical error of 18 mm. Consid-
ering this in combination with the errors of the translation
parameters and the remaining rotation angles, the differ-
ences shown in Figure 10 are reasonable. The same holds
for the other observation sessions. However, since mainly
the three buildings in the middle of the point cloud will be
used for testing and validating MMS, the higher differences
in the outer area of the point cloud are not critical. Hence,
for the area of interest it can be noted that the proposed al-
gorithm provides a georeferenced point cloud with P2P dif-
ferences to the reference solution smaller than 1.5 cm. The
same accuracy is reached in sessions S1, S2 and S4. Solely
in session S5, the bigger positioning errors of GCP P4 (see
Table 3) lead to higher P2P differences. For the area of in-
terest, the highest values are between 4 cm and 5cm and
can be found in the north-western part of the buildings. It
can be assumed that the glass facade of the building near
the GCP leads to strong multipath effects. Since these ef-
fects are not mitigated by the OAEM approach, the GCP po-
sitioning estimation is deteriorated, and in turn, also the
georeferencing suffers from these effects.

6 Conclusion and outlook

Providing accurate georeferenced TLS point clouds de-
mands accurate GNSS coordinates for the ground con-
trol points. Especially under challenging GNSS conditions,
this entails a considerable effort in time and costs, since
the observation durations have to be extended in order to
better cope with site-dependent effects, such as NLOS re-
ception and far-field multipath. The proposed algorithm
enables a significant reduction of the observation dura-
tion while providing point cloud accuracies of 1 to 2cm,
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even under poor GNSS conditions. The algorithm rests on
integrating the antenna environment into the GNSS data
processing by iteratively georeferencing TLS point clouds
and deriving obstruction adaptive elevation masks to mit-
igate NLOS reception. The initial position solutions are de-
termined via SPP in combination with a RAIM-FDE ap-
proach, yielding to similar uncertainty levels independent
from the GNSS measurement conditions. The results of the
iterative algorithm are compared to a reference solution for
the GCP and the point cloud that is determined following
the traditional approach of long observation durations. In
both cases, the differences are between a few millimeters
and 1 to 2 cm after only 5 minutes of observation duration.

Due to this substantial reduction of observation time,
the proposed algorithm allows for increasing the amount
of control points. Especially for larger areas, this could im-
prove the accuracy of the georeferencing. Moreover, the
additional computational burden of the iterative position
estimation and point cloud processing is negligible, com-
pared to the time saving during the field measurements.
Although the algorithm was applied to the traditional geo-
referencing approach in this study, in principle, it can
be applied to other direct, or indirect georeferencing ap-
proaches where GNSS observations are involved.

Since only NLOS receptions and signal diffractions are
mitigated by the proposed algorithm and due to the short
observation durations, far-field multipath remains as crit-
ical error source. Based on the created knowledge of the
antenna environment, ray-tracing approaches in combi-
nation with an analysis of the related Fresnel-zones could
be used to mitigate this effect and further optimize the geo-
referencing accuracy. Nevertheless, further investigations
are needed and this strategy is subject to current research.
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