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Mein Vater,

der (Werte-) Horizont,

hinter dem tiefe Dunkelheit und grollende Gewitter drohen.
Doch mit Sicherheit erwarten wir den Aufgang der Sonne,

deren Strahlen stärker sind als jeder Stern,
bis eines Tages die Gewißheit einzieht,

daß sie nur noch in unseren Gedanken leuchtet.

Schnell dreht sich der Horizont in meinem Geiste,

mal oben, mal unten.
Doch der Glaube läßt uns erstarken, erkennen,

wo rechts — wo links?

Es ist seine Liebe die hinter dem Horizont leuchtet,
und wärmt mein bitterkaltes Herz.

Von Stolz erfüllt überglücklich
wärst Du an diesem Tag gewesen,
dem dieses Werk gewidmet.

Du standest vor mir und ich habe dein Strahlen gesehen,
hinter mir und Du hast durch mich geleuchtet.
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Chapter 1

Introduction

With the operation of the HERA accelerator at DESY located in Hamburg, Germany,
the opportunity to study two complementary parts of the so far well tested description
of particle physics called the standard model (SM) is given. Colliding a lepton and a
hadron makes it possible to test both the electro-weak theory (EW) as well as quantum
chromodynamics (QCD) with the same experimental set-up. The propagators and the
couplings are given by the EW sector of the SM, while QCD describes the evolving partonic
structure of the proton.

Depending on the electro-magnetic charge of the exchanged boson the lepton-proton scat-
tering process is called neutral current (NC) or charged current (CC), respectively. In
deep inelastic scattering (DIS) the incoming proton breaks into a complex hadronic sys-
tem in the final state. Not distinguishing the hadronic final state into special, exclusive,
types renders the measurement as being inclusive. The topic presented in this thesis is
only one out of the rich physics program of Hera, the measurement of the inclusive CC
DIS positron-proton cross section.

CC DIS has been measured before in fixed-target neutrino-nucleus scattering experiments
[1, 2, 3, 4] at relatively low center-of-mass energies. With the operation of Hera a new
kinematic region has been explored. For the preceeding running periods until 1999 both
collider experiments, H1 [5, 6, 7, 8, 9] and Zeus [10, 11, 12, 13], have published CC mea-
surements with lower statistics, and either at lower center-of-mass energy or when Hera
operated electrons instead of positrons. The work presented here essentially contributed
to the publication [14] of the Zeus measurement for 61 pb−1 of data collected in the run-
ning periods 1999 and 2000, where Hera collided 27.5 GeV positrons on 920 GeV protons,
yielding a center-of-mass energy (

√
s) of 318 GeV. The corresponding measurement by

H1 for this data period has also been published [15]. In addition, CC has been studied
in several theses of Zeus-BONN group members before, specializing on implementing
an extra detector component [16], on an earlier data set [17] and leading to preliminary
Zeus-results [18].

The measurements presented in this thesis are the single differential CC DIS e+p cross
sections dσ/dQ2, dσ/dx and dσ/dy for Q2 > 200 GeV2, as well as the double differential
reduced cross section d2σ̃/dxdQ2 in the kinematic range 280 GeV2 < Q2 < 17 000 GeV2

1



2 CHAPTER 1. INTRODUCTION

and 0.008 < x < 0.42. The measurements are based on the Zeus data collected in the
1999 and 2000 e+p Hera running periods corresponding to an integrated luminosity of
61 pb−1. The results are compared to the SM prediction. In particular, the helicity
structure of the SM is investigated. From the cross section dσ/dQ2 the mass of the
space-like W boson propagator is inferred.

In the second chapter the experimental setup is introduced with special emphasis on the
detector components relevant for this work, including calorimetry, luminosity detector as
well as the trigger and data acquisition system.

The third chapter will present the theoretical background for the measurement, the kine-
matics of a DIS event, and the SM descriptions of the charged and neutral current
reactions. Also described are the parton density functions, which are a crucial input to
the standard model.

The detailed chapter four will elaborate on the data analysis preceeding the cross section
measurement. The Monte-Carlo simulation of the relevant physics processes and the
detector response is an essential tool for the analysis. The reconstruction of the raw data
requires several corrections and algorithms to extract the kinematic variables as well as
those necessary for the selection of the signal event-sample in the following section. This
has to be evaluated to provide a signal sample with as little background contamination
as possible still preserving the significance of the signal. This goal is already faced by
the trigger logic. Sophisticated algorithms are developed on the reconstructed offline
quantities. The final signal sample will be presented. The techniques for the extraction
of the cross sections from the signal sample include the proper definition of the bins, the
validation of acceptance, purity and efficiency, the background subtraction, the theoretical
correction for radiative effects as well as ultimately the unfolding procedure. The section
closes with a detailed study of the measurement uncertainty due to systematic effects.

The results of this work will be presented in chapter five. The single differential cross
sections and the double differential reduced cross sections will be stated. The discussion
of these results includes the “helicity” representation and the determination of the MW

mass.

I will summarize the dissertation in chapter six.

In addition to the topic presented in this work I had several responsibilities as a PhD-
student in the ZEUS group in Bonn and as a member of the Zeus Collaboration. Most
of the time I have been responsible for the maintenance of the PC-cluster with demil-
itarized zone and web-server. A client-server architecture for the Linux PC-cluster has
been developed, including e.g. automatic client installation. I added further tools and
optimizations to the cluster. I maintained the web-server and introduced new PHP and
MySQL based services. For the benefit of ZEUS I adapted a java-based event-display tool
to the Zeus software environment as a proto-type for a new event visualization tool. For
the final event visualization tool ZEVis [19] based on root I have been responsible for the
online event chain from the raw event provided by the data acquisition via reconstruction
to the event in root-format as accessed by the client using http.



Chapter 2

The Zeus detector at the Hera
collider

To perform an experiment at such exceptionally high energies requires a huge effort of a
large collaboration of physicists. On the one hand, the machine group provides the beams
which produce the luminosity and, on the other hand, the Zeus Collaboration has built,
maintains and runs the Zeus detector to collect the data. While the first subsection
introduces the work of the former group, the main part of this chapter explains the
detector with emphasis on those parts which are relevant to this analysis.

2.1 The Hera collider at Desy

The Hadron-Elektron-Ringanlage (Hera) is situated at the research center Deutsches
Elektronen Synchrotron (Desy) in Hamburg, Germany. It is the only running facility
colliding a lepton and a proton beam, thus offering unique possibilities of probing the
dynamic structure of the proton with the point-like electron1.

This field of timely research is at the heart of this analysis. To give an example for
the universality of this experimental set-up, in a different kinematic region the partonic
structure of the photon emitted by the lepton is probed by the parton within the proton.

A map of the Hera collider and its pre-accelerator chain is given in Fig. 2.1. The
leptons enter the former Positron-Elektron-Tandem-Ringanlage (Petra) via Linac 2,
the positron intensity accumulator Pia and the synchrotron Desy II. The protons enter
Petra via Linac 3 and Desy III. Both Desy II/III are installed in the tunnel of the
former Desy I synchrotron. Coming from separated beam lines of Petra both beams
enter Hera. Here the electrons are accelerated from 12 GeV to 27.5 GeV and the protons
from 40 GeV to — since the year 1998 — 920 GeV, both in separated accelerators in the
Hera tunnel. The beams are structured over the total circumference of 6.3 km into 220

1If not explicitly noted the term electron is used denoting both particle as well as anti-particle, i.e.
electron and positron, as Hera is able to operate both.

3
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HERA

PETRA

DORIS

HASYLAB

Hall NORTH (H1)

Hall EAST (HERMES)

Hall SOUTH (ZEUS)

Hall WEST

Electrons / Positrons

Protons

Synchrotron Radiation

360 m

797 m

Linac 2

Linac 3

PIA
DESY II/III

Figure 2.1: Design of the accelerator chain for Hera.

buckets yielding a time distance between two crossings of 96 ns. A bunch is a bucket filled
with approximately 1010 particles. Not all buckets are filled, which means the number
of bunches for each beam is less than 220. The empty bunches provide crossing times
when only one type of bunch passes the nominal interaction point (IP). These unpaired
“crossings” are valuable for systematic studies, as will be described in Section 4.3.9.

The large mass difference of proton and electron leads to different designs of the two
Hera accelerators. The radiative energy-loss ∆E per revolution with radius R of a
simply charged particle with mass m0 and energy E is:

∆E ≈ E4

m4
0 R

. (2.1)

Therefore the 13 MW power provided by the radio-frequency resonators for the lepton
beam are the limiting factor for the maximum energy of the light leptons. The mag-
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Figure 2.2: Integrated luminosity as delivered by the Hera machine versus day of op-
eration. On the left for the three operation conditions of Hera I, positrons at lower
center-of-mass energy until 1997 and electrons and protons thereafter. On the right the
slow progress at startup of Hera II is shown.

netic field of 5T produced by the superconducting dipole magnets needed to bend the
heavy protons on the circumference of radius 797 m limits the proton energy. The beams
provided are collided head-on at two interaction regions, where the detectors H1, in hall
north, and Zeus, in hall south, are situated. In hall east the fixed-target Hermes experi-
ment uses only the electron beam. Here the transverse polarization of the beam is flipped
by rotators before and after the Hermes interaction region. By scattering longitudinally
polarized electrons on a target of polarized protons the spin structure of the proton is
investigated.

For the 1998 running period Hera operation was switched to electrons while having been
operated mainly with positrons before. In addition, the proton beam energy was raised
from 820 GeV to 920 GeV, corresponding to an increase in the center-of-mass energy from
300 GeV to 318 GeV. In the middle of the 1999 running period the operation was switched
back to positrons. Until the end of the first phase of Hera running in August 2000 the
integrated luminosity has improved steadily as can be seen in Fig. 2.2.

This analysis is based on data of the running period from the middle of 1999 when Hera
switched to positron operation until August 2000. Since then major modifications of
the machine took place for Hera phase II. For an increase of the specific luminosity
by stronger foci of the beams quadrupole magnets were positioned closer to the interac-
tion point and entered the detector region. In addition, spin rotators as used already at
Hermes were installed also at the interaction regions of colliding beams providing longi-
tudinally polarized electron beams. The startup has been delayed due to problems with
synchrotron radiation in the detector region produced by the closer positioned magnetic
fields as well as due to vacuum problems in the interaction region caused by the smaller
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intersection of the beam pipe and no access for vacuum pumps near the IP due to the
closely placed quadrupole magnets. Modifications during a recent shutdown in 2003 have
reduced the problems due to synchrotron radiation.

2.2 The Zeus Detector

To cover the vast research field accessible with the Hera kinematics a complex system
of particle detectors is necessary. The Zeus collaboration of approximately 450 scientists
from 51 institutes spread over 13 countries built the detector system called Zeus and has
the responsibility of maintaining and operating it. A detailed description of the multi-
purpose Zeus detector can be found in [20]. The design of the Zeus detector is given in
Fig. 2.3. Below the most relevant components of the detector are described.

2.2.1 The central tracking detector

Charged particles are tracked in the cylindrical central tracking detector (CTD), which
operates in a magnetic field of 1.43 T provided by the surrounding superconducting coil.
The CTD consists of 576 cells in 72 cylindrical drift chamber layers, organized in 9 su-
perlayers. In total the CTD has 4608 signal wires and 19584 potential wires, making it 8
and 34 for one cell. The wires are arranged as shown in Fig. 2.4. In five superlayers the
wires are parallel to the beam-line, while in four the wires are inclined by a stereo angle.
These stereo layers allow for the reconstruction of the z-position2 of a hit with an accu-
racy of around 1 mm. In addition, z can be reconstructed by timing with a much worse
resolution of 4.5 cm. The latter information is fast enough to be used for triggering. The
CTD volume measures 18.2 cm to 79.4 cm radially and −100 cm to 105 cm in z-direction,
covering the polar-angle region 15◦ < θ < 164◦. The transverse-momentum resolution for
full-length tracks is σ(pT )/pT = 0.0058pT ⊕ 0.0065 ⊕ 0.0014/pT

3, with pT in GeV.

2.2.2 The calorimeter

The high-resolution calorimeter (CAL) [21] is built as a sandwich of scintillator and de-
pleted uranium plates. The design of the plate thicknesses yields the compensating char-
acter of the CAL, i.e. responding equally to hadronic and electromagnetic energy deposits.
The CAL consists of three parts: the forward (FCAL), the barrel (BCAL) and the rear
(RCAL) calorimeters. Each part is subdivided transversely into towers and longitudinally
into one electromagnetic section (EMC) and either one (in RCAL) or two (in BCAL and

2The ZEUS coordinate system is a right-handed Cartesian system, with the Z axis pointing in the
proton beam direction, referred to as the “forward direction”, and the X axis pointing left towards the
center of HERA. The coordinate origin is at the nominal interaction point. The pseudorapidity is defined
as η = − ln

(

tan θ
2

)

, where the polar angle, θ, is measured with respect to the proton beam direction.
3⊕ denotes the quadratic sum
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Figure 2.3: The design of the Zeus detector in z-y (top) and x-y (bottom) cut.

FCAL) hadronic sections (HAC)4. The cylindrical BCAL is segmented in r-ϕ and the
planar F/RCAL in x-y. The towers are grouped mechanically into modules, vertical ones
for F/RCAL and wedges for BCAL. The smallest subdivision of the calorimeter is called
a cell. On each side in x (ϕ) in F/RCAL (BCAL) of the cell the light is transmitted
by a wavelength shifter to a photomultiplier (PM) located at the end of the tower. As
an example the design of a single FCAL module is given in Fig. 2.5. The CAL energy
resolutions, as measured under test-beam conditions, are σ(E)/E = 0.18/

√
E ⊕ 1% for

electrons and σ(E)/E = 0.35/
√

E ⊕ 2% for hadrons (E in GeV).

4If referenced individually the hadronic sections of the calorimeter are denoted by BHAC1 and BHAC2
in BCAL and FHAC1 and FHAC2 in FCAL.
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Figure 2.4: The layout in x-y of signal and potential wires for an octant of the CTD.

2.2.3 The backing calorimeter

The iron that returns the magnetic flux of the solenoid providing the magnetic field for
the CTD is instrumented with layers of aluminum proportional tubes. This detector
component is called Backing Calorimeter (BAC). Its purpose is to cover large hadronic
showers which are not fully contained in the CAL and leak into the BAC, and to separate
muons from hadronic showers.

2.2.4 The luminosity detector system

The measurement of the luminosity is performed at Zeus independent of the beam geom-
etry by measuring the QED-bremsstrahlungs process (Bethe-Heitler-process) ep → epγ.
The uncertainty of its cross section calculation is 5h [22]. For the measurement in Zeus
two lead-scintillator calorimeters are used. One, Lumi-γ, is positioned at z = −107 m
and detects photons emitted at the IP within a cone of 0.5 mrad. The other, Lumi-e, at
z = −35 m detects electrons in the energy range of 7 GeV to 22 GeV which are deflected
by the beam optics to the ring-inward side of the beam line. The uncertainty for the
luminosity of the running period exploited in this analysis amount to 2.25% and has been
achieved using only Lumi-γ [23].
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Figure 2.5: The design of an FCAL module as described in the text.

2.2.5 Trigger and data acquisition

With crossings every 96 ns and in total 250 000 readout channels the theoretical maximum
for the data volume from the detector is 10 TB/s, though mostly due to background or
uninteresting reactions. The connection from the Zeus control room to the Desy data
center, where the data are stored for offline processing, is capable of less than 1MB/s. As
a consequence the event rate has to be reduced by a factor of 106. For this enormous task
a three-level trigger system has been designed and installed. It not only has to identify
non-collision background to be rejected, but also has to select the interesting physics
events. With over the years increasing instantaneous luminosity even physics events have
to be prescaled or limited to the more interesting kinematic regions. The data flow in
the trigger system, with scales of data volume and of rates at each level, is displayed in
Fig. 2.6.

2.2.5.1 First level trigger (FLT)

To get a decision every 96 ns is even too hard a task for analog electronics. Therefore the
raw data are stored for 5 µs in a pipeline. 25 cycles are given to the individual detector
components to reach a decision locally. The next 20 cycles are used by the global FLT
(GFLT) to collect the decisions of the single components and come to a final decision.
Until this step the detector is dead-time free. The slow transport of the readout values
to the next level leads to a dead time which is, however, less than 2% at a GFLT rate of
1 kHz.
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Figure 2.6: The data flow for the Zeus data acquisition. On the right the scale of
frequency and data volume is given for each level.

2.2.5.2 Second level trigger (SLT)

On the second level an asynchronous pipeline allows for complex algorithms to be exe-
cuted, e.g. calculating E − Pz. The decisions of the individual detector components are
collected by the global SLT (GSLT). It assigns an event number that allows the event
builder to identify the pieces of data collected from the components.

2.2.5.3 Third level trigger (TLT)

The TLT has access to the global event data as assembled by the event builder, in contrast
to the previous levels which process data only component-wise. The TLT is implemented
in a computer farm. This allows complex computer code to be executed similar to the
reconstruction code on the offline events. The quantities available differ only slightly
from the final reconstructed values. The main difference originates from the calibration
constants which are not available at run-time as they are extracted on run basis.



Chapter 3

Charged current in deep inelastic
scattering

At Hera we investigate the various reactions of electrons scattering off protons. The most
general feature of the final state is a lepton that conserves lepton number at the lepton
vertex and a system of hadrons. The hadronic final state is not distinguished into special,
exclusive, types of the hadronic system, rendering the measurement as being inclusive.
The generic Feynman graph is depicted in Fig. 3.

The physics of the leptonic vertex is very well de-

p(P )

X(P ′)

e(k) l′(k′)

γ, Z, W±(q)

Figure 3.1: General Feynman graph
for the scattering of electrons e on
protons p by the exchange of a bo-
son γ, Z or W± to the final state
lepton l′ and inclusive hadronic fi-
nal state X

scribed by the EW theory. The incoming lepton
can interact with the proton exchanging either an
electro-magnetically neutral EW boson, γ or Z, and
stay the same, or a charged EW boson, W±, and
become the neutral lepton of the same family, an
electron neutrino νe. Corresponding to the electro-
magnetic charge of the boson the interaction is clas-
sified as charged current (CC) or neutral current
(NC). For easier comparison the cross section is usu-
ally stated in leading order of the electro-magnetic
coupling αEM. Since this is not what we measure
in the laboratory when counting events, the final
result is obtained by unfolding using higher order
QED calculations, which are tested to a very pre-
cise level [24]. This is denoted by calling the cross
section as Born-level. The Feynman graphs for the
correction of the CC DIS cross section corresponding to proper first order EW radiative
effects are displayed in Fig. 3.2, and those to EW single loops in Fig. 3.3.

The proton is a complex strongly bound system of partons. One way to approach the
description of the process of a lepton interacting with the proton as a hadron is from
the macroscopic side. This way one obtains a set of observables, the structure functions,
which, however, are difficult to interprete. By considering the partons inside the proton

11
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Figure 3.2: Feynman graphs for EW radiative corrections of incoming lepton (a), incoming
(b) and outgoing (c) quark and of the exchanged boson (d).
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Figure 3.3: Feynman graphs for single loop EW corrections.
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we have the possibility to interprete the structure functions. We make the transition from
an ep scattering process to an eq scattering process. Then we can define parton density
functions (PDF) as probabilities of finding a particular parton with the given kinematic
variables x, Q2 inside the proton. The PDFs are therefore the key relating parton model
and macroscopic measurement. The underlying color theory of the nucleon, which is to
some degree calculable and of predictive power, is Quantumchromodynamics (QCD). In
leading order (LO) QCD, that refers to the order of the perturbative expansion in powers
of the strong coupling constant, we have the picture of constituents in the proton. In the
naive parton model the proton is built out of three of them, called quarks, which are
bound by the exchange of gluons. Since the gluons themselves carry QCD color charge
they can interact strongly without the necessity of a quark being present. QCD does
not only describe the static quark content of the proton but also the dynamic structure
evolving from the interaction of the partons within the proton. Therefore the picture of 3
constituents is only valid under a very restricted set of conditional parameters. The quarks
are only free, e.g. not feeling the strong force that binds them together, if the system
is boosted to the so called infinite momentum frame. Here the ratio of longitudinal to
transverse momentum is so large, that we can expect the partons to be ’free’ of mutual
interactions in the transverse direction. If we take an ever closer look into the proton
with increasing spatial resolution we will see more and more partons that temporarily
emerge from the field of the strong interaction. Then we are far from seeing just the three
constituents. The higher orders in the coupling of the strong force, αS, are not at all so
easy to unfold and are absorbed in the set of structure functions Fi which parameterize
our lack of knowledge of the detailed behavior of strongly interacting partons found inside
the proton.

3.1 Kinematic of a DIS event

The kinematic of a DIS event is defined by the four-momenta of the incoming and outgoing
lepton, k, k′, the four-momentum of the incoming proton, P , and that of the outgoing
hadronic final state, P ′. The four-momentum of the boson exchanged between the leptonic
and the hadronic side is then defined as

q = k − k′ = P ′ − P. (3.1)

The squared center-of-mass (CMS) energy of the lepton-hadron system, s, and that of
the boson-hadron subsystem, W 2, are given by

s = (k + P )2, (3.2)

W 2 = (q + P )2 = P ′2. (3.3)
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To describe DIS processes kinematically the following Lorentz invariants are in use:

Q2 = −q2 = (k − k′)2 = (P ′ − P )2 (3.4)

x =
Q2

2P · q (3.5)

y =
P · q
P · k (3.6)

ν =
P · q
Mp

=
Q2

2 x Mp

. (3.7)

The (positive) virtuality of the exchanged boson, Q2, can be interpreted as the ‘resolving
power’ of the interaction with a spatial resolution corresponding to

∆d ∼ ~c
√

Q2
=

0.197
√

Q2
GeV · fm. (3.8)

At Hera this yields a resolution of up to 10−18 m, which is why Hera, or more precisely
the detector Zeus, is called a super-microscope, looking deeply into the structure of the
proton. Though x, y and ν are Lorentz invariants, their interpretation is intuitive only in
special frames. In the infinite momentum frame x is the fraction of the proton momentum
P carried by the struck quark. In the proton’s rest frame we can identify ν (and y) to be
the energy (and the energy fraction) transfered from the lepton to the hadronic vertex.
Since these quantities are related by

Q2 = s x y (3.9)

for fixed s like at Hera only two variables of Q2, x and y are necessary for a complete
kinematic description of an inclusive event. Motivated by the PDFs Q2, x are chosen in
the following.

3.2 CC cross section

The differential ep cross section may be written in terms of the reaction amplitude A,
which can be factorized in a product of the leptonic tensor Lµν and the hadronic tensor
W µν , here for the CC case:

d2σcc

dΩdE ′
=

G2
F

4π2

M2
W

M2
W + Q2

E ′

E
|Acc|2 ≡ α2

Q2

E ′

E
Lν

µνW
µν. (3.10)

The leptonic tensor is calculable in EW theory and is:

Lν
µν =

1

2

∑

s′

u(k′s′)γµ(1 − γ5)u(ks)u(ks)γν(1 − γ5)u(k′s′) (3.11)

= kµk
′

ν + k′

µkν − gµνk · k′ ± iεµνλσkλk′σ. (3.12)
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The hadronic tensor is given in terms of the currents:

Wµν =
1

2

∑

n

< p|J+
µ |Xn >< Xn|Jν|p > (2π)3δ4(P + q − P ′). (3.13)

We do not know very much about the hadronic tensor so that we have to parameterize
our lack of knowledge in the most general form. At the hadronic vertex we have two
independent four-momenta, that of the incoming proton, P , and that of the exchanged
boson, q. The most general form of combining the independent four momenta P, q is [25]:

Wµν = −gµνW1+
PµPν

M2
W2−

iεµναβP αP β

2M2
W3+

qµqν

M2
W4+

Pµqν +qµPν

M2
W5+i

Pµqν−Pνqµ

M2
W6.

(3.14)
Here the scalars Wi are structure functions which depend on two kinematic variables. The
terms containing W4, W5 and W6 are suppressed by the small lepton mass for they lead
in combination with the lepton tensor to terms like:

qµLµν = qµLµν ∼= 0. (3.15)

This is the only simplification we can achieve for vector-axial (V −A) currents.

In DIS the rescaled structure functions Fi are in use:

MW1(ν, Q
2) = F1(x, Q2), (3.16)

νW2,3(ν, Q
2) = F2,3(x, Q2). (3.17)

The Fi(x, Q2) were found to scale [26, 27], i.e. are independent of Q2 for a certain x range.
The complete double differential cross section is then:

d2σCC

dQ2dx
=

G2
F

2πx

(

M2
W

Q2 + M2
W

)2 [

y2xFCC
1 + (1 − y)FCC

2 ∓ (y − y2

2
)xFCC

3

]

. (3.18)

With the definitions:

FL = F2 − 2xF1 (3.19)

Y± = 1 ± (1 − y)2 (3.20)

the cross section is:

d2σCC

dQ2dx
=

G2
F

4πx

(

M2
W

Q2 + M2
W

)2
[

Y+FCC
2 ∓ Y−xFCC

3 − y2FCC
L

]

. (3.21)

The motivation for (3.19) is that in the naive parton model FL = 0, also known as Callan-
Gross relation [28]. At higher orders its contribution to the cross section is small, and in
addition, because of the coefficient of y2, negligible everywhere but at high y. Also the
parity-violating structure function F3 is small for Q2 � M2

Z . Defining the reduced cross
section:

d2σ̃CC

dxdQ2
=

2πx

G2
F

(

Q2 + M2
W

M2
W

)2
d2σCC

dxdQ2
(3.22)
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removes the kinematic coefficient.

Since electromagnetic charge is conserved, not all of the quarks can take part in the
interaction via W± exchange as the W± can only couple to quarks with the proper sign of
charge. For e+ (e−) it can couple only to negatively (positively) charged quarks. Therefore

also the FCC,e±p
i depend on the charge of the initial lepton. A singlet term comparable

to FNC
2 is then obtained by the sum F CC,e+p

2 + FCC,e−p
2 . Experimentally this has been

measured in DIS of an (anti-) neutrino beam on nucleon targets [29].

3.3 CC cross section on the parton level

On the parton level we can investigate the scattering of an electron on a quark q. The
Born-level cross section can then be written in terms of diagrams as:

dσe±q→
(−)
ν q′

dQ2
∝

∑

q′

|Vqq′|2
∣

∣

∣

∣

∣

∣

∣
q q′

e (−)
ν

vCC
e , aCC

e

vCC
q , aCC

q

W±

∣

∣

∣

∣

∣

∣

∣

2

. (3.23)

This is a purely weak exchange diagram. In this case the couplings are not quark-flavor
dependent and are not included in the Fi but moved to the coefficient in (3.21). In the
transition from eq to ep scattering we have to sum over all parton densities. Because of
the charge of the W boson we already saw that for e+ (e−) only negatively (positively)
charged quarks contribute. In addition, because of the center-of-mass energy available at
Hera and the small off-diagonal elements of the CKM matrix the third family quarks
can be ignored here [30]. Therefore the Fi contain only the following up- and down-type
(anti-) quark densities:

F e+p
2 (x, Q2) = x

∑

q=1,2

[

dq(x, Q2) + uq(x, Q2)
]

(3.24)

xF e+p
3 (x, Q2) = x

∑

q=1,2

[

dq(x, Q2) − uq(x, Q2)
]

. (3.25)

Inserting this in (3.22), with FL = 0 at LO, yields:

σ̃e+p = x
[

(ū + c̄) + (1 − y)2(d + s)
]

(3.26)

σ̃e−p = x
[

(u + c) + (1 − y)2(d̄ + s̄)
]

. (3.27)

Because of the helicity structure of the weak interaction represented in the term (1− y)2,
the down-type (anti-) quarks are suppressed for increasing y in either case. This can
be understood by looking at the sum of spins in the center-of-mass system as sketched
in Fig. 3.4. Since the positron has to be right-handed and the (anti-) quark has to be
(right-) left-handed to couple to the W -Boson, the sum of the spins in the center-of-mass
frame is 0 for positron anti-quark scattering, but is 1 for positron quark scattering. While
the first case does not restrict the scattering angle and leads to an isotropic distribution,
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ē′

⇒

⇐

u, c

u′, c′

⇐⇒

CMS

ē
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Figure 3.4: Sketch of the spin sum in center-of-mass system for e+q̄u and e+q̄d.

the distribution from the latter one peaks in the forward direction. The suppression in
cos θCMS can be related to y:

(1 − y)2 =
(1 + cos θCMS)

2

4
. (3.28)

3.4 NC cross section

In analogy to CC the differential cross section for NC may be written in terms of the
amplitude A or as the tensor product:

d2σNC

dΩdE ′
=

α2

Q2

E ′

E
|ANC|2 ≡ α2

Q2

E ′

E
Le

µνW
µν. (3.29)

The leptonic tensor for NC is:

Le
µν =

1

2

∑

spin

u(k′)γµu(k)u(k)γνu(k′) (3.30)

= kµk′

ν + k′

µkν − gµν(k · k′ − m2). (3.31)

For the hadron tensor we start with the general ansatz of (3.14). As before we can ignore
the lepton-mass suppressed terms with W4, W5 and W6. In addition, for low Q2 � M2

Z we
approximately have γ-only exchange, i.e. pure vector current. Then the parity violating
term W3 cannot contribute. The asymmetric term of W6 cannot contribute either, since
the leptonic tensor is symmetric. Therefore we have

W em
3 = 0 and W em

6 = 0. (3.32)

In addition, current conservation leads to qµWµν = qµW µν = 0 [28] and therefore to the
following relations:

W em
4 =

P · q
q2

W em
2 +

M2

q2
W em

1 and W em
5 = −P · q

q2
W em

2 , (3.33)

so that (3.14) is reduced to two independent structure functions:

W em
µν =

(

−gµν +
qµqν

M2

)

W em
1 +

1

M2

[(

pµ − qµ q ·P
q2

)(

pν −
qν q ·P

q2

)]

W em
2 . (3.34)
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For the general cross section including Z exchange one obtains with the transition to Fi

(3.16, 3.17) and the definitions (3.19, 3.20):

d2σNC

dQ2dx
=

2πα2

xQ4

[

Y+FNC
2 ∓ Y−xFNC

3 − y2FNC
L

]

. (3.35)

In analogy to (3.22) we define the reduced cross section for NC:

σ̃NC

dxdQ2
=

xQ4

2πα2Y+

d2σNC

dxdQ2
. (3.36)

This definition removes the kinematic coefficient and since F NC
2 is dominant σ̃NC gives

approximately F NC
2 in most of the kinematic plane.

3.5 NC cross section in the parton model

Next we can replace the proton on the hadronic side of the diagram in Fig. 3 by a quark,
carrying the momentum fraction x of the protons momentum. To obtain an expression
for the cross section we have to calculate the following diagrams:

dσe±q→e′q′

dQ2
∝

∣

∣

∣

∣

∣

∣

∣
q q′

e
e′

Qe

Qq

γ +
q q′

e
e′

vCC
e , aCC

e

vCC
q , aCC

q

Z

∣

∣

∣

∣

∣

∣

∣

2

. (3.37)

For NC we have the electromagnetic and the weak diagram, which will lead to interference
terms. This is reflected in the complicated quark-flavor dependent couplings in the cross
section for NC:

vf =
−I3

f + 2 sin2 θW Qf

2 sin θW cos θW

and af =
−I3

f

2 sin θW cos θW

, (3.38)

where I3
f is the third component of the weak isospin and Qf the electromagnetic charge

of the quark.

When we want to come back from the eq to the ep cross section, we just have to take every
parton into account that might be in the proton and contribute to the cross section. This
leads to a sum of probability functions of finding a parton with a specific x and Q2 within
the proton. The sum runs over all quark-flavors accessible with the Hera CMS energy
and contains the couplings. It is splitted into two parts, one with term that couple with
equal signs to quarks and anti-quarks, and another with terms that couple with opposite
signs to quarks and anti-quarks. This separates the parity conserving and parity violating
terms:1

FNC
2 (x, Q2) = x

∑

q=d,u,s,c,b

Aq(Q
2)
[

q(x, Q2) + q(x, Q2)
]

, (3.39)

FNC
3 (x, Q2) =

∑

q=d,u,s,c,b

Bq(Q
2)
[

q(x, Q2) − q(x, Q2)
]

. (3.40)

1Strictly speaking this is only true for unpolarized beams, see [31]
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Figure 3.5: Splitting graphs for lowest order in αs.

Here the coefficient functions are

Aq(Q
2) = Q2

q − 2QqvevqPZ + (v2
e + a2

e)(v
2
q + a2

q)P
2
Z (3.41)

Bq(Q
2) = −2QqaeaqPZ + 4veaevqaqP

2
Z (3.42)

with

PZ =
1

4 sin2 θW cos2 θW

Q2

Q2 + M2
Z

. (3.43)

Note that Qq is always the electric charge of the particle, also for the corresponding
anti-particle [32].

3.6 QCD evolution

The biggest simplification in the derivation of the cross section under the assumption of
the parton model, like in Sects. 3.3 and 3.5, is to ignore higher orders in QCD. This is
also the difference in the definitions of F NC

2 between the heuristic parton model (3.39) and
the one following the definition (3.14), which comes from the experimentally measured
cross section. Now like in QED we also have in QCD radiative effects, here splitting
graphs as sketched in Fig. 3.5, that make things more complicated. To be more explicit,
a quark with a momentum fraction x does not have to exist a priori but could be the
result of a quark with a higher x that just radiated a gluon before interacting, reducing
its momentum to the x under inspection. These QCD effects offer also a handle to study
and test the theory itself.

The dependences of these graphs on x and Q2 are described in QCD by the DGLAP
evolution equations. QCD is not able to give absolute values of the parton densities, but
with a given input at a fixed Q2 the DGLAP equations predict the evolution of the PDFs.
This way by studying the structure functions one obtains information on QCD. It allows
to test QCD to the limits of its expected validity, especially towards low Q2, where the
perturbative expansion is expected to break down due to αs becoming large.
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p1 p2 p3 p5

xuv (1.69 ±0.01 ±0.06) 0.5 4.00 ±0.01 ±0.08 5.04 ±0.09 ±0.64

xdv (0.96 ±0.01 ±0.08) 0.5 5.33 ±0.09 ±0.48 6.2 ±0.4 ±2.3

xS 0.603 ±0.007 ±0.048 −0.235 ±0.002 ±0.012 8.9 ±0.2 ±1.2 6.8 ±0.4 ±2.0

xg (1.77 ±0.09 ±0.49) −0.20 ±0.01 ±0.04 6.2 ±0.2 ±1.2 0

x∆ 0.27 ±0.01 ±0.06 0.5 (10.9 ±0.2 ±1.2) 0

Table 3.1: The PDF parameters of the Zeus-S QCD NLO fit. Given are the statistical
as well as uncorrelated and correlated uncertainties of the parameters. Values in brackets
are constrained by sum-rules, and values without error have been fixed in the fit.

3.7 PDF parameterizations

The ZEUS data can be used to determine the input parameters of the DGLAP evolution,
which describes DIS measurements over a broad kinematic range, like the PDFs and the
value of the strong coupling constant, αs, at a given scale. On the one hand the PDFs
are needed to evaluate the SM prediction for the CC DIS cross section, on the other
hand the measured cross sections contain the information on the real PDFs, which can
be extracted. Therefore PDF parameterizations as a result of fits to data are obtained
in an iterative procedure with the cross section measurements. The next generation of
PDF fits will use these Zeus measurements as additional input to improve the quality
of the fits and therefore of the resulting PDFs. The measurement of the cross section,
however, depends only marginally on the PDFs, as will be explained in Sect. 4.6.6.

The ZEUS-S fit [33] uses ZEUS data from 1996/97 [34] together with fixed-target data to
extract PDFs. The fixed-target data included are F2 measurements from BCDMS [35],
NMC [36] and E665 [37], deuterium-target data from NMC [36] and E665 [37] to separate
ū and d̄, the ratio F D

2 /F p
2 from NMC [38] which determine the ratio of d to u valence

quark, and xF3 from CCFR [39] in the range 0.1 ≤ x ≤ 0.65 constraining the valence
quark PDFs at high-x. By adding αs as a free fit-parameter in the ZEUS-αs fit αs is
estimated while taking correlations of the PDFs fully into account. A cut Q2 ≥ 2.5 GeV2

ensures the applicability of pQCD while a cut W 2 > 20 GeV2 reduces higher mass and
higher twist sensitivities. The kinematic range of the data input to the fits is shown in
Fig. 3.6 and covers 6.3 × 10−5 ≤ x ≤ 0.65 and 2.5 ≤ Q2 ≤ 30 000 GeV2. The fit was
performed at leading twist. The DGLAP evolution equations at NLO were solved in the
MS scheme [40, 41, 42] with the renormalization and factorization scales chosen to be Q2.
For treatment of the heavy-quark sea the variable-flavor number-scheme of Thorne and
Roberts [43, 44, 45, 46] (TRVFN) has been used to interpolate between correct threshold
and correct large-Q2 behaviors. The PDFs u-valence, xuv(x), d-valence, xdv(x), total
sea, xS(x), gluon, xg(x), and the difference between the d and u contributions to the sea,
x∆ = x(d̄ − ū), were parameterized each at Q2

0 = 7 GeV2 by:

xf(x) = p1x
p2(1 − x)p3(1 + p5x). (3.44)

Additional constraints, e.g. number or momentum sum rules, fix 9 of these parameters.
leaving 11 free parameters. The results of the ZEUS-S fit given with statistical as well as
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Figure 3.6: The kinematic range covered by the data input to the Zeus-S QCD NLO fit.

uncorrelated and correlated uncertainties are given in Table 3.1. Values given in brackets
are constrained. Those given without uncertainties have been fixed. The resulting PDFs
xuv(x), xdv(x), xS(x) and xg(x) are plotted in Fig. 3.7 for Q2 = 10 GeV2 together with
the total uncertainties. They are compared to the alternative global PDF fits Cteq6D
and MRST(2001), and are found to be compatible. In Fig. 3.8 xg(x) and xS(x) are
displayed for the ZEUS-S result with the uncertainty bands, where the correlated system-
atic uncertainties were found to be dominant. The gluon density has been found to rise
towards low x not quite as dramatically as expected for low Q2. It even becomes nega-
tive. Since PDFs, in particular xg(x), are not physical observables, contrary to structure
functions such results are not unphysical. They might, however, indicate the breakdown
of pQCD.

The PDF fit is especially affected by this measurement at the high-x xdv(x), as the
charged boson exchanged couples only to negatively charged quarks, and at high-x valence
quark densities dominate over the sea-quark densities. Preliminary results for a Zeus
PDF-fit using exclusively Zeus data from the data taking periods 1994 to 2000 as input
reaches now a compatible precision as the fits including fixed-target data [47].
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with total uncertainty and compared to the alternative global PDFs Cteq6D and
MRST(2001).
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Chapter 4

Data Analysis preceeding the CC
measurements

This section presents the basics of the preparatory analysis preceeding the final mea-
surements in Sect. 5. A basic tool for analyzing the properties of an event class is the
Monte-Carlo (MC) simulation. Such MC samples, as presented in Sect. 4.1, that con-
tain the ’true’ event-information, help to study and optimize reconstruction and event
selection. Section 4.2 introduces the reconstruction of the event parameters including op-
timizations for CC-type event-topologies. The reconstruction is not only needed to obtain
the kinematic variables for the cross section measurements, but also for additional evalu-
ated quantities used for selecting the signal sample. In Sect. 4.3 the selection of the signal
sample including criteria to suppress special background contributions is described. The
resulting final signal sample is presented in the following section. Finally the technique
for obtaining the measurement results from the final event-sample are described. This in-
cludes experimental issues like binning and acceptances, as well as theoretical corrections
and the method applied for estimating the systematic uncertainty.

4.1 Monte-Carlo simulations

A sophisticated Monte-Carlo simulation (MC) is employed to estimate properties like the
acceptance of such a complex device as the Zeus detector for the reaction under study.
The production of an MC sample is a process of several layers, the flow-diagram of which
is shown in Fig. 4.1.

4.1.1 Physic generators

Generators produce simulated events of physical reactions under study and respect ad-
ditional constraints like the proper kinematic range. The generation of the CC signal
sample is described in Sect. 4.1.1.1. As will be shown in Sect. 4.3, the signal region for
CC events is not completely separable from events of background processes. The gener-

25
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Figure 4.1: Software flow-diagram for MC simulation of Zeus events

ators and the employed MC samples simulating the contributing background processes
are described in Sects. 4.1.1.2 to 4.1.1.5.

4.1.1.1 Signal CC MC

CC events were generated using Djangoh 1.1[48]. This is an interface between several
pieces of the simulation process. Heracles 4.6.1[49] simulates the QED part on the
leptonic side, including initial state radiation of the lepton, vertex and propagator correc-
tions as well as two-boson exchange processes. The sub-process of boson scattering on the
parton is simulated by Lepto 6.5.1 [50]. The final state is calculated on the parton level
using either the color dipole model (CDM) implemented in Ariadne 4.10 or the matrix
element plus parton shower model (MEPS) as implemented in Lepto. Gluon emission is
treated in the CDM by radiation of the color dipole between q and q, one being struck by
the lepton and the other being in the remnant. This description includes QCD-Compton
scattering (QCDC), while boson-gluon fusion (BGF) is left as an additional process.
MEPS simulates parton-level interactions according to DGLAP-type splitting functions
which corresponds to a leading-log approximation of the gluon emission. Finally, Jetset
7.4 [51] uses the Lund string model to simulate the fragmentation into hadrons. The EW
parameters were used as given by the particle data group (PDG)[24]. The PDFs were
generated using the Cteq5D parameterization [52].

For this analysis Ariadne has been used to generate signal events. A sample generated
using MEPS has been employed as systematic check, as described in Sect. 4.6.6.
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Hadronisation Q2 threshold σ/ pb Nevt L/ pb−1

Ariadne Q2 > 10 GeV2 45.20 25k 553
Ariadne Q2 > 100 GeV2 39.77 25k 629
Ariadne Q2 > 5 000 GeV2 3.20 15k 4688
Ariadne Q2 > 10 000 GeV2 0.68 5k 7323
Ariadne Q2 > 20 000 GeV2 0.062 5k 80775
MEPS Q2 > 10 GeV2 45.20 25k 553
MEPS Q2 > 100 GeV2 39.77 25k 629
MEPS Q2 > 5 000 GeV2 3.20 15k 4688
MEPS Q2 > 10 000 GeV2 0.68 10k 14633
MEPS Q2 > 20 000 GeV2 0.062 10k 161551

Table 4.1: Samples of CC-signal MC used in this analysis.

P

q

e

γ

P

e

q

γ

Figure 4.2: Feynman graph for direct (left) and resolved (right) photoproduction in e+p
scattering.

The signal MC has been generated in several samples with different lower cuts in Q2.
This ensures negligible statistical uncertainty of the MC sample without consuming too
much computing-time for kinematical regions of high cross sections. Each event has been
weighted by the ratio of the data luminosity to the summed luminosity of all samples
covering the Q2 of the event. The samples used in this analysis are listed in Table 4.1.
The statistics of the signal MC is at least a factor 100 higher then the integrated data
luminosity. The statistical contribution from the MC to the uncertainty of the cross
section measurement is thus negligible, but not ignored in the analysis.

4.1.1.2 Photoproduction background MC

The Photoproduction (PHP) process, where a quasi-real photon (Q2 ≈ 0 GeV) is ex-
changed between the lepton and the proton, has a much larger cross section than CC.
In PHP one can differentiate whether the photon scatters directly on a quark within the
proton (direct PHP), or whether a gluon from within the proton scatters on a parton
within the resolved partonic structure of the photon (resolved PHP). The diagrams for
the two processes are depicted in Fig. 4.2. For PHP the scattered electron is not de-
tected at the small scattering angles resulting from the small Q2 (see (4.4)) and escapes
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Process Et threshold Pt threshold σ/ pb Nevt CPHP L/ pb−1

Resolved Et > 30 GeV Pt > 6 GeV 13410 3.2M 0.84 274
Direct Et > 30 GeV Pt > 6 GeV 2849 1.1M 0.84 386

Table 4.2: MC samples of PHP used in the analysis. The luminosities given are after the
correction described in the text has been applied.

detection through the beam pipe. The hadronic final state measured in the main de-
tector should have a balanced Pt, since the scattered electron carries almost no Pt. In
rare cases the hadronic final state can be mismeasured either due to detector failures or
incomplete acceptance or due to intrinsic physical reasons like the energy of muons or
neutrinos within the hadronic final state not being measured in the calorimeter. This can
result in an imbalance of the transverse momentum so that these events mimic the signa-
ture of CC-events. The probability for such cases to occur is quite small, but since the
PHP cross section is so large, PHP events constitute the main ep collision background.
These circumstances create a technical difficulty, since a very large number of PHP events
has to be simulated to obtain a reasonably large number of events that, after selection,
contribute to the CC signal sample. To increase the production efficiency samples with
events that exceed a threshold in either Pt or Et were produced. Only samples with
the condition Pt > 30 GeV or Et > 6 GeV where used to analyze the PHP background
since samples with lower thresholds where found to give negligible contributions to the
signal [53]. Samples for direct and resolved PHP have been generated using Herwig 5.9
[54]. The complete list of PHP MC event samples is given in Table 4.2. The theoretical
cross section of PHP is not well estimated. The normalization of the PHP MC samples
is fitted to the data, rendering the analysis insensitive to theoretical uncertainties. This
is done using the Pt/Et distribution of a CC data sample with an enriched PHP contri-
bution. Anticipating the terminology of the event selection which will be introduced in
Sect. 4.3 this sample was obtained by applying all final cuts excluding the Pt/Et cut to the
high-γ sample and requiring in addition Pt < 20 GeV. A fit of the absolute normalization
to the region 0.12 < Pt/Et < 0.72 using the theoretical relative normalisation between
direct and resolved PHP yields a normalization correction factor CPHP = 0.84±0.11 with
a good χ2/ndf = 8.91/14. Figure 4.3 shows the good agreement of the Pt/Et distribution
with the normalization of the PHP corrected by the fit result and the χ2 distribution
for the fit parameter. The impact of the fit uncertainty on the final measurement will be
addressed in Sect. 4.6. If the relative normalization of the direct to the resolved PHP
samples is included as a second fit parameter this yields the ratio 0.64 ± 1.88 and the
uncertainty on the absolute normalization is increased by a factor of three. Because of
the large uncertainty it is concluded that this method is not sensitive to the relative
normalization and the theoretical prediction is kept.

4.1.1.3 NC background MC

In analogy to the PHP process the final state in an NC event can be mismeasured to
produce a misbalanced Pt. However, the cross section of NC reactions is much smaller
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Figure 4.3: Pt/Et distribution for the PHP enriched sample after normalization correction
(left) and the χ2 distribution of the fit function (right).

Process Q2 threshold σ/ pb Nevt L/ pb−1

NC Q2 > 100 GeV 8.12 1.0M 123

Table 4.3: MC sample of NC used in the analysis.

compared to the cross section of PHP reactions. In addition, a detectable scattered
electron in the detector makes this process easier to suppress. The NC sample was
produced similarly to the signal MC as described in Sect. 4.1.1.1 using Djangoh 1.1
with Heracles 4.6.1, Lepto 6.5.1, the CDM of Ariadne 4.10. and Jetset 7.4. The
sample is listed in Table 4.3.

4.1.1.4 Di-lepton background MC

Lepton pair production can be produced by the Bethe-Heitler reaction as depicted in
Fig. 4.4 or with a much lower cross section by a Z decay. On the proton side we can
separate the processes into elastic, quasi-elastic and DIS, depending on the proton to
stay intact, form a resonant state or interact via its constituents to a hadronic final state.
While di-electron events should be well contained and lead to a balanced event Pt, di-muon
events might produce a misbalanced Pt because of the small energy loss of the muons in
the calorimeter. For di-tau production the undetected neutrinos in the final state of the
leptonic decays can, in addition to muons, produce a Pt. Therefore only di-muon and
di-tau processes have been used to estimate the background. Because of the small cross
sections for these processes they contribute only marginally to the CC signal sample. The
MC samples used and given in Table 4.4 where produced using Grape [54].
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Figure 4.4: Feynman graph for di-lepton production in e+p scattering via Bethe-Heitler
process.

Process σ/ pb Nevt L/ pb−1

DIS eu ⇒ eXµµ 12.98 26000 2004
DIS eū ⇒ eXµµ 2.68 5500 2051
DIS ed/s ⇒ eXµµ 2.37 5000 2107
DIS ed̄/s̄ ⇒ eXµµ 1.21 3000 2474
Quasi elastic, Mhad > 5 GeV 0.17 3000 18001
Quasi elastic, 1.08 GeV < Mhad < 5 GeV 4.97 10000 2013
Elastic 10.20 21000 2059

DIS eu ⇒ eXττ 5.23 11k 2104
DIS eū ⇒ eXττ 1.05 3k 2868
DIS ed/s ⇒ eXττ 0.95 3k 3153
DIS ed̄/s̄ ⇒ eXττ 0.48 3k 6279
Quasi elastic, Mhad > 5 GeV 0.10 3k 28686
Quasi elastic, 1.08 GeV < Mhad < 5 GeV 3.56 7.5k 2106
Elastic 6.35 13k 2049

Table 4.4: MC samples to simulate di-lepton background generated with Grape.

4.1.1.5 W± production background MC

In ep scattering a real W± can be produced in the final state in both, NC and CC. The
cross section for the CC part is much smaller, so only the NC process

ep → eW±X (4.1)

is considered as a background contribution to the CC sample. The Feynman graphs for
the main leading order processes are depicted in Fig. 4.5. Again neutrinos or muons in
the final state of the leptonic decays of the W± can lead to a non-zero Pt. In analogy
to PHP the real W± can be produced either directly from the proton structure or from
the resolved photon structure. For both processes and both charges MC samples where
produced using Epvec, as listed in Table 4.5. In contrast to all the other backgrounds the
cross section for this process is rising with Q2 for the Q2 range covered by this analysis.
Therefore it is the only background contribution at high Q2.
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Figure 4.5: Main leading order Feynman diagramms for real W± production
e+p → e+W±X on parton level.

Process σ/ pb Nevt L/ pb−1

DIS e+p ⇒ e+W−X 0.087 10k 114754
Resolved e+p ⇒ e+W−X 0.026 10k 379453
DIS e+p ⇒ e+W+X 0.106 10k 94224
Rsolved e+p ⇒ e+W+X 0.033 10k 302098

Table 4.5: MC samples to simulate real W -production background generated with Epvec.

4.1.2 Detector simulation

The detector response to the final state of generated events is simulated by means of
the Mozart software package using a detector simulation based on Geant 3.13 [55].
The trigger is a mixture of detector hardware and software. This means that the data
acquisition by the early trigger levels have to be simulated as well as the algorithms of
the later levels. This is done by the package Zcar for first and second levels, and Zgana
for the third level. After the trigger simulation the complete MC event is available in the
same data structure as real data events.

4.1.3 MC-event reconstruction

The simulated events undergo the same reconstruction as real events using the Zephyr
package, as illustrated in the flow-diagram in Fig. 4.1. This way an event with a data
structure identical to a real event is obtained, only that the “true” quantities that were in-
puts to the detector simulation are available in addition. The details of the reconstruction
for data are described in Sect. 4.2.
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4.2 Reconstruction

In Sect. 3.1 we introduced the kinematic variables describing a DIS event. The purpose
of this section is to show how these quantities are determined from the detector based
quantities, e.g. calorimeter deposits. The reconstruction includes also corrections applied
to the raw detector information. Some of these are applied in the early stage of the
reconstruction, since they have an effect on the quantities reconstructed later.

4.2.1 Calorimeter noise suppression

The radioactivity of the uranium used as absorber in the calorimeter causes background
noise in the photomultipliers. To reduce the data volume of an event an energy cut on
EMC (HAC) cells of 60 MeV(110MeV) has been applied before recording. A harder
offline cut of 80MeV(140MeV) is applied on isolated cells in the reconstruction.

A photomultiplier (PM) may have the defect to produce either no (dead) or a random
(noisy) signal. Dead PMs are identified in the data quality monitoring. In the reconstruc-
tion they are set equal to the energy deposit measured by the opposite PM of the cell.
The case when both PMs of a cell are dead is called a ’hole’, since the energy is then lost.
During the running period special care was taken to limit the number of holes. Noisy
PMs are identified by a sophisticated algorithm [56]. Cells are marked if their average
firing exeeds the mean of all cells’ average firing by more than 5 standard deviations.
Such cells are not taken into account in the reconstruction.

In addition PM bases may discharge spontaneously faking a high energy deposit. The
effect of such ’sparks’ is reduced by removing isolated cells with a high imbalance of the
energy measured by the left, EL, and right, ER, PM of the cell, thus requiring:

Aimb =
|EL − ER|
EL + ER

< 0.7. (4.2)

4.2.2 Calorimeter energy rescaling

The global energy scale was corrected by scaling the measured energies of the cells by
a common scale factor of 1.000/1.050/1.022 for FCAL/BCAL/RCAL. These scale fac-
tors were mainly obtained by measuring the scattered electrons. This method implies
limited statistics in the forward direction corresponding to large electron scattering an-
gles, while in backward direction within 70 cm to the beam pipe statistics is large enough
to extract a scale-factor on cell basis. In forward direction a study on hadronic en-
ergies showed an improved agreement if a scale factor of 1.003/1.044/1.024/0.941 for
BEMC/BHAC/FEMC/FHAC was applied.
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Figure 4.6: The z-vertex distribution obtained from a minimum bias sample with the fit
result of a parameterization of five Gaussians and an offset. From [59].

4.2.3 Tracking and Event vertex

A sophisticated algorithm is used to reconstruct the CTD hits, tracks and the event
vertex [57, 58].

Due to the extended longitudinal beam profile provided by the Hera machine the inter-
action can take place in a region around the nominal collision point of about 1 m. The
extracted z-vertex distribution in Fig. 4.6, as it is used in the simulation, was obtained by
fitting an overlay of five Gaussians with z-offsets to a vertex distribution of a minimum
bias event sample. This sample has been selected with special care to ensure that it is
not influenced by the detector, e.g. by trigger efficiencies, but reflects only the machine
property. Most of the events lie within ±30 cm around the nominal z-position, however
satellites in the proton beam structure result in secondary peaks that are centered at
about ±70 cm.

The reconstruction algorithm uses all CTD tracks to fit a vertex position, taking possi-
ble secondary vertices into account. In the first step this algorithm discards tracks not
originating from the beam line. Then a simple fit is repeated iteratively where tracks
producing an unreasonable χ2 are removed. The final vertex fit refits all tracks with the
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vertex as an additional point. The resulting new vertex is used as input to a new fit.
This fit procedure is repeated until it converges. The transverse resolution of the vertex
fit does not reach the 0.3× 0.1 mm2 transversal intersection region of the proton-electron
beams. Therefore the x and y coordinates of the vertex are always set to the nominal
interaction point (xvtx = yvtx = 0 cm).

In case there are no tracks within the acceptance of the CTD the z-vertex position is
reconstructed from the arrival time of hadrons in the FCAL, i.e. the mean energy deposit
time in FCAL, as described in [60]. The high timing resolution allows this reconstruction
method. The timing resolution of a single Zeus calorimeter-PM is better than 1 ns for
energies above a few GeV [61]. The absolute calorimeter timing shows run-dependent
shifts on the order of 1 ns. To avoid run-dependent shifts in the calorimeter-reconstructed
zvtx corresponding to the order of 30 cm the mean zcal

vtx is corrected on a run-by-run basis to
reflect the mean position reconstructed using the CTD. For the running period analyzed
here the estimation of the run constants is described in [18]. The resolution obtained
with this reconstruction method is about 9 cm for events with an energy deposit in FCAL
above 25 GeV and improves to 7 cm for deposits above 100 GeV.

For the later stage of the analysis it is necessary to identify “good tracks”. These tracks
have to fulfill several quality criteria. They have to be reconstructed as originating from
the primary vertex with a not too large distance of closest approach (D0). To ensure good
tracking quality the reconstructed track has to have a minimum track-Pt and a polar angle
(θ) lying well within the geometrical acceptance of the CTD. The requirement for a “good
track” are:

P track
t > 0.2 GeV and 15◦ < θtrack < 164◦ and Dtrack

0 < 1.5 cm. (4.3)

4.2.4 Reconstruction of kinematic variables

First we can formulate the kinematic variables in terms of energy and scattering angle of
the particles e, l′, p and X as depicted in the Feynman graph in Fig. 3. The four momenta
of l and p are defined by the initial state, therefore Ep and Ee are well known. As l and
p collide head-on they define a natural orientation of the reference system.

For NC we measure the scattered lepton and the event quantities available are therefore
E ′

e, θe, Eh and γh, where h denotes the hadronic final state X and e the scattered lepton
l′. Because of four-momentum conservation this is of course an over-constrained system.
Therefore one can use different methods which choose two of these quantities to recon-
struct the kinematic variables. An obvious choice would be the variables of the scattered
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lepton. This is called the electron method (EL) and the formulae are:

Q2
EL = 2EeE

′

e(1 + cos θe) (4.4)

xEL =
Ee

Ep

E ′

e(1 + cos θe)

2Ee − E ′
e(1 − cos θe)

(4.5)

yEL = 1 − E ′

e

2Ee

(1 − cos θe). (4.6)

The double-angle (DA) method uses θe and γh:

Q2
da = 4E2

e

sin γh(1 + cos θe)

sin γh + sin θe − sin(γh + θe)
(4.7)

xDA =
Ee

Ep

sin γh + sin θe + sin(γh + θe)

sin γh + sin θe − sin(γh + θe)
(4.8)

yDA =
sin θe(1 − cos γh)

sin γh + sin θe − sin(γh + θe)
. (4.9)

In CC the scattered lepton leaves no signal in the detector, so we have no choice anymore.
Only the hadronic final state is available for reconstruction. For this Jacquet and Blondel
(JB) have proposed a method [62]:

yJB =
(E − Pz)h

2Ee

(4.10)

Q2
JB =

P 2
t,h

1 − yJB

(4.11)

xJB =
Q2

JB

s · yJB

. (4.12)

Here P 2
t,h is the squared transverse momentum of the hadronic final state. The squared

transverse momentum of a CC-event, P 2
t , originates from the non-measured ’missing’

transverse momentum of the neutrino, P/P 2
t . The transverse momentum of the neutrino

is of equal size but opposite direction as the transverse momentum of the hadronic final
state, which is the total event transverse momentum, and therefore:

P/P 2
t = P 2

t,h = P 2
t . (4.13)

In the following the detector-based P 2
t is used. The hadronic energy and angle are then:

cos γh =
P 2

t − (E − Pz)
2
h

P/P 2
t + (E − Pz)2

h

, (4.14)

Eh =
Pt

sin γh

. (4.15)

The advantage of this method is, that E − Pz is not sensitive to energy-loss through the
forward hole in the calorimeter around the beam pipe, since at small angles and ignoring
the masses Ei = Pz,i and Pt,i = 0. This holds in particular for the proton remnant.
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Figure 4.7: Representation of the kinematic plane in Q2 and x with lines of fixed y, γh

and Pt

In general one should note, that the input variables for the JB method are P 2
t and E−Pz.

Furthermore, the kinematic variables are not independent as explained in Sect. 3.1 and
given in (3.9). If we choose the two independent kinematic quantities to be Q2 and x,
we can locate each event in the plane spanned by these two variables. In addition, the
other variables can be expressed by these two, which is equivalent to lines of fixed values
for these quantities in the Q2-x plane. Figure 4.7 shows the Q2-x plane with some iso-
γh, iso-y and iso-Pt lines. The interest in this plot lies in allowing the translation of a
region of special characteristics in one variable into those kinematic variables in which
the cross sections is measured. As an example we can see from this plot, that the low-γh

region which, as a result of the limited geometrical acceptance has a very low tracking
probability, corresponds to the region of high-x and rather low Q2.

4.2.5 Reconstruction and corrections of the hadronic final state

The preceding section explained the reconstruction method using only the hadronic final
state, as inescapable in CC. Therefore special care has to be taken to correctly estimate
the hadronic energy and its spatial distribution.
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The naive estimation of the hadronic four-momentum is on calorimeter-cell basis:
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px

py

pz









=









∑

i Ei
∑

i Ei cos θi cos φi
∑

i Ei cos θi sin φi
∑

i Ei sin θi









, (4.16)

where for cell i Ei, θi and φi are the energy deposit, the polar and the azimuthal angle
with respect to the previously determined interaction vertex. The sums run over all cells
i of the hadronic final state, so excluding those identified as belonging to a scattered
electron. In the CC analysis we expect no scattered electron in the final state, thus the
quantities presented in the following always include all deposits.

Several effects require corrections of the measured energy on calorimeter-cell basis to
enhance the quality of the estimators for e.g. γh and Eh. These are part of the software
package Cor&Cut [63].

4.2.5.1 Island clustering

The energy deposits in the calorimeter cells are clustered to 3D objects called islands.
This way the resolution of the center of these objects is increased in comparison to the
cell size. The sums in Equation (4.16) then run over these islands instead of cells.

The algorithm works in two steps. In a first cell local maximum

Figure 4.8: Schematic illustration of the
island clustering-algorithm

step, cells within a calorimeter part and type,
e.g. FEMC or BHAC1, are joined to the neigh-
boring cell with the highest energy. This way
2D-islands are created around local maxima, as
illustrated in Fig. 4.8. In the second step, these
islands are combined to cone-islands according
to a probability function of the angular sepa-
ration. This step does not respect calorime-
ter part or type boundaries, resulting in cone-
islands that can include e.g. cells in BEMC
as well as FHAC1. The resulting 3D cone-
islands are referred to later as just ’islands’.
The island position is reconstructed from the
energy weighted positions of the contributing
cells. The resulting resolution for the composed
object is therefore enhanced with respect to the
simple cell based positions.

4.2.5.2 Backsplash correction

Particles coming from an interaction may scatter or shower in material, or back-scatter
from the calorimeter across the detector to be detected at a completely different position.
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Figure 4.9: Maximum polar angle γmax(γh) as defined in the text with the fit result for
the parameterization in Equation (4.17). From [64]

Such energy deposits can affect significantly the reconstruction of the hadronic final state.
Though their energy is usually less than 3 GeV, the big distance to the nominal position
constitutes a large lever arm. The spatial distance to the closest island with energy
E > 3 GeV was found not to be an efficient discriminant. Instead only the polar angle
θ of the island was used to discriminate against those islands, that have a θ bigger than
γmax(γh) defined below. From MC study it was found that the best agreement between
the reconstructed and the true γh in terms of χ2 was achieved by removing less than
1% of the non-backsplash islands. This defines γmax of an event as the minimum polar
angle of islands to be removed such that less than 1% of the non-backsplash islands are
removed. The γmax(γh) has been determined as displayed in Fig. 4.9 and found to be well
parameterized by:

γmax =

{

P1 + P2 · γh, γh < P4

P1 + P2P4 + P3 · (γh − P4), γh > P4.
(4.17)

The correction routine uses the extracted γmax(γh) to ignore islands with θi > γmax(γh) in
calculating the hadronic final state.

4.2.5.3 Dead material correction

The particles that are measured in the calorimeter undergo energy-loss in un-instrumented
material on their way from the interaction point to the calorimeter. For the Zeus
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Figure 4.10: Dead material distribution of the Zeus detector in polar coordinates from
the nominal interaction vertex to the calorimeter surface. The map has been smoothed
to one fourth of the original resolution, which has a peak maximum of 11.5X0.

detector there is a ’map’ of dead material in units of the electromagnetic interaction
length X0, as displayed in Fig. 4.10. This map depends on the interaction vertex.
The actual map-value for a given zvtx is obtained by interpolating between X0-maps
for zvtx = [0 cm,±8 cm,±45 cm]. A correction of the islands energy for energy loss in
dead material based on this map has been obtained by fitting the ratio of the energy
measured in the island, Eisl, to the true energy, Etrue, in three bins in X0. This has been
done separately for purely electromagnetic islands (fEMC

isl ≡ EEMC
isl /Eisl = 1) and hadronic

islands (fEMC
isl < 1). The fit result is a function of X0 and is used to correct the energy of

the islands. The separation in hadronic islands is done since their energy is overestimated
for small energies Eisl < 7 GeV as hadrons have a higher probability to ionize than to
shower. A correction for this effect is applied separately in this energy region.

4.2.5.4 Supercrack correction

The mechanical design of the three main calorimeter parts was chosen in a way that
they overlap in the polar angle with respect to the nominal interaction point. Yet energy
can ’leak’ through the calorimeter, resulting in the calorimeter measurement underesti-
mating the energy. The leakage is enhanced in the supercrack regions between the main
calorimeter parts, necessitating an interaction-vertex dependent correction.
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non-ep background ep background

Beam-gas

Halo muon

Cosmic muon

Photoproduction
(resolved & direct)

Neutral current

Di-lepton production

W± production

Table 4.6: Background classes for a CC analysis.

4.2.5.5 Effect of the corrections

The effect of the correction on the reconstructed kinematic variables has been checked
using the complete signal MC. The relative deviations of the uncorrected variables Q2,
x, y and Pt reconstructed on cell basis and the corrected ones from the ’true’ value as
given in the MC are plotted in Fig. 4.11 to 4.14 versus the ’true’ value. The correction
reduces considerably the bias of the reconstructed variables. Especially Pt is very well
reconstructed after the correction with a bias of less than 3%. The RMS values for Q2

and low x are increased by the correction, though, because a small number of events is
not shifted by the correction towards the proper mean value.

4.3 Event selection

The aim of the event selection is to identify the events produced via the process under
study. The quality of the selected sample can be given in terms of efficiency, purity
and statistical relevance. Restricting the sample to a smaller region in event variables
might reduce the background contribution, but also reduces the statistical significance
of the sample. The aim is to find optimized cut values that guarantee a large signal-to-
background ratio while keeping high statistics.

In the following the different measures taken to separate the signal from the background at
the different stages are presented. Throughout the selection one should keep in mind, that
there are two classes of backgrounds, which are listed in Table 4.6. The first one contains
the events not coming from positron-proton beam collisions, non-ep background, while the
second class originates from ep-collisions, but not from the CC-interaction under study
here. For the non-ep background there are several contributions. There are events from
the interaction of the beam with the residual gas in the beam pipe, called beam-gas events.
Muons that are produced far up-beam by an interaction and proceed almost parallel to
the beamline through the detector or are stopped in the FCAL, are called halo-muons.
In addition, cosmic rays hit the detector and can mimic the signature of an CC event.
Non-ep background has the big disadvantage that it is not modeled by MC, so predictions
on the properties of these types of background are vague and only possible by preparing
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an enriched background data sample. Non-CC ep interactions come again in two kinds.
Either they have a much higher cross section than CC but are only seldomly faking a
CC signal, mostly by mismeasurement of the hadronic final state like in photoproduction
and NC. Or they are rare processes but have an indistinguishable signature, like W
and di-lepton production. These backgrounds can be studied in detail by using the MC
samples described in Sects. 4.1.1.2 to 4.1.1.5. In addition, since background and signal
are overlapping and thus are not completely separable, the MC samples have to be used
to estimate the contribution from these processes and subtract the residual contribution
statistically.

An additional complication arises when a non-ep background event, which fakes the CC
signature, happens within the crossing time of an ep collision event of the more probable
types, e.g. a halo or cosmic muon producing missing transverse momentum overlayed
with a PHP event. These events are rare and hard to reject by means of simple cuts,
since they do not have the properties of a clean halo-muon event. Some of them are only
identified by eye-scanning the visualized event as discribed in Sect. 4.3.14.

4.3.1 Low/high γ sample separation

The geometry of the Zeus detector, explicitly the geometrical acceptance of the CTD,
poses a crucial point in the selection of signal events and rejection of background events.
The event sample has to be split in two subsamples, one where the hadronic final state
lies within the acceptance of the CTD and a tracking is guaranteed, and another where
no tracking is reliably available. The two subsamples are treated differently with respect
to the selection cuts. Tracking quantities allow to reduce background efficiently. In case
of no reliable tracking the thresholds for the rejection cuts based on calorimetry have to
be increased. Some backgrounds like halo muons cannot produce a good track. Therefore
special measures to reject these events described in Sect. 4.3.10 are only necessary when
not requiring tracking.

The CC event variable which reflects best the probability of tracks to be within the CTD
acceptance is the angle of the hadronic final state γ0, which is used to separate the sample
in a high-γ sample with guaranteed tracking and a low-γ sample. Here γ0 is the angle of
the hadronic system with respect to the nominal interaction vertex. For the decision which
method will be used for vertex reconstruction, based on tracking or alternatively using
calorimeter timing as described in Sect. 4.2.3, has to be taken by inspecting γ0, which
is not biased by any vertex reconstruction method. However, for the reconstruction of
γh the properly reconstructed vertex is used. The optimum value of γ0 for separation of
the samples is detemined by inspecting the tracking vertex efficiency, εvtx−ctd, defined as
the number of events with reconstructed tracking vertex divided by all events, versus γ0,
as shown in Fig. 4.15. The event samples used for this plot were obtained by applying
the final selection cuts for the low-γ sample as summarized in Sect. 4.4 over the whole γ0

range shown. A turn-on curve of the form

εvtx−ctd = 0.5 · tanh

(

γ0 − P1

P2

)

+ 0.5 (4.18)
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Data P1 = 0.204 ± 0.011

Data P2 = 0.071 ± 0.015

MC P1 = 0.200 ± 0.010

MC P2 = 0.074 ± 0.013

Figure 4.15: Efficiency of finding a tracking vertex versus γ0 for data (points) and MC
(histogram) with the fit result of a turn-on curve (4.18) to the data (solid line) and the
MC (dashed line).

has been fitted separately to data and the signal MC. A comparison of the results for
data and the signal MC proves that the tracking vertex efficiency is well described by the
MC. The absolute value above which to expect a tracking vertex is determined from this
figure to be γ0 > 0.4 rad and is used to separate high-γ and low-γ sample.

4.3.2 Online trigger

As described in Sect. 2.2.5 the Zeus data acquisition system contains a three-leveled
trigger system which reduces the event rate to roughly 3 Hz. This represents the online
selection of events while taking data. On each level there are dedicated logics, called
slots, which are specifically designed to select CC events. The logics of the slots used
in this analysis are listed in detail in Table 4.7 and are described in the following. This
description is rather technical and detailed as a complete description is missing elsewhere
and retrieving it is quite difficult.

In Fig. 4.16 the hit distribution of the slots that triggered the events of the final CC sample
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and not BeamGasVertex and

(

not TooManyBeamGasTracks

or TwoTrackGoodVertex

)

and

(

NCTD−Hits < 2500

or P−ir
t > 10 GeV

)

and

(

EFCAL > 10 GeV

or NFLT
good trk > 0

)

and not

(

|Py| < 4 GeV and Pt < 25 GeV and P−ir
t < 10 GeV

and Pt/Pz < 0.08 and Pt/Et < 0.7 and δ < 10 GeV

)

DST 34 Pt > 7 GeV and







TLT EXO 2

or TLT EXO 6

or P−ir
t > 6 GeV







Table 4.7: Definition of the trigger slots. If not stated otherwise the quantities are recon-
structed with the algorithm of the corresponding level.

is shown. In addition the number of events triggered exclusively by one slot of a level are
given. The calorimeter information used for the trigger decision are the energies of a part
(F/B/R) or of a section (EMC/HAC) or any combination of it, e.g. EBEMC denotes the
energy in the electromagnetic section of the barrel part of the calorimeter. Important are
the scalar and vector sums of the transversal energies, Et and Pt, respectively.
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Figure 4.16: Distribution of the slots which triggered the events of the final CC-signal
sample. In addition the number of events triggered exclusively by one slot of a trigger
level are given.

4.3.2.1 First level trigger

The FLT quantities are restricted only coarsely due to the short time for their acquisition.
While some quantities like the calorimeter energies are available in limited precision,
others like a reconstructed vertex are not available at all. From tracking the number of
tracks (Ntrk) and the number of good tracks (Ngood trk), which are coarsely pointing to
the nominal interaction point, are available. On the FLT-level Et does not include the
two innermost rings of towers around the beam pipe in the forward direction, and thus is
denoted as E−2ir

t . Excluding the innermost rings suppresses interactions of protons with
the rest gas in the beam pipe that can lead to large contributions of their energy deposit
in these towers, as the center-of-mass system in these interactions is heavily boosted in the
forward direction and allows energy deposits only in a restricted angular region around
the beam pipe.

There are six first level slots that select CC events:

FLT 41 is based solely on a rather high threshold for the cut on the transverse energy
excluding the two innermost rings of calorimeter towers around the beam pipe in
the forward direction.

FLT 42 requires in addition to a good FLT-track an energy deposit in the total or some
part or some section of a part of the calorimeter.
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FLT 43 features a lower threshold on the transverse energy than slot FLT 41, but re-
quires a good FLT-track in addition.

FLT 44 requires an energy deposit in the EMC section of the rear or barrel calorimeter
in addition to an FLT track.

FLT 60 is the main slot which selects almost all CC events. While events with a lower
missing energy are required to have also some transverse energy and a good FLT-
track, those with higher missing energy are selected in case of an FLT-track or a
large energy deposit in FCAL. The latter requirement is especially designed for CC
events where the hadronic final state is at small angles, thus outside the acceptance
of the CTD, and should lead to large energy deposits in FCAL.

FLT 61 requires in addition to a moderate missing energy and a good FLT-track only
a limited energy deposit around the beam pipe in the forward direction. This
corresponds to the signature of diffractive events (see Sect. 4.6.2), for which this
slot is especially designed.

One should note that only slot 41 and one of the or-ed requirements of slot 60 are selecting
events without a track requirement, thus events where the hadronic final state is outside
the CTD acceptance. As can be seen from the distribution of the trigger information in
Fig. 4.16 the signal sample has almost completely (1470 of 1488 events) been triggered
by FLT 60. The role of the other slots is mainly to allow for independent cross checks,
as in Sect. 4.3.4, and to cover minor deficits of FLT 60 at high-y and low-Pt.

4.3.2.2 Second level trigger

On the second level some calculated quantities are available like P 2
t /Et, δ = E − Pz and

the transverse momentum excluding the towers in the innermost ring around the beam
pipe in the forward direction (P -ir

t ). In addition, timing information of the calorimeter
deposits (tglobal) can be used to suppress non ep-collision background, as long as the
number of PMs (NPMTs) used in the timing reconstruction is large enough. A coarse
tracking results in a vertex, which in case of being far outside of the CTD range leads
to the Beam Gas veto rejecting the event. In the data taking period of 98/99 where
Hera was operated using electrons the beam-gas background worsened considerably, a
phenomenon which was called Off-Beam Protons. These events led to an asymmetric
distribution in the azimuthal angle of the Pt, typically at Px < 0 GeV and |Py| some few
GeV. To avoid high dead-time by triggering on these beam-gas events an additional logic,
the last line of the SLT EXO 4 description in Table 4.7, was set up to especially suppress
this event class without affecting the CC signal. The positron data-taking period under
study did not show this problem anymore, the logic in the trigger remained, though. Only
SLT-slot 41 is designed to trigger especially CC events. Except for the vetos described
above it consists of four branches. The first two do not contain a tracking requirement,
but require an energy deposit in the FCAL. The latter two require a track and thus lower
the Pt condition to 6 GeV.
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4.3.2.3 Third level trigger

On the third level the event information is already close to offline quality. This calls for
complex logics. The ones used are described in the following:

UDTimeOK This checks the difference in the timing of the energy deposits in different
calorimeter parts. Cosmics typically hit the upper half of the calorimeter several
ns earlier than the lower half. The veto is set if the difference is larger than 8 ns or
three times the reconstruction uncertainty.

BeamGasVertex If the z-position of the reconstructed vertex is too far off the nominal
interaction vertex (zvtx < −80 cm) and if there is a minimum number of tracks
(Ntrk ≥ 5) from this vertex it is considered to be a beam-gas event.

TooManyBeamGasTracks This veto is set if the number of tracks, Ntrk, exceeds 25
and the number of those with trajectories closest to the beam line far outside the
interaction region (< −80 cm) exceeds 8.

TwoTrackGoodVertex For this flag the vertex has to lie within ±60 cm of the nom-
inal interaction vertex with at least two tracks pointing at it.

There are two slots for triggering CC events on the third level, TLT EXO 6, which is the
main slot, and TLT EXO 2 which was needed for four additional events, as seen from
Fig. 4.16. While TLT EXO 2 contains a track requirement, therefore does not trigger
events with the hadronic final state outside the CTD acceptance, TLT EXO 6 requires
a good FLT track or an energy deposit in the FCAL. In addition to the tracking vetoes
described above to reject cosmic and beam-gas events, TLT EXO 6 has an off-beam
proton suppression. The Pt cut is raised for this slot to Pt > 8 GeV.

4.3.3 Performance of the calorimeter FLT

Since the calorimeter quantities are of crucial importance to the analysis the part of
the FLT which is responsible for the calorimeter information (CFLT) has been studied
thoroughly. Events not triggered by the CFLT are unrecoverably lost for the analysis
and could create a bias located at a kinematic region corresponding to the Pt of the lost
events.

Special attention has been devoted to the threshold behavior of the Pt cut in the FLT 60,
which triggers most of the final signal events. For this reason a data quality monitoring job
fills for each run a histogram containing the number of events versus Pt as reconstructed
by the trigger simulation on calorimeter-cell basis. The efficiency is obtained by dividing
the number of events that passed the online trigger, i.e. had an online Pt above threshold,
by the total number of events. This is done for a subsample of events that passed an
orthogonal trigger to ensure that the event selection is unbiased. A turn-on curve is fitted
to the region 0.5 − 15.0 GeV of this histograms, of the form:

f = 1 − 1

ePs·(x−Pt) + 1
. (4.19)
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Figure 4.17: Efficiency of the CFLT versus Pt as reconstructed by the trigger simulation
with the fit of the turn-on curve Equation (4.19) for an example run. The last bin contains
all events with Pt > 16 GeV.

An example of the fit to the histogram for one run is given in Fig. 4.17. Note that the last
bin contains the overflow, i.e. all events with Pt > 16 GeV. The resulting fit-parameters,
turning point (Pt) and slope at turning point (Ps), are then plotted in Figs. 4.18 and 4.19
versus the run index of all physics runs of the data taking period. The runs showing a
deviation from the mean value of the fit parameters of more than three standard deviations
were checked individually. They have either low statistics resulting in a misled fit, or have
a lower turning point. The latter is not expected to be a problem, because the logics of
the following levels raise the cut in Pt consecutively, yielding insensitivity to the low side
of the turning point. The operation of the CFLT is thus shown to be stable, as the fit
parameters show no significant dependence on the run index.

4.3.4 FLT 60 efficiency

Since the FLT slot 60 plays an important role in selecting CC events the performance
of the complete slot, not just the calorimeter FLT, is compared to the MC simulation.
Also here the turn-on behavior is of key interest. The branch of FLT 60 with the track
requirement has a Pt threshold of 8 GeV. This can be tested by the independent trigger
slot FLT 42, which requires also a track, together with a logical or of several conditions
on the calorimeter energy deposits given in Table 4.7, and is sensitive to much lower values
of Pt. The efficiency of slot FLT 60 is then defined as the number of events that pass both
trigger slots, FLT 42 & 60, divided by those passing FLT 42. For the comparison with
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Figure 4.18: The fit parameter “turning point” Pt versus run index
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Figure 4.19: The fit parameter “slope at turning point” Ps versus run index

MC the data event-sample has to be specially prepared. The sample has to be cleaned
from background since non-CC events may have a deviating triggering efficiency. The
final CC selection, however, is not very well suited as it cuts in various ways into the Pt

distribution. Hence, the event sample for this efficiency comparison has been selected by
requiring the SLT and TLT trigger decisions in addition to a reconstructed vertex within
50 cm of the nominal interaction vertex to suppress non-beam-gas background and a loose
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Data P1 = 7.80 ± 0.09

Data P2 = 2.88 ± 0.12

MC P1 = 7.76 ± 0.45

MC P2 = 2.60 ± 0.46

Figure 4.20: Efficiency of FLT 60 versus Pt for events triggered with FLT 42. The points
show data and the histogram the MC. The solid (dashed) line shows the fit result of a
turn on-curve (4.20) to the data (MC).

cut Pt/Et > 0.4 to reduce photoproduction events. The efficiency is plotted versus Pt for
data and MC in Fig. 4.20. In addition, the result of a turn-on curve parameterized as

εflt = 0.5 · tanh

(

Pt − P1

P2

)

+ 0.5 (4.20)

is shown for both data and MC. The fit of the turn-on curve has been restricted to Pt >
8 GeV. Below this threshold the data and MC show a disagreement due to background
events in the special prepared data sample, which has no effect on the analysis since
it is far below the offline threshold. The effect of a slight disagreement in the turn-on
behavior has been studied in [65] by re-weighting the MC events with the ratio of the
parameterizations using the fit result for data and MC. This procedure yielded an effect
on the cross-section measurements which is negligible, especially when considering that
the uncertainty of the estimated efficiency has been ignored in this study. Therefore it is
neglected in this analysis.
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4.3.5 Overall online trigger efficiency

The overall efficiency of the online trigger has been determined using the MC simulation.
It is 96% for the whole kinematic region of the cross section measurements (Sect. 4.3.13).
For single double-differential cross-section bins it is never below 78%.

4.3.6 Run selection

The offline selection starts with the Data Summary Tape (DST) selection bit 34. This
bit selects events with Pt > 7 GeV and either TLT EXO 2, TLT EXO 6 or P -ir

t > 6 GeV.
For the positron running period 1999/2000 the database contains 1185048 events in 1558
runs in the run-number range between 33125 and 37715 with DST 34 set. This list
contains only runs, that passed the Zeus data quality monitoring (DQM). In addition a
list provided by the DQM of the physics group gave reasons to exclude another 200 runs
with a combined integrated luminosity of 5.4 pb−1. The remaining 1358 runs make up a
total integrated luminosity of 60.9 ± 2.25% pb−1 used in this analysis. The distribution
of luminosity per run is shown in Fig. 4.21. Except for the first bin corresponding to
the sum of runs below 100 µb−1 it is well described by an exponential function with a fit
giving a mean run length equivalent to 485 µb−1.

A check how seriously the quality of the data may be corrupted, especially for a CC
analysis, is given by the yield Y defined as number of selected events per luminosity.

Entries            1358
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Figure 4.21: Distribution of the luminosity per run for the 1358 runs used for the analysis.
A fit excluding the first bin of runs with L < 100 µb−1 gives a “lifetime” of 485 µb−1.
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Figure 4.22: Yield defined as number of events per luminosity after preselection versus
the index of the selected runs (top) and a zoomed example region (bottom)
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Figure 4.23: Yield for the final CC-signal selection per luminosity versus the index of the
selected runs (top) and a zoomed example region (bottom)
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Figure 4.24: Yield defined as number of events per luminosity after preselection (top) and
the final CC-signal selection (bottom) in bins of minimum 0.6 pb−1 as described in the
text.
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Figure 4.25: Distribution of yield per run (top) and per bin of runs of minimum 0.6 pb−1

as described in the text (bottom) after preselection (left) and after the final CC signal
selection (right).
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Within statistical fluctuations Y should be constant over the complete run period. A too
small or a too large yield immediately points at data quality problems. Most of them are
caused by parts of the calorimeter giving either no or a constant signal, or by bad beam
conditions. The problem here is to choose the right selection for the events entering the
yield calculation. Using the final signal selection would not leave enough statistics for a
significant determination of the run quality. A selection which is too loose, however, could
suffer from problems that may get removed later by the appropriate cuts, i.e. indicate a
quality problem which is coped with by further selection mechanisms. In Fig. 4.22 the
yield for selected runs of the running period is plotted per run. To be not misled by runs
with small luminosity those with a luminosity of less than 100 µb−1 are combined in one
run to yield significant statistics. The plot showing the yield at preselection level as defined
in Sect. 4.3.7 hints at specific runs incompatible with a constant yield. The analog plot in
Fig. 4.23 for the CC signal events after the selection cuts shows no incompatibility, but
lacks statistics for a definitive conclusion. A better test is obtained by combining runs in
chronological order in bins of at least 0.6 pb−1. This demonstrates much better the effect
of the final CC signal-event selection on the data quality, as is shown in Fig. 4.24. While
the preselection still leaves signs of varying data quality the final CC signals are consistent
with a constant yield. Small runs with quality problems, however, could be hidden within
the bins, but this has been excluded by the more detailed yield per run study above.
This conclusion can be drawn from the distribution of the yield, which is approximately
Gaussian for the CC signal but has a tail towards higher values at preselection, as shown
in Fig. 4.25.

The arguments provided establish the necessary data quality after the run-selection, but
only by anticipating the background suppressing effect of the CC signal selection cuts.

4.3.7 Offline preselection

The offline preselection proceeds in two steps and has the aim at the first step of reducing
the data processing time to obtain the data volume for analysis and in the second step
to reduce the data volume itself. Both steps must not affect signal events. Therefore
the efficiency for the signal has to be 100% while the signal-to-background ratio will not
necessarily be increased optimally. For the first step, the reduction of the processing time,
the variables available do not include final corrections of the reconstructed quantities, as
described in Sect. 4.2. The cuts used at this stage are not needed in the end for the
separation of signal from background, because other more efficient cuts will be presented.
For the second step, after processing the event, the event sample is reduced by applying
some cuts on the signal signature. The cuts used are described in the following paragraphs.
In the ensuing documentation the event sample referred to is the one after the preselection
described here, except for the documentation of some special cuts, where a more general
preselection is needed to obtain a sample with sufficient background contribution to study
the signature of a specific event class. The total number of events after the preselection
is 50724, This means that the data-volume is reduced already by 95.7% compared to the
number of events writen to tape with DST bit 34 (see Sect. 4.3.6).
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4.3.7.1 Halo muon suppression by Pt/Et

A major background are halo-muon events. One way of rejecting them at an early stage
is inspecting Pt/Et, where Pt and Et are the vector and scalar sums of the transversal
energies, respectively. Since halo muons traverse the detector parallel to the beam axis
they deposit energy in the calorimeter at the same position in the perpendicular plane.
This results in the equivalence of vector and scalar sum. Hence, for halo muon events
we expect Pt/Et ≈ 1. Figure 4.26 shows the region close to 1 of the Pt/Et distribution,
where Pt/Et is reconstructed on calorimeter cell basis (Cal Pt/Et), which is available
at the preselection stage, and for the final value after all corrections have been applied
(Cor&Cut Pt/Et). In both cases there is an accumulation of data events very close to
unity, while the MC is completely depleted in that region. The correlation between the
two reconstruction stages are displayed in Fig. 4.27 for data and MC. In addition to
highly correlated events there is another band of events which have a final Pt/Et close
to unity while the cell based one is slightly reduced for the data. This is caused by the
corrections described in Sect. 4.2.5 which remove additional energy deposits, leaving only
the ones caused by the halo muon. To ensure that the data selection is not affected by
this preselection, which is only applied to data, a tighter cut is used for the final selection.
The cut applied for the preselection is:

PCal
t

ECal
t

< 0.995. (4.21)

For the final selection the following cuts have been applied:

PCal
t

ECal
t

< 0.994 and
PCor&Cut

t

ECor&Cut
t

< 0.997. (4.22)

This modification has, however, no effect on the final event sample.

4.3.7.2 Halo muon suppression by electromagnetic-to-hadronic energy ratio

Particles coming from the interaction point leave some amount of their energy in the elec-
tromagnetic section of the calorimeter, especially if we consider only the BCAL. Events
that have a minimum energy deposit in the hadronic section but a very low fraction of
energy deposit in the electromagnetic section can only be caused by halo muons, that
traverse the BCAL parallel to the beam line, i.e. either through BEMC or BHAC, or
cosmic muons, which hardly deposit any energy in the calorimeter anyway. The distri-
bution of the BEMC energy fraction for events with more than 2 GeV energy deposit in
the hadronic section of the BCAL is displayed in Fig. 4.28. The distribution for data is
dominated by background, resulting in a bad decription of the shape by the signal MC
distribution. The signal MC has been arbitrarily scaled up for a better comparison. Fig-
ure 4.28 indicates that rejecting the very lower end of the distribution has a background
reducing effect on the data while maintaining the CC signal. Thus in the preselection the
event is required to fulfill the following condition:

EBHAC < 2 GeV or
EBEMC

EBHAC

> 0.1. (4.23)
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Figure 4.26: Pt/Et for data (green) and MC (blue) as reconstructed on calorimeter-cell
basis (left) and for the final corrected values (right). The vertical lines indicate the cut
threshold.

Figure 4.27: Pt/Et as reconstructed on calorimeter-cell basis versus final corrected values
for data (left) and MC (right). The color indicates the number of events in each bin on
a logarithmic scale as shown on the right.
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Figure 4.28: Ratio of energy deposits in the electromagnetic and hadronic sections of the
BCAL for events with at least 2 GeV energy deposited in the hadronic section. The points
represent the data and the histogram the arbitrarily scaled signal MC.

4.3.7.3 Non-ep background suppression

For the high-γ sample the tracking is an essential tool for suppressing non-ep background
like beam-gas reactions. At least one good-track as defined in (4.3) is required for events
of the high-γ sample.

4.3.7.4 Preselection of signal region

To reduce the amount of data to be investigated further, some cuts on the signal regions
are anticipated. These cuts are not as tight as the final ones to allow for variation of the
thresholds in the study of systematic checks in Sect. 4.6. For low Pt the PHP background
is overwhelming and a Pt cut is already the main cut of the trigger preselection. The
events in the preselected sample are required to exceed Pt > 10 GeV. The signal region
will be reduced later to Q2 > 200 GeV2, but for the preselection a cut of Q2 > 180 GeV2

is anticipated.

4.3.8 Cleaning for technical reasons

There are events that are not excluded in the preselection, but are not signal events
because of rather technical reasons.
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Figure 4.29: Fraction of highest energetic cell over total event transverse momentum
Pt

hc/Pt, for the final event sample without (left) and with (right) the cut of (4.24) applied.

4.3.8.1 Spark and dead PM coincidence

In Sect. 4.2.1 we already found that spontaneously discharging PMs can fake a non-
negligible energy deposit. Usually these are identified by the imbalance between the two
PMs of a calorimeter cell. Now if one of them is dead it is reconstructed to the same
energy as the good one, as described in Sect. 4.2.1. Therefore the imbalance of cells with
one dead PM is always equal to zero. If a spark happens to be in a cell, where the other
PM is dead, it can not be detected by means of imbalance, Aimb, as given in (4.2). The
energy deposit is then twice the spark energy, which can cause a substantial Pt. To detect
these kind of events the calorimeter cell with the highest energy is identified. A class of
suspicious events where the cell with the highest energy contributed more than half of the
event-Pt (Pt

hc/Pt > 0.5) has been scanned visually. In combination with the imbalance
information of the cell with the highest energy, Ahc

imb, it was found that all events visually
classified as sparks could be identified by the imbalance Ahc

imb being equal to zero. This
detector defect is not simulated in the MC-samples. The acceptance determined using
the MC would be overestimated rejecting all events with such a spark. Therefore only
those events where this spark faked the CC event-signature, which means it produced a
significant amount of the event-Pt, can be excluded. The excess in the fraction of Pt

hc/Pt

for the signal sample without a cut on Ahc
imb is shown in Fig. 4.29. A clear overshooting

of the data is visible that sets on at Pt
hc/Pt > 0.5. By rejecting events with a spark and

a dead PM in a cell for this region the data signal is well described by the MC. The
resulting condition for signal events is:

Pt
hc/Pt < 0.5 or Ahc

imb 6= 0. (4.24)
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4.3.8.2 Collision crossing

As described in Sect. 2.1 not all buckets are filled with protons or electrons. There are
crossings, where e.g. a filled proton bucket meets an empty electron bucket. Events from
such a crossing must be non-ep interactions. Single-bunch events are valuable as event
source for background studies, as will be used in Sect. 4.3.9. At this stage one has to
make sure that only collision crossing events enter the signal sample.

4.3.9 Reduction of beam-gas interactions

Interactions of a beam with rest-gas in the beam pipe can lead to a considerable activity
in the detector components. These should have a balanced Pt, though. If, however, the
final state is mismeasured in the calorimeter it fakes a missing momentum. A signature
of beam-gas events is bad tracking. First of all the reconstructed vertex may be not
compatible with the interaction region. As described in Sect. 4.3.2 the TLT already
makes use of this. For the trigger the final tracking is not available. Therefore a cut on
the vertex position does improve the beam-gas rejection with respect to the trigger level.
For a high-γ event with a good vertex we can expect at least one good track as defined
in (4.3). In addition, the ratio of good tracks (Ngood trk) to all tracks (Ntrk) provides a
handle to discriminate against beam-gas events. Since the final offline criteria for a good-
track is applied the offline cut is tighter than a similar cut in the trigger on the FLT
number of good tracks as described in Sect. 4.3.2. In Fig. 4.30 the distribution of Ngood trk

versus Ntrk is displayed. For only trigger-selected data the beam-gas background is clearly
visible at low Ngood trk and high Ntrk. For the high-γ sample with all cuts applied except
those on tracking quantities the signal shows the same shape as the high-γ sample of the
signal MC. The comparison suggests a two-dimensional cut in addition to requiring at
least one good track. The offset is chosen to be minus 20. For the slope the graph of
(Ntrk − 20)/Ngood trk in Fig. 4.31 suggests 4 as optimal cut value. The final condition as
indicated by a line in Figs. 4.30 and 4.31 is

Ntrk − 20

Ngood trk
< 4. (4.25)

The tracking cuts are not applied to the low-γ sample, since the complicated dependence
of the tracking acceptance on several other variables would render these cuts biased.

In addition the shape of beam-gas background has been studied by looking at proton pilot-
bunch events. The shape of these events after preselection shows only very small overlap
with the signal, while no p pilot-bunch event passes all final selection cuts. Therefore it
is concluded that the contamination of beam-gas events remaining in the signal sample is
negligible.

4.3.10 Rejection of muons

In Sect. 4.3.7 we introduced already rather coarse methods to reject clean halo-muon
events using Pt/Et and EBEMC/EBHAC. For the final signal sample we have to reach
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Figure 4.30: The number of good tracks (Ngood trk) as defined in (4.3) versus the number
of all tracks (Ntrk) for data before selection-cuts (left), the high-γ data sample with all
cuts except on tracking quantities applied (middle) and the high-γ sample of the signal
MC (right). The line shows the cut applied on the high-γ sample.

Figure 4.31: Ratio (Ntrk − 20)/Ngood trk for data (points) and signal MC (line) for data
before selection cuts with the signal MC arbitrarily scaled (left), the high-γ with all cuts
except on tracking quantities applied (middle) and the final signal sample (right). The
vertical line shows the cut-value of 4.
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a very high purity excluding completely a contamination from halo-muon events. The
most significant muon signature is the shower shape in the calorimeter. Most muons
traverse many interaction lengths X0 of material without depositing more than a minimal
ionizing particle. Halo muons are going through the detector parallel to the beam line,
i.e. parallel to the segmentation of the calorimeter. The signature of a track-like cluster
is therefore preserved in the calorimeter geometry within the horizontal segmentation as
number of cells of the EMC/HAC section belonging to a cluster. This does not apply
to cosmic muons, which have an arbitrary angle with respect to the segmentation axis
of the calorimeter. Here, to determine track-likeness requires to take into account the
absolute positions of cells with energy deposits. This is quite complicated and a software
tool called Muffin [66] has been developed to identify not only halo but also cosmic
muons. This code has been used to analyze all preselected events and they are rejected
from the analysis if the output of Muffin identifies the event as halo or cosmic muon.
While Muffin has 100% acceptance when applied to the signal MC sample, it does
not identify all halo-muon events, as will be explained further in Sect. 4.3.14. For halo-
muons the other method used is based on the shower characteristics of the condensate
with the highest energy in the FCAL. For this condensate number of cells and energy per
calorimeter section are reconstructed as event quantities. The shower width corresponds
to the number of cells in a section, since cells are the horizontal segmentation. Energy
fractions for the sections are used to identify the non-hadronic and non-electromagnetic
but MIPS character of the muons. If the total energy in FCAL exceeds 2 GeV the event
is rejected if one of the following conditions is fulfilled:

EFEMC/EFCAL < 0.15
EFHAC1/EFCAL < 0.1
EFHAC2/EFCAL > 0.6

NFHAC1 ≤ 4
EFHAC1 ≤ 5 GeV.

(4.26)

The cuts on the FHAC2 quantities are not more sensitive than the cuts applied to the
FEMC and FHAC1 quantities. As a consequence no cuts are imposed on NFHAC2 and
EFHAC2. In Fig. 4.32 and 4.33 the effect of the cuts on these quantities used by the cuts
can be seen. The rejection of events using Muffin further improves the agreement of
data and signal MC.

The cuts (4.26) are not applied to the high-γ sample. It is not necessary, since halo-muon
events are usually rejected by the good-track criteria in the high-γ sample. In addition,
the hadronic final state is mainly in the BCAL for events of the high-γ sample, making
this cut sensitive to energy deposits of the proton remnant only. Since the proton remnant
has in some cases unusual shower properties the event might be rejected by the cuts.

4.3.11 Reduction of photoproduction background

As described in Sect. 4.1.1.2, mismeasurement of the hadronic final state can result in a
non-balanced Pt and mimic the CC signature. In addition, Pt 6= 0 can be produced by
an overlay with a halo-muon. Though these probabilities to fake a Pt are small, the high
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Figure 4.32: Energy-fraction of FEMC (top), FHAC1 (middle) and FHAC2 (bottom) for
the highest energetic condensate in the FCAL, for the low-γ sample after all cuts applied
except for the ones on condensate quantities (left) and for the final signal without (middle)
and with (right) Muffin rejection. The points present the data, the histogram the signal
MC. The vertical lines indicate the cut thresholds.

cross section of PHP in comparison to the CC cross section renders these backgrounds
sizeable. In any case the probability to imitate the CC signature drops rapidly with
increasing Pt. The best discrimination would be to raise the cut threshold for Pt. But as
described in Sect. 4.2.4 and visible in Fig. 4.7 Pt is highly correlated with the kinematical
quantities, since it is an input for the reconstruction formulae of the Jacquet-Blondel
method in (4.10).

An efficient way to discriminate against PHP is by looking at an observable that measures
the sphericallity of the energy deposits in an event. The PHP event itself should be
balanced in transverse momentum. Even though there is an extra or missing energy
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Figure 4.33: From top to bottom energy in FHAC1/FHAC2 and number of cells in
FHAC1/FHAC2 for the low-γ sample after all cuts applied except for the ones on the
condensate quantities (left), the final signal without (middle) and with (right) Muffin
rejection. The points present the data, the histogram the signal MC. The vertical lines
indicate the cut thresholds.
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Figure 4.34: Distribution of Pt/Et for data (points) and MC (histogram) after applying
all cuts except that on Pt/Et (left) and for the final signal sample (right).

deposit the rest of the event should still be rather isotropically distributed in the azimuthal
angle. For a CC event we expect a jet-like hadronic final state that balances the missing
momentum of the undetected neutrino. The reconstructable detector quantity which has
such characteristics is Pt/Et. We already discussed the properties of Pt/Et in case of
the halo-muon suppression in Sect. 4.3.7. If the energy deposit is confined to one cell
only, the scalar (Et) and vector (Pt) sums of the transversal energies are identical yielding
Pt/Et = 1. On the other hand, if the deposit is cylindrically distributed the vector
sum vanishes yielding Pt/Et = 0. Therefore we expect small values of Pt/Et for PHP
while larger ones for CC (halo muons with Pt/Et ' 1 already excluded). As the PHP
background depends strongly on Pt the necessity for a hard Pt/Et-cut is reduced at higher
Pt. The cut is therefore applied in steps of Pt, and is omitted for events with Pt above
30GeV:

Pt/Et > 0.65 for Pt ≤ 20 GeV
Pt/Et > 0.4 for 20 GeV ≤ Pt < 30 GeV.

(4.27)

The distribution of Pt/Et for data and MC simulation is displayed in Fig. 4.34. Note
that the PHP MC is normalized to the Pt/Et-distribution of a specially prepared sample
as described in Sect. 4.1.1.2. Alternatively the quantity Pt/

√
Et has been investigated for

suppressing PHP. This would be the natural choice, since it better reflects the calorimeter
resolution. In addition, the cut condition (4.27) with the step in Pt could be replaced
by a constant threshold. However, the discriminating power of Pt/Et turned out to be
superior.

Another tool to suppress PHP events is to check if the Pt measured in the calorimeter is
consistent with Pt from the tracking. In some cases the tracking is not sensitive to the
mismeasurement of the calorimeter. With the definition of good tracks in (4.3) one can use
the momentum of the good tracks in the events to reconstruct the transverse momentum
P trk

t as the vector sum. The momentum from the tracking does only reflect the momentum
of the charged tracks and therefore systematically deviates from the momentum measured
with the calorimeter by the momentum of the neutral particles. A mismatching of the
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Figure 4.35: Distribution for data (points) and MC (histogram) of the difference in the
azimuthal angle of Pt measured with calorimeter and CTD, ∆ϕ, for the high-γ sample
with all but the cut on ∆ϕ applied (left) and for the final signal sample (right).

absolute value of Pt reconstructed using calorimeter and good tracks can therefore not be
used as an indication of calorimetry mismeasurement. The direction of P trk

t , however, is
almost independent of the fraction of neutral particles in the hadronic final state. Hence,
the difference in the azimuthal angle of the transverse momenta as reconstructed from
calorimetry and tracking, ∆ϕ, can be used as a discriminant for PHP suppression. Since
the PHP contribution at high Pt is much smaller this cut can be relaxed for higher Pt

but has to be tighter at low Pt. The cut can only be applied on the high-γ sample where
tracking acceptance is given. The final cuts applied are:

∆ϕ < 0.5 for Pt < 20 GeV
∆ϕ < 2.0 for Pt ≥ 20 GeV.

(4.28)

The ∆ϕ distributions for the high-γ sample before the cut and for the final signal sample
are presented in Fig. 4.35. The cut not only removes simulated PHP background but
also the non-simulated non-ep background at ±π. The final ∆ϕ-distribution shows a
reasonable agreement between data and MC.

Yet another method which follows the same principle of track and calorimetry mismatch
is to look at the asymmetry in the number of good tracks within an angle of 0.5 rad in
the direction of the Pt as measured with the calorimetry, N+, and those outside, N− [67].
Events were rejected based on the conditions on N− and the asymmetry as follows:

N− ≥ 2 or A± ≡ N+ − N−

N+ + N−
< 0.7. (4.29)

4.3.12 Rejection of NC events

The detection of the scattered electron in the final state is the main signature of a DIS
NC event. The scattered electron balances the transverse momentum of the hadronic
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final state. For a fully contained NC event this yields a transverse momentum Pt = 0
and a longitudinal momentum E − Pz = 2Ee = 55 GeV. One should note that E − Pz

is not affected by missing energy leaving the detector through the beam pipe in the
proton direction as for those particles E = Pz. For CC signal events E − Pz is not
conserved because of the missing momentum of the neutrino. However, E−Pz is strongly
correlated with the kinematic variable yJB as reconstructed using the Jacquet-Blondel
method given in (4.10) and described in Sect. 4.2.4. Because of the longitudinal and
transversal momentum conservation in NC events the NC-rejection is limited to events
with E − Pz > 30 GeV and Pt < 30. For positive identification of a scattered electron
which then leads to the rejection of the event specially designed algorithms exist within the
Zeus software, where the one used here is called Sinistra95 [68]. This software package
provides as output the probability Pe for a candidate to be a scattered electron. In
addition several cuts on quantities of the electron candidate as estimated by Sinistra95
are applied to ensure the quality of the electron finding in the data sample. These cuts
are on the energy Ee of the electron candidate and the energy Eoutside−cone

e that is not
within a cone in η, ϕ of 0.8 around the position of the electron candidate. If the electron
candidate lies in the tracking acceptance of the CTD (15◦ < θe < 164◦) the candidate’s
track-momentum has to be greater than a quarter of its energy deposit in the calorimeter
and the track must originate from the event vertex within a maximum distance of closest
approach, de. If the candidate lies outside the CTD acceptance it has to have a minimum
transverse energy, Pt,e. The conditions the event and the candidate have to fulfill to be
identified as an NC event and therefore be rejected from the CC event sample are:

Pt < 30 GeV
E − Pz > 30 GeV

Pe > 0.9
Ee > 4 GeV

Eoutside−cone
e < 5 GeV

P trk
e > 0.25 · Ecal

e for 15◦ < θe < 164◦

de < 15 cm for 15◦ < θe < 164◦

Pt,e > 2 GeV for not 15◦ < θe < 164◦.

(4.30)

The probability of a mismeasured hadronic final state to fake a substantial Pt drops
quickly as γh falls. The electron rejection yields no effect if applied to the low-γ sample
and is therefore only applied to the high-γ sample. For this data set the condition for a
scattered electron at low angle outside the CTD acceptance is found to effect no data
event. The effect of the electron rejection on the data sample is not easy to visualize for
lack of statistics of rejected electron candidates. But loosening cuts to increase the NC
background signal does also increase the PHP contribution and is not separable from
it. Hence, Fig. 4.36 shows the electron selection variables for the final signal with and
without NC suppression with limited statistical significance.

4.3.13 Selection of signal region

The final sample is reduced in the kinematic variables to a well described region. The
background processes, especially PHP, are not completely separable from the signal.
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Figure 4.36: Inspected distributions for identification of a scattered electron for NC
rejection (4.30). From top to bottom: probability of the electron finder (Pe), energy (Ee),
energy outside cone (Eoutside−cone

e ), tracking to calorimetry matching (P trk
e /Ecal

e ), DCA
(de) and transverse momentum (Pt,e,) for the electron candidate. The histograms show
the final signal sample (right) and the sample before the NC rejection (left). For P trk

e /Ecal
e

and de (Pt,e,) only events (not) fulfilling 15◦ < θe < 164◦ are shown.
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Figure 4.37: Limitations of the final sample by thresholds in the distributions of Pt

(upper), P -ir
t (middle), separately for high-γ (left) and low-γ (right), and in the kinematic

variables Q2 (lower left) and yJB (lower right) for the whole sample. All distributions are
for samples with the final set of cuts except for the cut on the quantity shown.

Almost all background contributions diminish rapidly with increasing Pt, favoring a hard
cut in Pt. However, Pt is directly related to the kinematic variables, especially Q2 and yJB

as visualized in Fig. 4.7. Hence, on the one hand, the cuts on those kinematic quantities
have to be chosen in a way that they limit the measurement to a region of reasonable
acceptance of the Pt cut. On the other hand, the Pt cut must not reduce the acceptance
in the kinematic range of the mesaurement dramatically. So the cuts have to be balanced,
optimised to a region of reasonable background contamination. The distributions for Pt,
Q2 and yJB are shown in Fig. 4.37. However, their explanatory power suffers from the
preselection, which in turn takes the trigger selection into account, but which is not applied
to the MC. A reasonable description of the data by the sum of signal and background
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Run Nr. Event Nr. Event typ

33468 186389 cosmic

33607 4728 halo muon

33875 8533 halo muon

34224 11199 halo muon

34448 62064 halo muon

35119 78187 halo muon

35119 97022 halo muon

35132 74484 halo muon

35327 13390 halo muon

35343 5916 halo muon

35343 8819 halo muon

35363 58249 cosmic

35450 86128 halo muon

35523 79409 halo muon

36548 119708 halo muon

37280 31595 halo muon

Table 4.8: Identification of the events classified as non ep background in the final scanning
of the visiualized events.

MC is achieved by applying the following conditions for the whole sample:

Q2 > 200 GeV2

yJB < 0.95.
(4.31)

For the low-γ sample the cuts on Pt and P -ir
t (excluding the innermost ring, see Sect. 4.3.2.2)

have to be raised, as Fig. 4.37 still shows a big discrepancy of data and MC including the
simulated background processes. This deviation belongs to non-simulated non-ep back-
ground. For the high-γ sample the tracking helps to reduce this class of background, as
discussed in Sect. 4.3.9. Since tracking is not reliably for the low-γ sample, the cuts on
the calorimetry have to be increased as follows:

high−γ low−γ

Pt > 12 GeV → Pt > 14 GeV
P -ir

t > 10 GeV → P -ir
t > 12 GeV

. (4.32)

4.3.14 Visualized event scanning

The 1504 events of the final sample have been scanned using a tool for visualization [19].
14 events have been identified as halo-muon events and two as cosmics. They have been
excluded from the final sample. The event identification is given in Table 4.8. One of these
halo-muon events is shown as an example in Fig. 4.38 and a cosmic event in Fig. 4.39.

The halo-muon events have almost no energy deposit in the RCAL corresponding in x-y
to the deposit in the FCAL. This renders them hard to identify by Muffin. The shower
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XY View
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eV

is

E=135.56 GeV = 43.75 GeV
t

E =  7.66 GeVzE-p =135.05 GeVfE =  0.51 GeVbE
=  0.00 GeVrE = 42.74 GeV

t
p =  6.55 GeVxp = 42.24 GeVyp =127.90 GeVzp

phi=  1.42 = -1.39 nsft =-100.00 nsbt =-100.00 nsrt = -1.39 nsgt

ZR View

Figure 4.38: Visualized event identified as halo-muon event. The z-r view (right) shows
in the FCAL, indicated on the left as structured blue rectangle, an energy deposit in red
with a shower shape parallel to the beamline.
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Zeus Run 33468 Event 186389 date:   29-08-1999   time: 07:56:24Z
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E= 71.38 GeV = 64.33 GeV
t

E = 42.94 GeVzE-p =  0.17 GeVfE = 69.99 GeVbE
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t
p = 11.61 GeVxp = 61.17 GeVyp = 28.44 GeVzp

phi=  1.38 =-100.00 nsft =  7.81 nsbt = 15.50 nsrt =  7.86 nsgt

Figure 4.39: Visualized event identified as cosmic event. The lines in the BAC (outer
beige boxes) might indicate muons. In the x-y view the track going through BAC, CAL
and CTD on both ends but missing the IP is clearly visible.
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Sample Ntotal Nhigh−γ Nlow−γ

Zeus data e+p 1999/1000 1488 1191 297

Signal MC (Ariadne) 1488.7 1197.6 291.1

Resolved PHP MC 10.2 9.7 0.5

Direct PHP MC 4.2 3.6 0.6

NC MC 7.9 7.5 0.4

DIS eu ⇒ eXµµ di-lepton MC 2.0 1.2 0.8

DIS eū ⇒ eXµµ di-lepton MC 0.2 0.2 0.0

DIS ed/s ⇒ eXµµ di-lepton MC 0.3 0.1 0.1

DIS ed̄/s̄ ⇒ eXµµ di-lepton MC 0.0 0.0 0.0

Quasi elastic (Mhad > 5GeV) µµ di-lepton MC 0.0 0.0 0.0

Quasi elastic (1.08GeV < Mhad < 5GeV) µµ di-lepton MC 0.7 0.7 0.0

Elastic µµ di-lepton MC 0.5 0.5 0.0

DIS eu ⇒ eXττ di-lepton MC 0.5 0.5 0.1

DIS eū ⇒ eXττ di-lepton MC 0.1 0.1 0.0

DIS ed/s ⇒ eXττ di-lepton MC 0.1 0.0 0.1

DIS ed̄/s̄ ⇒ eXττ di-lepton MC 0.1 0.1 0.0

Quasi elastic (Mhad > 5GeV) ττ di-lepton MC 0.0 0.0 0.0

Quasi elastic (1.08GeV < Mhad < 5GeV) ττ di-lepton MC 0.3 0.2 0.1

Elastic ττ di-lepton MC 0.4 0.3 0.0

DIS e+p ⇒ e+W−X MC 0.7 0.6 0.1

Resolved e+p ⇒ e+W−X MC 0.2 0.1 0.0

DIS e+p ⇒ e+W+X MC 1.0 0.8 0.1

Resolved e+p ⇒ e+W−X MC 0.2 0.2 0.0

Table 4.9: Number of events selected with the final cuts for total, Ntotal, high-γ, Nhigh−γ ,
and low-γ sample, Nlow−γ data and MC samples.

shape in the FCAL can be identified to be parallel to the beam line, which can only
originate from a halo-muon. In addition, no other energy deposit nor track has been
found in the events.

The cosmic events show shower shapes in the CAL corresponding to a line missing the
IP. There are some signals in the BAC, probably originating from a muon, however this
is not completely reliable and serves only as an indication. No beam-gas event has been
found by scanning. No ep background events have been rejected by scanning, since they
can not be identified unambiguously. However, they have been simulated and handling of
the contamination will be explained in Sect. 4.5.3.

4.4 Final event sample

The final CC sample contains a total of 1488 events, of which 1191 are in the high-γ
sample and 297 in the low-γ sample. In Table 4.9 the total number of events for signal
and background MC samples selected with the cuts are given. The numbers for each bin
are given also in the cross section tables in Appendix C. The distribution of the final
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event sample in the kinematic plane is shown in Fig. 4.40.

The number of events selected, Nsel, and the fraction of all preselected events, εData, are
listed in Table 4.10 for each cut, together with the number of events which are exclusively
rejected by the cut, Nexcl. In additon, the efficiency of the cut in the CC MC, εMC,
is given. Since the preselection anticipates some of the cuts, e.g. muon rejection by
high Pt/Et, the efficiency of the final offline cut with respect to the preselected sample
might underestimate the background-suppressing power of this type of cut. On the other
hand, the efficiency for MC is based on the full generated MC sample, which has as
only constraint the minimum generated Q2 of Q2 > 100 GeV2. This makes the trigger
efficiency as given in Table 4.10 differ from the number given in Sect. 4.3.5, which was
based on the signal region on generator level. No cut is pronounced in rejecting data
events, reducing the sample close to the final size. Only the combination of cuts supresses
the background efficiently. On the other hand, the number of events rejected exclusively
by only one cut is also limited. In the end, the efficiencies demonstrate a well balanced
set of selection-cuts used to isolate the signal.

In Fig. 4.41 the control plots of the key quantities for the final CC sample are displayed.
The data are well described by the sum of the signal and background MCs. This justifies
the use of the MC for acceptance corrections.

4.5 Cross section measurement

In the previous sections the signal sample has been defined and summarized. Now the
procedure from event numbers to differential cross sections is explained. Differential
measurements have to be done bin-wise. The definition of the bins in the quantities
under study is done according to data statistics and resolution. Based on the MC not
only the resolution but also efficiency, acceptance and purity have to be determined bin-
wise and used for bin-by-bin unfolding. For the final measurements the background not
yet rejected in the signal sample has to be subtracted statistically. The data correspond to
the inclusive cross section to all orders. From the theoretical point of view it is favorable
to evaluate the cross sections at Born level, which implies that corrections for radiative
effects and loops have to be applied. Finally, various sources of systematic uncertainties
have to be identified and their influence on the measurement has to be estimated, yielding
the systematic uncertainties.

4.5.1 Definition and resolution of bins

For measuring a differential cross section the data which are available event-wise have to
be binned in the quantities of interest. This binning has to take into account the statistics
of the data. A binning should be balanced such that reasonable numbers of event entries
per bin are obtained. The steep drop of the cross section with increasing Q2 and x,
requiring a logarithmic scale for visualization, also suggests equidistant bin borders in
log Q2 and log x.
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y=1

Pt=12 GeV
γh=0.4 rad γh=0.1 rad

Data

Figure 4.40: Distribution of the final CC event sample in the kinematic plane Q2 versus
x. Examples of lines for constant Pt, γh and y are indicated.

Cut Type Section Nsel Nexcl εData εMC

Crossings and Trigger Technical 4.3.8.2 43675 6 86.1% 79.5%

Spark + dead PM Technical 4.3.8.1 49647 31 97.9% 100.0%

Event vertex Beam-gas 4.3.9 33921 56 66.9% 95.7%

Tracking Beam-gas 4.3.9 9989 215 19.7% 88.6%

High Pt/Et Muons 4.3.10 41151 4 81.1% 99.9%

Energy fraction Muons 4.3.10 50282 0 99.1% 99.9%

Muffin Muons 4.3.10 26133 159 51.5% 100.0%

FCAL shower shape Muons 4.3.10 28587 75 56.4% 91.5%

Pt/Et PHP 4.3.11 30395 185 59.9% 75.2%

Track-calorimeter mismatch PHP 4.3.11 36275 68 71.5% 89.2%

Track asymmetry PHP 4.3.11 40531 51 79.9% 87.8%

Electron identification NC 4.3.12 48926 27 96.5% 99.5%

Q2 Signal region 4.3.13 46829 23 92.3% 75.0%

y Signal region 4.3.13 48311 25 95.2% 97.2%

Pt Signal region 4.3.13 45462 9 89.6% 71.5%

P -ir
t Signal region 4.3.13 33184 133 65.4% 68.3%

Table 4.10: Number of events selected from the preselected data sample, Nsel, with the
corresponding efficiency, εData, and number of events exclusively rejected, Nexcl, by each
cut, together with the efficiency on the not preselected CC MC, εMC.
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Figure 4.41: Distributions of the key quantities for the final CC event sample.
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Figure 4.42: Resolution of the measured Q2 in the bins used for the extraction of dσ/dQ2.
The lines indicate the fractional distance of the bin borders from bin center.

The bin definitions chosen for this analysis are given in the cross section tables in Ap-
pendix C. The bin borders for the double-differential bins coincide with those chosen for
the single differential measurements. Their position in the kinematic plane was indicated
already in Fig. 4.40, showing the distribution of the signal events. The bin size has also
to reflect the resolution of the binned quantity. If the resolution exceeds the bin-size the
bin will be dominated by migrations rendering the extracted cross section sensitive to the
description of these migrations by the MC. The resolution is obtained with the help of
the MC simulation. This requires that the MC is able to describe the data and that the
relation between the true event-quantities and the measured ones as extracted from the
MC can be accepted as valid also for data. Figures 4.42 to 4.46 show the resolution for
the bins. To indicate the bin width lines show the fractional distances of the bin border
from the logarithmic center of the bin for the single differential bins. The bin width is
larger than the resolution for almost all bins. In case of the bins for the double differential
measurement d2σ/dQ2 dx the resolutions of Q2 and x both decrease towards lower Pt.
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Figure 4.43: Resolution of the measured x in the bins used for the extraction of dσ/dx.
The lines indicate the fractional distance of the bin borders from bin center.

4.5.2 Efficiency, acceptance and purity

Within the bins defined in Sect. 4.5.1 the MC is used to study bin-wise efficiency (ε),
acceptance (A) and purity (P), defined as follow:

efficiency: ε =
N reconstructed

generated

Ngenerated
(4.33)

purity: P =
N reconstructed

generated

N reconstructed
(4.34)

acceptance: A =
N reconstructed

Ngenerated

=
ε

P . (4.35)

In words:

efficiency gives the fraction of events which are generated and reconstructed in the same
bin where they are generated,
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Figure 4.44: Resolution of the measured Q2 in the bins used for the extraction of dσ/dy.
The lines indicate the fractional distance of the bin borders from bin center.

purity gives the ratio of the events reconstructed and generated in a bin to the events
reconstructed in that bin,

acceptance is the quotient of events reconstructed over those generated.

From their definitions efficiency and purity can be at best equal to 1, while acceptance can
get larger than 1 due to a net migration into the bin. The results obtained for the signal
selection with the signal MC are shown in Figs. 4.47 and 4.48. The purity is almost
everywhere above 60%, only dropping to 50% at high x and high Q2. Of the double
differential bins three show purity below 50% at low Q2 and at the low x end. All bins
have an acceptance exceeding 30%. Only one bin does not exceed the acceptance of 40%.
The acceptance is rising with Q2 to 98% in the highest Q2 and x bin. The bin at lowest
Q2 and x has the lowest purity with 43% and the lowest acceptance of 32%. The low
acceptance is due to the Pt-cut of (4.32) which cuts into this bin. But since this kinematic
region is unexplored by previous measurements the bin is kept in this analysis.

With the results shown in this section and in Sect. 4.5.1 the binning has been found
adequate for the extraction of the cross section.
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Figure 4.45: Resolution of the measured Q2 in the bins used for the extraction of
d2σ/dQ2 dx.
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Figure 4.46: Resolution of the measured x in the bins used for the extraction of
d2σ/dQ2 dx.
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4.5.3 Background subtraction

Non-ep background has been successfully suppressed by the selection presented in Sect. 4.3,
and the last remaining events where excluded by the visual scanning of the events, as de-
scribed in Sect. 4.3.14. However, the signal selection has been found to separate the
signal not completely from ep background. Some ep background, like PHP, can not be
identified unambiguously by scanning. But they can be simulated and the correspond-
ing MC samples have been introduced in Sect. 4.1. For the measurement of the cross
section it is therefore necessary to correct the number of data events for the amount of
potential background events. It is estimated by applying the signal cuts to the MC sam-
ples. The contamination of the double differential bins with background events is given
in Fig. 4.49. Direct and resolved PHP are the biggest contribution. These events are
predominantly located at small Pt and Q2. At high Q2, however, W production is the
only background proccess and gives only a small contamination to the signal sample. Note
that the normalization of the PHP MC sample has been determined within this analysis,
therefore avoiding an additional uncertainty from the theoretical prediction of the PHP
cross section.

In the formulae for the unfolding of the cross section in the following, the number of
data events, NData, used for the extraction of the cross section is the total number of
data events passing the selection cuts, N tot

Data, corrected for the number of events from
background processes, NBG, as estimated from the MC simulations:

NData = N tot
Data − NBG. (4.36)

4.5.4 Radiative corrections

As described in Sect. 3 the measured cross section can not be experimentally isolated
from the radiative effects. To extract the cross section at Born level a correction factor,
Crad, is calculated. It is the ratio of the cross section excluding (σtheory

excl−rad) and including

(σtheory
incl−rad) radiative effects. The former is the cross section at Born level (σtheory

Born ) and the

latter the one used for the MC generation (σtheory
MC ). The correction factor then reads:

Crad =
σtheory

excl−rad

σtheory
incl−rad

=
σtheory

Born

σtheory
MC

(4.37)

These factors have been calculated for each bin of the differential measurements. Their
values depend on the binning and on experimental conditions like beam energy. The
correction is usually less than ±3%, reaching up to +10% at high Q2 and high x and up
to +7% at high y.

4.5.5 Unfolding of cross sections

To obtain a cross section the event yield measurement has to be unfolded, i.e. corrected
for detector acceptance. In general the formula for the cross section of an event-counting
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experiment is:

σmeas =
N

A · L , (4.38)

where N is the number of events measured, A is the acceptance, here estimated by
the MC simulation, and L is the integrated luminosity as determined in Sect. 4.3.6.
Equation (4.38) is valid for both, data and MC. The MC is reweighted to represent the
same integrated luminosity as the data, i.e. LMC = LData. The acceptance is assumed
to be the same for both (AMC ≡ AData). This is justified by the level of accuracy at
which in Sect. 4.4 the MC has been shown to decribe the data in the distributions of key
quantities. When replacing the acceptance for data in (4.38) by the equivalent equation
for MC, the integrated luminosity drops out and one obtains:

σmeas =
NData

NMC
σtheory

MC . (4.39)

To be more precise, the cross section that is used for the MC is evaluated for each event
individually, i.e. differentially according to the event’s kinematic variables. If we restrict
(4.39) to a bin, e.g. in Q2, the theoretical cross section has to be integrated to obtain also
the integrated cross section σmeas

i for bin i:

σmeas
i =

NData

NMC

Q2
high
∫

Q2
low

dQ2 dσtheory
MC

dQ2
. (4.40)

This technique offers the possibility to extrapolate the measurement to a kinematical
region which is not represented by the data. This is necessarily used for y, since the
signal is restricted to y < 0.9. Because the integration of σtheory

MC includes the whole
y-range the measurements are extrapolated to the full y-range. The bins of the cross
section measurements contain from 97% at the lowest Q2 to 72% at the higest Q2 of
dσ/dQ2 and more than 92% of dσ/dx of the measured y region. The cross section can be
given differentially e.g. for a value Q2

0 within the Q2-bin i by dividing the cross section for
that bin by the theoretical integrated cross section and multiplying it with the theoretical
differential cross section evaluated at Q2

0. This is sometimes called the bin-centering
correction factor Cbin

i (Q2
0):

Cbin
i (Q2

0) =

dσtheory

dQ2

∣

∣

∣

Q2
0

∫ Q2
high

Q2
low

dQ2 dσ
theory
MC

dQ2

. (4.41)

This concept is only valid if data and MC distributions agree in that bin. In case of dis-
agreements in the distributions the measurements suffer from different event distributions
within the bin. This can be avoided by reweighting the MC to describe the data, if nec-
essary in an iterative procedure. For this analysis the general agreement has been proven
in Sect. 4.4, and is indirectly visible from the results when compared to theory, which is
approximately equal to the one used for MC generation. It is therefore concluded, that
no reweighting is necessary.
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Inserting (4.41) in (4.40) the differential cross section yields:

dσmeas

dQ2

∣

∣

∣

∣

Q2
0

= Cbin
i (Q2

0) · σmeas
i =

NData

NMC
· dσtheory

dQ2

∣

∣

∣

∣

Q2
0

. (4.42)

Including the background subtraction (4.36) from Sect. 4.5.3 and the radiative corrections
as described in Sect. 4.5.4 the unfolding proceeds via the formula given here for the
differential cross section in Q2:

dσmeas
Born

dQ2

∣

∣

∣

∣

Q2
0

=
N tot

Data − NBG

NMC

· dσtheory
Born

dQ2

∣

∣

∣

∣

∣

Q2
0

. (4.43)

All theoretical cross sections were calculated using the Cteq5D PDFs.

To estimate the statistical error the uncertainty on the number of data events, N tot
Data, is

estimated using Poisson probability. The event numbers for signal MC, NMC, and back-
ground MC, NBG, are the sums of the weights,

∑

wi. Correspondingly the uncertainty is
the square-root of the summed squared weights, ∆NMC =

√
∑

w2
i . The uncertainty for

the cross section, ∆
(

dσmeas
Born

dQ2

∣

∣

∣

Q2
0

)

, is then given by Gaussian error propagation:

∆

(

dσmeas
Born

dQ2

∣

∣

∣

∣

Q2
0

)

=

√

(

∆N tot
Data

NMC

)2

+

(

∆NBG

NMC

)2

+

(

∆NMC(N tot
Data − NBG)

N2
MC

)2

· dσtheory
Born

dQ2

∣

∣

∣

∣

∣

Q2
0

.

(4.44)

4.6 Systematic checks

The systematic uncertainties were estimated by varying the appropriate selection or anal-
ysis detail and repeating the whole analysis. The complete list of checks is given in
Table 4.11. In Appendix B the relative deviation of the cross sections for each check in
Figs. B.1 to B.15. The negative or positive deviations from the nominal analysis have been
added separately in quadrature for each bin to yield the total systematic uncertainty. To
avoid overestimation of the systematic uncertainty by double counting statistical effects
only those checks were accounted for the total systematic uncertainty that show bin-by-bin
correlated and statistically significant deviations from the nominal cross sections.

4.6.1 Cut variation

To check the influence of several cuts on the analysis results the cut values have been
varied typically by ±10%. Especially if data and MC show different behaviors in the
distribution around the cut threshold value moving the cut results in a modified accep-
tance and via unfolding in a different cross section value. Equally, the acceptance might
accidentally agree in data and MC if only regarded single-differentially, but correlations
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No. of check Variation Typ of check

01 P low−γ
t = 12.6 GeV

Cut variation

02 P low−γ
t = 15.4 GeV

03 P -ir
t

, low−γ = 10.8 GeV

04 P -ir
t

, low−γ = 13.2 GeV

05 P high−γ
t = 10.8 GeV

06 P high−γ
t = 13.2 GeV

07 P -ir
t

, high−γ = 9.0 GeV

08 P -ir
t

, high−γ = 11.0 GeV

09 0.293 < θgood−track < 2.85

10 P good−track
t = 0.22 GeV

11 ∆ϕlowPt = 0.45, ∆ϕhighPt = 1.8

12 ∆ϕlowPt = 0.55, ∆ϕhighPt = 2.2

13 Pt/Et
lowPt = 0.495

14 Pt/Et
lowPt = 0.605

15 Pt/Et
midPt = 0.36

16 Pt/Et
midPt = 0.44

17 P
Pt/Et−cut lowPt

t = P∆ϕ
t = 18 GeV

18 P
Pt/Et−cut lowPt

t = P∆ϕ
t = 22 GeV

19 P
Pt/Et−cut midPt

t = PPHP
t = 27 GeV

20 P
Pt/Et−cut midPt

t = PPHP
t = 33 GeV

21 (Ntrk − 16)/Ngood trk < 4

22 (Ntrk − 24)/Ngood trk < 4

23 Vertex left satellite up

Vertex reweighting
24 Vertex left satellite down

25 Vertex right satellite up

26 Vertex right satellite down

27 PHP normalization +20%
PHP normalization

28 PHP normalization -20%

29 reweight MC to include FL and F3 QCD NLO

30 reweight MC by Zeus-S PDF uncertainty up
PDF

31 reweight MC by Zeus-S PDF uncertainty down

32 use MEPS signal MC Hadronisation

33 reweight CAL energies: F+1%, B+1%, R+2%

34 reweight CAL energies: F-1%, B-1%, R-2%

35 reweight CAL energies: F+1%, B-1%, R+2%

36 reweight CAL energies: F-1%, B+1%, R-2%,

CAL energy-scale

37 reweight CAL energies: FEMC+2%, FHAC-2%

38 reweight CAL energies: BEMC+2%, BHAC-2%

39 reweight CAL energies: REMC+2%, RHAC-2%

40 reweight CAL energies: FEMC-2%, FHAC+2%

41 reweight CAL energies: BEMC-2%, BHAC+2%

42 reweight CAL energies: REMC-2%, RHAC+2%

Table 4.11: List of variations done for systematic checks in analysis details or cut thresh-
olds.
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to other quantities could be hidden from view and lead to a systematic shift in the cross
sections. The effect can be worsened if the slope of the distribution is large at the cut
threshold value. On the other hand we expect the cross section to vary within the sta-
tistical uncertainty. Adding quadratically every deviation would increase the systematic
uncertainty with each additional check. To this end it is more meaningful to account for
the influence of a systematic source like the PHP background not by changing the cut
threshold but by varying the normalization of the statistically subtracted PHP MC used
for estimating the background contribution, as described in Sect. 4.5.3. The variation of
the threshold is presented here as an additional check.

The cut thresholds that have been varied are given in Table 4.11. The important thresh-
olds in the transverse momenta have been varied individually for Pt and P -ir

t as well as
for low-γ and high-γ samples (No. 1-8 in Table 4.11). To test the influence of the CTD
acceptance the good-track criteria (4.3) have been tightend to a narrower polar-angle re-
gion (No. 9) and to higher transverse track momentum (No. 10). The Pt/Et and ∆ϕ cuts
suppressing mainly PHP have been varied (No.11-16). The threshold in Pt for the lower
Pt/Et cut and ∆ϕ (No. 17,18) at Pt = 20 GeV as well as for the medium Pt/Et and the
PHP-rejection on track asymmetry (No. 19,20) at Pt = 30 GeV have been varied to check
the sensitivity to the step in the cut. The offset in the 2D cut on the ratio Ntrk/Ngood trk

that rejects beam gas background has been varied by ±20% (No. 21,22).

As can be seen from the control plots in Appendix B none of the cut variations yields
a significant systematic deviation from the nominal analysis compared to the statistical
uncertainty. As a consequence they are neglected in the systematic uncertainty.

4.6.2 Diffractive CC contribution

A sub-class of the inclusive CC process are diffractive events, where the lepton interacts
via W± boson exchange with a hadronic object that is coupled to the proton by exchange
of something that carries the quantum numbers of the vacuum, i.e. has no color, which
is usually refered to as the Pomeron. The lack of color flow between the proton, that
can even stay intact in such an interaction, and the hadronic object scatterd by the W ±

leads to a sizeable separation in the final state. The psudo-rapidity η, as defined in
Sect. 2.2, which has the property to conserve the shape of its distribution only shifted
by an additive constant under Lorentz transformation, translates this separation in the
center-of-mass frame to the laboratory frame, the Zeus detector. The key signature for a
diffractive event is therefore a gap in the rapidity distribution of the energy deposited in
the calorimeter. If the proton stays intact it leaves the main detector undetected through
the beam pipe. The gap extends from the maximum detectable η to the energy deposit
with the maximum ηmax measured. Because of the proton remnant ηmax of normal DIS
events is close to the maximum detectable η. For diffractive events ηmax is much smaller.

The signal MC sample contains no explicit simulation of diffractive events. However,
diffractive events are a sub-class, included in the inclusive measurement. If the contribu-
tion of diffractive events in the data would be sizeable, this would effect the acceptance
corrections through migrations in insufficiently described quantities and therefore would
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lead to a systematic effect in the cross section measurement. It would not have a direct
influence on the measured cross section like background processes, though. To estimate
the contribution of diffractive events a sample simulating especially this event-class has
been generated using Rapgap [69]. The distributions expected to be sensitive to diffrac-
tion, ηmax, x and γh, gave no indication of a considerable diffractive contribution. Since
these are the distributions that could in principle lead to an effect on the cross section
measurement if underestimation of the diffractive contribution results in an insufficient
description, the diffractive contribution is not considered here to yield a systematic effect
on the measurement of CC cross sections.

4.6.3 Vertex distribution

To account for the uncertainty in the estimation of the vertex distribution as it is used
in the MC the satellites which accompany the main peak are varied in the signal MC.
The corresponding parameterizations of the modified vertex distribution are shown in
Fig. 4.50.

4.6.4 NLO QCD corrections

The Djangoh program used for MC generation neglects FL and the NLO correction to
F3. To estimate the uncertainty due to this feature the signal MC has been reweighted
with the ratio of the calculated cross section with and without NLO QCD corrections
(No. 29). The biggest influence is seen at high y with 5%.

4.6.5 Uncertainty from PDFs

For MC generation as well as for unfolding the PDFs Cteq5D have been used. The
PDFs can have an influence on the acceptance estimation via event migrations. The
effect of the PDFs uncertainties have been estimated by reweighting the signal MC to
represent the deviation in the PDFs as allowed by the Zeus-S fit (No. 30,31). This leads
to deviations from the nominal cross sections up to ±10% at high x and ±5% at high Q2.

4.6.6 Parton-shower scheme

As described in Sect. 4.1.1.1 the signal MC samples were generated using Ariadne which
uses the CDM as parton-shower model. To study the effect this choice of model has on the
analysis it has been repeated with an MC sample generated using MEPS (No. 32). This
leads to deviations of around ±5%, being largest at high Q2 (±20%) and at high y (±10%).
The uncertainties related to the hadronization are the symmetrized deviations from the
nominal analysis. Though the statistics of the MC samples is large enough to render the
contribution to the statistical uncertainty of the cross section measurement negligible, the
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Figure 4.50: Vertex distribution as used in the MC with the parameterizations used for
the systematic check. The left and right satellite are each varied up and down. The data
are obtained from a minimum bias sample. From [59].

estimation of the hadronization uncertainty suffers from around 1% statistical uncertainty
of the MC samples.

4.6.7 Background subtraction

As described in Sect. 4.1.1.2 the normalization of the PHP MC has been established
without relying on the theoretical calculation of the cross section by fitting the PHP
MC to match the data distribution in Pt/Et. To estimate the contribution of the un-
certainty in the PHP MC normalization to the cross section measurement’s uncertainty
this normalization has been varied by ±20% (No. 27,28). This corresponds to twice the
uncertainty of the fit result.
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4.6.8 Calorimeter energy-scale uncertainty

The uncertainty in the overall calorimeter energy scale has been determined to be 2% in
RCAL and 1% in FCAL and BCAL [13]. The systematic influence on the estimators for
the kinematic variables depends on the correlation of the energy scale variations in the
different calorimeter parts and sections. The influence on the measurements are of three
kinds. For each kind the configuration of variation in the individual energy scales yielding
the maximum effect on the estimator under study has been applied to the MC and the
analysis repeated.

• The influence of the total energy scale was studied by varying all parts up or down
simultaneously (No. 33, 34 in Table 4.11). The resulting shifts in the cross sections
were found to be correlated between kinematic bins.

• The effect of the energy scale on polar angles is maximized if the energy scale of
the BCAL is increased while decreasing FCAL and RCAL and vice-versa (No. 35,
36 in Table 4.11). In the first case the hadronic polar angle γh is pulled towards the
transversal direction, in the latter towards the longitudinal direction. The resulting
shifts were found to be correlated between kinematic bins.

• The influence of the energy fraction deposited in the electromagnetic and hadronic
section is studied by increasing one section while decreasing the other by 2% for
each calorimeter part separately (No. 37-42 in Table 4.11).

The uncertainty denoted to the calorimeter energy scale is the square root of the summed
deviations from the nominal analysis, where positive and negative deviations were summed
separately. The resulting shifts in the cross sections were typically within ±5%, but
increased towards high Q2 and high x to about ±20%.

4.6.9 Luminosity uncertainty

The uncertainty of the luminosity measurement of 2.25% affects each measured cross
section value in equal proportion as an overall normalization uncertainty. The luminosity
uncertainty is not included in the systematic uncertainty since it would decrease the
information on the point-by-point varying systematic effects. The given measurements
can therefore vary in addition to the systematic uncertainty equally within the luminosity
uncertainty of 2.25%.

4.6.10 Summary of sytematic checks

In Fig. 4.51 the relative systematic uncertainty is splitted into the contributions of the
different classes of systematic checks as denoted in Table 4.11. The systematic uncertainty
is for all but one bin in the double differential cross section measurement smaller than the
statistical uncertainty. The measurement is therefore statistics limited and its accuracy
would considerably improve if more data would become available.
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Chapter 5

Results and discussion

5.1 Single differential cross sections

With the unfolding procedure described in Sect. 4.5.5 the following single differential cross
sections are determined and presented:

• dσ/dQ2 in Fig. 5.1,
• dσ/dx in Fig. 5.2,
• dσ/dy in Fig. 5.3.

The statistical uncertainty is evaluated using (4.44). The total error given in the figures
is the quadratic sum of the statistical and the systematic uncertainties, the latter as
described in Sect. 4.6. The figures show the prediction of the SM evaluated using the
Zeus-S PDFs introduced in Sect. 3.7. The error band indicates the total uncertainty of
the Zeus-S PDFs. For comparison, the SM prediction as evaluated with the alternative
PDFs Cteq6D and MRST(2001) are plotted, too.

The measured cross sections are well described by the SM prediction. This is even more
remarkable as the cross section drops e.g. in the case of dσ/dQ2 in the measured Q2 range
from 200 GeV2 to 40 000 GeV2 by more than four orders of magnitude.

For closer inspection, in Figs. 5.1 to 5.3 the ratios of the measurements to the SM pre-
diction using Zeus-S PDFs are shown. For comparison also the ratios of the predictions
based on the alternative PDFs to the one evaluated with Zeus-S are given. These ratios
underline the good description by the SM prediction. Though the predictions using dif-
ferent PDFs deviate by more than the total uncertainty denoted to the Zeus-S PDFs,
the precision of the present measurement does not allow to descriminate between either
one.
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Figure 5.1: CC DIS Born cross section dσ/dQ2 (top) and its ratio to the SM prediction
using Zeus-S (bottom) for the measurement based on the e+p Zeus-data 99/00, together
with the SM predictions using the PDFs Zeus-S with the error band denoting the total
uncertainty, Cteq6D and MRST(2001)
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Figure 5.2: CC DIS Born cross section dσ/dx (top) and its ratio to the SM prediction
using Zeus-S (bottom) for the measurement based on the e+p Zeus-data 99/00, together
with the SM predictions using the PDFs Zeus-S with the error band denoting the total
uncertainty, Cteq6D and MRST(2001)
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Figure 5.3: CC DIS Born cross section dσ/dy (top) and its ratio to the SM prediction
using Zeus-S (bottom) for the measurement based on the e+p Zeus-data 99/00, together
with the SM predictions using the PDFs Zeus-S with the error band denoting the total
uncertainty, Cteq6D and MRST(2001)
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5.2 Reduced cross sections

In Sect. 3.2 the reduced cross section σ̃ (3.22) has been defined, which reflects F2 in most
of the kinematic plane. This double differential cross section is also obtained using the
unfolding method of Sect. 4.5.5. It is shown in Fig. 5.4 versus x in 8 bins of Q2 and in
Fig. 5.6 versus Q2 in 6 bins of x. In addition, the SM predictions evaluated using the
Zeus-S PDFs are shown with the total uncertainty denoted by the error band.

The ratio of the measured cross secrion σ̃ to the SM prediction using Zeus-S is shown in
Fig. 5.7 versus Q2 in bins of fixed x and in Fig. 5.5 versus x in bins of fixed Q2. In Figs. 5.5
to 5.7 the SM predictions using the alternative PDFs Cteq6D and MRST(2001) are
plotted, too. Again the limited precision of the data does not allow to discriminate
between the sets of PDFs. As described in Sect. 3.3 in LO the cross section is interpretable
on parton level. There, two major parts of the negatively charged quarks contribute to the
cross section, (u+c) and (d+s), the latter being helicity suppressed by the factor (1−y)2.
Both parts are plotted separately in Fig. 5.4 as evaluated from the QCD NLO Zeus-S
PDFs. The measurement gives no indication of discrepancy with the composition of the
two parts. This issue will be presented in the next section in an improved way.

5.3 Helicity structure

In the previous section the reduced cross section was tested in terms of the quark and
anti-quark contributions. This can be visualized even more clearly if the reduced cross
section is plotted versus the helicity suppressing factor (1 − y)2. Resulting from (3.26)
the reduced cross section in the naive parton model gives a straight line with the (u + c)
part corresponding to the constant term and the (d + s) part to the linearly rising term.
This is shown in Fig. 5.8 for the CC e+p reduced cross section measured here, as well
as for the CC e−p reduced cross section. Assuming the absence of any sea asymmetry,
i.e. qsea = q̄sea, the difference in the constants at (1 − y)2 = 0 can be interpreted as the
u-quark valence distribution and the difference at (1− y)2 = 1 as the difference in u- and
d-quark valance distribution. Or, more explicitly, in formulae:

σ̃CC
e+p = x

[

(ūsea + c̄sea) + (1 − y)2(dvalence + dsea + ssea)
]

(5.1)

σ̃CC
e−p = x

[

(uvalence + usea + csea) + (1 − y)2(d̄sea + s̄sea)
]

(5.2)
[

σ̃CC
e−p − σ̃CC

e+p

]

(1−y)2=0
= x [uvalence] (5.3)

[

σ̃CC
e−p − σ̃CC

e+p

]

(1−y)2=1
= x [uvalence − dvalence] . (5.4)

In this interpretation the valence quark distributions can be read off from Fig. 5.8. The
deviations from the straight lines demonstrate, that the validity of the naive parton model
is limited to the region of appropiate scaling, i.e. x in the region x ∼ 0.1. Another
indication for the limited validity of the LO interpretation (3.26) is the excess of the
up-type contributions over the SM prediction for σ̃ at (1 − y)2 close to zero in Fig. 5.8.
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Figure 5.4: The reduced CC DIS Born cross section σ̃, for the measurement based on the
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Figure 5.6: The reduced CC DIS Born cross section σ̃, for the measurement based on the
e+p Zeus-data 99/00 as a function of Q2 for 6 different bins of x, together with the SM
predictions using the PDFs Zeus-S with the error band denoting the total uncertainty,
Cteq6D and MRST(2001).
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Figure 5.8: The reduced CC DIS Born cross section σ̃ for the measurement based on the
e+p Zeus-data 99/00 (solid points) and for the published e−p Zeus-data 98/99 (open
points) as a function of (1− y)2 for different values of x together with the SM predictions
using the PDFs Zeus-S with the error band denoting the total uncertainty, the LO
quark, (1 − y)2x(d + s), and anti-quark, x(u + c), contributions.
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5.4 Determination of MW

The Q2 dependence of the single differential cross section dσ/dQ2 as given in (3.21) arises

mainly from the factor
[

(Q2 + M2
W

2
)/M2

W

]2

, while the absolute value of the cross section

is determined by the Fermi constant, GF , and the PDFs. Therefore the meassured cross
section dσ/dQ2 can be used to extract the propagator mass MW by fitting the theoretical
prediction of the cross section to the measurement with MW as free fit-parameter.

In this fit GF is fixed to the PDG value GF = 1.16639 · 10−5 GeV−2. The statistical
uncertainty of the fit is given by the MW value where the χ2 of the fit to the cross
section of the nominal analysis is increased by one unit. To estimate the systematic
uncertainty the fit has been repeated to the cross sections resulting from the modified
analysis accounting for the estimation of the systematic uncertainty in Sect. 4.6. To
avoid double counting of the statistical uncertainty the fits to the cross sections of the
systematic checks take the relative statistical uncertainty into account as evaluated for
the nominal measurement. For the total systematic uncertainty the positive and negative
deviations from the nominal MW are added in quadrature. The luminosity uncertainty,
which has been given separately from the systematic point-to-point uncertainties for the
cross section measurements, is included here by varying each value up and down by 2.25%.
This effects the fit value in a non-trivial way, contrary to the normalization effect on the
cross section measurement as described in Sect. 4.6, where it was not included in the
systematic uncertainty.

For the cross section measurements the systematic effect of the PDFs as studied in
Sect. 4.6 influences only the acceptance estimation via event migrations. This is quali-
tatively different for the estimate of MW where it additionally enters directly in the cal-
culation of the theoretical prediction. The uncertainty estimated by fitting a prediction
where the calculation is varied by the uncertainty of the Zeus PDFs is given separately
and denoted as PDF.

The result of the total MW fit is:

MW =
(

80.9+2.1
−2.0(stat.)+2.0

−1.6(syst.)+3.3
−2.9(PDF)

)

GeV. (5.5)

The advantage of measuring MW by using a parameterization choosing GF as EW param-
eter is that the higher order weak radiative corrections to the cross sections mainly cancel
and are less dependend on mH and mt [70]. This way of evaluating MW is therefore less
dependent on higher order corrections than the alternative parameterization using cos θW.
The evaluation of MW from the ratio of NC to CC has the advantage of being less sensi-
tive to systematic effects since they cancel in the ratio. The ratio is less sensitive to MW ,
though, since the MW dependence which enters σNC via the form factor diminishes the
MW sensitivity of σCC alone.

The particular interest in measuring MW in ep-CC-scattering arises from the fact, that
here the W exchange is space-like. Even though the precision of the MW measurement in
ep scattering can not challenge the precision obtained from reactions with time-like W -
exchanges [24], the measurement of the t-channel propagator mass MW is a measurement



104 5.4. Determination of MW

in its own right, as for the sensitivity of the reaction to an additional hypothetic heavier
W ′ boson [71].



Chapter 6

Summary

In this thesis the charged current (CC) deep inelastic scattering (DIS) e+p cross sections
dσ/dQ2, dσ/dx and dσ/dy have been measured for Q2 > 200 GeV2 at a center-of-mass
energy of 318 GeV, as well as the double differential reduced cross section d2σ̃/dxdQ2

in the kinematic range 280 GeV2 < Q2 < 17 000 GeV2 and 0.008 < x < 0.42 (bin centers).
The measurements are based on Zeus data corresponding to an integrated luminosity of
61 pb−1, collected in the 1999 and 2000 e+p Hera running periods.

The MC simulation is a basic tool to analyze detector properties like resolutions and
to measure acceptance, efficiency and purity. In addition to the CC signal reaction,
several physics processes as sources of background to the CC signal have been simulated
to study their contribution to the measurement. The major contamination is due to
photoproduction. The normalization of the photoproduction (PHP) sample has been
determined from a specially prepared data sample to avoid the theoretical uncertainty of
the PHP cross section.

For the reconstruction of the kinematic variables the determination and measurement of
the hadronic final state is essential. Sophisticated algorithms for cleaning, correcting and
clustering the calorimeter deposits have been employed. The pivot for the polar angle of
the hadronic final state is the interaction vertex. Its determination is challenging, since
the kinematic region of the measurement exceeds the acceptance of the central tracking
detector. For events with the hadronic final state outside the tracking acceptance the
vertex has been reconstructed based on the timings of the calorimeter energy deposits.

The selection of the signal sample has the goal to suppress background as much as possible
while maintaining a reasonable significance of the signal statistics. A complete separation
of signal and background was found to be not possible, though. The limited geometrical
acceptance of the central tracking detector made it necessary to split the sample into polar
regions where tracking is reliably available and where the vertex has to be reconstructed
using alternatively calorimeter timing information. The reconstructed tracking vertex has
been determined to be available for γ0 > 0.4 rad. The selection criteria have thus been
developed separately for a high-γ and a low-γ sample.

For a multi-purpose detector as Zeus with a wide range of physical programs and a
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potential rate for interactions of 60 MHz the dedicated trigger selection for a sub-class
of events like CC is vital. The logic of the three leveled trigger has been described and
its properties and reliability have been studied in detail. The main focus has been on
the run-by-run dependence of the calorimeter FLT and on the efficiency of the FLT
slot 60. The performed run selection guarantees a proven run quality for CC analysis.
The signal region in the kinematic plane has been defined. Criteria for suppressing the
non-ep backgrounds, halo and cosmic muons as well as beam gas interactions, have been
developed. The contamination of PHP as the main ep background has been limited. The
rejection of NC events on the basis of a special algorithm for finding the scattered electron
has been optimized. All candidate events have been visually scanned and 16 obviously
non-ep background events were rejected.

The final event sample has been presented and the description by the MC has been
verified. This is necessary to guarantee the assumed equivalence of the real detector
acceptance needed for the unfolding and the acceptance determined with the MC.

The bin definition for the cross section measurement takes into account the measured reso-
lution of the kinematic variables. Acceptance, efficiency and purity have been determined
from the MC. The remaining ep background not suppressed by the signal selection has
been subtracted statistically. The bin-by-bin unfolding technique presented also corrects
for radiative effects.

Systematic effects that could have an effect on the cross section measurements have been
studied and the resulting systematic uncertainty estimated. Cut threshold values were
found not to have a systematic effect within statistics. Sources of effects taken into account
for the estimation of the systematic uncertainty are the satellites of the vertex distribu-
tion, the negligence of higher order QCD contributions to the signal MC sample, the
PDF uncertainty, the choice of model for the parton showering scheme, the background
subtraction and the calorimeter energy scale. The effect of the luminosity uncertainty on
the cross section is a trivial overall normalization error and has not been included in the
total systematic uncertainty.

The results presented are the single differential CC DIS e+p cross sections dσ/dQ2, dσ/dx
and dσ/dy, as well as the double differential reduced cross section d2σ/dxdQ2 for Q2 >
200. The cross sections have been found to be in good agreement with the SM prediction
using the Zeus-S PDFs. The comparison with SM predictions using the alternative
PDFs Cteq6D and MRST(2001) yielded no preference for one of them. The (1 − y)2

dependence of the reduced cross section d2σ/dxdQ2 reveals the chiral structure of the SM,
which has been investigated. The mass of the space-like W boson propagator is determined
from a fit to dσ/dQ2 to be MW = 78.9 ± 2.0 (stat.) ± 1.8 (syst.) +2.0

−1.8 (PDF) GeV.

As a global result the electroweak sector as well as the QCD part of the standard model
have been found to describe the measurements presented here very well and survive the
tests performed in this thesis well reinforced.



Appendix A

Examples of CC events

In this section CC example events are presented. They are visualized with the Zeus
software package ZEVis [19]. In figs. A.1 to A.3 an z-r projection of the detector is
displayed on the left. This view allows to identify easily the correlation in θ. The protons
enter from the right and the electrons from the left. Corresponding to the proton direction
the left side is denoted as forward. The calorimeter part on the left is therefore FCAL. The
r-φ projection on the right side shows azimuthal correlations and transversal imbalance.
Only those detector components which are cylindrically shaped and have their longitudinal
segmentation in the radial direction are diplayed in this view, i.e. BCAL and CTD but
not FCAL/RCAL. The Calorimeter is segmented in the smaller EMC and the bigger HAC
sections, as described in Sect. 2.2.2.

Figures A.1 and A.2 show both events of the high-γ sample. Therefore the selection
requires good-tracks from a reconstructed vertex. The event of the low-γ sample in
Fig. A.3 has to meet no tracking requirement. All three events are part of the signal
sample and fulfill the selection criteria as presented in Sect. 4.3.
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ZR View XY View

Figure A.1: Visualized CC event number 13581 of run 33423 with the reconstructed
kinematic variables Q2 = 1517 GeV2, x = 0.061, y = 0.245, γh = 0.76 rad.

ZR View XY View

Figure A.2: Visualized CC event number 4820 of run 35066 with the reconstructed kine-
matic variables Q2 = 2441 GeV2, x = 0.058, y = 0.416, γh = 1.09 rad.
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ZR View XY View

Figure A.3: Visualized CC event number 52885 of run 35043 with the reconstructed
kinematic variables Q2 = 3252 GeV2, x = 0.43, y = 0.075, γh = 0.15 rad.





Appendix B

Sytematic Checks

In this Appendix the influence of the systematic effects on the measured cross sections
are presented as studied for the estimation of the systematic uncertainty in Sect. 4.6. The
individual checks have been listed in Table 4.11. In the same order Figures B.1 to B.15
present the relative deviation of the cross sections dσ/dQ2, dσ/dx, dσ/dy and σ̃ for the
analysis repeated under the specific modification.
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Figure B.1: Relative deviations δ of the cross section dσ/dQ2 for systematic checks No.1-
14. The line represents the statistical uncertainty.
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Figure B.2: Relative deviations δ of the cross section dσ/dQ2 for systematic checks No.15-
28. The line represents the statistical uncertainty.
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Figure B.3: Relative deviations δ of the cross section dσ/dQ2 for systematic checks No.29-
42. The line represents the statistical uncertainty.
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Figure B.4: Relative deviations δ of the cross section dσ/dx for systematic checks No.1-14.
The line represents the statistical uncertainty.
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Figure B.5: Relative deviations δ of the cross section dσ/dx for systematic checks No.15-
28. The line represents the statistical uncertainty.
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Figure B.6: Relative deviations δ of the cross section dσ/dx for systematic checks No.29-
42. The line represents the statistical uncertainty.
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Figure B.7: Relative deviations δ of the cross section dσ/dy for systematic checks No.1-14.
The line represents the statistical uncertainty.
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Figure B.8: Relative deviations δ of the cross section dσ/dy for systematic checks No.15-
28. The line represents the statistical uncertainty.
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Figure B.9: Relative deviations δ of the cross section dσ/dy for systematic checks No.29-
42. The line represents the statistical uncertainty.
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Figure B.10: Relative deviations δ of the cross section dσ2/dx dQ2 for systematic checks
No.1-7 versus bin index. The line represents the statistical uncertainty.
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Figure B.11: Relative deviations δ of the cross section dσ2/dx dQ2 for systematic checks
No.8-14 versus bin index. The line represents the statistical uncertainty.
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Figure B.12: Relative deviations δ of the cross section dσ2/dx dQ2 for systematic checks
No.15-21 versus bin index. The line represents the statistical uncertainty.
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Figure B.13: Relative deviations δ of the cross section dσ2/dx dQ2 for systematic checks
No.22-28 versus bin index. The line represents the statistical uncertainty.
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Figure B.14: Relative deviations δ of the cross section dσ2/dx dQ2 for systematic checks
No.29-35 versus bin index. The line represents the statistical uncertainty.



126 APPENDIX B. SYTEMATIC CHECKS

-0.2

0

0.2

0 5 10 15 20 25 30

δ No.36: escale f-b+r-

-0.2

0

0.2

0 5 10 15 20 25 30

No.37: escale fe+fh-

-0.2

0

0.2

0 5 10 15 20 25 30

No.38: escale be+bh-

-0.2

0

0.2

0 5 10 15 20 25 30

No.39: escale re+rh-

-0.2

0

0.2

0 5 10 15 20 25 30

No.40: escale fe-fh+

-0.2

0

0.2

0 5 10 15 20 25 30

No.41: escale be-bh+

-0.2

0

0.2

0 5 10 15 20 25 30

Bins of x,Q2

No.42: escale re-rh+

Figure B.15: Relative deviations δ of the cross section dσ2/dx dQ2 for systematic checks
No.36-42 versus bin index. The line represents the statistical uncertainty.



Appendix C

Measured cross section values

This appendix gives the values for the following cross sections as presented in Sect. 5.1
and 5.2:

• dσ/dQ2 (Figure 5.1, Table C.1)
• dσ/dx (Figure 5.2, Table C.2)
• dσ/dy (Figure 5.3. Table C.3)
• σ̃ (Figure 5.4 and 5.6, Table C.4 and C.5)

In Sect. 4.5.1 the definition and the resolution of the bins have been given. Efficiency,
acceptance and purity have been discussed in Sect. 4.5.2. Section 4.5.3 introduced the
statistical subtraction of the remaining background. The correction for radiative effects
has been derived in Sect. 4.5.4. All cross sections where obtained using the unfolding
method of Sect. 4.5.5. The systematic uncertainty has been estimated in Sect. 4.6.
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xcenter x range NData NCC−MC NBG−MC A P dσ/dx [ pb]
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Q2
center Q2 range xcenter x range NData NCC−MC NBG−MC A P σ̃

[ GeV2] [ GeV2]

280 200 − 400 0.008 0.006 − 0.010 27 18.3 5.0 0.32 0.43
(

1.39 +0.41
−0.34

+0.28
−0.28

)

280 200 − 400 0.015 0.010 − 0.021 50 42.0 3.4 0.53 0.46
(

1.18 +0.21
−0.18

+0.08
−0.08

)

280 200 − 400 0.032 0.021 − 0.046 56 54.8 4.1 0.79 0.56
(

8.37 +1.41
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−0.20
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center Q2 range xcenter xrange NData NCC−MC NBG−MC A P σ̃

[ GeV2] [ GeV2]

3000 2249 − 4000 0.068 0.046 − 0.100 98 98.4 0.9 0.81 0.63
(

3.63 +0.42
−0.38

+0.95
−0.15

)

·10−1

3000 2249 − 4000 0.130 0.100 − 0.178 55 60.8 0.1 0.93 0.67
(

2.77 +0.43
−0.38

+0.16
−0.13

)
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(
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−0.32

+0.11
−0.12

)

·10−1

5300 4000 − 7113 0.130 0.100 − 0.178 45 49.2 0.1 0.86 0.65
(
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−0.30

+0.08
−0.07

)
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(

1.86 +0.34
−0.29

+0.16
−0.11
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−0.16
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welches während meiner Zeit in der Gruppe im Wesentlichen, aber nicht ausschließlich,
von Jim Crittenden, Uli Katz, Robert Kerger, Alexander Kappes, Ainas Weber, Detlef
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