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Introduction

In this paper we study the supersingular locus of the reduction modulo p of the Shimura va-
riety for GU(1, s) in the case of an inert prime p. For GU(1, 2) this is a purely 1-dimensional
variety, and we describe explicitly the irreducible components and their intersection be-
haviour.

The results of this paper are thus part of the general program of giving an explicit
description of the supersingular (or, more generally, the basic) locus of the reduction
modulo p of a Shimura variety. Let us review previous work on this problem.

We fix a prime p and denote by .4, the moduli space over ?p of principally polarized
abelian varieties of dimension g > 0 with a small enough level structure prime to p.
Let AJ° be its supersingular locus. If g = 1, this is a finite set of points. If g = 2,
Koblitz ([Kb]) shows that the irreducible components of A5° are smooth curves which
intersect pairwise transversally at the superspecial points, i.e., the points of Ay where the
underlying abelian variety is superspecial. Each superspecial point is the intersection of
p + 1 irreducible components.

Oort and Katsura prove in [KO1] that each irreducible component of A5 is isomorphic
to PL. In [KO2] they calculate the dimension of the irreducible components of A5* and the
number of irreducible components of 45° and A3°. In the case g = 3, Li and Oort show
in [LO] that the irreducible components are birationally equivalent to a P!-bundle over a
Fermat curve. Furthermore, they compute for general g the dimension of the supersingular
locus and the number of irreducible components.

The Fp-rational points of A% are described independently by Kaiser ([Ka]) and by
Kudla and Rapoport ([KR2]). They fix a supersingular principally polarized abelian va-
riety A over Fp of dimension 2 and study the E,—rational points of the moduli space of
quasi-isogenies of A. They cover the Fp-rational points of these moduli spaces with sub-
sets which are in bijection with the Fp—rational points of P'. The incidence relation of
these subsets is described by the Bruhat-Tits building of an algebraic group over Q,. The
number of superspecial points of A3° is calculated in [KR2]. Each irreducible component
of A$* contains p? + 1 superspecial points.

The E,—rational points of the moduli space of quasi-isogenies of a supersingular princi-
pally polarized abelian variety of dimension 3 are described by Richartz ([Ri]). In analogy
to the case g = 2, she defines subsets of the Fp—rational points of this moduli space and
proves that the incidence relation of these sets is given by the Bruhat-Tits building of an
algebraic group over Q,. She identifies some of these sets with the F,-rational points of
Fermat curves over E).

Now consider the supersingular locus of a Hilbert-Blumenthal variety associated to a
totally real field extension of degree g of QQ in the case of an inert prime p. For g = 2 the
supersingular locus is studied by Stamm ([St], comp. [KR1]). He shows that the irreducible
components of the supersingular locus are isomorphic to P! and contain p?+ 1 superspecial
points. Two components intersect transversally in at most one superspecial point and
each superspecial point is the intersection of two irreducible components. The number of
irreducible components and the number of superspecial points of the supersingular locus
are calculated in [KR1].



Yu analyses in [Yu] the case of g = 4. He computes the number of irreducible compo-
nents of the supersingular locus and the completion of the local ring at every superspecial
point. Furthermore, he shows that every irreducible component is isomorphic to a ruled
surface over P

Goren and Oort analyze in [GO] the Ekedahl-Oort stratification for general g. They
prove that the supersingular locus is equi-dimensional of dimension [g/2].

Finally, consider the supersingular locus of the reduction modulo p of the Shimura
variety for GU(1,s). In case of an inert prime p, Biiltel and Wedhorn prove that the
dimension of the supersingular locus is equal to [(n — 1)/2] ([BW]).

We will now recall the definition of the moduli space of abelian varieties for GU(r, s).
We first review the corresponding PEL-data, comp. [Ko|. Let E be an imaginary quadratic
extension of Q such that p is inert in F and let O be its ring of integers. Denote by *
the nontrivial Galois automorphism of E. Let V' be an E-vector space of dimension n > 0
with perfect alternating Q-bilinear form

(,):VXxV-=Q

such that
(zv,w) = (v, 2" w)

for all z € E and v,w € V. Denote by G the algebraic group over Q such that

G(R) = {g € GLugor(V ®q R) | (gv, gw) = c(g)(v,w); c(g) € R*}

for every Q-algebra R. Let I, be the completion of E with respect to the p-adic topology.
We assume that there exists an Op,-lattice A in V ®¢g Q, such that the form (-,-) induces
a perfect Zy,-form on A. We fix an embedding ¢ of E into C. We assume that there exists
an isomorphism of V' ®g R with C" such that the form (-,-) induces the hermitian form
given by the diagonal matrix diag(1”,(—1)%) on C". We fix such an isomorphism. Then
the group GR is equal to the group GU(r, s) of unitary similitudes of diag(1", (—1)*). The
nonnegative integers r, s satisfy r + s = n. Let h be the homomorphism of real algebraic
groups
h: Resc/r(Gm,c) — Gr

which maps an element z € C* to the matrix diag(z",z%). Then (E,Og,*,V,(-,),A,G,h)
is a PEL-datum. Let K be the reflex field of this PEL-datum. Then K is isomorphic to
E if r # s and is equal to Q if r = 5. Denote by K, the completion of K with respect to
the p-adic topology and by [F the residue field of K.

Let A be an abelian scheme over an Ok,-scheme S of dimension n with Og-action,
i.e., with a morphism

t: O — End A.

Let o and ¢; be the two Q-embeddings of E into C. We say that (A, ) satisfies the
Kottwitz determinant condition of signature (r,s) ([Ko] Chap. 5) if

charpol(a, Lie A) = (T — ()" (T — p1(a))® € Og[T]



for all a € Op.

We recall the definition of the moduli problem defined by Kottwitz in [Ko] for these
PEL-data. Denote by A? the ring of finite adeles of Q away from p. We fix a compact
open subgroup C? of G (AZ}). We denote by AV the dual abelian scheme of A. Let M be
the moduli problem of abelian varieties over Spec Ok, given by the following data up to
isomorphism for every Of,-scheme S.

e An abelian scheme A ®z Z,) over S of dimension n up to isogeny prime to p.

e A Q-subspace A of Hom(A4, AY) ®zQ such that A contains a p-principal polarization.

e A homomorphism ¢ ®z Z,y : Op — End(A) ®z Z,) such that the Rosati involution
given by A on End(A) ®z Z,) induces the involution * on E.

e A (CP-level structure 77 : Hy (A, A‘?) =V ®g A? mod CP.

We assume that (A®zZ ), t®7Z(y)) satisfies the determinant condition of signature (r, s).

)

The moduli problem M is represented by a smooth, quasi-projective scheme over
Spec Ok, if CP is small enough ([Ko] Chap. 5). The dimension of M is equal to rs.
Denote by M?*® the supersingular locus of the special fibre My of M. It is a closed
subscheme of My which is proper over SpecF. Our goal is to describe the irreducible
components of M®® and their intersection behaviour.

The supersingular locus M?*$ contains an F,-rational point ([BW] Lem. 5.2). We will
view M** as a scheme over F),. Let @ = (A ®z Zp), t @z Zp), A, 7) € M*(F,) and denote
by (X,:) the supersingular p-divisible group of height 2n corresponding to z with O, -
action . We choose a p-principal polarization A € X and denote again by A the induced
p-principal polarization of X. By construction (X, ¢) satisfies the determinant condition of
type (r,s).

We recall the definition of the moduli space N of quasi-isogenies of p-divisible groups
in characteristic p ([RZ] Def. 3.21) in the case of the group GU(r,s). The moduli space
N over SpecF, is given by the following data up to isomorphism for an F,-scheme S.

e A p-divisible group X over S of height 2n with p-principal polarization Ax and Og,-
action tx such that the Rosati involution induced by A induces the involution * on
Op. We assume that (X, ) satisfies the determinant condition of type (r, s).

e An Op,-linear quasi-isogeny p : X — X XSpecF, S such that pY oXop is a Qp-multiple
of Ax in Homo, (X, XV) 2z Q.

The moduli space N is represented by a separated formal scheme which is locally
formally of finite type over F,, ([RZ] Thm. 3.25).

We recall the uniformization theorem of Rapoport and Zink ([RZ] Thm. 6.30). We
will formulate this theorem only for the underlying schemes, not for the formal schemes.



Let I(Q) be the group of quasi-isogenies in Endp,(A) ® Q which respect the homoge-
neous polarization \. As GU (r,s) satisfies the Hasse principle (cf. 6.3), there exists an
isomorphism of schemes over F,,

LQ\W™ x G(A})/CP) = M.

In Section 6 we will use in the case of GU(1,2) that M?* is locally isomorphic to N7¢? if
CP is small enough.

We now state our results. We assume that r = 1 and p # 2. Let k£ be an algebraically
closed field extension of F, and let (X,p) be an element of N'(k). As the height of the
quasi-isogeny p is divisible by n (Lem. 1.6), we may define the morphism s : N' — Z by
sending an element of N to the height of the quasi-isogeny divided by n. The fibres N; of
k define a disjoint decomposition of A into open and closed formal subschemes. In fact,
N is empty if ni is odd and N; is isomorphic to Ny if ni is even (Lem. 1.8, Prop. 1.21).
For the rest of this introduction, we fix an integer ¢ with ni even.

Let C' be a Qp2-vector space of dimension n. We choose a perfect anti-hermitian form
{-,-} on C such that there exists a self-dual Z.-lattice in C' if n is odd and such that
there exists no self-dual Z2-lattice if n is even. Denote by H the special unitary group of
(C,{-,-}) over Q, and denote by B(H,Qp)simp the simplicial complex of the Bruhat-Tits
building of H. We associate to each vertex A of B(H,Qp)simp a subset V(A)(k) of N;(k).
In Section 3 we attach to each vertex A an odd integer [ with 1 < [ < n, the type of
A. The type classifies the different orbits of the action of H(Q,) on the set of vertices of
B(H,Qp)simp- We call a point of N;(k) superspecial if the underlying p-divisible group is
superspecial, i.e., if the corresponding Dieudonné module M satisfies FM = VM. Vertices
of type 1 correspond to superspecial points of NV; (k).

Theorem 1. The sets V(A)(k) cover N;(k).
Let A and A" be two different vertices of B(H,Qp)simp of type | and U respectively.
Then the intersection of V(A)(k) and V(A')(k) is nonempty if and only if one vertex is a

neighbour of the other or if the corresponding vertices have a common neighbour of type
" < min{l,l'}.

We associate to each vertex A € B(H,Qp)simp a variety Y over Fp such that for each
algebraically closed field extension k of F,, we have a bijection of Y, (k) with V(A)(k).
Let I be the type of A and let U be the unitary group of an [-dimensional hermitian space
over [F,2. We prove the following theorem (Prop. 2.16, Thm. 2.19).

Theorem 2. The variety Y is projective, smooth and irreducible and its dimension is
equal to d = (1 —1)/2.

a) There exists a decomposition of Yy into a disjoint union of locally closed subvarieties

d
Ya = |4 Xp, (wy),
=0



where each Xp,(wj) is isomorphic to a Deligne-Lusztig variety with respect to the
group U and a parabolic subgroup P; of U.

b) For every c with 0 < ¢ < d, the locally closed subvariety Xp,(w.) is equi-dimensional
of dimension ¢ and its closure in Yy is equal to E-J;:O Xp;(w;). The variety Xp,(waq)
is open, dense and irreducible of dimension d in Yy.

¢) For every c with 0 < ¢ < d, the subset WJ5_o Xp,(w;)(k) of Ya(k) corresponds to the
subset |J, V(A') (k) in Nj(k) where the union is taken over all neighbours A of A of
type (2c¢+1).

In the case of GU(1,0) and GU(1,1), the scheme N7 is a disjoint union of infinitely
many superspecial points.

In the case of GU(1,2), we define for each vertex A of type 3 a closed embedding of Y
into A such that for every algebraically closed field extension k of F,, the image of Y3 (k)
in My(k) is equal to V(A)(k). We denote by V(A) the image of Ya. Let C be the smooth
and irreducible Fermat curve in IP’%I] given by the equation

1 1 1
ahth Pt bt = 0.

We show that the varieties V(A) are the irreducible components of N; and prove the
following explicit description of N7¢¢ (Thm. 5.16).

Theorem 3. Let (r,s) = (1,2). The schemes NT°?, with i € Z even, are the connected
components of NT¢* which are all isomorphic to each other. Each irreducible component
of N7 is isomorphic to C. Two irreducible components intersect transversally in at most
one superspecial point. Each irreducible component contains p> + 1 superspecial points and
each superspecial point is the intersection of p + 1 irreducible components.

The scheme N7 is equi-dimensional of dimension 1 and of complete intersection.

Using the uniformization theorem, quoted above, we obtain the following conclusions
for M?*% if CP is small enough.

Theorem 4. Let (r,s) = (1,2). The supersingular locus M?>® is equi-dimensional of di-
mension 1 and of complete intersection. Its singular points are the superspecial points of
M?®5. Each superspecial point is the pairwise transversal intersection of p 4+ 1 irreducible
components. FEach irreducible component is isomorphic to C and contains p> + 1 superspe-
cial points. Two irreducible components intersect in at most one superspecial point.

Let J be the group of similitudes of the isocrystal of (X, ¢, ), or equivalently, the group
of similitudes of (C, {-,-}) (1.18). Denote by J° the subgroup of all elements g € J such that
the p-adic valuation of the multiplier of g is equal to zero. Let C;, and Of],p be maximal
compact subgroups of J such that Cj, is hyperspecial and Cf],p is not hyperspecial.



Corollary 5. We have
#{irreducible components of M**} = #(I(Q)\(J/Cy, X G(A’})/Cp)),
#{superspecial points of M**} = #(1(Q)\(J/C},, X G(A?)/Cp)),
#{ connected components of M**} = #(I(@)\(JO\J X G(A?)/Cp))
L(I(Q\(Z x G(A%)/CP)).

This paper is organized as follows. In Section 1 we describe the set N(k) for GU(r, s)
using classical Dieudonné theory. From Section 2 on we assume r = 1. Section 2 contains
the definition of the sets V(A)(k) for a lattice A in an index set £; for every integer 7. Fur-
thermore, we prove Theorem 2. In the next section, we identify the index set £; with the
set of vertices of B(H, Q,) and analyse the incidence relation of the sets V(A)(k) (Thm. 1).
Sections 4 and 5 deal with the special case GU(1,2) and Theorem 3 is proved in Section
5. Here our main tool is the theory of displays of Zink ([Zi2]) which is used to construct
a universal display over N ¢d_ The last section contains the transfer of the results on the
moduli space N to the supersingular locus M** (Thm. 4, Cor. 5).

We now explain why we restrict ourselves to the signature (1,2). In the case GU(r, s)
with 1 < r < s, it is not clear how to obtain a similar decomposition of N'(k) into subsets
V(A)(k) as above. In particular, one should not expect a linear closure relation order of
strata as stated in Theorem 2.

In the case r = 1, we expect that the pointwise decomposition of N given here can be
made algebraic. However, it seems not to be promising to construct a universal display
over each variety Yo by using a basis of the isodisplay and the equations defining Yj.
Indeed, for increasing s, these equations become quite complicated.

Acknowledgements. 1 want to thank everybody who helped me writing this paper. Special
thanks go to U. Gortz and E. Mierendorff for helpful discussions on this subject. I am
indebted to T. Wedhorn for enduring all my questions. I want to express my gratitude to
M. Rapoport for his advice and his interest in my work. Furthermore, I thank Th. Zink
for useful remarks on an earlier version of this paper.

1 Dieudonné lattices in the supersingular isocrystal
for GU(r, s)

1.1. In sections 1 to 5 we depart from the introduction and denote by E an unramified
extension of Q, of degree 2. Let O be its ring of integers. We fix a positive integer n and
nonnegative integers r and s with n = r 4+ s. Let X be a supersingular p-divisible group
of height 2n over F, with Og-action

t:Op — EndX
such that (X, ) satisfies the determinant condition of signature (r, s), i.e.,
charpolﬁp(a,Lie X) = (T — 0(a)) (T — p1(a))® € Fp[T] (1.1.1)



for all a € Op. Here we denote by ¢g and ¢ the different Z,-morphisms of O to F,. Let
A be a p-principal polarization of X such that the Rosati involution induced by A induces
the involution * on Op.

Consider the moduli space N over SpecF, given by the following data up to isomor-
phism for an F,-scheme S.

e A p-divisible group X over S of height 2n with p-principal polarization and Og-
action ¢ty such that the Rosati involution induced by A induces the involution * on
Op. We assume that (X, ) satisfies the determinant condition of signature (r, s).

e An Opg-linear quasi-isogeny p : X — X XSpecT, S such that p¥ oXop is a Qp-multiple
of Ax in Homp, (X, X") @z Q.

The moduli space N is represented by a separated formal scheme which is locally formally
of finite type over [, ([RZ] Thm. 2.16). Our goal is to describe the irreducible components
of N and their intersection behaviour.

1.2. We will now study for any algebraically closed field extension k of Fp the set NV (k).
Let W (k) be the ring of Witt vectors over k, let W (k)qg be its quotient field and let o be

the Frobenius automorphism of W (k). We write W instead of W(IF,). Denote by M the
Dieudonné module of X and by N = M ®7 Q the associated supersingular isocrystal of
dimension 2n with Frobenius F' and Verschiebung V. The Og-action ¢ on X induces an
FE-action on N. The p-principal polarization A of X induces a perfect alternating form

(,): Nx N — Wy
such that for all a € F and z,y of N
(Fa,y) = (z,Vy)’ (1.2.1)
and
(az,y) = (z,a"y). (1.2.2)
Denote by N the isocrystal N @w, W (k)q. For a lattice M C Ny, we denote by
ML= fy e Ny| (g, M) C W(k)} (1.23)

the dual lattice of M in Ny, with respect to the form (-, -). By covariant Dieudonné theory,
we obtain

N (k) ={M C Ny a W(k)-lattice | M is F-,V- and Og-invariant,
charpoly,(a, M/VM) = (T — ¢o(a))" (T — ¢i(a))® for all a € O, (1.2.4)
M = p'M* for some i € Z}.



1.3. We will now analyze the set N'(k) in the form of (1.2.4). Consider the decomposition

)-
FE ®Qp W(k)@ = W( )Q X W(kj)@ (1.3.1)
a®x — (pola)z, p1(a)z)

given by the two embeddings ¢; : E — W(k)qg. It induces a Z/2Z-grading
Ni, = N0 ® N1 (1.3.2)

of Ny, into free W(k)g-modules of rank n. Furthermore, each N ; is totally isotropic
with respect to (-,-) and F induces a o-linear isomorphism F' : Np; — Nji;11. We
obtain O ®z, W (k) = W (k) x W (k) analogous to (1.3.1). Therefore, every Op-invariant
Dieudonné module M C Nj has a decomposition M = My @ M; such that F and V are
operators of degree 1 and M; C N ;. For an Og-lattice M in N we will always denote
by Mo @ M such a decomposition.

For W (k)-lattices L and L’ in a finite dimensional W (k)g-vector space, we denote
by [L' : L] the index of L in L'. If L C L', the index is defined as the length of the

W (k)-module L' /L. If [L' : L] = m, we write L C L. In general, we define
L/ L]=[L:LNnL]-[L:LNL]

Lemma 1.4. Let M = My & M; be an Og-invariant lattice of Ni. Assume that M is
invariant under F and V. Then M satisfies the determinant condition of signature (r,s)
if and only if

pMy C FM, C My (1.4.1)
pM; C FMy C M. (1.4.2)
Proof. Consider the decomposition
M/VM = My/V M, & Mi/V M.

The determinant condition is equivalent to the condition that V M is of index r in M
and V My is of index s in M;. Since F'V = VF = pidys, we obtain that pMj is of index r
in FMy and pMj is of index s in FM;. ]

1.5. Let M, = My, o ® M}, ; be the Dieudonné module of X, as in 1.2. For a Dieudonné
lattice M € N (k), denote by vol(M) = [My : M] the volume of M.

Lemma 1.6. Let M € N'(k). If M = p! M~ for some integer i, then vol(M) = ni.

Proof. Since both vector spaces Nj o and Ny ; are maximal totally isotropic with respect
to (-,-), the condition M = p’ M+ is equivalent to the two conditions

p'Mg- N Ny = M,
p'Mi- N Ny = M.



By duality the last two conditions are equivalent. We obtain

vol(M) = [My,o : Mo] + [Mg,1 = Mi]
[(MO N Nia) : (Mo N Nia)] + M1 0 M
= [p™"My : My 1] + [My1 : Mi]
=ni
which proves the claim. O

1.7. Let M € N(k) and let (X, p) be the corresponding p-divisible group and quasi-
isogeny. Denote by ht(p) the height of p. Then ht(p) = vol(M). By Lemma 1.6 we obtain
a morphism

kN —1Z (1.7.1)
(X.p) =~ ().
For i € Z the fibre N; = x~!(i) is the open and closed formal subscheme of N of quasi-
isogenies of height ni.
Lemma 1.8. If ni is odd, the formal scheme N is empty.

Proof. Let M be an element of N'(k). Since both My and M satisfy the determinant
condition of signature (r, s), we obtain by Lemma 1.4 that

vol(M) = [M,o : Mo] + [M,1 : Mi]
= [Mo : Mo] + [FMiy,1 : FM]
= Q[Mho : Mo] + [FM]CJ : Mk’()] + [Mo : FMl]
= 2[Mk70 . M()]
Hence vol(M) is even, i.e., ni is even. O

1.9. Let Ni, = Ny 0® N1 be as in 1.3. To describe the set N (k), it is convenient to express
N (k) in terms of Ni,0. Let 7 be the o2-linear operator V~'F on Nj,. Then N0 and Ny 1
are both 7-invariant. Denote by Q2 the unique unramified extension of degree 2 of Q@ in
Wq and denote by Z, its ring of integers. Since the isocrystal N}, is supersingular, (Ng, 7)
is isoclinic with slope zero. Thus (N} ;,7) is isoclinic of slope zero for i = 0,1, i.e., there
exists a 7T-invariant lattice in IV ;. For every 7-invariant lattice M; C N ;, there exists a
T-invariant basis of M; (Thm. of Dieudonné, [Zil] 6.26). Let C' be the Q,2-vector space of
all 7-invariant elements of N and let M be the Z,2-module of 7-invariant elements of
My. We obtain
Mo = Mg @z, W(k),

M is a lattice in C' and
Nk70 =C ®Qp2 W(k)@

Note that the @Q,2-vector space C' does not depend on k. We write Cy for the base change
C®q,, W(k)o-



1.10. We define a new form on C} by

{z,y} == (z, Fy).

This is a perfect form on Cj linear in the first and o-linear in the second variable. By
(1.2.1) we obtain the following property of {-,-}

{z,y} = ~{y, 7 " (2)}7, (1.10.1)
which in turn implies
{r(x),7(y)} = {z,9}"". (1.10.2)

For a W (k)-lattice L in Cy, denote by LV the dual of L with respect to the form {-, -}
defined by

LY ={yeCy|{y, L} c W(k)}. (1.10.3)
We obtain by (1.10.1) that
(LY)Y = 1(L). (1.10.4)

In particular, taking the dual is not an involution on the set of lattices in C%. The identity
(1.10.2) implies that

7(LY) = 7(L)". (1.10.5)

The form {-,-} on Cy induces by restriction to C' a perfect anti-hermitian form on C
with respect to Q,2/Q, which we will again denote by {-,-}. Thus {-,-} is linear in the
first and o-linear in the second variable and we have

{l’, y} = _{yv x}o"

where the Frobenius o is an involution on Q2. It is clear that for each 7-invariant lattice
A of C} we obtain

(AV)T = (A7), (1.10.6)
where the second dual is taken with respect to the anti-hermitian form {-,-} on C.
Proposition 1.11. There is a bijection between N (k) and
D(C)(k) = {lattices A C Cy, | p'™ AY CAC p'AY, for somei € Z}. (1.11.1)
The bijection is obtained by associating to M = My @& My € N (k) the lattice My in Cj.
Remark 1.12. Note that by duality and (1.10.4) the chain condition
pIAY C AC piAY (1.12.1)

is equivalent to the chain condition

T S

pTtAY Cr(A) C p'AY. (1.12.2)

10



Definition 1.13. An element M € N (k) is called superspecial if F(M) =V (M), i.e., if
M is T-invariant. A lattice A C C is superspecial if and only if A is T-invariant.

Note that M is superspecial if and only if the corresponding lattice A = My is super-
special.

1.14. Proof of Proposition 1.11.
Let M = My & M, be an Og-invariant lattice which is stable under F' and V.
Claim: M = p' M~ with respect to (-,-) if and only if FM; = p"+1 M.
Indeed, the lattice M is equal to p' M= if and only if p! Myg-N Ny 1 = M (proof of Lem. 1.6).
We have
F(My N Ni1) = {y € Nio | (F~y, Mo) € W(k)}
= {y € Nio [ {p~'y, Mo} C W(k)}

which proves the claim.
Let M be an element of the set N'(k). Since FM; is equal to p"™1 My for some i € Z,
we obtain from (1.4.1) for My = A the chain condition
ptIAY C A C piAY. (1.14.1)
Hence A is an element of D(C)(k). Conversely, associate to a lattice A of D(C)(k) the
lattice A® FA C Ny o @ Ni,1. It is an element of N (k) by the same arguments. O

Lemma 1.15. Lett € Z, with t° = —t and let V be a Qp2-vector space of dimension n.
Let I, be the identity matriz of rank n and let J, be the matrix

1

There exist two perfect anti-hermitian forms on V up to isomorphism. These forms cor-
respond to tl, and to tJ, respectively. Furthermore, if M is a lattice in V and i € Z
with

pHIMY C M CpiMY, (1.15.1)
then s = nimod 2 in the first case and s Z nimod 2 in the second case. In particular, the
form t ( " ol > is isomorphic to the form tl, if s is even and is isomorphic to tJ, if s

S

s odd.

Proof. Let {-, -} be a perfect anti-hermitian form on V. Let U be the unitary group over
Q, associated to the pair (V, {-,-}). As H(Q,,U) = Z/2Z, there exist two non isomorphic
anti-hermitian forms on V. Choose a basis of V.
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Claim: The anti-hermitian forms on V' corresponding to the matrix tI,, and to the
matrix t.J, are not isomorphic.

Indeed, assume that these forms are isomorphic. Then there exists a lattice M in V
with M = MY and a lattice L in V with

-1 1
pLY 'C LC LY.
Let k be an integer such that LV is contained in p* M. We obtain
Y S SV Y
p"MCLCL"Cp"M.

Thus 2kn = 20 4+ 1 which is a contradiction. Therefore, the two forms are not isomorphic.

Let M be a lattice in V' which satisfies (1.15.1). A similar index argument as above
shows that s = nimod 2 if the anti-hermitian form is isomorphic to ¢, and s # nimod 2
in the other case. O

Lemma 1.16. Let V' be a Qp2-vector space of dimension n and let {,-} be a perfect
anti-hermitian form on V. Let M C V' be a Z,2-lattice with

pMY C M C M. (1.16.1)

Then there exists a basis of M such that the form {-,-} with respect to this basis is given

by the matrix
I
t ( , IS) |

Proof. The lemma is proved by an analogue of the Gram-Schmidt orthogonalization. [

Proposition 1.17. There ezists a basis of C' such that the form {-,-} with respect to this
basis is given by the matrixz (t1,) if s is even and by (tJ,) if s is odd.

In particular, the isocrystal N with Og-action and perfect form (-,-) as in 1.2 is
uniquely determined up to isomorphism.

Proof. The image of the Dieudonné lattice My, € N(k) under the bijection of Proposition
1.11 satisfies
v = SR
pMk,O C Mk,o C Mk,O'

Thus the proposition follows from Lemma 1.16. 0

1.18. Let J be the group of isomorphisms of the isocrystal N with additional structure,
ie.,

J=19€ Glpgy, w,), (V) | Fg =9 {9z, 9y) = c(g)(z.y)
with ¢(g) € (W(Fp)o)*}-

Then J is the group Endg,, (X)* of Op-linear quasi-isogenies p of the p-divisible group
X of 1.1 such that Ao p is a Q) -multiple of p* o \.

12



An element g € J acts on N by sending an element (X, tx, \x, p) to (X, tx,Ax,g0p).
Consider the decomposition N = Ny @ N; of the isocrystal N as in 1.3. We will show that
J can be identified with the group of unitary similitudes of the hermitian space (C,{,-}).

Indeed, let g € J. As g is Op-linear, it respects the grading of N. Since g commutes
with F', the action of g on N is uniquely determined by its action on Ny and we obtain
{9z, 9y} = c(g){z,y} for all elements x,y € Ny. As g commutes with 7, it is defined over
Q,2, i.e., an automorphism of Nj = C. In particular, c(g) € Q2.

Let v, be the p-adic valuation on Q2. It defines a morphism ¢ : J — Z by sending an
element g € J to vy(c(g)). Denote by J? the kernel of 6.

For p € Endp A (X)*, let g € J be the corresponding automorphism of the isocrystal
and let a = v,(c(g)). We obtain gM = ¢(g)(gM)~, hence by Lemma 1.6, the height of p
is equal to na. By 1.7 the element g defines an isomorphism of N; with N, for every
integer 7.

Lemma 1.19. The image of 0 is equal to Z if n is even and equal to 27 if n is odd.
In particular, there exists a quasi-isogeny p € Endo, A(X) of height h € Z if and only
if h is divisible by n if n is even and if h is divisible by 2n if n is odd.

Proof. For g = pidy we have c(g) = p?. If n is odd, the same argument as in Lemma 1.8
shows that the image of 6 is contained in 2Z. Thus we may assume that n is even. It is
sufficient to show that there exists an element g € GL(C) such that {9z, gy} = p{z,y} for
all x,y € C.

Let 77 and T, be the matrices in GL(C) given by

1

By Lemma 1.15 the perfect anti-hermitian form on C' induced by t77 is isomorphic to
tl, and the perfect anti-hermitian form induced by 7% is isomorphic to t.J,. We set
g = diag(p™/?,1™/2). Then g satisfies the claim. O

1.20. For i € Z we denote by D;(C)(k) the image of N;(k) (1.7) under the bijection of
111, ie.,

Di(C)(k) = {A € D(C)(k) | p"AY C AC pAVY. (1.20.1)
We have a decomposition of D(C)(k) into a disjoint union of the sets D;(C)(k),

D(C)(k) = |H Di(C) (k). (1.20.2)

iE€EZ

The sets D;(C)(k) are invariant under the action of 7 on D(C)(k). By Lemma 1.8 we
know that D;(C)(k) is empty if ni is odd.

13



Proposition 1.21. Let i be an integer such that ni is even. If n is even, let g be an
element of J such that vy(c(g)) = —1 (Lem. 1.19). There exists an isomorphism

U, N; = N (1.21.1)
such that the following holds. If i is even, ¥; induces on k-rational points the bijection
Wi : Di(C) (k) — Do(C)(k)
A piéA
and if i s odd, V; induces the bijection
Ui : Di(C) (k) — Do(C) (k)

—it1

A—p 2 g(A).

Proof. 1f i is even, the multiplication p~%?2 : X — X defines an isomorphism of A; with A
which satisfies the claim. If i is odd, the quasi-isogeny p(~*t1/2¢ induces an isomorphism
of N; with Ny which satisfies the claim. O

2 The set structure of N for GU(1, s)

2.1. From now on, we will restrict ourselves to the case of GU(1, s). Our goal is to describe
the irreducible components of N; for any integer ¢ with ni even. In this section we will
define irreducible varieties over Fp of dimension equal to the dimension of A such that the
k-rational points of these varieties cover N;(k) for every algebraically closed field extension
k of TF).

We will always denote by k a algebraically closed field extension of F,. Let C}, be the
W (k)g-vector space of dimension n = s + 1 with o2-linear operator 7 as in 1.9. By 1.10
the vector space Cy is equipped with a perfect form {-,-} linear in the first and o-linear
in the second variable which satisfies

{33, y} = _{y7 7_71(1,)}0'

for all z,y € Cj. By Proposition 1.17 the restriction of {-, -} to C is a perfect anti-hermitian
form equivalent to the anti-hermitian form induced by t1, if n is odd and equivalent to
tJ, if n is even.

Let i € Z. The set D;(C)(k) as in (1.20.1) consists of all lattices A in Cj, such that

. 1 —1 .
pAY c A'C piAY. (2.1.1)
Equivalently,
it1 4V n=l ; .y
ptAY CT(A) C pAY. (2.1.2)

By Lemma 1.8 we know that D;(C)(k) is empty if ni is odd. If ni is even, the set D;(C) (k)
is nonempty by Proposition 1.21. Therefore, we will always assume that ni is even.
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We need the following crucial lemma.

Lemma 2.2. Let A be a lattice in D;(C)(k). There exists an integer d with 0 < d < s/2
and such that
A=A+7(A) +..+74A)

s a T-invariant lattice. If d is minimal with this condition, we have

, . 1 d  n-2d-1 A
PIAY cpAY CAC AT pAY CpiaY (2.2.1)

and ptAY is of index (2d + 1) in A.

The proof of Lemma 2.2 will use explicitly that the index of p"*1AY in A is equal to 1.
It does not work in the case of general index.

Proof. For every nonnegative integer j, denote by T; the lattice
Tj=A+7(A) + ...+ T(A). (2.2.2)
We have
Ty =Ty +(T)). (2.23)

Let d > 0 be minimal with Ty = 7(Ty), i.e., 7(T}) # T} for every 0 < j < d. Such an
integer exists ([RZ] Prop. 2.17). If d = 0, there is nothing to prove, hence we may assume
that d > 1.

Claim: If d > 2, then for 2 < j <d

1 1

r(Tys) CTymy LI (2.2.4)
1 1

7'(Tj72) C 7'(T];1)CTJ'. (2.2.5)

In particular, A = Tp is of index j in Tj.

Indeed, if j = 2 we obtain pit1AY & A and pttAY - 7(A) by (2.1.1) and (2.1.2).
Hence either A = 7(A) or A and 7(A) are both of index 1 in 77 = A+ 7(A). Since d > 1,
the second possibility occurs. As A is of index 1 in 77, the lattice 7(A) is of index 1 in
7(T1). We obtain that either T} = 7(71) or that T} and 7(7}) are both of index 1 in
Ty =Ty + 7(T1). Since d > 2, the second possibility occurs which proves the claim for
j = 2. The general case follows by induction on j.

We will now show that Ty is contained in 7)/. By (2.1.1) and (2.1.2), we have

A+7(A) cpAdY  cplr(A),
T(A)+7%(A) C p'r(A) Cp T (A),

hence

A+ 7(A) + 72(A) € pr(A). (2.2.6)
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Using (2.2.6) we obtain
Ti=A+..+74A)
Cp (A + . +p N A) cp Ty

Since T} is T-invariant, Ty is contained in p~'7!(Ty_1) for every integer [, thus

T, Cp () (Tum).
leZ

Now

(™ (Tu—1) = () 7(A). (2.2.7)

leZ lez

Indeed, this is clear if d = 1 since Ty = A. If d > 2, we obtain by (2.2.4) and (2.2.5) that
Taa N7(Tg—1) = 7(Ty-2),

hence

(7™ (Tu-1) = ()7 (Tu—2)

leZ l€Z

and (2.2.7) follows by induction. Since d > 1, we have A # 7(A), and hence ANT(A) =
pt1AY by (2.1.1) and (2.1.2). We obtain

T,cp'[)7(4). (2.2.8)
leZ

Dualizing (2.2.2) for j = d shows that
7Y = AV n...nriAY),
hence by (2.2.8)

TyCyp' ﬂ (A)Y
lez

=p' (7T =p'Ty.
leZ

The last equality is satisfied because Ty, and hence T C}/ , are T-invariant. We obtain
. . 1 . .
pITY cp™AY CAC T, Cp'Ty cp'AY. (2.2.9)

Using (2.2.9) and A & p'AY we see that d < s/2 which proves the claim. O
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Definition 2.3. For i € Z with ni even, let L; be the set of all lattices A in C satisfying
pTIAY C A CpiAY. (2.3.1)

Let L = ;e Li be the disjoint union of the sets L;. We say that A € L; is of type I, if
p 1AV s of index | in A. Denote by Egl) the set of all lattices of type | in L;. For A € L;

let A, =A@z, W (k). We define
, 1
V(A)(k) = {A C Ay | p"THAY C A} (2.3.2)

Remark 2.4. a) Let A € £;. The type [ of A is always an odd integer with 1 <1 < n.
Indeed, it is clear that 1 <[ < n. Since ni is even, the integer n — [ is even if and
only if n is odd (Lem. 1.15).

b) By 1.9 and 1.10, there is a bijection between £; and the set of all 7-invariant lattices
in C} which satisfy (2.3.1). Via this bijection the superspecial lattices in D;(C)(k)
correspond to the lattices A € L; of type 1.

c) Let A € £;. By duality a lattice A in V(A)(k) satisfies
pTIAL CpTIAY c T AY € A C Ay (2.4.1)
d) The isomorphism ¥; of Proposition 1.21 induces for every ¢ an isomorphism ¥; of
£ with £ such that V(;(A))(k) = T;(V(A)(k)).

2.5. The sets V(A)(k) will be identified with the k-rational points of an irreducible smooth
variety. In Section 5 we will prove that for GU(1, 2) the varieties corresponding to lattices
A of maximal type are isomorphic to the irreducible components of A. We will start with
some basic properties of V(A)(k).

Proposition 2.6.  a) We have D;i(C)(k) = Upcp, V(A)(K). In particular, L; # 0.
b) For A€ L; and N € L; with i # j, we have V(A)(k) N V(A')(k) = 0.
¢) Let A and N be elements of L;.
(i) If A C N, then V(A)(k) € V(N)(k).
(i1) We have

VIANA) k)  fANA € L;

0 otherwise.

V(A) (k) N V(AN (k) = {

Proof. Statements a), b) and c¢)(i) follow from the definition and Lemma 2.2.
To prove c)(ii), let A be an element of V(A)(k) N V(A')(k). By (2.4.1) we have

pTIAY C prAY C A Ay C p'AY C ptAY (2.6.1)
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and similarly for A} instead of A;. We obtain

P AN ALY CpTAY C AC (AN AY) C Ak C P A Cp' (AN ALY CplAY,
(2.6.2)
hence ANA’ € £;. A similar calculation shows the equality
V(A (k) N V(A) (k) = V(AN A) (k). O
Proposition 2.7. Let A, A’ € L;.
a) V(A)(k) contains a superspecial lattice. Furthermore, #V(A)(k) = 1 if and only if
A is of type 1. In this case V(A)(k) = {Ax}.

b) V(A (k) C V(A)(k) if and only if N C A. In particular, V(A")(k) = V(A)(k) if and
only if N = A.
¢) Let 1 be the type of A. For every odd integer 1 <1' < n, there exists a lattice ' € L;
of type I with N C A if ' <l and A C N if I <.
In particular, the mazimal sets V(A)(k) are the sets with A of type n if n is odd and of

type n — 1 if n is even.

2.8. We will prove the proposition in 2.11. For this proof we need a description of the
sets V(A)(k) in terms of linear algebra. We first consider the case i = 0. Let A € Ly be of
type I. We associate to A the F2-vector spaces V = A/pAY and V' = AY/A. By (2.3.1)
the vector space V' is of dimension [ and V' is of dimension n — [. For z € Zy> denote by
Z its image in 2. The anti-hermitian form {-,-} on C induces a perfect anti-hermitian
form (-,-) on V by
(Ev g) = {.T,y} € sz
for 7,7 € V and lifts z,y € A. Similarly, we obtain a perfect anti-hermitian form on V’
by
(@,9) = (p{z,y}) € Fpe

for z,77 € V' and lifts =,y € AV.

Let 7 be the operator on Vi =V ®p , k defined by the Frobenius of k over FF,.. We
denote again by (-,-) the induced form on Vj given by

Vi x Vi — k
vz, wRy)— zy’ (v,w).
This form is linear in the first and o-linear in the second variable and satisfies
(z,y) = —(y, 7 (2))7, (2.8.1)
For a subspace U of Vj,, we denote by U~ the orthogonal complement
Ut ={zeV|(z,U)=0}.

By (2.8.1) we obtain (U+)* = 7(U) and 7(U)* = (7(U))* analogous to 1.10.
Let G be the unitary group associated to (V, (-,-)). Since H!(F,, G) = 0, there exists
up to isomorphism only one anti-hermitian form on V' and similarly for V.

18



Proposition 2.9. There exists an inclusion preserving bijection

. 4
{lattices T C Ay, | pT" ETc Ap} — {k-subspaces U C Vi, | dimU = %, Ut cu}
T—T,

where T is equal to T /pA}.
In particular, the T-invariant lattices on the left hand side correspond to the T-invariant
subspaces on the right hand side.

Proof. For a lattice T contained in the set on the left hand side, we obtain from (2.3.1)
pT C phy "C pAY € pTY & T C A, (2.9.1)
Since pTV = TL, we obtain from (2.9.1)
{0} C T LT Vi
which proves the claim. O

Corollary 2.10. Let A € E(()l).

a) The set of lattices A1 € E(()ll) with Ay C A is equal to the set of Fp2-subspaces U C V
of dimension (I +11)/2 with U+ C U.

In particular, superspecial points in V(A)(k) correspond to subspaces U C V of
dimension (1 +1)/2 with U+ C U.

b) The lattices A1 € E(()ll) with A C Ay correspond to the Fp2-subspaces U C V' of
dimension n — (1 +11)/2 with U+ C U.

Proof. Part (a) follows from Proposition 2.9. The supersingular points are lattices in £
of type 1.

To prove (b) let A; be an element of E(()ll) with A C A;. We have

n—I
ACA, C AY CAY. (2.10.1)

For a lattice L € C' the dual LY with respect to p{-,-} is equal to p~'LY. Thus (2.10.1)
is equivalent to

/ ; n—l1
A=p(AY)Y cp(AY)Y " AY C AV

Now (b) follows from Proposition 2.9 with V/ instead of V' and p{-,-} instead of {-,-} as
the dimension of V' is equal to n — [. O
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2.11. Proof of Proposition 2.7.
We first prove the proposition in the case ¢ = 0.

Let A be an element of Ly of type I. Let V be as in 2.8. By Corollary 2.10 the
superspecial points of V(A)(k) correspond to [F,2-subspaces U C V' of dimension (I +1)/2
with UL C U. Such subspaces always exist, hence V(A)(k) always contains superspecial
points. Furthermore, if dimV =1 > 3, there exists more than one subspace with these
properties. This shows that V(A)(k) consists of only one element if and only if I = 1,
hence proves a).

To prove b), let A’ and A be two elements of £y such that V(A')(k) C V(A)(k). We
want to prove that A’ C A. First note that V(A')(k) = V(A')(k) N V(A)(k) is not empty.
Hence by Proposition 2.6 ¢)(ii), we obtain V(A')(k) = V(AN A')(k) and AN A € Lo.
Therefore, it is sufficient to prove that for A" C A the set V(A')(k) is strictly contained in
V(A) (k).

Let V be as in 2.8 and let V7 be the subspace of V corresponding to A’ (Cor. 2.10).
Since V1 C V, there exists a subspace U ¢ Vi of V with Ut é U. Thus there exists an
element of V(A)(k) \ V(A')(k) (Prop. 2.9).

Part c) follows from Corollary 2.10.

By Remark 2.4 d) the case of arbitrary ¢ follows from the case i = 0. O

2.12. Let A € L be of type [ and let

-1
d—?.

Let V = A/pAY as in 2.8. By Proposition 2.9 we have
VA (k) ={UCV,| dmU=d+1, Ut cU}.

Denote by Grassg,1(V) the Grassmannian over F > of (d 4+ 1)-dimensional subspaces of
V. The set V(A)(k) can naturally be endowed with the structure of a closed subscheme of
Grassqy1(V). For every [ 2-algebra R, let Vi be the base change V' ®F R. By abuse of
notation, we denote again by o the Frobenius on R. Let U be a locally direct summand
of Vi of rank m. We define the dual module U+ C Vi as follows. For an R-module M,
let MP) = M ®g, R be the Frobenius twist of M and let M* = Homp(M, R). Then (-, )

induces an R-linear isomorphism
¢: (Va)®) = (Va)*.

Thus ¢(U®)) is a locally direct summand of (Vg)* of rank m. Let 1y be the composition
Vi — (Vr)** — ¢(UP)*. The orthogonal complement

Ut = ker(¢y) (2.12.1)

is a locally direct summand of Vi of rank [ — m. Over a algebraically closed field, this
definition coincides with the usual definition.
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We denote by Y, the closed subscheme of Grassqy1(V') defined over 2 given by
YA(R) = {U C Vi alocally direct summand | rkpU =d+ 1, U+ Cc U} (2.12.2)

for every Fj.-algebra R. Note that for every algebraically closed field extension k of
F, we obtain Yx(k) = V(A)(k). By abuse of notation we will again denote by Y, the
corresponding scheme over F,. Since there exists only one anti-hermitian form on V up
to isomorphism, Y, depends up to isomorphism only on the dimension of V, i.e., the type
of A. We will show that Y} is a smooth irreducible variety over I

Remark 2.13. Let A € EZ(-I). By Remark 2.4 d) the lattice A’ = ¥;(A) is contained in E((]l)
and ¥; induces a bijection between V(A)(k) and V(A’)(k). Thus by 2.12 the set V(A)(k)
can be identified with the k-rational points of the variety Yx,. We set Yy = Y.

2.14. Let T be the matrix

T= S GLl(Fp)

and let £ be an element of F*, with ## = —%. As there exists only one perfect anti-hermitian
form on V' up to isomorphism, we can choose an [F2-basis ey, ..., ¢; of V such that the form
(+,-) with respect to this basis is given by the matrix t7. We identify V via this basis with
(F,2)". Then the unitary group G of 2.8 is identified with

G(R)={g¢ GLZ(Isz ®F, R) | thg(p) =T}.

For a matrix g, the matrix g(p) is obtained by application of the Frobenius to every entry
of g. The group G is an outer form of GLZ,sz with Frobenius action given by

O(g) =T (g")~'T.

The diagonal torus S and the standard Borel B of upper triangular matrices in Gg
are defined over IF,. Note that T' corresponds to the longest Weyl group element of é
with respect to S. Let I = (iy,...,i.) be an ordered partition of [. Denote by P; the
standard parabolic subgroup of GFP containing B such that GL%E X.ow X GLiC,Fp is the
Levi subgroup of P containing S. We write ®(I) for the partition (i, ...,i1) and obtain
®(P,....i.)) = Po(r)- Hence @ induces a morphism

D : GFP/PI — GFP/P<1>(I)
To simplify notation, we write G instead of G . For a flag 7 € (G/Pr)(R), the dual flag
FL with respect to (-,-) is defined analogous to (2.12.1).

Lemma 2.15. Let F be a flag in G/P;. The Frobenius ® and the duality morphism
F — FL define the same morphism G /Py — G/Pq)([), i.e., the dual flag F- is equal to
O(F).
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Proof. Let F be a flag in G/P;(R). Without loss of generality, we may assume that the
constituents of F are free. Let Fro be the standard flag corresponding to the parabolic
subgroup Pr. Then there exists an element g € G(R) such that F = gF;o. We have
®(gPr) = ®(9)Pa(r), hence

(F) = @(9)Fa(r)0 = ®(9)(Fr0) "

Furthermore, (®(g)z, gy) = (z,y) for all z,y € R!, hence ®(g)(Fr0)* = (9F10)* which
proves the claim. O

Proposition 2.16. The closed subscheme Ya of Grassg1(V) is smooth of dimension d.

Proof. We use the notation of 2.14. It is sufficient to prove the claim after base change to
Fp. By Lemma 2.15 it is clear that Y, is the intersection of the graph of the Frobenius

G/Pas1,d) = G/Pas1,a) X G/ Pgas)
g+~ (9,%(9))

with the morphism

G/Par,a) = G/Pas1,a) X G/Padsr)
g+ (9,9)

It is easy to see that this intersection is transversal of dimension d, hence Yy is smooth. [

2.17. Our next goal is to relate Y with generalized Deligne-Lusztig varieties. Let S; be
the symmetric group in [ elements and denote by W; the Weyl group of the Levi subgroup
GL;, F, X X GL; 7, of Pr. We identify Wy with the corresponding subgroup of S;. Let

F=0CFHC.CF.CV]
G=0CG C..CGCV]

be two flags in G/Pr(R). Then F and G are in standard position if all submodules F; +G;
are locally direct summands of R'. Equivalently, the stabilizers of F and G contain a
common maximal torus. For F and G in standard position, we recall the definition of the
relative position inv(F,G). Consider the diagonal action of G on G/P; x G/P;. By the
Bruhat decomposition, the orbits of this action are classified by the quotient Wp, \:S;/Wp,.
Then inv(F, G) is defined as the element of the constant sheaf associated to Wp,\S;/Wp,
such that locally on R the element (F,G) € G/Prx G/ P is contained in the corresponding
orbit.

For a partition I with I = ®(I) and an element w € Wp,\S;/Wp,, we recall the
generalized Deligne-Lusztig variety X p, (w) over F,,

Xp,(w) = {F € G/P; | inv(B(F), F) = w}. (2.17.1)
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We call this variety a generalized Deligne-Lusztig variety as in [DL] this variety is only
defined in the case of a Borel subgroup. As noted in [Lu2], this construction works for
arbitrary parabolic subgroups defined over I,,.

The variety Xp, (w) is the transversal intersection of the graph of the Frobenius with
the orbit of (1,w) in G/Pr x G/Pr under the diagonal action of G. Therefore, the variety
Xp, (w) is smooth and its dimension is equal to the dimension of the subvariety PrwPr/Pr
of G/Py. In particular, if P; = B, the dimension is equal to the length of w.

Denote for ¢ =0, ...,d by

wi=(d+1,...,d+i+1)€S

the cycle which maps d +1 to d + 2 etc. and denote by I; the partition (d — 4,12+, d —1).
To simplify notation, we write P; and W; instead of P, and Wp,.

We have wy = id and Iy = (d,1,d). If i = d, we obtain wg = (d+ 1,d+2,....,1 — 1,1)
and I; = (1%), i.e., Py = B. Note that I; 1 = I; = (1') but wgq_; # wg.

Lemma 2.18. For 0 <1i <d the dimension of Xp,(w;) is equal to i.

Proof. We have

Since I; is equal to (d —4,1%%! d — i), the Levi subgroup L as in 2.14 of P; is isomorphic
to GLg_; xG2+! x GLy_;. Let By_; be the standard Borel of upper triangular matrices
in GL4_;. Then

dim P;/B =dim L/(BNL)
= 2dim GLdfi /Bdfi
=(d—-i—-1)(d—1).
On the other hand, Pyw;P; = BW;w;W;B. Let w} € S; be the longest representative
of the residue class of w; in W;\S;/W;. Then the dimension of Pyw;P;/B is equal to the

length of w;.
Suppose first that ¢ = d, i.e., Py = B. We obtain Wy = 1. Thus w), = wq and

dim Xp(wq) = length(wg) = d.
Now suppose ¢ < d. Then

W;=((12),...,(d—i—1,d—1i),(d+i+2,d+i+3),...(n—1,n))
=Sy X Sq_;-
Since w; = (d+1,...,d + i + 1), we obtain that w/ is equal to the product of w; with the

longest element in W;. Therefore, the length of w/ is equal to i + (n — i)(n — ¢ — 1) which
proves the claim. O

The next theorem establishes a link between Y, and generalized Deligne-Lusztig vari-
eties.
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Theorem 2.19. There exists a decomposition of Ya over F, into a disjoint union of locally
closed subvarieties

d
Ya = [ Xp, (wi), (2.19.1)
=0

such that for every j with 0 < j < d the subset LJ_rJg:O Xp,(w;) is closed in Yy.
The variety X p(wq) is open, dense and irreducible of dimension d in Y. In particular,
YA is irreducible of dimension d.

Proof. As in 2.14 we identify V with (F,2)’ such that the form (-, ) is given by the matrix
tT. For a algebraically closed field extension k of E, and a subspace U C Vj, we have
(UH)t = 7(U) by 2.8. For an arbitrary F,-algebra R, we do not have an operator 7 on
Vg, but to simplify notation, we write 7(U) for (U+)* for all locally direct summands U
of VR.

Let U be an element of Y (R). We may assume that Spec R is connected. The module
U is a locally direct summand of R’ of rank d + 1 such that U+ C U with U/U" locally
free of rank 1. Let F be the flag

F=ocUtcucV).
By Lemma 2.15 the flag ®(F) is equal to
OF)=[0C U Cr(U) S V],

If U +7(U) is a locally direct summand of R, i.e., if F and ®(F) are in standard position,
we obtain that inv(®(F), F) is either the identity or wy in Wi\ S;/Wy. Hence we obtain a
disjoint decomposition of V(A) into the open subvariety X p,(w1) and the closed subvariety
Xpy (id)

YY) = XPo (ld) ) XP() (wl) (2192)

Let ¢ be an integer with 0 < ¢ < d — 1 and let F be a flag in Xp, (w;) ¥ Xp, (wit1)-
Then F is of the form

f:[OCf_i_lg...gf_lgflg...gﬂ_HCV].

For an integer j with 1 < j <7+ 1, the modules F_; and F; are locally direct summands
of R! of rank (d — j + 1) and (d + j) respectively.

Claim: The flag F is uniquely determined by F7j.
Indeed, since ®(F) and F are in relative position w; or w;y1, we obtain a commutative
diagram

1 1 L 1 L 1

Fis1 & S F ¢ Fa ¢ Fun & o & FL & Fog
#Q\\¢ #Q\\

Fivi¢ - ¢S Fi ¢ AR ¢ F ¢ o ¢ F ¢ Fn
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Furthermore, we have

Fliy=Fin if inv(®(F),F) = w;,
Fliii # Fin if inv(®(F),F) = wiy1.

As ®(F) and F are in standard position, we obtain that for j with 2 < j <i+1

.7'}:.7:]‘_14—.7%3-“
= Fj-1+7(Fj-1)

By induction we obtain
J
Fi= > 1mMF).
m=1

Therefore, F is uniquely determined by F; and the claim is proved.
Let ¢ with 0 < i < d — 2. The claim shows that the natural morphisms

Xp,yy (Wig1) = Xp (wig),

are monomorphisms. We now want to show that we have a decomposition of Xp, (w;41)
into the closed subvariety Xp,, , (w;t1) and the open subvariety Xp,,  (wit2),

XPi (wi-‘rl) = XPi+1 (wi-i-l) & XPH—I (wi+2)~ (2'19'3)

Indeed, let F be a flag in Xp (w;t1)(R). Since ®(F) and F are in standard position,
Fiva = Fig1 + 7(Fiz1) and F_;_o9 := .7-?;2 are locally direct summands of R' of rank

(d+1i+2) and (d — i — 1) respectively. We extend F to the flag
Fl=0CF i 2C...CF1CHC..CFiaCV].

If ®(F') and F’ are in standard position, we obtain that inv(®(F’), F’) is either w; ;1 or
Wit in Wig1\S;/Wig1. Thus F' is either an element of Xp,, (wiy1) or of Xp,  (wiy2).
This proves (2.19.3).

The disjoint sum decomposition in (2.19.1) follows by induction from (2.19.2) and
(2.19.3). The subset [H]_, Xp,(w;) is closed in Y, by construction. By Lemma 2.18 the
variety Xp, (w;) is of dimension i. Since Y} is smooth of dimension d, the open subvariety
Xp(wq) is dense. It remains to show that Xp(wg) is irreducible.

Consider the set D = {(1,2),..., (I —1,1)} of simple reflections of G with respect to B.
The Frobenius action on D with respect to G is given by o((i,i + 1)) = (I —i,l —i+1).
Since [ is odd, there are d orbits of the action of ¢ on D. Each orbit is of the form
{(G,i+1),(l—d,l —i+1)} withd+1<i<[l—1. A Coxeter element of S is a product
of the form vq ---v4 € S, where v1,...,vgy € D are representatives of the different orbits
([Lul]). The element wg = (d+1,d+2)---(I—1,1) € S; is a Coxeter element. It is shown
in ([Lul] 4.8) that Xp(w) is irreducible for each Coxeter element w. In particular, X p(wq)
is irreducible. This proves the theorem. O
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Proposition 2.20. Let A" € Ly with A" C A and denote by V' the F,2-vector space
N /p(N)V. Then the variety Yy is a closed subvariety of Yo of dimension equal to the
type of A.

Proof. Let I’ be the type of A" and let d' = (I’ — 1)/2. By definition (2.12.2) we have
Ya(R) = {U C V} alocally direct summand | tkpU = d' + 1, UL c U},
hence by 2.9
Yu(R) ={U € YA(R) | U C (A'/pA¥)R}.

Thus Yy is a closed subvariety of YA. By Proposition 2.16 the dimension of Yy is equal
to the type of A’. O

2.21. For U € Y, (k) let 0 < iy < d be the minimal integer such that U + ... + 74(U) is 7-
invariant. For a lattice A € V(A)(k), let i4 be the minimal integer such that A+...+7%(A)
is T-invariant. Suppose that A corresponds to U via the bijection of Proposition 2.9, then
A =1y.

Denote by V(A)(k)° € V(A)(k) the set of lattices A € V(A)(k) with i4 = d, ie.,
A4 ...+ 1A = Ay

Corollary 2.22. For every integer ¢ with 0 <1 < d we have

Xp(wi)(k) ={U € Ya(k) | iv = i}
={AeV(A)(k) |ia=i}.

In particular, Xp(wq)(k) = V(A)(k)°.

Hence
W Xp k)= | vk = | vk (2.22.1)
7=0 AN CA AN CA
necd” NeLgh
I'<2i+1

There exists a scheme theoretical decomposition

Ya= |J YawXp(wa), (2.22.2)
A'CA
ANeLy
where the first summand is closed and the second summand is open.

Proof. The corollary follows from the proof of Theorem 2.19 and from Proposition 2.20. [
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3 The combinatorial intersection behaviour of the sets V(A)

3.1. From now on we assume that p # 2. Let C be a Qp2-vector space of dimension n with
perfect anti-hermitian form {-,-} as in 2.1. Denote by ¢ an element of Z;Z with t7 = —t.

As in 2.1 we assume that the anti-hermitian form {-,-} is equivalent to the form induced
by the matrix T with T' = t1,, if n is odd and equivalent to the form induced by T = t.J,, if
n is even. Denote by H the special unitary group over Q, with respect to (C,{-,-}), i.e.,
for a Qp-algebra R, we have

H(R) = {g € SLg,0q,r(C @q, R) | {g2, 9y} = {z,y} for all 2,y € C ®q, R}

Let k be a algebraically closed field extension of Fp. In this section we will prove that the
incidence relation of the sets V(A)(k) of D;(C)(k) can be read off from the combinatorial
simplicial structure of the Bruhat-Tits building B(H, Q)) associated to H. As in Section 2,
we assume that ni is even.

Propositions 2.6 and 2.7 show that the intersection behaviour of the sets V(A)(k) only
depends on A € £;. Therefore, we write V(A) and D;(C') instead of V(A)(k) and D;(C) (k).

Definition 3.2. Let B; be the abstract simplicial complex given by the following data. Let
m be a nonnegative integer. An m-simplex is a subset S C L; of m + 1 elements which
satisfies the following condition. There exists an ordering Ao, ..., Ap, of the elements of S
such that

P AL C A C AL C .. C A (3.2.1)
A vertex is defined as a 0-simplez.

Remark 3.3. Let S be an m-simplex of B; and let Ag,...,A;, be an ordering of the
elements of S which satisfies (3.2.1). Since all A; are in £;, we obtain from (3.2.1) the
more precise chain of inclusions

pTIAY C Ao € .. T A, CPAY, S CPIAY. (3.3.1)
Obviously, we have 0 <m < (n —1)/2.

3.4. Let {A} be a vertex of B;. We say that {A} is of type [ if A is of type [. A vertex
{A'} € B; is a neighbour of {A} if A # A" and if there exists a simplex S € B; such that A
and A’ are contained in S. This is equivalent to the condition that {A, A’} is a 1-simplex
of B, i.e, AC A or A C A. Let [ and I’ be the type of A and A’ respectively. In the first
case we obtain [ < [’ and in the second case I’ > .

Proposition 3.5.  a) Let A be a lattice in L; of type l. Then the set
[N € £, | V(N) € V(A))

corresponds to the set of neighbours of {A} of type l! <.
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b) Let A and N be in L; of type | and l' respectively such that A # A’. Then
V(A NV(AN) £ 0

if and only if {A} is a neighbour of {A'} or if there exists a vertex {K} in B; of type
¢ <min{l,l'} such that {A} is a common neighbour of {A} and {A’}.

Proof. The proposition follows from Proposition 2.6 c)(ii). O]

Theorem 3.6. Let B(H,Qp)simp be the abstract simplicial complex of the Bruhat-Tits
building of H. Then there exists a simplicial bijection between B; and B(H,Qp)simp-

Proof. We choose a basis of C' such that the form {-,-} is given by 7. For a matrix g,
denote by ¢() the matrix obtained by applying the Frobenius o of Q,2/Qy to every entry
of g. Then H is the outer form of SL(C') with Frobenius

O(g) =T ()T

for g € SL(C). The simplicial complex B(H, Qp)simp is equal to the fixed points of ¢ on
the simplicial complex B(SL(C), Q2 )simp ([Ti] 2.6.1).

An m-simplex of B(SL(C),Q,2)simp is a set {[Ag],...,[An]} of homothety classes of
lattices with the following property. There exist representatives A; € [A;] which form
after renumbering the lattices Ay, ..., A, an infinite lattice chain

W CPAR CANC ... CA, Cp A C (3.6.1)
We first consider the case ¢ = 0. We define a simplicial morphism

@ : By — B(SL(C), Qp2)simp (3.6.2)
{A0, s A} = {[Ao], ey [A], [A ] [AG]}-

This morphism is well defined as (3.6.1) follows from (3.3.1). To show that ¢ induces an
isomorphism onto B(H, Qp)simp, it is sufficient to prove the following claim.
Claim: Each simplex of B(H,Qp)simp can be written uniquely as

{[Ao], ey [Aa}v [A;/]’ ) [A(\)/]}
such that there exist representatives Ag, ..., A, satisfying
pAf S A S ... CA, CAY C ... CAY. (3.6.3)

Indeed, a simplex {[Aq], ..., [As]} of B(SL(C'), Q2 )simp is a fixed point under the action
of @ if the lattice chain (3.6.1) coincides with its dual chain

LAY C A, S CAY CpiA
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This means that there exist integers j and a with 0 < a < m such that

N
N

PAL S PAY C P,

pAm & AO - e - Aa - Aa—i— 1

PAS S PTIA

N
N
=

3

An easy index calculation shows that there exists an ordering of the homothety classes
and representatives such that we obtain a lattice chain
PAG G Ao G AL G G A C A[VmH] C..CA CAy.
2 e
This proves the claim in the case of i = 0.
Now consider the general case. By Remark 2.4 d) the isomorphism ¥; of Proposi-

tion 1.21 induces an inclusion and type preserving isomorphism of £; with Ly. Thus ¥,
induces a simplicial bijection

0; : B = By (3.6.4)
which proves the theorem. O

Proposition 3.7. Let A,A" € L;. There exist a positive integer u and elements A1 =
A Ao,y A1, Ay = N in L; such that

V(A;) NV (Ajr) #0
for every j with 1 < j <wu—1.

Proof. The building B(H,Q)) is connected, hence the simplicial complex B(H, Qp)simp is
connected. Then the proposition follows from Theorem 3.6 and Proposition 3.5. 0

Proposition 3.8. In the case of GU(1,2), i.e., if n = 3, the simplicial complezx B; is a
tree. It has two different kind of vertices. Vertices of type 1 correspond to lattices in EEI),

i.e., superspecial lattices in D;(C), and have p+ 1 neighbours of type 3. Vertices of type 3
correspond to lattices in EES) and have p® + 1 neighbours of type 1.

Proof. As n is equal to 3, Remark 3.3 shows that there exist only O-simplices and 1-
simplices. The building B(H,Q)) is contractible, hence its simplicial complex is a tree.
Thus by Theorem 3.6, the simplicial complex B; is a tree. The type of a lattice A € L; is
equal to 1 or 3 (Rem. 2.4). By construction of B;, each vertex of type 1 has only neighbours
of type 3 and each vertex of type 3 has only neighbours of type 1.

Now consider the case i = 0. Let A be in 583). Denote by V' the [F2-vector space
V = A/pA with perfect anti-hermitian form (-,-) as in 2.8. By Corollary 2.10 a) the
neighbours of {A} correspond to F,2-subspaces U of V' of dimension 2 with U L cu.
As all anti-hermitian forms on V' are equivalent, there exists a basis of V such that (-,-)
is given by the matrix ¢I3. By duality the neighbours of {A} correspond to the totally
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isotropic subspaces of V' of dimension 1, i.e., to the F 2-rational points of the Fermat curve
C in P2 , given by the equation
p
wgﬂ + x’f“ + w§+1.
An easy calculation shows that the number of IF2-rational points of C is equal to P>+ 1.
Analogously, the neighbours of a 0-simplex {M} correspond by Corollary 2.10 b) to
the totally isotropic 1-dimensional subspaces of the 2-dimensional I 2-vector space V' =
MY /M. An easy calculation shows the claim.
Now consider the general case. By (3.6.4) there exists a simplicial bijection between
B; and By, hence the claim follows from the case ¢ = 0. O

Remark 3.9. Let n = 3 and let A, A’ € £;. As B; is a tree, there exists a unique lattice
chain for A and A’ as in Proposition 3.7 of minimal length. We call its length u the
distance u(A, A’) of A and A’. The distance of two lattices A and A’ of the same type is
even.

4 The local structure of N for GU(1,2)

4.1. In the next two sections, we will describe the scheme theoretic structure of A% in
the case of the unitary group GU(1,2). We again assume that p # 2. We will first describe
the scheme theoretic structure of the open and closed subscheme N[ ed of quasi-isogenies
of height 0.

4.2. We will always denote by k a algebraically closed field extension of F,. By abuse of
notation, we will mostly identify the elements of A/ (k) with their corresponding Dieudonné
modules as in 1.2. We say that a p-divisible group in Ny(k) is superspecial if the corre-
sponding Dieudonné module is superspecial. Let N = Ny @& N; be the isocrystal over
W (F,)q with perfect alternating form (-, -) as in Section 1. In Sections 2 and 3, we have
denoted by C the Q2-vector space Nj of 7-invariant elements of Ng (1.9). By abuse
of notation, we will identify the sets Ny(k) and Dy(C)(k) using the bijection of Proposi-
tion 1.11. By Remark 2.4 we will identify the superspecial points of Ny(k) with the lattices
in L'él) .

We fix some notation. As in Lemma 1.15, we fix an element t € Z;2 with t7 = —t and
denote by t its image in IF;Z. For an element x in a ring R, we write [x| for the Teichmdiller
representative (z,0,...) € W(R). The map [ | : R — W(R) is multiplicative and injective.
As p # 2, we have 1 4+ [—1] = 0 which we will frequently use in the sequel.

For every scheme S over 2, we denote again by S the corresponding scheme over Fp.

4.3. For A € Ly we have defined a closed subset V(A)(k) of Ny(k). By 2.12 there exists a
smooth, irreducible and proper variety Y over . such that Yy (k) = V(A)(k) for every
algebraically closed field extension k of F,. The varieties Y depend up to isomorphism
only on the type [ of A (2.12). By Remark 2.4 the type [ is equal to 1 or 3. If [ = 1, the
variety YA consists of only one point. If [ = 3, the variety Y} is smooth and irreducible of
dimension 1 (Prop. 2.16, Thm. 2.19).
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By Proposition 2.6 we know that

No(k) = | V(A)(EK).

Aeﬁé?’)

If the intersection of two different sets V(A)(k) and V(A)(k) is nonempty, they intersect at
one superspecial point, the lattice ANA" (Prop. 2.6, Prop. 2.7). Each set V(A)(k) contains
p> + 1 superspecial points and each superspecial point is contained in p + 1 sets V(A)(k)
(Prop. 3.8).

Let M € Ny(k) be a superspecial Dieudonné lattice. The following lemma follows
directly from Sections 1 and 2.

Lemma 4.4. The lattice M is already defined over Z,2. There exists a T-invariant basis
e1, €, es, f1, fo, f3 of M such that

My = (e1, €2, e3)w k)
My = (f1, fo, f3)w)-

The matrixz of F with respect to the above basis of M is given by

p

The form {-,-} on My is given by the matriz

P
t 1 . (4.4.1)

p

In particular, the only nonzero values of the alternating form (-,-) on the basis of M are
gz’ven by <6i,fj> = —<fz‘,€j> = t(gij.

Proof. As M is superspecial, it is 7-invariant, hence defined over Z,.. By Lemma 1.16

there exists a basis ey, ez, e3 of M such that the form {-,-} is given by the matrix (4.4.1).
We have pM = (eq, pes,e3). The proof of Proposition 1.11 shows that M is equal to
F~Y(pMY)). For i = 1,3 we define f; = F~'e; and set fo = F~!(pez). This basis satisfies
the conditions of the lemma. O

4.5. Let J be the set
T ={[\:p] € PL(F,2) | W 4 pP =0},

Note that J has p + 1 elements.
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Lemma 4.6. There exists a bijection between the sets V(A)(k) with A € E(()?’) which contain

M and the elements [A : p] € J. For [A: u] € J the corresponding lattice A € E(()?’) is
given by

A = {e1,e9,e3,p H([Ner + [Kes))w ) (4.6.1)
In particular, M is contained in p + 1 sets V(A)(k).

Proof. Let A € Eé?)) be a lattice with M{j C A. We have to prove that A is of the form
(4.6.1) for unique [\ : p] € J. We have

1 1 1 1
pA C p(M()Y C MjC A=A C(M]).
Since M is of index 1 in A, there exist elements A, u, v € F)2 such that
A= (e1,ez,e3,p ([Ne1 + [V]ea + [les))w e z)-

As A is totally isotropic, v = 0 and APt + Pt = 0. The element [ : y] € P1(F,2) is
uniquely determined by A.

On the other hand, it is clear that every lattice defined by (4.6.1) is contained in E(()g)
and contains M. ]

4.7. The Frobenius o acts on the set 7. We choose a set J = {(\i, uti) Jo<i<p Of repre-
sentatives of the different elements of 7 such that (X, u?) € J for every i. We denote by
o (i) the unique integer j with 0 < j < p and (A, i) = (Aj, ).
We fix an integer ¢ with 0 <1 < p. Let A; be the lattice corresponding to (A, p;) and
let
exu =P ([Ader + [piles) € Ay

Then {e1, ez, €y, } is a W(F,2)-basis of A;. Let V be the Fp-vector space A;/pA; with
induced basis {€1, €2, €y, }- Denote by (-, -) the perfect form on V' induced by {-,-}. With
respect to the above basis the form (-,-) is given by the matrix

AP
t 1 € GL3 (]sz ) .
Ai

In 2.12 the variety Y}, is defined as the closed subvariety of Grassz(V') over 2 given
by

Ya,(R) = {U C Vg a locally direct summand | rkp U = 2, U+ c U}.

The superspecial lattice M corresponds via the bijection of Proposition 2.9 to U = (€1, €2).
Let Ung; be the open neighbourhood of U in Yy, given for each F2-algebra R by

Z/{M,Z'(R) = {Ua,b = <§1 + aeéy, u;> €2 + bé)\i,m) ‘ a,be R} N V(Ai)(R).

32



Lemma 4.8. We have
Z/{MJ'(R) = {Ua,b = <é1 + aéy, u;5 €2 + bé)\wl) ‘ ap/\f + a\; — prrl)\ZiH_l =0; a,be R}.
In particular, Ung; is isomorphic to T; = Spec R;, where
R; = F2la,b]/(aP AV 4 a);i — bPHINPH). (4.8.1)

Proof. For U,y to be contained in V(A;)(R), it is necessary and sufficient that U, ;:b C Ugp-

An easy computation shows that U, N U;:b # 0 if and only if a? A + a); — bp+1)\f+1 =0.
In this case we obtain
Ulb = <El — bp)\lpég — ap)\filéki#». OJ

a,
Remark 4.9. As the Frobenius twist Ti(p ) of T; is isomorphic to T5;), we will always
identify Ti(p ) with T o(i)- We denote by Fry, : T; — T, ;) the relative Frobenius.
Lemma 4.10. The variety Yy, is isomorphic to the smooth and projective curve Cy, in
]P’IQFPQ given by the equation
aPNd + aldP — PN = 0

forfa:b:d eP;

p

Proof. By Lemma 4.8 the projective nonsingular curves Y, and C, are isomorphic over
the open subvarieties Uy, and {d # 0} respectively. Therefore, they are isomorphic. [

Remark 4.11.  a) The complement of Upz,; in Y, contains only point. This point is

[F,2-rational. Indeed, this follows from the same result for C},.

b) The curve Y}, is isomorphic to the Fermat curve C in IP’IQF , given by the equation
p

1 1 1 _

Indeed, as there exists up to isomorphism only one perfect anti-hermitian form on
(]Fp2)3, the Fermat curve C is isomorphic to the curve C, of Lemma 4.10.

4.12. For a,b € k denote by ¢ € k the element ¢ = —/\i,ui_la. Let
Prog =0 (ML + (18] f3) € N
We define the following elements of the isocrystal N, which depend on a, b.
b =er =7 Mlea + (la] = b7 XDer
€y = ez + [blex,
e T R (G e O
f1 = fi =A™ fo = [N TP
f2 [P 1D
f3 = fs — [bpalp™" fa = lews P1 Faipe-

(4.12.1)
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Denote by dpz,; the open immersion

On,i Ty — Ya, (4.12.2)
(CL, b) = Uab

of Lemma 4.8. By Proposition 2.9 we have a bijection 0; : Y, (k) < V(A;)(k). Consider
the following diagram

i J (4.12.3)

By Remark 4.11 a), the complement of the set Sar (k) C V(A;)(k) defined in the above
diagram consists of only one superspecial point.

Proposition 4.13. The map Vg (k) is given by

Uari(k) : Ti(k) 25 Sari(k) C V(A)(K)
(CL, b) = ab = MO ® Ml
with
My = (&1, 82, &) w) (4.13.1)
My = (f1, fo, f3)w ), (4.13.2)

and V(Mgp) = (él,pé2,53,pf1»f27pf3>W(k)-

Proof. For (a,b) € Tj(k) we have dps,i(a,b) = Ugp. Let m: A; — A;/pA; be the natural
projection and let 7 be the base change of m with W (k). Then by Proposition 2.9 we
obtain My = 7, "(U, ) and My = F~}(pM/). We have

My = <61 + [a]eM,MN €2 + [b]e)\mm’pe)\mui)
= <61 + [a]eM,um €2 + [b]e)\muw €3 + [C]ex\i,u)' (4'13‘3)

Similarly, we obtain for pMy = ' (UL,)

pMS/ = (6’1 - [pr?]EQ - [ap)\ffl]e/\i”u“pe%peM,M>
= <61 - [WAf]EQ - [apk?il]e/\i,,uppe27 €3 — [bpﬂf]BQ - [Cpﬂ?il]ez\huﬁ (4134)

Note that for the equalities (4.13.3) and (4.13.4) we use again p # 2. From (4.13.4) we
obtain

My = (fi — X~ o — [aN ) faiss oo f3 = opalp ™ fo = [esty D) fa)- (4.13.5)
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As pfa s = [)\f]ﬁ + [/Lﬂfg, equality (4.13.2) follows from (4.13.5). The equality (4.13.1)
follows from the equations

e = (e1 + lalex.p) = 17 N1ea
. -1 p
& = (e + [clex, ) — VP gl
An easy calculation shows that V(M) has the desired basis. O

Remark 4.14. The map ¥z ;(k) is not a morphism. Indeed, the formulas (4.12.1) show
that the module M, is not defined over a non perfect ring.

4.15. Our goal is to find an affine scheme T such that locally at M the variety N7¢? is
isomorphic to Ths. Consider the polynomial ring in a;, b; for 0 < i < p,
A=Ty [a;, bilo<i<p-
For 0 < i < plet h; € A be the polynomial
hi = aPAP + agh; — BPIAPHY
and let a C A be the ideal
a = (hi, a;aj, a;bj, bibj)o<izj<p-
Let A’ = A/a and let Z be the affine scheme Spec A’. Denote by Z; the closed subscheme
Spec A’/(a;,b;);-i of Z.

Lemma 4.16. The closed subschemes Z; are the irreducible components of Z. They
intersect transversally at the origin 0 and each Z; is isomorphic to U;. Furthermore, Z is
reduced and its tangent space at the origin has dimension p + 1.

Proof. For 0 < i < p the closed subscheme Z; is isomorphic to ;. We obtain
P
Z\{0} = |H z: \ {0},
i=0

hence the Z; are the irreducible components of Z. In particular, Z is smooth away from
the origin.

We now prove that A’ is reduced. Since U; is irreducible, it is clear that h; is irreducible.
Let f € A such that f" € a for an integer r > 1. We want to show that f € a. By the
definition of a, we may assume that f = >"¥  f; with polynomials f; € A which depend
only on a;,b;. Then

P

fm= Zf{moda.

=0

As f" € a, we obtain that f/ € a for every i by the definition of a. Therefore, f/ is
divisible by h;. Since h; is irreducible, it divides f;, which proves that A’ is reduced.
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The tangent space at the origin is given by the equations da; = 0 for i = 0, ..., p, where
da; and db; are the differentials of a; and b; respectively. Therefore, the tangent space is
of dimension p 4+ 1. In particular, all irreducible components intersect transversally at the
origin. O

4.17. The moduli space M of abelian varieties defined in the introduction is smooth of
dimension 2. By the uniformization theorem of Rapoport and Zink, the moduli space N
is locally isomorphic to the closed subvariety M?®® of the special fibre of M if C? is small
enough (comp. Sec. 6). Thus the tangent space of N7 at each closed point is at most
of dimension 2. Therefore, the local structure of A ¢d at a supersingular point cannot
be given by Z. We will define a modification of the ring A’ such that the tangent space
at the origin has dimension 2 and prove that the local structure of N ed is given by this
modification.

Consider R = Fy2a;, 7, ylo<i<p. For an integer k with 0 < k < p let g, € R be the
polynomial

p

K _ _
gk = Z(af)\f /,Li-g + a,‘/\z1 kuf‘) — PRy
=0
Define
Rar = R/(xPT + 4Pt asa5, ai(N\iy — 1), gr)o<izi<p, 0<k<p (4.17.1)

and denote by Ths = Spec Rps the corresponding affine scheme. Let
Rpgi = Raa/(ag, \iy — 1i) j£i

and let Ths; be the corresponding closed subscheme of Ty.
Let R; be as in (4.8.1). We write a;, b; instead of a, b for the indeterminates of R;. We
have the following equality in R;

O ) hi = af Nl - @Rl — (bR ().
Therefore, the morphism

ni: Ri — R (4.17.2)
a; — a;

-1
b — A\ x
is an isomorphism.

Proposition 4.18. The closed subschemes T, are the p 4 1 irreducible components of
T'nr which intersect pairwise transversally at the origin 0. Furthermore, T'ng; s isomorphic
to U; for 0 <1 < p, hence is smooth of dimension 1.

In particular, Ty is of dimension 1 and smooth away from the origin. The tangent
space of Try at the origin is 2-dimensional.
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Proof. As Rpg,; is isomorphic to R; by (4.17.2), the subscheme Tz ; is isomorphic to U;.
Thus it is smooth of dimension 1. The schemes Ths and Tz ; coincide on the open locus
{a; # 0}. We have

T\ {0} = H‘J T, \ {0}
i=0

This shows that Ths is of dimension 1 and smooth away from the origin.
We now compute the tangent space of Ty at the origin. By (4.17.1) the tangent space
at the origin in terms of the differentials day, ..., da,, dx, dy is given by the equations

p
Z )\}_kufdai =0
i=0

for 0 < k < p. This system of equations has rank p + 1 (Vandermonde determinant),
hence we obtain da; = 0 for all 7. This proves that the tangent space has dimension 2.
Furthermore, we see that any two irreducible components intersect transversally at the
origin. O

Proposition 4.19. The scheme Ths is reduced.

4.20. To prove Proposition 4.19, we first consider the homomorphism

Y R=TFpla;, v, ylo<i<p — A = Fp2las, bilo<i<p

a; — a;
p
T — Z b
=0
p
y > b
=0

It is easy to see that the homomorphism  induces a homomorphism
Y Ry — A

We will show that 1)’ is injective. This will prove that Rps is reduced, as A’ is reduced by
Lemma 4.16.
Let A be the ring

A = A/(aiaj, bibj, aibj)o<izj<p
and denote by R the ring

R =R/’ +y"™ a;a, ai( Ny — pix))o<izi<p-
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We obtain a commutative diagram

rR—"

/041 ﬁli\

[y ; Y
O‘Si R v A Eﬁ3

Note that all rings in this diagram are graded rings and all homomorphisms respect the
gradings.

Lemma 4.21. The morphism 1/; : R — A is injective.

Proof. Let f € R such that 51 o ¢(f) = 0. We want to show that a;(f) = 0. We may
assume that f is of the form

p
= aifi(a,z,y) + f(x,y). (4.21.1)
i=0

Here f;, f are polynomials in R such that f; depends only on a;,z,y and f depends only
on z,y. Since (1 oY (f) = 0, we obtain for all ¢

f(bi)\i, bz‘ﬂi) =0€ A (4.21.2)
ai fi(ai, biXi, bip;) = 0 € A. (4.21.3)

Let fm(a:, y) be the homogeneous component of degree m of f . Then
Fn(Nibi, pibs) = b fore (i, i) = 0

for all i. Therefore, fi(z,y) = 0 for all (z,y) € Proj Fp2lz,y]/(xPT! 4 yP*1). Since this
scheme is reduced, we obtain that 22! 4 yP+1 divides fy,. Thus a( f )=0.
Now consider the equation (4.21.3). We may write

fi(aiamay) = Zaffr,m(xyy%

where f;,, is a polynomial in z,y homogeneous of degree m. By (4.21.3) we obtain
frm(Xi, i) = 0. An analogous argument as above shows that the polynomial p;z — Ay
divides fym, hence a;(piz — \jy) divides f;. Therefore, aq(f;) = 0 and ¢ is injective. [

4.22. Proof of Proposition 4.19.
As A’ is reduced by Lemma 4.16, it suffices to prove that 1)’ is injective.
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Let f € R such that the image of 83 09 (f) = 0. We may assume that f is of the form
(4.21.1). We obtain

Plar(f)) = Z(az’fi(% bidi, bigis) + F(biki, bigsi)). (4.22.1)

i=0
As (3 09(f) = 0, there exist polynomials w;(a;, b;) and z;(b;) in A with z;(b;) depending
only on b; such that
5 P
Y(ea(f)) = Z(aiwi(ai, bi) + zi(b;))hi. (4.22.2)
i=0

Since h; is a polynomial of degree p+ 1 in b;, it is easy to see that every monomial in f is
of degree greater or equal than p + 1. We write

P
f = Z acpH_kykfk(x, Y)- (4.22.3)
k=0

Define

p P
f/zzaiwi(au)\i_ﬂﬁ Zf (z,y)g
k=0

Claim: We have (a1 (f")) = (a1 (f)).

An easy calculation shows that

p
Blar(f) = dlaa(f) = 3 hilzab ZA EACS R} (4.22.4)

=0 =

We obtain from (4.22.1) to (4.22.3) with a; = 0 for all ¢ that

_Zz z Z)\ fk b )\17171/%)

which proves the claim by (4.22.4).
Since 1) is injective by Lemma 4.21, we obtain that a1(f’) = a1(f). By construction

as(f’) =0, hence v is injective. O
Lemma 4.23. The completion @TM70 of the local ring of Ths at the origin 0 is isomorphic
to
P
Fye [z, y]l/ H()‘ly — W)
i=0

In particular, Ty is of complete intersection.
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Proof. We use the notations of 4.17. An elementary calculation shows that [T2_(Ajy—pix)
is contained in the ideal (g)o<k<p of R. Thus the morphism

p

@ Fpeflz,y]l/ H()\z‘@/ — piz) — Rago
i=0
Xr+— X
y—y

is well defined. Both rings are of dimension 1 and have (p + 1) irreducible components.
It is easy to see that the tangent map of ¢ is an isomorphism. Therefore, ¢ is surjective.
Furthermore, ¢ induced an isomorphism on irreducible components, hence ¢ is injective.

O

4.24. From now on, we will use the theory of displays as in [Zi2]. Let R be a ring
of characteristic p. There exists a functor from the category of displays over R to the
category of formal p-divisible groups over R ([Zi2], Thm. 81). If R is of finite type over a
field of characteristic p, this functor is an equivalence of categories ([Zi2] Thm. 103). For
such a ring R, we will identify the elements of Ny(R) with the corresponding displays with
additional structure.

We denote by Ir the image of the Verschiebung on W (R). The Dieudonné module M
defines by base change a display Pasr = (Par, Qar, F, V1) over Rps. We have

Prr = M @y ,) W(Rwm)
and

Qnr = (e1, f2,e3)w(rar) © Irpr (f15 €2, f3)w(Rpr) C P (4.24.1)

The display Pps is equipped with an action of Og, i.e., a Z/2Z-grading

Py = Prgo @ P

= (e1, €2, e3)w(rar) D (15 f2, [3)w (Rar)

and an induced grading Qar = Qnr0 ® Qa1 The perfect alternating form (-,-) on M
induces a perfect alternating form on the display Py

<~, > : PM X PM — W(RM)

As Rpy is reduced (Prop. 4.19), p is a nonzero divisor in W (Rps). Denote by (N, F)
the isodisplay of Pas ([Zi2] 2.4), where Nps = Ppg ® Q. The morphism Ppy <— Npg is
injective and we obtain a Z/2Z-grading and a perfect alternating form on Nps. There
exists an operator V™! = p~'F on Njs.

We will construct a display P over Rps together with a quasi-isogeny p : P — Pas
such that P is equipped with all the data of Nj.
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Let ¢; = —)\iuflai. Consider the following elements of Nps analogously to 4.12

é1 = z]eg + Z a? AP — [2P T )p~ley + ([Zp: a?uf] — [zyP])p tes (4.24.2)

Eg = ez + [2P]p 1 + [y Ipes i (4.24.3)

&3 = e3 — [ylea + ch [2Py))p~ter + ( zp: ] = [y p es (4.24.4)
i=0 i=0

A=h—[ap ' f2— Zaw p - Za’up Lilp fs (4.24.5)

fo = fa+ [2] A+ W f3 (4.24.6)

fa=fs—[WPlp " fo— Zp; Aipld M p T — [i; il fs. (4.24.7)

If we identify Rpz; with R; via 7; as in (4.17.2), we obtain over Rps; the elements of 4.12
up to a Frobenius twist.
Let P =Py ® P, C Nps be the module given by
Po = (€1, €2, €3)w (Rar)
Pl = <f17 f27 f3>W(RM)
Denote by @ the submodule @ = (€1, fa, €3)w (Rar) P 1R <f1, €s, fg)W(RM) of P. We define

a morphism

(4.24.8)

PP —Pum
€; — PéE;
firpfi.
Proposition 4.25. The tuple P := (P,Q, F,V =) is a subdisplay of the isodisplay Nas.

It is invariant under the action of O and satisfies the determinant condition of signature
(1,2). The module P is free of rank 6 and the form (-,-) is given by the matriz

I3
t <—Ig > (4.25.1)
with respect to the above basis of P.
The morphism p' is a quasi-isogeny of height 6 of displays with Og-action such that
for all 1,22 € P we have (p/(x1), p'(x2)) = p? (w1, 72).

Proof. The display P is Og-invariant because the Z/2Z-grading on Nps induces the Z/27-
grading P = Py @ P; and a Z/2Z-grading Q = Qo ® Q1. To show that P is a subdisplay
of Nz, we have to prove that P is invariant under F' and that V~1@Q C P. Consider

L= <él7f2763>W(RM)

T = <flgé27f3>W(RM)'
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We will show that P = L & T is a normal decomposition of P. It is sufficient to prove
that FT C P and VL C P.

As an example we will check that V=1(&;) € P. The other inclusions can be proved
by a similar calculation. By (4.24.2) we have

p p
VL) = fi— [l o+ (1) al M) — Pl (DD o ) - [Py o .
=0 =0
By (4.24.5) we obtain
p
— fi+ Za”p > al ] — )L
=0

Zap)\p Y] + [Z anMi] — [aPyP D) f.
=0

Now an easy calculation using the relations of Rps (4.17.1) shows that

p
= fir ZW Do al N~y

=0
2 ~
Zapv Yl 1Y - D
1=0

By definition of Rps (4.17.1) we know that

p

Z Zap)\p [Pt € IRy,

=0
[Zai/\;_p p Za E IRM,
=0

hence their images under o are elements of pW (Rpz). Thus V=1(&;) € P.
The following statements follow by a straightforward calculation. The matrix of (-, )
on P with respect to the basis in (4.24.8) is given by the matrix

I3
' <—f3 > ’

hence the form is perfect on P. As det(éy, é2, €3, fl, fg, fg) = 1, the module P is free of
rank 6. We have p/(Q) C Qarg, hence p’ is a quasi-isogeny. The height of p’ is equal to 6.

To prove the determinant condition of signature (1, 2), note that Q/Ig,, P is isomorphic
to the dual of the Lie algebra of the corresponding p-divisible group. By construction the
dimension of Qo/Igr,, Py is equal to 2 and the dimension of Q1/Ig,, P is equal to 1, hence
the determinant condition is satisfied. O
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4.26. Let Py be the display over Ry of the p-divisible group X of 1.2. Denote by pas :
Pnrnr — Py the quasi-isogeny of height 0 induced by the two lattices Ml and M in N. Let
p=p tprprop : P — Pyu. Then by Proposition 4.25, the morphism p is a quasi-isogeny
of height 0 of polarized displays. The pair (P, p) defines by base change a morphism

g Thg — NG, (4.26.1)

Here we denote again by Ths the corresponding scheme over F,. By construction of the
display P of Proposition 4.25, the morphism ®p; depends on the choice of the basis
et, ..., f3 of M. We denote by ®pz; the restriction of ®ps to the irreducible component
TMJ‘ of TM

Let & be a k-rational point of Tz, and let (a,z,y) € kP+3 be the coordinates of & with
a = (ag,...,ap). We have a; = 0 for j # i and y = \; 'z, We identify Thr; with T; via
the isomorphism 7; of (4.17.2), i.e., the element ¢ corresponds to (a;,b;) with b; = zA; .
Consider the set Spz (i) (k) C V(Ag(;))(k) as in 4.12 and consider the relative Frobenius
FI'TM,Z. : TM,i - TM,U(Z’) (Rem 4.9).

Lemma 4.27. On k-rational points @ g ; induces a bijection between Tng ;i and Spg o (i) (k),

Pt s Tai(k) — Shao(iy () (4.27.1)
(@i bi) — My p,

i.e., we have on k-rational points
Opri = \IJM,U(i)(k) oFrry, ;- (4.27.2)
In particular, the morphism ®pg; is universally injective.

Proof. Denote by (P, pe) the image of £ under ®pz. If £ is equal to zero, i.e., a = 0 and
x =y =0, then (Pg, p¢) is equal to the superspecial point M.

If we compare the formulas for P in 4.24 with the formulas of Mp ;€ Sm o) (k) in
4.12, we find that P; = M, aP b 88 sublattices of the isocrystal Ni. Therefore, ®pz; is given
by (4.27.1) and is equal to the composition Vs ;) © Frry, . (Prop. 4.13). As Fryy, . and
W ar,0(i) are universally bijective on k-rational points, the morphism (4.27.1) is universally
bijective. ]

Proposition 4.28. The morphism ®pg is universally injective and the tangent morphism
at each closed point is injective.

Proof. By Lemma 4.27 the morphisms ®pz; are universally injective for each i. The
Frobenius induces a bijection on the set J of 4.7, hence As(iy # Aoy for @ # j. By
Lemma 4.6 and 4.3, we obtain V(A ;) (k) N V(Ag(j))(k) = {M}. Therefore, the images
of two irreducible components of Ths intersect only at the superspecial point M. This
proves that ®ps is universally injective.

Now we want to show that ¥ is injective on tangent spaces. Let £ be a k-rational point
of Thy and let (P, p¢) be its image under ®ps. We know that (P, p¢) has no nontrivial
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automorphisms. Let «, 3 be two elements of the tangent space of Ths at £&. We denote
by (Paspa) and (Pg, pg) the images of o and § under ®ps respectively. We assume that
®pr(a) = ®pg(B). Then there exists an Op-linear isomorphism ¢ : P, — P of polarized
displays such that p, = ¢ o pg. We have to show that o = f3.

By (4.24.8) the modules P, and Py are graded W (k[e])-modules. As ¢ is Op-invariant,
it preserves the grading. We denote by €, ;, fa,i the basis of P, as in (4.24.8) and similarly
for Pg. With respect to these bases, ¢ is given by a matrix

(A B> € GLe(W (k[d])). (4.28.1)

The polarizations on P, and Pg with respect to the above bases are given by the matrix
(4.25.1). As ¢ respects the polarizations, we obtain ‘AB? = 'BA” = I5. Thus A = A%
and B = B°". In particular, the matrices A and B do not depend on ¢, i.e., A and B
are elements of GL3(W (k)). As Po @ (k) W (k) = Pe and Pg Qi) W (k) = P, the
base change of the isomorphism ¢ induces an isomorphism © of P;. Since A and B do
not depend on €, the morphism @ is given by the matrix (4.28.1). Since (Pg¢, p¢) has no
nontrivial automorphisms, this shows that A = B = I3.

Now let (a,x,y) € kP*3 be the coordinates of £. The computation of the tangent space
of Ty (Prop. 4.18) shows that da; = 0 for i = 0, ...,p. Thus the coordinates of o and
are given by (a,Za,Ya) and (a,zs,ys) in (k[e])PT with

To = xg = xmod(e),

Yo = yg = ymod(e).

Since ¢ is equal to the identity, we obtain that f~a’2 = fﬁjg, hence z, = zg and y, = yz.
Therefore, o = 3 which proves the claim. ]

5 The global structure of N for GU(1,2)

5.1. We use the notation of Section 4. In this section we will construct a scheme 7 by
glueing together open subsets of the varieties Ths for every superspecial point M € E(()l).
We will prove that 7 is isomorphic to the supersingular locus N ed,

As the intersection behaviour of the sets V(A)(k) is given by the simplicial complex
By of Section 3, we will inductively glue together the varieties Tps using the complex By.
For A € /J(()l) we will for simplicity write A instead of {A} for the corresponding vertex of
Ain Bo.

As in 1.9, let C be the Q2-vector space Nj with perfect anti-hermitian form {-,-}.
Denote by G the unitary group of (C,{-,-}) with respect to the extension Q,2/Q,.

Lemma 5.2. Let M # M’ be in L'(()l) such that the corresponding vertices in By have a
common neighbour A (3.4). Then there exists an element g € G(Q)) such that gM = M’
and such that A is invariant under g.
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Proof. Let G be the unitary group of (A, {-,-}) with respect to Z,2/Z,. Then G is isomor-
phic to the generic fibre of G. Let V = A/pA and let 7 : A — V be the natural projection.
Then G, is equal to the unitary group of (V,(-,-)). Since G is smooth over SpecZ,, the
canonical map ¢ : G(Z,) — G(F,) is surjective. As A is a common neighbour of M and
M, the lattices M and M’ are contained in V(A)(F,2) (Prop. 3.5). They correspond
to subspaces U, U’ of V of dimension 2 satisfying U+ C U and (U’)* C U’ respectively.
As (-,-) is a nondegenerate anti-hermitian form on V, there exists an element g € G(F))
with g(U) = U’. Let g be a lift of g in G(Z,). As M = 7~ 1(U) and M’ = 7= }(U’), the
automorphism g of A satisfies the claim. O

5.3. Let M, M’ A and g be as in Lemma 5.2. We fix a basis e,..., f3 of M as in
Lemma 4.4. Then A is equal to A; for some ¢ with 0 < i < p. We define

e = ge; for j =1,2,3,
fi=F(ge;) for j = 1,3, (5.3.1)
fs = F(pg(e2)).

Let €, , = pH([\i]e] + [wiles) and let A = (€], e, €5,€), )

Lemma 5.4. The elements €], ..., f5 form a basis of M’ which satisfies the conditions of
Lemma 4.4. Furthermore, A is equal to A}.

Proof. This follows from Lemma 5.2. 0

5.5. For M € E(()l) consider the affine variety Ths and its closed subvarieties Tz, as in
4.17. Geometrically, we will glue to each [F2-rational point of Tt a variety Th,s such that
Tngi and Ty ; coincide on the open subsets of non-F-rational points. We will prove
that the scheme 7 obtained by iterating this process is isomorphic to N ed,
Let
T = Tar \ {F2-rational points # 0}.

It is an open subvariety of Ths. Denote by Tps; the intersection of Ths; with 7ps. Then
T, is a closed subvariety of 7ps. Furthermore, let

Tari = T \ {0} = Tagi \ {Fp2-rational points}.

We will always identify Tar; with T; via (4.17.2). Then the variety 7y, ; is equal to
T? = Spec R; with

RS =T fas, bi, (@ 71— 1) (07— 1) 71 /(AP + agh; — PTIAPHY), (5.5.1)

where we denote by a;, b; instead of a,b the indeterminates of R;.
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5.6. We will now inductively glue together the varieties 7ps with M € E(()l) along the

open subsets TJ?/“ We choose a starting point M € E(()l). For each M € £(()1), we denote
by ups the distance of M to M (Rem. 3.9). Let Z be the set of pairs (M, M’) such that
M, M' ¢ Cgl) and such that M and M’ have a common neighbour A. We assume that

upr < Upg -
For the rest of this section we fix the following elements. For each (M,M') € Z,
we choose an element g € G(Q,) such that g(M) = M’ and g(A) = A, where A is the

common neighbour of M and M’. We choose a basis of M as in Lemma 4.4. For each

M e Eél) we choose inductively a basis ey, ..., f3 of M which satisfies the conditions of
Lemma 4.4 such that for each (M, M') € Z the chosen basis of M’ is given by (5.3.1).
This is possible as By is a tree by Proposition 3.8.

For M € L’(()l) consider the morphism ®ps : Tar — NG of (4.26.1) with respect to
the fixed basis eq, ..., f3 of M. We denote by the same symbol ®p; its restriction to 7pyz.
Let ®pz,; be the restriction of ®pz to Tar,;.

Let (M, M’) € T and let the common vertex A of M and M’ be of the form A = A;
with respect to the chosen bases of M and M'.

Lemma 5.7. There exists an isomorphism 0 : T]‘(/I’i = Ty ; such that the restriction
of the map Wnr,i(k) of (4.12.3) to Tyy (k) is equal to Vpp ;(k) o by

Proof. Denote by Y the open subvariety of Yj,,
Yy, = Ya, \ {F,2-rational points}.
Then the morphism (4.12.2) induces by Remark 4.11 a) an isomorphism
Saa: TS =5 Y3

and similarly for 0 ;. Note that dpz; and 65 ; depend on the chosen bases of M and M’
respectively. We use the notation of the proof of Lemma 5.2. The element (g)~! € G(F,)
induces an isomorphism on Y, which preserves the set of F 2-rational points. There exists
an automorphism 6, of T such that the following diagram of isomorphisms commutes

o (g)_l [¢] y (o]

OM i OM i
MyT eM’Té’,i

T:L'o Hg_ Tvio
The above triangle commutes by definition of g and the choice of the basis of M’. Thus

oM, = Opg ;004 As Ty, and T]C{l,,i are equal to T} by 5.5, we obtain an isomorphism

Og: Thr — T3, ;- The claim follows from diagram (4.12.3). O
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Proposition 5.8. Let Hép)

Then the diagram

be the Frobenius pullback of the isomorphism 04 of Lemma 5.7.

TM,O’('L’)

%m

~lop Aged
%:m
(0]
M’ ,0(3)
commutes.

Proof. 1t is sufficient to prove the claim on k-rational points. Lemma 4.27 shows that on
k-rational points ®pr ,(;) is equal to War;(k) o Frre i Similarly, we obtain ®pp ;) =

Uppi(k)o FrTK/;f,ou)' As Hép) is defined over FF)2, we obtain

FI‘TXJI,U(Z') Oegp) = 99 o FrTIC\)/I,U(i) .
Thus
@M/,i @] egp) frd \Ileﬂ(k) (o) eg O HT& a(z)
and the claim follows from Lemma 5.7. O

Proposition 5.9. There exists a reduced scheme T locally of finite type over F 2 of di-
mension 1 and a morphism

d:T — NJed (5.9.1)
which satisfies the following conditions.

a) For each M € E(()l), the scheme Tpg can be identified with an open subscheme of T
such that the restriction of ® to Tps is equal to Ppg.

b) The open subschemes Tpy with M € L'E)l) form an open covering of T .

c) Let M, M’ € Lél). The open subschemes Tpy and Typ of T intersect if and only if
M and M’ have a common neighbour in By. In this case, there exists an integer i
such that the intersection Tng N Tpyp is equal to the open subschemes Ty, and T&,ﬂ.
of Tag and Ty respectively.

Proof. We glue the schemes 75 together along the open subsets TK/M by induction over

the distance ups of M from M. Let o be an even nonnegative integer. Assume that
the schemes 7ps with M of distance ups < « have been glued together to a scheme 7,
with morphism &, which satisfies condition a) and the condition corresponding to c¢) of
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. (1)
the proposition. Let M’ € L

one element M € E(()l) of distance o such that M and M’ have a common neighbour A
in By. Let A = A; with respect to the chosen bases of M and M’. We glue together 7,

and 7p, along the open subschemes 7, (i) and 77, o (i) respectively via the isomorphism

be of distance a4+ 2. As By is a tree, there exists exactly

Hép ) of Proposition 5.8. The same proposition shows that the morphisms ®, and ® 4 glue
together to a morphism.

As By is a tree and the glueing is defined inductively, no cocycle condition has to be
checked. O

5.10. For A € EZ(S) let M € [,gl) be a neighbour of A in By. Let A = A; with respect to
the chosen basis of M. Denote by 7 the closure of the open subvariety Tas; in 7.

Proposition 5.11. The variety Ty only depends on A and is isomorphic to Yn. The

scheme T is connected and the varieties Ty with A € 683) are its irreducible components.

Proof. As By is a tree, the scheme 7 is connected. The claim follows from the construction
of T. O

5.12. Denote by ®, the restriction of ® to the irreducible component 7. As 7y is
isomorphic to Y, by Proposition 5.11, it is projective. By construction and Lemma 4.27,
the morphism @, is universally injective and the image of &5 on k-rational points is equal
to V(A)(k). The moduli space N is separated (1.1), hence ®, is finite. We denote by
V(A) the scheme theoretic image of ®5. To show that ®, induces an isomorphism onto
V(A), we need the following lemma.

Lemma 5.13. Let f : X — X' be a morphism of reduced schemes of finite type over an
algebraically closed field k. We assume that f is finite, universally bijective and that the
tangent morphism is injective at every closed point. Then f is an isomorphism.

Proof. Obviously, the morphism f is a homeomorphism. We will show that
JF:Ox p0) = Ox o

is surjective for every closed point x of X. Then f will be a closed immersion and, as X’
is reduced, f will be an isomorphism.

We may assume that X = Spec R and X’ = Spec R’ are affine. Denote by m a maximal
ideal of R and by m’ = f(m) its image in R’. The morphism

frr,  Spec(R®p Ryy) — Spec Ry, (5.13.1)

is finite, hence R ®p R, is a semi-local ring. As f R, is universally bijective, R ®r Ry,
is a local ring and we obtain Ry = R ®p R.,. Thus Ry, is a finite R|,-module.
Furthermore, the tangent morphism at m is injective, hence the morphism

m//(m/)2 — m/mZ
is surjective. We obtain a surjective morphism R;, = Rn. Since Ry is a finite R/ ,-module,

Rm =Ra® R, R:n, Therefore, the morphism fff : R, — Rn is surjective. O

48



Theorem 5.14. The morphism ® is an isomorphism which induces an isomorphism of
Ta onto V(A) for every A € £é3).

Proof. By Proposition 4.28 and Proposition 5.9, the tangent morphism of ®, is injective
at every closed point. Therefore, the morphism ®, induces an isomorphism of 75 onto
V(A) by Lemma 5.13.

Now we will prove that @ is an isomorphism. By construction of @, the F.-rational
points of 7 correspond to the superspecial points of N ¢d and the intersection behaviour of
the varieties V(A) is equal to the intersection behaviour of the irreducible components 7
of 7. Thus @ is universally bijective and the varieties V(A) are the irreducible components
of Njj ¢ We obtain that ® is an isomorphism locally at every point of 7 which is not
[F2-rational.

Let z be an [F.-rational point of 7 and let M = ®(z) be the corresponding super-
special point. The variety 7ps is an open neighbourhood of = in 7. Denote by 7 ps the
closure of Tps in 7 and denote by Zas the image of 7 ps under @, i.e., the union of the
varieties V(A) which contain M. The induced morphism

is bijective and injective on tangent spaces by Proposition 4.28 and Proposition 5.9. The
morphism <I>|7M is universally closed as its restriction to every irreducible component
is finite, hence @]7]\4 is finite. By Lemma 5.13 it is an isomorphism which proves the
claim. O

5.15. Let i be an even integer and let A € 553). The isomorphism ¥; : N — Ny of

(1.21.1) maps V(A)(k) to a set V(A')(k) for a lattice A’ € /J[()g) (Rem. 2.4 d)). We denote
by V(A) the preimage of the variety V(A') by ¥,.

Theorem 5.16. The schemes J\fi’"ed with i € Z even are the connected components of

N7ed which are all isomorphic to each other. The varieties V(A) with A € £§3) are the
wrreducible components of./\/imd.

The singular points of N are the superspecial points. FEach V(A) contains p> + 1
superspecial points and each superspecial point is the intersection of p+1 irreducible compo-
nents V(A). Two irreducible components intersect transversally in at most one superspecial
point.

Each variety V(A) is isomorphic to the Fermat curve C (Rem. 4.11). The superspecial
points of V(M) correspond to the IF2-rational points of C.

The scheme NT¢% is equi-dimensional of dimension 1 and of complete intersection.

Proof. We first consider the case i = 0. The incidence relation of the varieties V(A)
follows from Proposition 3.8. The geometric statements follow from Theorem 5.14, Propo-
sition 5.11 and Lemma 4.23.

Now consider the general case. By 5.15 the varieties V(A) with A € EEZ) correspond to

the varieties V(A) with A € [,[()l) under the isomorphism ;. The claim follows from the
case ¢ = 0. O
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6 The structure of the supersingular locus of M for GU(1, 2)

6.1. Let M be the moduli space of abelian varieties defined in the introduction. In this
section, we carry over our results on the moduli space N to M in the case of GU(1,2).

We use the notation of the introduction. In particular, we now denote by F an imagi-
nary quadratic extension of Q such that p is inert in £ and denote by £, the completion
of E with respect to the p-adic topology. Consider the supersingular locus M?** of the
special fibre My , of M. It is a closed subscheme of My , which contains an F,-rational
point ([BW] Lem. 5.2). We view M?*¢ as a scheme over F,. We say that a point of M?*® is
superspecial if the underlying abelian variety is superspecial. Let (A®zZ ), 1 ®7Z ), A7)
be an F)-valued point of M*® with corresponding p-divisible group (X, ¢, A). Let A be the
moduli space of quasi-isogenies of 1.1 with respect to (X, ¢, \).

6.2. Let J be the group of similitudes of the isocrystal N of X with additional structure
as in 1.18. We denote by I(Q) the group of quasi-isogenies in Endo, (A) ® Q which respect
the homogeneous polarization A. It is a subgroup of J. Using the level structure of A, one
can define an injective morphism of I(Q) into G(A?) ([RZ] 6.15). By [RZ] Theorem 6.30,
the set I(Q)\G(A?)/Cp is finite. Denote by g¢1,...,gm € G(Ai’c) representatives of the
different elements of I(Q)\G(A?)/Cp. For every integer j with 1 < j <'m, let I'; be the
group

We view I'; as a subgroup of J.

6.3. We recall the uniformization theorem of Rapoport and Zink in case of GU(1,2). We
will formulate this theorem only for the underlying schemes, not for the formal schemes.
There exists an isomorphism of schemes over SpecF,

HQ\W x G(A})/CP) =5 M*, (6.3.1)

The left hand side is isomorphic to the disjoint union of the quotients I';\ " red for 1 < j <
m. Each group I'; C J is discrete and cocompact modulo center. If C? is small enough,
I'; is torsion free.

Indeed, the proof of [RZ] Theorem 6.30 shows that (6.3.1) is an isomorphism if G
satisfies the Hasse principle, i.e., if the kernel of the Hasse map with respect to G,

HQG) — [ H(@Q.,G6), (6.3.2)

v place of Q

is trivial. By [Ko] Section 7, the kernel of (6.3.2) is equal to the kernel of the Hasse
map with respect to the group Resg/q(Gs). But HY(Q, Resg/g(Gy)) is trivial, thus
Resg/q(Gm), and hence G, satisfies the Hasse principle.

The decomposition into the schemes T';\ N7 follows from the proof of [RZ] Theo-
rem 6.23. The properties of the subgroups I'; are proved as well.
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6.4. Let JO be the subgroup of J as in 1.18 and denote by F? the intersection of I'; with
JY. Consider the morphism

v TN — M (6.4.1)

j=1
induced by (6.3.1).

Theorem 6.5. Let CP be small enough. The morphism WV is surjective and an isomor-
phism locally at each point. The restriction of W to each irreducible component V(A) of
NTed s a closed immersion and the images of two irreducible components of N™¢ in M?33
intersect in at most one superspecial point.

Proof. By 6.3 we have to show that
L\ NTed Fj\Nred (6.5.1)

is an isomorphism locally at each point for every integer j with 1 < j < m. We use the
notation of 1.18. Let g € J and let o = vp(c(g)). By 1.18 the action of g defines an
isomorphism of N; with Ni, for every integer i. Note that « is even (Lem. 1.19) and
that N; is empty if i is odd (Lem. 1.8). The schemes N]*? with i even are the connected
components of V"¢ (Thm. 5.16) which are all isomorphic to each other (Prop. 1.21). Thus
we obtain

TANT S T ThwGe. (6.5.2)
(T JONT
In particular, the index of (I';JY) in .J is finite as M?** is of finite type over Spec[F,.
We now want to understand the action of F? on N ed  Asin 1.18, we view J as group

of similitudes of (C,{-,-}). For [ = 1,3 the group F? acts on the set E(()l) (Def. 2.3). We
will show that the action of F?- on Eél) has no fixed points.

Indeed, for A € Cél) denote by Stab(A) the stabilizer of A in JY. This is a compact
open subgroup of .J°, hence Fg-) NStab(A) is finite. If C? is small enough, Fg-) has no torsion.
Thus the intersection of F? with Stab(A) is trivial.

We have proved that each element of F? maps every irreducible component V(A) of
Nged with A € Eég) onto a different irreducible component. Furthermore, it fixes no

superspecial points. As two irreducible components of J\/’ged intersect in at most one
superspecial point, the action of F? on N ¢d has no fixed points. Thus the morphism
Ny ed _, F?\Ng ed i5 an isomorphism locally at every point.

The action of F? on Eél) and E(()?’) induces an action of I’? on the simplicial complex
By of Definition 3.2. As By describes the incidence relation of the irreducible components
and the superspecial points of N ¢d we can choose CP small enough such that for every
g€ F? and every A € Ly the distance u(A, gA) (Rem. 3.9) is greater or equal than 6. In
this case, the restriction of the morphism NJ¢ — F?\./\/?)" ¢d to every irreducible component

is a closed immersion and the images of two irreducible components of N7 in F?\Ng ed
intersect in at most one point. This proves the theorem. ]
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Corollary 6.6. Let CP be small enough. The supersingular locus M?®® is locally isomorphic
to N, It is equi-dimensional of dimension 1 and of complete intersection.

The singular points of M®® are the superspecial points. Fach superspecial point is the
pairwise transversal intersection of p + 1 irreducible components. The irreducible compo-
nents are isomorphic to the Fermat curve C (Rem. 4.11) and contain p + 1 superspecial
points. Two irreducible components intersect in at most one superspecial point.

Proof. The claim follows from Theorem 6.5 and Theorem 5.16. O

Proposition 6.7. Let C;, and Cf]p be mazimal compact subgroups of J such that Cj,
18 hyperspecial and C}7p is not hyperspecial, i.e., Cj, is the stabilizer in J of a lattice

A€ [I(()?’) and Cfl,p 1s the stabilizer in J of a lattice M € E(()l). If C7P is small enough, we
have

#{irreducible components of M*} = #(I(Q)\(J/C.p x G(AI;@)/

#{ superspecial points of M**} = #(1(Q)\(J/C},, x G(AIJ’C)/

#{ connected components of M**} = #(I(Q)\(J°\J x G(A )/CP))

= #I(Q)\(Z x G(A})/C7)).

cr)),
cr)),

All numbers are finite.

Proof. All numbers are finite as M?** is of finite type over Spec[F,,.

The number of connected components follows from 6.3 and the decomposition (6.5.2)
since Vg is connected.

To compute the number of irreducible components and superspecial points, we have
to count these objects in F?\Nge‘i. The number of irreducible components is equal to
the number of orbits of the action of Fg-) on E(()?’). The group J? acts transitively on
ﬁ(()g) by Lemma 1.16, hence the number of irreducible components of F?\J\/(’)" ed is equal to
#(I’?\J 9/Cyp). An easy calculation shows the above formula.

A similar argument proves the claim in case of the superspecial points. ]

Remark 6.8. The numbers in Proposition 6.7 can be expressed in terms of class numbers.
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