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Chapter 1

Introduction
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Dao gave birth to One
One to Two
Two to Three
Three to others

All objects
Bear Yin
Embrace Yang

Harmonize with
air of hollowness

—��, wy², ���9, �B
Laozi, Dao De Jing , chapter 42, 6 B.C.

A contemporary semantic translation by E.T. Tan

What are the ultimate constituents of matter?
How do they interact with each other?

For thousands of years, humankind has pursued answers to the questions,
which are provided by the present Standard Model (SM) of particle physics.
The matter in the universe is made up of elementary fermions interacting
through fields, which bosons are associated with. The elementary fermions
are of two types: leptons and quarks. All have spin 1

2
, in units of ~, and are

isolated into pairs of three families. Four types of interaction fields have been
distinguished in Nature. The Standard Model excludes the gravitational field
because of its insignificance with respect to scales of particle physics. The
boson of the electromagnetic interaction field is the massless photon. The
bosons of the weak interaction fields are the electrically charged W± and the
neutral Z. The bosons of the strong interaction fields, the gluons, have zero
mass, are electrically neutral, but charged with “color”. All interaction field
bosons have spin 1. The picture of the world in the Standard Model can then
be summarized in Tables 1.1 and 1.2. Quarks c, b and t have much larger
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mass than other quarks have, therefore the former are usually called heavy
quarks or flavors, and the latter light quarks or flavors. W± and Z bosons
carry mass, therefore the weak interaction is short-ranged, by the uncertainty
principle, in an order of one-thousandth of the proton size.

The essence of the Standard Model is to treat elementary fermions as
point-like particles and the interactions as emitting and absorbing field bosons.
The underlying theory for this idea is quantum field theory and the calcu-
lation is carried out using perturbation theory. The construction has been
guided by principles of symmetry and is expressed, mathematically, in terms
of group theory as

U(1)× SU(2)× SU(3).

Theories contained in the SM are quantum electrodynamics (QED), elec-
troweak dynamics (EW), combining the electromagnetic and weak interac-
tions, and quantum chromodynamics (QCD). Under the EW theory, the
interaction is induced by neutral current (NC), exchange of γ/Z, or charged
current (CC), exchange of W±. Up to now, the Standard Model has been
proved successfully by tremendous experiments.

Table 1.1: The elementary fermions in the Standard Model. Leptons and
quarks are grouped in pair of families, separately. Masses are listed in paren-
theses, while charges in the last column in unit of the positive electron charge.
All masses of neutrinos are upper limits. The masses of quarks are for com-
parison and the values, except that of t quark, are means of lower and higher
boundaries with truncation [1].

leptons
e (0.511 MeV) µ (106 MeV) τ (1.78 GeV) -1 e

νe (< 3 eV) νµ (< 0.19 MeV) ντ (< 18.2 MeV) 0 e

quarks
u (∼ 3 MeV) c (∼ 1.25 GeV) t (174 GeV) +2

3
e

d (∼ 6 MeV) s (∼ 105 MeV) b (∼ 4.3 GeV) −1
3

e

Investigating the structure of nucleons, i.e. protons and neutrons, is of
fundamental importance in the development of the SM. The famous Ruther-
ford scattering experiment represents a typical kind of experiments in this
investigation. As early as in the 1950s, a root-mean-square charge radius of
the proton was measured to be 0.74±0.24 fm by McAllister and Hofstadter [2]
using elastic scattering of 188 MeV electrons off a hydrogen target. In the
late 1960s, Friedman, Kendall, Taylor and their collaborators carried out a
similar but inelastic scattering experiment using electrons with energy up
to 17 GeV and discovered point-like constituents within the proton [3] and
the scaling behaviour [4]. Since then, many experiments, scattering various
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Table 1.2: The interaction field bosons in the Standard Model. The gravita-
tion is excluded since its field quantum is still a postulate. The last column,
strength, is relative to that of the strong interaction [1].

Interaction Field quantum Mass (GeV) Charge (e) Strength

strong g (gluon) 0 0 1

electromagnetic γ (photon) 0 0 10−2

weak
W± 80 ±1

10−5

Z 91 0

lepton beams off, usually fixed, nuclear targets, have been carried out and
confirmed the discovery. These experiments, together with other kinds and
theoretical advance, eventually led to the establishment of the QCD.

The advent of HERA in the early 1990s started a new era of scatter-
ing experiments. With the development of modern particle accelerators, at
HERA, electrons and protons are accelerated simultaneously and collide at
a center-of-mass energy larger than 300 GeV, probing the internal structure
of the proton down to a scale of 0.001 fm. With two collider experiments, H1
and ZEUS, one of the most important discoveries is strong scaling violation
at very low x.

While the scaling has perfect explanation within the näıve quark-parton
model (QPM), scaling violation is anticipated from the QCD-improved par-
ton model. In the parton model, the proton contains a sea of quarks, anti-
quarks as well as gluons, whereas it is made up of two u and one d quarks in
the static quark model, which is successful in classifying hadrons, i.e. mesons
and baryons. For lepton-nucleon deep inelastic scattering (DIS), the process
can be regarded as an elastic scattering between the lepton and a parton
within the nucleon. The probability of finding a certain parton in the nu-
cleon is parameterized in a set of parton distribution functions (PDFs), which
is usually obtained by global fits of data from DIS and other hard scattering
in hadron-hadron interactions. The essence of the parton model is that the
same PDFs should work for all processes, namely PDFs are universal. There-
fore precise knowledge of the PDFs is a crucial input for accurate calculation
and measurement of SM processes and finding new physics beyond the SM,
as at the forthcoming Large Hadron Collider (LHC).

Measurements of inclusive cross sections for NC and CC DIS have been
made at HERA by H1 and ZEUS. With the wide kinematic range and high
statistics, these data are becoming more and more dominant in global fits
for PDFs of the proton. Fits using H1 or ZEUS data alone have also been
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published [5]. A very recent publication [6] of ZEUS also uses data of jet
cross sections [7] to constrain the gluon distribution.

The charm quark, c, since its discovery by Ting [8] and Richter [9] in
1974, has always been of great theoretical and experimental interest. Being
one of the heavy quarks, it provides a natural hard scale in perturbative
QCD (pQCD) calculations. On the other hand, it is the lightest heavy quark
and has comparatively high production rate in experiments. Charm quark
production has been measured extensively in γp and NC DIS reactions. While
the former has improved understanding of the hadronic behaviour of the
photon significantly, the latter, which is directly sensitive to the gluon content
in the proton, has achieved a level of precision that is highly expected to
constrain the gluon distribution for global fits of PDFs in the future.

However, charm production in CC DIS has not yet been measured at
HERA due to its relatively small cross section. In CC reactions, the charm
quark is produced dominantly via hard scatter of W± bosons on the strange
quark that is one kind of sea flavors in the proton. Even though some analy-
ses have been performed at fixed-target experiments to constrain the strange
sea, they are in a kinematic region very different from that of HERA. The
behavior of the strange sea in the whole kinematic range is still uncertain.
Therefore, it would be very interesting if such a measurement could be per-
formed at HERA as well.

In this thesis, charm quark production is investigated in charged current
deep inelastic scattering with the ZEUS detector at HERA. The e+p data
collected by the end of 2000, corresponding to an integrated luminosity of
110 pb−1, is used, whereas the e−p data, of 16 pb−1, is not used, expecting
a very small cross section. The charm quark is tagged in the hadronic final
state via D∗±, undergoing the decay D∗+ → D0π+

s with D0 → K−π+, as
well as the charge conjugated channel.

A phenomenological and experimental survey on deep inelastic scattering
and charm production is given in Chapter 2. The experimental setup for
this analysis is then described in Chapter 3, continued in Chapter 4 with
a description of the relevant event reconstruction. The succeeding chapters
contain the main body of the analysis: Chapter 5 describes the Monte Carlo
simulation, Chapter 6 discusses criteria for selecting CC events, Chapter 7
discusses identification of charged D∗ mesons and Chapter 8 presents the
results of this analysis and the discussions and the conclusions. A summary is
then given in Chapter 9. In addition, a Monte Carlo study at generator level
is presented in Appendix A, candidate events are visualized in Appendix B,
and a description of the Bayesian approach for setting upper-limit is discussed
in Appendix C.
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Chapter 2

Phenomenology of charm
production in DIS

Lepton-nucleon deep inelastic scattering is a class of processes where leptons,
i.e. electrons, muons or neutrinos as well as their anti-particles, are scattered
off nucleons, i.e. protons or neutrons, with large momentum transfer. The in-
teraction is mediated by a virtual vector boson, which is γ or Z in electrically
neutral current, and W± in charged current events. While hadron-hadron
scattering suffers from large background in the hadronic final state, lepton-
induced DIS offers a clear leptonic signal in the final state. Hence it is an
ideal means of studying the nucleon internal structure in detail. Special kine-
matic variables are needed to describe the DIS process and they are defined
in Section 2.1.

The parton model has been proven successful in describing DIS phe-
nomenologically. Cross sections can be explained in terms of parton distri-
butions in the nucleon through well defined structure functions. Therefore,
the determination of parton distributions is not only a test for the Stan-
dard Model, but also, due to the universality, a basis for accurate theoretical
predictions. Section 2.2 is devoted to this topic.

Heavy quark, charm and beauty, production in DIS is of particular inter-
est because the large mass, mc ≈ 1.5 GeV or mb ≈ 5 GeV, provides a hard
scale in pQCD calculations. Charm or beauty production in NC DIS is di-
rectly sensitive to the gluon content in the nucleon and charm production in
CC DIS is sensitive to the strange sea. While the former kind of measure-
ment has been extensively carried out and published with precise results by
the two collider experiments H1 [10, 11, 12] and ZEUS [13, 14] at HERA, the
latter has not been taken on until very recently in this thesis and in another
one from H1 [15], for good reasons as one will see in this work. These are
discussed in Sections 2.3 and 2.4.
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�V ∗(q = k − k′)

N(P )

l(k)

X(W )

l′(k′)

Figure 2.1: Feynman diagram for lepton-nucleon DIS. The four momenta are
given in parentheses.

2.1 Kinematics of DIS

A deep inelastic scattering process is generally of the form

lN → l′X, (2.1)

where l and l′ represent the incoming and outgoing leptons, N the nucleon
and X the hadronic final state. The process, illustrated in Figure 2.1, is
initiated by the exchange of a virtual vector boson V ∗. Associating M for the
nucleon mass and the four-momenta k, k′ and P for l, l′ and N respectively,
the four-momentum of the virtual boson is

q = k − k′, (2.2)

and a set of Lorentz invariants is defined as well:

s = (k + P )2, (2.3)

the square of the center-of-mass energy,

Q2 = −q2, (2.4)

the virtuality of the exchanged boson,

x =
Q2

2q · P , (2.5)

the Bjorken scaling variable, which is interpreted in the parton model as
the fraction of the momentum of the incoming nucleon carried by the struck
parton,

ν =
q · P
M

, (2.6)
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the energy transferred from the incoming lepton to the nucleon in the nucleon
rest frame,

y =
q · P
k · P , (2.7)

the fraction of the energy of the incoming lepton transfered to the nucleon
in the nucleon rest frame, therefore named inelasticity, and

W 2 = (q + P )2, (2.8)

the invariant mass squared of the hadronic system X.

The important relations, ignoring masses of the lepton and nucleon, are

Q2 = sxy (2.9)

and

W 2 = Q2(
1

x
− 1). (2.10)

It is obvious that at fixed center-of-mass energy, there are only two indepen-
dent variables.

The square of the four-momentum transfer, or its positive value Q2, de-
termines the hardness, or the resolving power, of the interaction. The spatial
resolution, ∆b, can be approximated by

∆b ≈ ~c√
Q2

=
0.197√
Q2

GeV fm. (2.11)

For deep inelastic scattering, Q2 is much higher than 1 GeV2, hence the vir-
tual boson probes “deeply” into the nucleon, ∆b¿ 0.2 fm. In the kinematic
range of HERA,

√
s = 318 GeV, the internal structure of the proton can be

resolved up to an order of 0.001 fm, or 10−18 m.

2.2 Structure functions and parton distribu-

tions

Most formulae appearing in this section are not rigorous. Exact forms as
well as other details the reader is referred to the relevant literature or some
general references [16, 17, 18, 1].
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2.2.1 Structure functions

At lowest order in electroweak interactions, the cross section may be split
into leptonic and hadronic parts,

dσ ∼ LµνWµν . (2.12)

Lµν is the leptonic tensor corresponding to the coupling of the exchange
boson to the lepton, the upper vertex in Figure 2.1, and can be evaluated
explicitly. The hadronic tensor Wµν , the lower vertex in Figure 2.1, describing
the interaction of the electroweak current with the nucleon, is defined to all
orders in the strong interaction, and may be expanded in terms of structure
functions Wi, with i = 1, 2 and 3 [16],

Wµν = −
(
gµν − qµqν

q2

)
W1(x,Q

2)

+

(
pµ − qµ

p · q
q2

)(
pν − qν

p · q
q2

)
1

M2
W2(x,Q

2)

− iεµνλκq
λqκ 1

M2
W3(x,Q

2). (2.13)

Only unpolarized terms have been considered in the expansion, that is the
case for all discussions in this thesis. The functions Wi are usually replaced
by structure functions Fi, which will turn out to be particularly simple in
the parton model,

F1(x,Q
2) = W1(x,Q

2)

F2(x,Q
2) =

ν

M
W2(x,Q

2)

F3(x,Q
2) =

ν

M
W3(x,Q

2).

(2.14)

It should be mentioned that relation (2.12) is process dependent. It holds for
CC, whereas for NC, the splitting sums up contributions from the exchange
of γ, of Z, and their interference. Consequently, structure functions for NC
are more complicated than for CC.

Explicitly, the differential cross sections for the scattering of unpolarized
leptons on unpolarized nucleons is given in terms of structure functions by
the generic form

d2σi

dxdQ2
=

2πα2

xQ4
ηi

[
Y+F

i
2 ∓ Y−xF i

3 − y2F i
L

]
(2.15)
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with i = NC or CC for neutral or charged current reactions, respectively,
and Y± = 1± (1− y)2. The ∓ sign corresponds to the incoming l±, namely
antileptons, e.g. e+ or ν̄, and leptons, e.g. e− or ν.

F i
L = F i

2 − 2xF i
1 (2.16)

are the longitudinal structure functions. In the näıve quark-parton model,
F i

L = 0, there are only two independent structure functions F1 and F3. For
unpolarized e± beams, the factor

ηNC = 1,

whereas

ηCC =
1

2

(
GFM

2
W

4πα

Q2

Q2 +M2
W

)2

, (2.17)

with GF the Fermi constant.

2.2.2 The parton model

Lepton-nucleon deep inelastic scattering has been phenomenologically de-
scribed by the parton model since the observation of Bjorken scaling, namely
structure functions are independent of Q2 for fixed x at around x ∼ 0.25. In
the näıve quark-parton model, the parton, coined by Feynman, is identified
as a quark and the inclusive DIS cross section is approximately an incoherent
sum of contributions of lepton elastic scattering off nearly free partons. In
the QCD-improved parton model, more subprocesses, e.g. QCD Compton
scattering and boson-gluon fusion (BGF), are involved in calculations and
structure functions are of logarithmic Q2 dependence, which is confirmed
experimentally by the observation of scaling violation. The scaling viola-
tion becomes particularly strong at small x, where the gluon contribution is
dominant.

The validity of the parton model relies on two physical concepts: the
Lorentz contraction and time dilation of internal states of the nucleon and
the comparatively long time process of hadronization. The nucleon, in its
own rest frame, is made up of a set of partons in virtual states with nonzero
lifetime, τ > τ0. In the center-of-mass system, the nucleon carries momentum
of about

√
Q2/2. Usually, Q2 À 1 GeV2 in DIS, therefore by the special

relativity, the lifetime of the virtual state becomes τ/
√

1− v∗2/c2 À τ , with
v∗ the velocity. Combined with Lorentz contraction, as Q2 goes to infinity,
the time it takes the lepton to cross the nucleon vanishes, while the collection
of partons is effectively “frozen” during the transit. After the collision, the
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struck parton undergoes the process of hadronization, by which quarks and
gluons transform into the observed particles, and this happens too late to
influence the hard scattering. Therefore lepton inelastic scattering off the
nucleon can be treated, in Born approximation, as an elastic scattering off
the parton.

The parton model is generalized in the field theory by the factoriza-
tion theorem, which states the DIS cross section as the convolution of non-
perturbative parton distribution functions, fi, and pQCD calculable hard-
scattering cross sections, σ̂,

σ(x,Q2) ∼
∑

i=q,q̄,g

∫ 1

x

dξ

ξ
fi(ξ, µ

2
F , µ

2)× σ̂(
x

ξ
,
Q2

µ2
,
µ2

F

µ2
, αs(µ

2)), (2.18)

with i running over all partons, quarks, antiquarks and gluons, and ξ the
fraction of the nucleon momentum carried by the parton. µ is the usual
renormalization scale. µF is a factorization scale: any parton that is off-shell
by µ2

F will contribute to σ̂, otherwise will be absorbed into fi. The PDFs,
therefore, depend on the choice of µF , a “factorization scheme”. Two most
popular schemes are DIS and MS, which differ in the treatment of gluon
contributions. Comparing with (2.12), (2.13) and (2.14), relations for the
structure functions Fi can be derived in terms of parton distribution func-
tions. Although the definition of parton distributions is scheme dependent,
a set of PDFs obtained from one experiment can be used to predict mea-
surements of another experiment, even of different type, as long as the same
scheme is used.

In the näıve QPM, only quarks can couple to the electroweak current.
Structure functions are expressed in terms of scale-independent quark distri-
butions qi(x) [17],

xF1 =
1

2

∑
i

xqi(v
2
i + a2

i ),

F2 =
∑

i

xqi(v
2
i + a2

i ),

xF3 = 2
∑

i

xqi(viai),

(2.19)

where index i runs over all flavors of quarks and antiquarks allowed for the
interaction. vi and ai are electroweak couplings of vector and axial-vector,
respectively. For CC interactions, vi = ai = 1 for quarks and vi = −ai = 1
for antiquarks. For NC, vi and ai depend on the exchanged boson γ, Z, or
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their interference, and are more complicated. A direct consequence of (2.19)
is the Callan-Gross relation,

2xF1 = F2, (2.20)

a characteristic of spin 1/2 partons. For the process e+p → ν̄X, F2 and F3

can be expressed as

FW+

2 = 2x(d+ ū+ s+ c̄+ b)

xFW+

3 = 2x(d− ū+ s− c̄+ b)
(2.21)

at the HERA energy scale. For e−p→ νX, the structure functions FW−
2,3 are

obtained by the flavor interchanges d↔ u, s↔ c etc.
When considering QCD, quarks undergo processes of emission and ab-

sorption of gluons and gluons undergo processes of creation and annihilation
of qq̄ pairs as well as self-coupling. The difference between the näıve and
QCD-improved parton models is depicted in Figure 2.2. The incoherent as-
sumption in the näıve parton model will be spoiled and the deviation rises
as Q2 increasing. Therefore, structure functions aquire a Q2 dependence,
called scaling violation. The Callan-Gross relation is broken as well. Parton
distribution functions, as shown in (2.19), become Q2 dependent, which is
known as parton evolution.

�P xP

q + xP
q

fi �P ξP

q + xPq

fi

σ̂

Figure 2.2: Feynman diagrams for the näıve and the QCD-improved parton
model. Relevant four-momenta are shown as well. In the QCD-improved
model, right, the parton undergoes higher order QCD processes before or after
hard scattering.

The Q2 evolution equations are known as the Dokshitzer-Gribov-Lipatov-
Altarelli-Parisi (DGLAP) evolution equations [19]. With the quark and gluon
distributions q(x,Q2) and g(x,Q2), the DGLAP equations are given by

∂

∂ lnQ2

(
q

g

)
=
αs(Q

2)

2π

(
Pqq Pgq

Pgq Pgg

)
⊗

(
q

g

)
, (2.22)
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where Pij, with i, j = q, g, are splitting functions. The splitting function
Pij provides the probability of finding parton i in parton j with a given
fraction, z, of parton j’s momentum, as illustrated in Figure 2.3. Given a
specific renormalization and factorization scheme, the splitting functions can
be expanded in pQCD as a power series in αs,

Pij(x,Q
2) = P

(0)
ij (x) + (

αs

2π
)P

(1)
ij (x) + · · · . (2.23)

The first term, leading order (LO), in the expansion is independent of the
factorization scheme and the truncation after it corresponds to the näıve
parton model. Beyond LO, splitting functions depend on the factorization
scale. The truncation after the first two terms defines the next-to-leading
order (NLO) DGLAP evolution and gives QCD corrections to the structure
functions in (2.19).

�Pqq(z) :

1− z

z �Pqg(z) :

1− z

z

�Pgq(z) :

1− z

z �Pgg(z) :

1− z

z

Figure 2.3: The DGLAP splitting functions.

In general, the series (2.23) contains both, terms proportional to lnQ2 and
to ln(1/x). While the former explains successfully the logarithmic Q2 depen-
dence of structure functions, the latter leads to inapplicability of DGLAP
equations in the very small x region. It is solved, at leading order, by the
Balitsky-Fadin-Kuraev-Lipatov (BFKL) equations [20] and, in general, by
the Ciafaloni-Catani-Fiorani-Marchesini (CCFM) equations [21]. They dif-
fer in the order of summing up the series, where DGLAP is strongly ordered
in Q2, BFKL in x and CCFM in angle, a combination of both.
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2.2.3 Determination of parton distributions

The parton distributions can not be calculated from first principles. They
have to be determined by fits to data. The NLO DGLAP equations provide
a reliable formalism. The parton distributions are parameterized in analytic
functions of x at some start scale Q2 = Q2

0 and distributions at all values
of Q2 are then obtained by the evolution equations. The choice of Q2

0 is
somewhat arbitrary, but large enough to ensure that αs(Q

2
0) is small enough

for perturbative calculations. A fit is then performed to obtain parameters
to describe data points in the covered x,Q2 region.

The choice of parton distributions are usually

• xuv(x) for the u valence quark,

• xdv(x) for the d valence quark,

• xS(x) for the total sea,

• xg(x) for the gluon, and

• x∆ = x(d̄− ū) for the difference between the d and u contributions to
the sea.

The sea is composed of all kinematically allowed flavors,

S = 2(ū+ d̄+ s̄+ c̄+ b̄),

with the assumption of qsea = q̄. The contributions of heavy quarks, c and
b, require special theoretical treatment and will be discussed in the following
section. The strange sea is not treated in that way, but suppressed relative
to the u and d sea by a simple factor, s̄ = (ū + d̄)/4, namely 50%. This
constraint comes, so far, from the CCFR NLO QCD analysis of neutrino
charm production [22].

The parton distributions are traditionally determined in global fits per-
formed by several theoretical groups, e.g. MRST [23] and CTEQ [24], using
data from lepton-nucleon DIS experiments, dominantly, as well as related
hadron-hadron scattering experiments. Fits made by H1 [25] and ZEUS [5, 6]
also exist. The wide kinematic range covered by the HERA data has stimu-
lated the extension of the x-Q2 region in global fits. While the fixed-target
data are important for a precise determination of the valence distributions,
the HERA data is becoming dominant in determining the sea and gluon
distributions. A brief description of data used in global fits is given below:

• The xF3 data from CCFR [26] give most reliable uv and dv in the mid-x
range, 0.1 . x . 0.65;

13



10
-1

1

10

10 2

10 3

10 4

10 5

10 6

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

1
x

Q
2  (

G
eV

2 ) ZEUS

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

10
-3

10
-2

10
-1

1

(a)

ZEUS NLO QCD fit

αs(MZ
2) = 0.118

tot. error

uncorr. error

Q2=10 GeV2

xuv

xdv

xg(× 0.05)

xS(× 0.05)

x
xf

Figure 2.4: Kinematic regions in x-Q2

plane by fixed-target and collider ex-
periments. The important constraints
they make on the parton distribution
are shown together [1].

Figure 2.5: Parton distribution
functions within the proton.

• NMC data on the ratio F d
2 /F

p
2 [27], with d denoting the deuteron and

p the proton, constrains the ratio dv/uv at high-x;

• The F d
2 and F p

2 data from BCDMS [28], E665 [29], NMC [30], SLAC [31]
as well as the F2 data from CCFR/NuTeV [32] constrain the sea dis-
tributions in the respective x-Q2 range;

• CCFR dimuon data [22] constrains the strange sea, s̄;

• Tevatron high-ET jet data [33] constrains the gluon distribution;

• The F2 data, measured in inclusive DIS cross sections, from H1 [25, 34]
and ZEUS [35, 36] determine the low-x sea and gluon distributions;

• The inclusive jet cross section [7], which is directly sensitive to the
gluon distribution, is also included in a recent NLO QCD analysis by
ZEUS;

• The F cc̄
2 data from H1 and ZEUS, obtained in measurements of charm

production in NC DIS, quite certainly, will constrain the gluon distri-
bution in future global fits.
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Kinematic regions covered by fixed-target and collider experiments are shown
in Figure 2.4. An example of parton distribution functions is shown in Fig-
ure 2.5. Recently, next-to-next-to-leading order (NNLO) analyses are also
performed [37]. The most up-to-date information on parton distribution
functions is maintained on the Web [38].

2.3 Charm production in DIS

To discuss the charm production in DIS within the parton model, the Cabibbo-
Kobayashi-Maskawa (CKM) matrix [39] has to be taken into account. In the
Standard Model, the quark mass eigenstates are not the same as the weak
eigenstates. The transition of the quark flavors in the charged current weak
interaction is by convention parameterized in terms of a 3×3 unitary matrix
V operating on the charge −1

3
e quark mass eigenstates, d, s and b,

V =



Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb


 ≈




0.97 0.22 0.0037

0.22 0.97 0.042

0.094 0.040 1.0


 , (2.24)

with values from PDG [1]. For the four-quark case, the matrix reduces to a
2× 2 matrix and is described by a single parameter, the Cabibbo angle. The
charm quark, for instance, couples with W+ by a rotated state s′,

s′ = |Vcs|2s+ |Vcd|2d+ |Vcb|2b. (2.25)

While the last term is totally negligible, the |Vcd|2 term, in relevant physics
processes, is called Cabibbo suppression.

Within the parton model, the leading order, O(α0
s), QCD subprocess for

charm quark production in CC DIS is quark initiated

W+s→ c (2.26)

and
W+d→ c, (2.27)

as shown in Figure 2.6a. The latter is Cabibbo suppressed. As d a valence
quark in the proton, however, its contribution should be considered, espe-
cially in the region of high x.

The next-to-leading order, O(αs), QCD subprocesses are the QCD Comp-
ton (QCDC) scattering, where a real gluon is emitted, the virtual gluon cor-
rections and the boson gluon fusion (BGF), shown in Figure 2.6b-d. Among
them, the BGF

W+g → cs̄ (2.28)
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Figure 2.6: Feynman diagrams contributing to charm production in charged
current reactions up to O(αs). They are, separately, (a) Born term, (b)
real gluon emission, or QCD Compton scattering, (c) virtual gluon correc-
tions and (d) boson-gluon fusion. The Cabibbo suppressed contributions are
obtained by substituting all s quarks by d quarks.
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is particularly interesting. As x decreases, the gluon content in the proton
increases rapidly, therefore compensates the higher QCD order and the sub-
process becomes dominant. For the purpose of probing the strange sea, its
contribution is a kind of “background” and should be distinguished from
other, LO or NLO, subprocesses.

�
g

γ/Z

c̄

c �
g

γ/Z

c̄

c

Figure 2.7: Feynman diagrams contributing to charm production in neutral
current reactions at the order O(αs). They are the boson-gluon fusion in
t-channel, left, and u-channel, right.

In the NC DIS case, there is no corresponding quark initiated subprocess if
there is no intrinsic charm in the nucleon. The leading order QCD subprocess
is at the order O(αs), i.e. the BGF, as shown in Figure 2.7. In contrast to
CC, pairs of cc̄ appear in the final state. The cross section can be expressed
in terms of the charm contribution, F cc̄

2,L, to the NC DIS structure functions
FNC

2,L ,

d2σcc̄(x,Q2)

dxdQ2
=

2πα2

xQ4

{[
1 + (1− y2)

]
F cc̄

2 (x,Q2)− y2F cc̄
L (x,Q2)

}
. (2.29)

In the region Q2 ¿ M2
Z , F cc̄

L is negligible, therefore, F cc̄
2 can be extracted

directly from the measurement of differential cross sections, and in turn, will
constrain the gluon distribution.

As one of the heavy flavors, the charm quark provides a naturally hard
scale for pQCD calculations. There are several schemes, however, in the
treatment of heavy quark masses, mc,b:

• The fixed-flavor-number scheme (FFNS) or “massive” scheme [40], in
which heavy quarks are non-active flavors in the nucleon and are pro-
duced through hard scatter such as BGF;

• The zero-mass variable-flavor-number scheme (ZM-VFNS) or “mass-
less” scheme [41], in which heavy quarks are just the contents of the
nucleon and can enter the reaction directly;

17



• The general-mass variable-flavor-number scheme (GM-VFNS), with two
prescriptions from Aivazis-Collins-Olness-Tung (ACOT) [42] and Thorne-
Roberts [43], in which heavy flavors are treated as massive quarks when
Q2 ∼ m2

c,b and are treated as massless partons when Q2 À m2
c,b.

While the massive scheme works well near the threshold of heavy quark
production and the massless scheme works better in the higher region, the
GM-VFNS provides pQCD predictions over the whole kinematic range in Q2.

Many calculations have been presented for charm production in DIS, par-
ticularly in the case of NC, as the data from HERA keeps improving our
understanding of the proton structure. Several predictions for the CC case
are reviewed below since they are relevant to this thesis.

Overall cross sections for heavy quark production at HERA were pre-
dicted by Ingelman and Schuler [44]. Charm production in CC DIS is esti-
mated as

σe+p(d→ c) = 0.75 pb,

σe+p(s→ c) = 3.3 pb,

for leading order QPM, and

σe+p(g → cd̄) = 0.46 pb,

σe+p(g → cs̄) = 8.2 pb,

for BGF. Although the predictions are quite rough, it is clear that the con-
tribution of BGF is larger than that of LO flavor mixing. It is because of
the dominance of the gluon distribution at small x covered by HERA. The
largest uncertainties in the BGF cross sections arise from the choice of dif-
ferent parameterizations for the gluon distribution, less than 40%, and from
varying the charm quark mass from the center value 1.5 GeV, 68% and 36%
with a decrease and an increase by 0.3 GeV respectively.

A study made by Barone, D’Alesio and Genovese [45] concentrates on
the theoretical uncertainties arising from the choice of factorization scale,
heavy flavor mass scheme and parton distribution fit. It is found that the
main uncertainty, ∼ 40%, comes from the choice of mass scheme. While only
Cabibbo unsuppressed processes are taken into account up to NLO, the total
cross section is given as

σ(e+p→ ν̄ecX) ∼ 5 pb

in the kinematic region Q2 > 200 GeV2, x > 0.006 and
√
s ≈ 300 GeV.

Complete NLO QCD corrections to charm production in CC DIS have
been studied by Krezter and Stratmann [46]. Differential cross sections for
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D-meson production, using the Peterson fragmentation function [47], are
calculated and a cut on a final-state scaling variable, z = pD · P/q · P ,
with pD the four-momentum of D-meson, is proposed to suppress the BGF
contribution. The cross sections for e−p→ νeD̄X are found “all in the ball-
park” of about 50 pb for x ≈ 0.05 in the kinematic region Q2 > 500 GeV2,
0.01 ≤ y ≤ 0.9 and

√
s = 300 GeV. In the case of the charge-conjugated

process, e+p→ ν̄eDX, although the d valence quark contribution should be
taken into account, it only becomes significant at large x. Therefore, the
prediction can be translated directly to D meson production, and in turn by
the fragmentation fraction, f(c → D), to charm production, in an order of
10 pb.

In conclusion, the calculations are consistent within large theoretical un-
certainties and all predict roughly 10 pb total cross section for charm pro-
duction in CC DIS in the HERA kinematic region.

2.4 Experimental situation

For the time being, the most sensitive constraints on the strange sea are
made by the CCFR dimuon data, with neutrino or antineutrino scattering
off an iron target. In the NLO QCD analysis [22], it is found that the quark
sea is not SU(3)-symmetric and the strange sea has an overall suppression of
the momentum distribution,

∫
xs̄dx, of about 50%. No shape difference is

found between the strange and non-strange components of the sea, which is
not consistent with their LO analysis [48] but the discrepancy is understood.
Also no shape difference is found between the s and s̄ distributions. The
analysis is performed in a mid-x range, 0.01 . x . 0.20. The entire x
dependence of the flavor-decomposed light quark sea is, however, still rather
unclear. Although the strange sea can also be inferred from a comparison of
charged lepton and neutrino structure functions by the “ 5

18
rule”, F lN

2 /F νN
2 =

5
18
{1− 3

5
[(s+ s̄)/(q+ q̄)]}, it suffers from the fact that the strange sea appears

only as a small residual of two large quantities, xs̄¿ F lN
2 , F νN

2 .

At HERA, measurements of structure functions for both NC and CC DIS
have obtained highly accurate results, and become more and more dominant
in global fits for the parton distribution functions. The charm contribution,
F cc̄

2 , to the NC DIS structure function has also been measured extensively, as
shown in Figure 2.8. With increasing accuracy, it is highly expected that the
F cc̄

2 data will be used in future global fits to constrain the gluon distribution.

However, the lack of a corresponding measurement in CC DIS has been
existing for long. The limitation is mainly due to the comparatively small
cross section and low charm detection efficiency. The charm quark is tradi-
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Figure 2.8: The charm contribution, F cc̄
2 , to the proton structure function F2

for NC DIS.
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tionally identified in the hadronic final state by the charged D∗ through so
called “golden” channel,

D∗+ → D0π+
s with D0 → K−π+,+ c.c. (2.30)

where πs represents a “slow” pion, to be explained in Section 7.1. Taking ac-
count of the fragmentation fraction of the charm quark to D∗+ and branching
ratios of the decay modes involved in the golden channel, the charm detection
efficiency would be

ε = f(c→ D∗+)× B(D∗+ → D0π+
s )× B(D0 → K−π+)×A ≈ 0.006A,

with A denoting acceptance and using values of the fragmentation fraction
f(c → D∗+) ≈ 0.22 [49], branching ratios B(D∗ → D0π+

s ) ≈ 68% and
B(D0 → K−π+) ≈ 3.8% [1]. A typical value for A in ZEUS kinematic
region is about 30% [13]. Using the HERA I integrated luminosity for e+p
data, L ≈ 110 pb−1 and the estimated charm cross section in the preceding
section, σ(e+p → ν̄ecX) ≈ 10 pb, the number of D∗ observed in the golden
channel would be expected as

ND∗
obs ≈ 2, (2.31)

which would be a quite difficult measurement, if not impossible.
In the year 2000, HERA started a major upgrade with an expectation to

achieve an integrated luminosity, in a short period, several times as much as
that having been accumulated by then. That arose the interest, both theo-
retically and experimentally, in charm production in CC DIS at HERA. The
upgrade suffered from unexpected high background, however. Even though
the problem was eventually solved and HERA II has been providing lumi-
nosity since 2003, the performance is not as good as the early expectation.
Nevertheless, it is still tempting to take such an analysis in the HERA I
data and it would be a worthwhile investigation if enough integrated lumi-
nosity would be obtained in the future, or any deviation from theoretical
expectation would be found.
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Chapter 3

ZEUS and HERA

The experimental setup of the analysis are described in this chapter. A brief
description of the HERA collider as well as the relevant data taking periods
are give in Section 3.1. The ZEUS detector is described in Section 3.2, with
some detailed discussion for the components tightly related to this analysis.
The online, i.e. trigger and data acquisition, system and the offline system
of ZEUS are explained in Sections 3.3 and 3.4.

3.1 The HERA collider

The HERA collider (Hadron Elektron Ringanlage) is the first and so far
unique lepton-neutron collider on earth. It is located at DESY (Deutsches
Elektronen Synchrotron) in Hamburg, Germany. The machine was proposed
in 1981, approved in 1984, then built on schedule and within budget. The first
electron-proton collisions were achieved in October 1991, the first luminosity
was provided to the colliding beam detectors H1 and ZEUS in the summer
of 1992. Since then HERA has been running successfully, with a major
break started in September, 2000, for upgrading the machine to provide
significantly higher instantaneous luminosity and longitudinal polarization
to the collider detectors. For distinction, we speak of HERA I before the
upgrade and HERA II after.

HERA has a circumference of 6.3 km and is located in a tunnel 10-15 m
underground. HERA consists of two storage rings, for electrons1 and protons
separately. The two beam pipes run on top of each other and merge into one
at two areas along the circumference, where the beams are made to collide at

1At HERA, electrons represent negatively charged electrons or positively charged
positrons without special distinction. The data sample used in this analysis, however,
is of the positron-proton colliding.

23



zero crossing angle to provide ep interactions for the experiments of H1 and
ZEUS. In addition, there are two other fixed target experiments HERMES
and HERA-B. The former makes use of the electron beam by colliding it
with a polarized proton gas jet to study the spin structure of the proton.
The latter used wire targets in the proton beam to study CP-violation in the
B sector physics, and ceased to run in 2004.

While the electron ring magnets operate at ambient temperatures, the
proton ring magnets are superconducting because the proton energy is 30
times higher than the electron energy. On the other hand, the mass of
electron is much less than that of the proton, by a factor of about two thou-
sands, and the synchrotron radiation energy loss is inversely proportional to
the particle’s mass to the fourth power, hence superconducting cavities are
used for electrons to compensate their enormous energy losses. But ambient
temperature cavities suffice for protons.

The electrons and protons are bunched, with bunches in one bunch train
separated by 96 ns. Some small number of bunches are unpaired, namely the
corresponding bunch in the other beam is empty, for background studies.

79
7 

m

360 m

Electrons27.5 GeV

Protons920 GeV
PETRA

HERA

ZEUS

East Hall

North Hall

South Hall

ep

West Hall

H1

ProtonsElectrons
40 GeV12 GeV

HERMES

HERA−B

Figure 3.1: The schematic drawing of HERA.

Figure 3.1 is a schematic layout of HERA as well as the relevant pre-
accelerator chain. The big circle-like rings are of HERA and the small one
of PETRA (Positron Elektron Tandem Ringanlage), from which 12 GeV
electrons and 40 GeV protons are injected separately into HERA for further
acceleration. The ZEUS detector is located in the south hall.
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HERA initially began as an electron-proton collider, but switched to
positron-proton collisions in 1994 because the electron beam severely suf-
fered a short lifetime at high currents. When the problem was finally solved
in 1998, HERA returned to operate with electrons for nine months. However,
for maximizing statistics to further investigate the potential physics beyond
the Standard Model, it was decided to switch again to positron-proton col-
lisions in the spring 1999 and this configuration was kept till the end of
HERA I.

The data used in this analysis are the e+p collisions collected from 1995
to 2000, corresponding to an integrated luminosity of 111.6 pb−1. Table 3.1
lists the integrated luminosities collected in all HERA I data-taking periods,
and curves in Figure 3.2 illustrate the chronological luminosity accumulation.

Table 3.1: HERA-delivered and ZEUS-gated physics luminosities in the years
1994-2000. Relative uncertainties for ZEUS physics luminosities are listed
in parentheses. Luminosities in bold font are used in this analysis.

Beam energy Integrated luminosity ( pb−1)

Year (GeV) HERA delivered ZEUS physics

Ee Ep e−p e+p e−p ( %) e+p ( %)

1994 27.5 820.0 1.1 5.1 0.3 (1.5) 3.0 (1.5)

1995 27.5 820.0 – 12.3 – 6.6 (1.1)

1996 27.5 820.0 – 17.2 – 10.8 (1.1)

1997 27.5 820.0 – 36.4 – 27.9 (1.8)

1998 27.5 920.0 8.1 – 4.6 (1.8) –

1999 27.5 920.0 17.1 28.5 12.1 (1.8) 19.7 (2.3)

2000 27.5 920.0 – 66.4 – 46.6 (2.3)

Total integrated luminosity for e+p of 1995-2000 : 111.6 (2.0)

3.2 The ZEUS detector

About 450 physicists coming from 52 different institutes of 15 countries form
the ZEUS collaboration. The ZEUS detector is a general purpose detector
with nearly hermetic calorimetry coverage. Figure 3.3 shows cross sectional
views of the detector. The coordinate system [50] is chosen such that the
proton beam points along the z-axis, the x-axis points to the center of the
HERA ring, and the y-axis completes a right-handed coordinate system,
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Figure 3.2: Luminosities versus date in running periods of HERA I . The
left one is of HERA delivered and the right used for ZEUS physics.

hence upwards, as shown in Figure 3.4. The nominal ep interaction point
(IP) is at x = y = z = 0.

The design of the ZEUS detector emphasizes optimum calorimetry for
hadron energy measurements, hence a uranium-scintillator sampling calorime-
ter (CAL) with equal response to electrons and hadrons is implemented.
Additional calorimetric detector components such as HES (Hadron Electron
Separator) and BAC (Backing Calorimeter) improve the calorimetry as well
as particle identification. The tracking detectors comprise a central tracking
detector (CTD), a forward detector (FDET), which straw tube trackers were
added into after the upgrade, and a rear tracking detector (RTD). There was
a vertex detector (VXD) at the beginning, but not really used and taken out
very soon; a micro vertex detector (MVD) was installed however during the
upgrade. The CTD lives in a magnetic field of 1.43 T which is generated by
a superconducting solenoid mounted between CTD and calorimeter. Muon
detectors have inner and outer chambers as well as forward, barrel and rear
parts for each (F/B/RMUI and F/B/RMUO).

The ZEUS detector has undergone continuous changes, like upgrades, or
some components being removed or simply not used. The detector compo-
nents related to this thesis are reviewed in this section. Table 3.2 summarizes
the principle parameters of them. For more details and descriptions of other
components, the reader is referred to the status report[51].
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Figure 3.3: Cross sectional views of the ZEUS detector. The top one is the
Z-Y view and the bottom one X-Y view.
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Figure 3.4: The ZEUS coordinate system. Arrows with e and p indicate the
directions of electron and proton beams, respectively. Two angles, θ for the
polar angle and φ for the azimuthal angle, are also shown.

Table 3.2: The principle parameters of the CAL, the CTD and the luminos-
ity detector of ZEUS The calorimeter performances were measured in test
beams. CTD resolutions of transverse momentum and vertex are for full
length tracks. ⊕ denotes quadratic summation.

Component Parameter

CAL Angular coverage 2.6◦ < θ < 178.4◦

σE/E(EM shower) 0.18/
√
E(GeV)⊕ 0.02

EM E scale uncertainty 1-3%

σE/E(hadronic shower) 0.35/
√
E(GeV)⊕ 0.03

hadronic E scale uncertainty 3%

position resolution ∼ 1 cm

time resolution < 1 ns

CTD magnetic field 1.43 T

angular coverage 11◦ < θ < 168◦

σpT
/pT 0.005pT (GeV)⊕ 0.016

z-vertex resolution 0.4 cm

R-φ vertex resolution 0.1 cm

Luminosity normalization uncertainty 2.0%
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3.2.1 The calorimeter

The calorimeter (CAL) is the key component of the ZEUS detector. It is a
high resolution compensating calorimeter, and is nearly hermetic, covering a
solid angle of 99.8% in the forward hemisphere and 99.5% in the backward
hemisphere.

The calorimeter consists of depleted uranium plates as absorber layers,
interleaved with plastic scintillator tiles as sampling layers. The relative
thickness of the absorber layer and the sampling layer has been tuned to
achieve e/h = 1.00 ± 0.05, where e/h is the ratio of responses to electrons
and hadrons, hence a compensating calorimeter. It provides linearity of
hadronic response as well as optimum hadronic energy resolution. Test beam
measurements gave the resolution for hadronic and electromagnetic (EM)
showers separately:

σE/E = 0.35/
√
E(GeV)⊕ 0.03 for hadronic showers,

σE/E = 0.18/
√
E(GeV)⊕ 0.02 for EM showers.

(3.1)

The CAL surrounds the solenoid and the tracking detectors, and mechan-
ically divides into a forward part (FCAL), a barrel part (BCAL), and a rear
part (RCAL). All three parts are in modular structure and segmented longi-
tudinally into the electromagnetic sections (EMC) and the hadronic sections
(HAC). The EMCs have nearly the same depth of ∼ 1λ(∼ 25X0). The HACs
vary in depth from ∼ 6λ in the very forward direction to ∼ 3λ in the rear.
In FCAL and BCAL, where the HAC is deeper than 3λ, it is divided further
into two subsections.

FCAL and RCAL have the same construction, differing mainly in depth.
Each of them is made up of 24 modules, with a common width of 20 cm,
and the heights arranged to form approximately a circle of 230 cm radius.
The placement of modules is parallel to the y-axis. Figure 3.5 shows a three-
dimensional view of an FCAL module. A module consists of non-projective
towers. An EMC tower has a front face of about 5 × 20 cm2 in FCAL and
10 × 20 cm2 in RCAL. The HAC tower in both is 20 × 20 cm2. Each tower
subsection is a readout unit, called a cell.

The BCAL is made up of 32 identical wedge-like modules, which are
located coaxially with the beam, and each covers 11.25◦ in azimuthal angle.
The axis of each module is tilted by 2.5◦ relative to a radius vector to prevent
projective module boundaries. The EMC towers are projective, with 5 ×
24 cm2 at the front face. The HAC towers are non-projective in θ. Except at
the ends, four EMC towers are followed by one single hadronic tower.

On both sides of a module, there are separate wave length shifters for
EMC and HACs. They read out the light generated in the scintillator towers
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Figure 3.5: Isometric view of the largest FCAL module.

and transport it via light guides to photomultiplier tubes (PMTs) to form
electronic pulses. The coordinate measurement can be achieved based on
knowledge of the attenuation length in the scintillator.

The choice of scintillator as readout medium avoids pile up effects by
keeping the pulses shorter than the bunch crossing time of 96 ns. And, due to
their fast rising time, the timing of the pulses can be determined to within one
nanosecond, which is important for suppressing the cosmic ray background.

The uranium radioactivity provides an extremely valuable calibration and
monitoring tool. Besides the uranium activity, the calorimeter has very low
noise, typically 10 MeV for an EMC PMT and 20 MeV for a HAC PMT.

The performance of the calorimeter has been measured in detail in test
beams, and some results are summarized in Table 3.2. In addition, Table 3.3
summarizes some geometric parameters and the total depth for normal inci-
dence.

3.2.2 The central tracking detector

The central tracking detector, CTD, is the most important tracking compo-
nent in the ZEUS detector. It is located between the beam pipe and the
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Table 3.3: Some geometric parameters of the calorimeter.

FCAL BCAL RCAL

Polar angle θ(◦) 2.2 - 39.9 36.7 - 129.1 128.1 - 176.5

z coordinate (cm) 221 - 451 −307 - −146

Total depth (λ) for normal incidence

EMC 0.96 (25.9X0) 1.10 (24.6X0) 0.95 (25.9X0)

HAC1 3.09 2.11 2.32-3.09

HAC2 1.54-3.09 2.11 –

superconducting solenoid. The axis of the chamber is parallel to the z-axis
and the center is at z = +2.5 cm. Its active axial coverage is 202.4 cm be-
tween end-plates (−98.7 < z < 103.7 cm), with radial coverage between
R = 19.0 cm of the innermost layer and R = 78.5 cm of the outermost
layer[52].

The CTD is a cylindrical drift chamber composed of 9 super-layers (SLs),
each with 8 layers of sense wires. Among the super-layers, the five axial super-
layers, of which the sense wires are parallel to the beam axis, are interleaved
with four stereo super-layers, the wires of which are strung left or right at
an angle with respect to the z-axis. The stereo angle of a wire is defined
to be the angle between the wire and the plane formed by the z-axis and a
radial vector pointing to the center of the wire. The stereo angle of about 5◦

is chosen to achieve roughly the same resolutions in the polar and azimuthal
angle measurements. Within each super-layer, sense wires as well as other
wires are arranged in cells. The cells are tilted nearly 45◦ with respect to the
radial vector, which powerfully breaks the left-right ambiguity. Figure 3.6
shows the layout of wires of a 45◦ sector of the CTD.

The CTD lives in a nearly uniform solenoidal magnetic field of B ≈
1.43 T. While passing the CTD, a charged particle will leave out approxi-
mately helix-like trajectory. In the approximation,

pT = qB%,

where pT is the transverse momentum of the particle, q the charge and % the
curvature of the projection of the helix in the R-φ plane. The axial super-
layers measure the positions of hits in R-φ plane with a resolution ∼ 200µm
(θ dependent), which in turn provide the measurement of the curvature %,
hence of the transverse momentum. The best resolution is obtained with a
trajectory passing all nine super-layers:

σpT
/pT = 0.0058pT ⊕ 0.0065⊕ 0.0014/pT (pT in GeV), (3.2)
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where the first term is due to the hit position, the second and the third due
to multiple scattering, in the CTD and between the interaction point and
the CTD[53].

The z-coordinate can be measured by the stereo super-layers (z-by-stereo),
or by the time difference (z-by-timing). The former has the z-resolution
∼ 1.5 mm and the latter ∼ 5 cm. With z-coordinates, the three-dimensional
helix can be reconstructed and the momentum of a charged particle is ob-
tained by

|p| =
pT

sin θ
,

where θ is the polar angle determined from z-coordinates.

In addition to the momentum measurement, the CTD also provides a
dE/dxmeasurement. Although further elaborate correction is still needed [54],
this information is very useful in particle identification.

Figure 3.6: Layout of wires in a 45◦ sector of the CTD.
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3.2.3 The luminosity monitor

The luminosity is measured through the QED bremsstrahlung or Bethe-
Heitler [55] process

ep→ epγ. (3.3)

The luminosity monitor consists of a photon detector, Lumi-γ, and an elec-
tron detector, Lumi-e, as shown in Figure 3.7. The photon detector, mea-
suring the photon energy as well as the position, consists of a 1.5 mm thick
copper-beryllium exit window from the proton beam pipe at z = −92.5 m,
a filter to absorb a large flux of direct synchrotron radiation and a 24X0

deep lead-scintillator electromagnetic calorimeter at z = −106 m. The elec-
tron detector, measuring the energy of the electron in coincidence with the
photon, serves for consistency check but is not used for the luminosity mea-
surement directly. The systematic uncertainty is achieved 1% for 1996 data
and around 2% for other data taking periods [56], seeing Table 3.1 for details.

Figure 3.7: The luminosity monitor.

3.3 The trigger and data acquisition system

The ZEUS online system is a very sophisticated three-level trigger and data
acquisition system.

At the HERA accelerator, the time between beam crossings is 96 ns, or the
crossing frequency is 10 MHz. The highest activity in the detector arises from
beam-losses, along the beam pipes, with a rate of order of 100 kHz/m, beam-
gas interactions, with a rate of 10 kHz/m, and cosmic rays, with a rate of
5 kHz. The rate of beam-beam, namely ep, interactions is comparatively low,
among which the quasi-real photoproduction is dominant, and other physics
processes only contribute with 1 Hz or less. Therefore, a highly efficient
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trigger system is desired. The ZEUS three-level trigger system as well as the
event builder are described briefly below. A schematic flow chart is shown in
Figure 3.8.

The first level trigger (FLT) reduces the rate of background to below to
1 kHz while maintaining good physics acceptance. The time for making
a trigger decision is within 52 beam crossings, corresponding to 5µs. In
order to make a decision on every crossing, FLT implements pipelines to
buffer the data before a decision can be made. Local decisions are first
made based on energy deposits and tracks found in individual detector
components and then a global decision is formed. Detector components
taking part in the FLT decision are the CAL, the CTD and the muon
detectors.

The second level trigger (SLT) reduces the rate by a factor of 10, to come
down from a FLT trigger rate of 1 kHz to a trigger rate of 100 Hz. It
is built of a transputer network. Instead of using only a subset of
data at the FLT, all the data from participating detectors are available
at this level. More precise quantities as well as some new ones, e.g.
calorimeter timing, are used to reduce background. Results from local
SLT components, like FLT, are collected to the global second level
trigger (GSLT) to make a trigger decision. Physics filters have also
been defined at this level [57].

The event builder (EVB) is a powerful processor farm. When a positive
decision is made at SLT, it assembles the data from all detector com-
ponents to form an event and passes the event to the next trigger level
for the final decision.

The third level trigger (TLT) reduces the rate from SLT by a factor of
20 to about 5 Hz. Each event is fully reconstructed with a software
similar to the one for the offline reconstruction. Physical quantities
of the event, such as kinematic variables, output of electron finders,
topology of the hadronic final state, and so on, are used to decide upon
recording the event.

In addition to physics related trigger configuration at each level, there are
special ones to check for environmental and test triggers, to pass a fraction
of events (passthrough) as well as to run veto algorithms. Raw data of
events, together with electronic calibration constants, monitoring data of
running conditions and all trigger data used in local processing, are recorded
permanently. They will be used in the full offline reconstruction for physics
analyses.
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Figure 3.8: Flow chart of the ZEUS trigger and data acquisition system.

3.4 The offline system

The main tasks of the offline system are the event reconstruction and the
improvement of the measurement by a variety of corrections. The offline
reconstruction, of which the program package is called ZEPHYR [58], is
processed on a PC farm running Linux as operating system. During recon-
struction, events are also classified by assigning DST (data summary tape)
bits according to certain physics characteristics. The DST bits are mainly
based on a logical combination of trigger bits, extended by some offline re-
quirements. These DST bits provide offline analyses with the advantage of
fast access to a given class of events.
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Chapter 4

Event reconstruction

Aspects of offline reconstruction tightly related to the analysis are discussed
in this chapter. It is particularly crucial for charged current events to recon-
struct accurately the hadronic final state, which is described in Section 4.1.
As for D∗ identification, good tracks as well as the primary vertex are de-
manded. The relevant description is given in Section 4.2. Reconstruction
of DIS kinematics is important for the cross section measurement. Various
methods are discussed in Section 4.3.

4.1 The hadronic final state

Within the ZEUS detector, the scattered neutrino of the charged current
reaction can not be detected. Therefore, only the hadronic system will be
present in the final state. The CAL is the key component for reconstructing
the hadronic final state. Many efforts have been devoted to improve its
energy measurement, from which important event variables are evaluated.

4.1.1 Global event variables

Although CAL is nearly hermetic, there are unavoidable holes for passing
through the beam pipe. The proton remnant, concentrating mostly in the
very forward direction, will cause a large uncertainty in the measurement of
the total energy. Contrarily, the energy measurement in the transverse plane
can be achieved to high accuracy. Therefore, the energy measurement with
ZEUS is generally considered in two, longitudinal and transverse, directions.

For a CC event, the most important variable is the missing transverse
momentum, 6pT , caused by the escaping energetic final-state neutrino. 6pT is
balanced by the net transverse momentum, pT , of the final state observed in
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the detector. They are calculated as

6pT
2 = p2

T = p2
x + p2

y

=

(∑
i

Ei sin θi cosφi

)2

+

(∑
i

Ei sin θi sinφi

)2

. (4.1)

The sum runs over all calorimeter energy deposits Ei, where θi and φi are
corresponding polar and azimuthal angles measured from the interaction ver-
tex. The energy deposits are uncorrected in the trigger, but corrected in the
offline analysis. They can be in objects of the calorimeter cells, clusters or
islands, as discussed later. The hadronic polar angle is defined by

cos γh =
p2

T − δ2

p2
T + δ2

, (4.2)

where
δ =

∑
i

(Ei − Ei cos θi) =
∑

i

(E − pz)i. (4.3)

In general, pT and δ in (4.2) should also take a subscript h to denote the
hadronic final state, but the subscript can be left out in the case of CC.
In the näıve quark-parton model, γh gives the angle of the struck quark.
The variable δ gives a better longitudinal energy measurement than the to-
tal energy E or z-component momentum pz does individually. With ideal
detection, δ would be twice the positron beam energy, δ = 55 GeV, following
from energy-momentum conservation. Undetected particles escaping through
the forward beam hole, e.g. the proton remnant, change δ negligibly while
particle loss through the rear beam hole, e.g. the outgoing positron in pho-
toproduction, can lead to a substantial reduction of δ. Another variable used
in the event selection is the total transverse energy, ET , given by

ET =
∑

i

Ei sin θi. (4.4)

pT and δ are used for reconstructing DIS kinematic variables, as discussed
later.

4.1.2 Energy corrections

Before proceeding with the determination of pT , δ and ET , a number of
corrections are applied to CAL’s energy measurement. Methods developed
and tested for the NC cross section determination [35] have been used for
the case of CC [36]. A brief description is given here.
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Noise suppression: The natural radioactivity of the depleted uranium pro-
duces a constant level of noise in the CAL cells. While energy cuts,
60 MeV for EMC and 110 MeV for HAC cells, have been applied on-
line, stricter cuts, 100 MeV and 150 MeV for EMC and HAC cells, are
applied offline.

Dead material: Energy losses in the inactive material between the inter-
action point and the calorimeter are corrected by using dead material
maps, which contain a detailed description of the detector layouts for
the different data taking periods.

Energy scale: Detailed studies of energy measurements and simulated de-
tector responses disclose the under-measurement of energy. Absolute
energy scales are applied to different parts of the calorimeter as well as
for different type of particles, i.e. electrons and hadrons.

Non-uniformity: There are dips and peaks in the energy responses at the
boundaries of the calorimeter cells and modules. The effects are differ-
ent in data and Monte Carlo simulation and are corrected accordingly.

Detector alignment: The positions of the calorimeter parts changed slightly
for different data taking periods. The effects have been taken into ac-
count as well.

4.1.3 Calorimeter islands

The resolution of energy measurement is inversely proportional to the square
root of the energy, see (3.1). Therefore, individual energy deposits in cells
are clustered into relatively large objects to improve the energy measurement
as well as the angular information of the calorimeter. For CC analyses, the
objects are usually islands with the method developed for ZUFOs (ZEUS
unidentified flow objects) [59]. The algorithm works in two steps, as shown
in Figure 4.1. First, adjacent cells in EMC, HAC1 and HAC2 sections are
clustered into two-dimensional objects, cell islands, based on local maxima
of energy deposits. The resulting cell islands are then joined into three-
dimensional objects, cone islands, using a probability function depending on
the angular separation. The position of a cone island is determined by the
logarithmic center-of-gravity of the shower.

The resulting islands undergo further corrections for backsplash as well as
redirected hadronic energy from interactions in material between the primary
vertex and the calorimeter. High energy hadrons interacting in the calorime-
ter with a non-negligible probability can produce particles at large angles
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Figure 4.1: Schematic plot of the island clustering algorithm. Neighbouring
calorimeter cells are clustered into cell islands. One HAC (1) and four EMC
(2-5) cell islands are shown in the plot. Cell islands, island 1, 2 and 3, are
joined into cone islands. Refer to the text for details.

with respect to the direction of the main shower. Some of these particles
travel backwards and generate energy deposits far away from their original
source in the calorimeter which is referred to as backsplash. MC studies
indicate that γh or δ is biased by such kind of energy deposits. The bias
can be minimized by removing islands with energy below 3 GeV and with a
polar angle larger than γmax, which is a function of γh derived from a MC
sample. After the island removal, γh as well as γmax are recalculated, and
the procedure is repeated until the relative change of γh is below 1%.

This correction as well as some energy corrections described previously are
implemented in a specific software package, CorAndCut [60]. DIS kinematic
variables are then calculated with the Jacquet-Blondel method as described
in Section 4.3. Furthermore, the Jacquet-Blondel variables, yJB and Q2

JB, are
regularized by taking account of two constraints:

yJB =
δ

2Ee

< 1,

Q2
JB =

p2
T

1− yJB

< s = 4EeEp,

(4.5)

where Ee and Ep are the energy of positron and proton beams. The package
is used for the reconstruction of the hadronic final state and DIS kinematics
in this analysis.
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4.1.4 Verification

The improvement in the reconstruction of the hadronic final state variables
by applying the correction can be verified with Monte Carlo. The comparison
of the relative resolution in pT with and without the correction is shown in
Figure 4.2. Although the whole resolution with the correction is slightly
worsened, the bias is significantly reduced.

4.2 Tracking and vertexing

As for HERA I data, the offline reconstruction performs track finding twice
per event. The first pass, CTD-only, uses solely information from CTD,
and the second pass, regular, uses information from other tracking detectors,
such as FTD and RTD, as well. Which detectors are used in regular mode
depends on when the data was taken, and on the status of the reconstruction
program. To reduce uncertainties in corrections for efficiency and acceptance,
the CTD-only mode is used for this analysis. Besides this consideration, there
are several other advantages:

• CTD participated in the online trigger in contrast to other tracking
detectors;

• Tracking in the CTD is relatively clean;

• There is no bias due to relative alignment with other detectors;

• CTD pattern recognition is not confused by large scatters or secondary
charged particle production in the material between the CTD and the
other tracking detectors.

A sophisticated algorithm is used to find tracks in the CTD [61]. For a brief
description, the track reconstruction is completed in three steps.

1. The first step is pattern recognition by starting each track candidate
from a “seed” in an outer part of the CTD and extrapolating inward.
A very broad “virtual hit” is added at the beam line to guide the
trajectory inward.

2. The second step is CTD hit corrections for the Planar Drift Approxi-
mation1 in the position measurements of hits. Many effects, e.g. angle
of track from drift plane (ψ′), are taken into account. The effect on the

1The plane, centered on a sense wire, is by definition perpendicular to the line connect-
ing x = y = 0 to the cell’s central ground wire.
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Figure 4.2: Comparison of the relative resolution in pT with and without
energy correction. In the upper plot, the resolution is shown as a function of
true transverse momentum, pT,true, for corrected, solid dots, and uncorrected,
open squares, pT . In the lower part, the whole resolution with the correction,
left, and without the correction, right, are shown. The signal Monte Carlo
sample is used for the comparison.
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final track parameters is usually relatively small, but a large effect hap-
pens for positive tracks with transverse momentum less than 200 MeV,
where the track becomes parallel to the plane of sense wires.

3. The third step is to fit each track candidate to a 5-parameter helix
model. The fit procedure is crude but fast, and one iteration suffices
since the pattern recognition is fairly accurate.

An example of a helix in the X-Y plane is schematically shown in Figure 4.3.

Q=+1

x

y R

δ
S

φ
2
+ δ

S

φ
1

φ
H

D
H

(0,0)

s = s
S

s = 0

Figure 4.3: A track helix in x-y plane. Definitions of the variables can be
found in the reference [61].

Primary and secondary event vertices are reconstructed by fitting tracks
based on the simple and full fit perigee techniques [62]. An imagined proton,
centered at the beam spot in the X-Y plane with σx = σy = 0.7 cm, is
used to constrain the primary vertex. Technical details are described in the
references [61]. Primary-vertex tracks then take advantage of simultaneously
refitting both direction and curvature.
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4.3 DIS kinematics

As discussed in Section 2.1, DIS kinematics are specified with two variables
at fixed center-of-mass energy

√
s ≈ 2

√
EeEp, (4.6)

where Ee and Ep are the energy of positron and proton beams, and masses of
the positron and the proton are ignored. Many methods have been developed
to calculate DIS kinematics by reconstructing the leptonic final state, or the
hadronic final state, or both. Several methods are reviewed here.

Electron method (EL): using solely the leptonic final state,

Q2
EL = 2EeE

′
e(1 + cos θ′e), (4.7)

yEL = 1− E ′
e

2Ee

(1− cos θ′e), (4.8)

with E ′
e and θ′e the energy and the polar angle of the scattered positron.

This is the simplest method and has traditionally been used in fixed-
target experiments. It is, however, only applicable for NC events. The
method suffers from large radiative corrections and a seriously degraded
x resolution at small y. The resolution is, however, very good at large
y.

Double angle method (DA): using the measured angles of both leptonic
and hadronic final states,

Q2
DA = 4E2

e

sin γh(1 + cos θ′e)
sin γh + sin θ′e − sin(θ′e + γh)

, (4.9)

xDA =
Ee sin γh + sin θ′e − sin(θ′e + γh)

Ep sin γh + sin θ′e − sin(θ′e + γh)
, (4.10)

with γh defined in (4.2). This method does not require precise knowl-
edge of energy scales, and results in small radiative corrections. How-
ever, the resolution is poor at very small y. Again, the method is
applicable only for NC events.

Hadron method: also known as Jacquet-Blondel (JB) method [63], us-
ing the measurement of the hadronic final state,

yJB =
δh

2Ee

, (4.11)

Q2
JB =

p2
T,h

1− yJB

, (4.12)
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with δh and pT,h defined in (4.3) and (4.1) for the hadronic final state.
This is the only possible method for CC events. The method is stable
against energy losses down the forward beam pipe since they contribute
very little to δh and pT,h. However, it is sensitive to calorimeter noise
at very small y, and is sensitive to energy losses in the rear direction
at high values of y. It also requires a good understanding of energy
scales and energy losses in the inactive material. On the other hand, it
is rather insensitive to radiative corrections.

The Jacquet-Blondel method implemented in CorAndCut is used for this anal-
ysis. It is clear from (4.12) that Q2

JB is directly correlated with pT . Any cut
on pT in the event selection will automatically restrict the kinematic region
of events of interest. A kinematic plane is shown in Figure 4.4 with lines of
iso-y and iso-pT .
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Figure 4.4: DIS kinematic plane in x and Q2 with lines of iso-y and iso-pT .
Contour lines are calculated at

√
s = 318 GeV and those of pT are obtained

according to the Jacquet-Blondel method, as discussed in the text.
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Chapter 5

Monte Carlo simulation

Monte Carlo (MC) simulation is used to determine the efficiency for select-
ing events and the accuracy of kinematic reconstruction, to estimate the ep
background rates and to extract cross sections for the full kinematic region.
MC samples generated for these purposes as well as some techniques in gen-
eration are discussed in Section 5.1. The MC samples are normalized to the
total integrated luminosity of the data that is discussed in Section 5.2. As a
direct application, the resolution of DIS kinematic reconstruction is checked
in Section 5.3.

5.1 Generation

The common interface for all MC generators used at ZEUS is AMADEUS.
Generated events are submitted to a facility, called FUNNEL, for full detector
simulation. The ZEUS detector response is simulated with a program, called
MOZART, based on GEANT 3.13 [64]. The simulated events are subjected
to the same trigger requirements as the data, and processed by the same
reconstruction programs. The ZEUS MC chain is shown in Figure 5.1. More
details can be found on the Web [65].

Various MC samples, as listed in Table 5.1, have been generated for dif-
ferent purpose. Inclusive CC and NC DIS as well as photoproduction MC
samples are used to study the separation of CC events from NC and photo-
production background. To increase statistics at high Q2, CC and NC events
were simulated in sets of samples with different Q2 thresholds. Both direct
and resolved photoproduction samples were generated. A signal MC sample
is used to determine the acceptance as well as to study D∗ finding. It has
been generated in the same configuration as the inclusive CC MC samples
with the additional requirement that at least one charged D∗ exists within a
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Figure 5.1: The ZEUS Monte Carlo simulation chain.

certain kinematic region in the final state. Another similar sample, differing
only in the simulation of high order QCD effects, is used to estimate the
uncertainty of MC modeling. A sufficient number of events were generated
for different samples separately to ensure that the statistical uncertainties
arising from the MC simulation are negligible compared to those of the data.
Some details are discussed in the following.

5.1.1 Inclusive CC and NC DIS MC samples

DJANGOH 1.1 [66] is used to simulate charged current and neutral current
deep inelastic ep scattering including QED and QCD radiative effects at the
parton level. It is an interface of the MC generators HERACLES 4.6.1 [67]
and LEPTO 6.5 [68]. The Lund string model implemented in JETSET 7.4
and PYTHIA 5.7 [69] is used for a complete event simulation including frag-
mentation and hadronization of the scattered quark and the proton remnant.
In HERACLES, appropriate radiative corrections, initial-state radiation for
CC and initial- and final-state radiation and Compton scattering for NC, and
weak virtual corrections are included. The QCD corrections for the näıve
parton model are simulated using the color-dipole model as implemented in
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Table 5.1: Monte Carlo samples. Details about generator are discussed in
the text. Only difference in generators for D∗ CC MC samples are listed.
Integrated luminosities are used for MC normalization.

Sample Generator Threshold Nevent L ( pb−1)

D∗ CC
ARIADNE Q2 > 100 GeV2 50000 1.469× 104

MEPS Q2 > 100 GeV2 50000 1.216× 104

inclusive CC DJANGOH

Q2 > 10 GeV2 25000 553.1

Q2 > 100 GeV2 25000 628.5

Q2 > 5000 GeV2 15000 4.688× 103

Q2 > 10000 GeV2 5000 7.322× 103

Q2 > 20000 GeV2 5000 8.078× 104

inclusive NC DJANGOH

Q2 > 100 GeV2 940k 115.7

Q2 > 400 GeV2 120k 102.8

Q2 > 1250 GeV2 50000 253.1

Q2 > 2500 GeV2 24000 407.4

Q2 > 5000 GeV2 24000 1.617× 103

Q2 > 10000 GeV2 24000 8.591× 103

Q2 > 20000 GeV2 24000 7.742× 104

Q2 > 30000 GeV2 12000 2.204× 105

Q2 > 40000 GeV2 12000 1.104× 106

Q2 > 50000 GeV2 12000 5.664× 106

direct PHP
HERWIG

ET > 40 GeV 100k 633.7

resolved PHP pT > 10 GeV 100k 577.0
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ARIADNE 4.10 [70]. The CTEQ5D [24] parton distribution functions, ac-
cessed from the PDFLIB 8.04 [71], are used for the proton. Values from the
PDG [1] are used for the Fermi constant and the masses of the W and Z
bosons as well as of the top quark. The Higgs-boson mass is set to 100 GeV.

As an alternative to ARIADNE, the QCD effects can also be simulated
using the matrix elements and parton shower (MEPS) model of LEPTO. Ac-
tually, this was the first choice when starting this analysis and the simulation
has been studied at the generation level, see Appendix A. Both models can
describe data well in most aspects of the final state, e.g. pT and δ = E − pz

distributions as shown in Figure 5.2. However, as shown in Figure 5.3, ARI-
ADNE agrees well with data in the distribution of number of good tracks,
Ngood

track, whereas MEPS does not. Since good tracks are important in D∗ find-
ing, ARIADNE is chosen as the primary simulation for the QCD effects in
the signal MC sample, and MEPS as a systematic check.
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Figure 5.2: Comparison of ARIADNE and MEPS on the distributions of
pT and δ = E − pz. All event criteria except those on pT , yJB and Q2

JB

are performed. The dots represent data and histograms the MC simulation
for CC DIS with ARIADNE (solid) or MEPS (dashed). MC samples are
normalized to the data’s total integrated luminosity.

5.1.2 Photoproduction MC samples

The dominant reaction in ep scattering is neutral current, exchanging mainly
virtual photons. When the virtuality Q2 of the exchanged boson is very small,
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Figure 5.3: Comparison of ARIADNE and MEPS on the distribution of num-
ber of good tracks, N good

track. All event criteria except that on N good
track is performed.

The dots represent data and histograms the MC simulation for CC DIS with
ARIADNE (solid) or MEPS (dashed). MC samples are normalized to the
data’s total integrated luminosity.

Q2 → 0 GeV2, the virtual photon resembles a real one and the ep collision is
referred to as the γp process, or photoproduction (PHP). While most of the
quasi-real photons will react on quarks directly, a certain fraction of them
can be resolved with parton contents. For distinction, they are called direct
and resolved photoproduction, respectively. Feynman diagrams in Figure 5.4
illustrate such processes in boson-gluon fusion.

Both direct and resolved photoproduction samples are simulated with the
MC generator HERWIG 5.9 [72]. The PDFs of GRV-G [73] are used for the
photon and CTEQ4L for the proton. Generator level cuts, ET > 40 GeV to all
final state particles with polar angles in the range 0.0384 < θ < 3.08 and pT >
10 GeV to the hard process, are applied. Photoproduction contamination
from lower thresholds are found to be negligible [74].

5.1.3 D∗ signal MC samples

Based on the simulation of CC DIS, signal MC samples are generated by
requiring the existence of at least one D∗, positively or negatively charged,
in the hadronic final state. As discussed previously, ARIADNE is chosen
for higher order QCD simulation, while MEPS is used as a systematic check.
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Figure 5.4: Feynman diagrams for photoproduction in boson-gluon fusion.
In direct PHP (a), the photon interacts with the gluon directly, whereas in
resolved PHP (b), the photon resolves into partons before entering the inter-
action.

The signal MC sample is used to determine the acceptance and to extrapolate
the measurement of D∗ cross section to the full kinematic region.

Distributions of true D∗ kinematics, the transverse momentum pD∗
T,true and

the pseudorapidity1 ηD∗
true are shown in Figure 5.5. In D∗ reconstruction, as

discussed in Section 7.1, the transverse momentum and the pseudorapidity
will be restricted in a region defined by cutdstarkine. The full region distri-
butions here will be used to obtain the extrapolation factor defined in (8.5).
In the distribution of ηD∗

true, the peak at around zero corresponds to D∗s com-
ing from hard scattering, while the plateau in the very forward direction
corresponds mainly to the D∗ production from fragmentation. Models of
ARIADNE and MEPS, however, show very similar behavior here.

5.2 Normalization

In general, a MC sample is normalized to data according to the calculation
for the cross section

σ =
N

L
=
NData

L Data
=
NMC

L MC
, (5.1)

where N represents the number of events, L the total integrated luminosity.
Superscripts denote data and MC, respectively. The normalization weight,

1The pseudorapidity is defined as η = − ln(tan θ/2), where the polar angle, θ, is mea-
sured with respect to the proton beam direction. The larger the pseudorapidity, the more
forward it is.
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Figure 5.5: Distributions of true D∗ kinematics, pD∗
T,true and ηD∗

true. The solid
histogram is for the signal MC simulation with ARIADNE and the dashed
for MEPS.

w, is then given by

w =
L Data

L MC
. (5.2)

For inclusive CC or NC samples with different Q2 thresholds, however, the
overlap has to be taken into account. Given a MC event with Q2 = Q2

0, its
weight is

w =
L Data

∑
i L

MC
i

, (5.3)

where the denominator sums over all samples with Q2
mini

< Q2
0. Therefore, in

this situation, the normalization weight is Q2 dependent and must be evalu-
ated event by event. In Figure 5.6, the upper plot is the Q2 spectrum without
normalization for all CC MC samples in use, and the zigzagged shape can be
seen with clear Q2 thresholds; the lower plot is the one with normalization,
and the spectrum becomes smooth. Indeed, it has been checked that the
distribution in the lower plot has the same shape as that of the part with the
lowest Q2 threshold in the upper plot.

There is a difficulty in normalizing photoproduction samples. What really
happens for photoproduction at HERA is so far not very clear. Photopro-
duction contamination is dependent on the process under study. Therefore,
the general normalization (5.2) is not sufficient. A further normalization is
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Figure 5.6: Normalization for inclusive CC MC samples. The solid histogram
is obtained with an appropriate normalization, whereas the dashed histogram
is without normalization.

needed. This is done by performing a fit,

Hdata = HCC +HNC + wdirHdir.PHP + wresHres.PHP, (5.4)

where H’s represent distributions of some variable for data and different MC
samples, indicated by subscripts, and wdir and wres are two free parameters.
The distribution is chosen so that the shape of it in photoproduction MC
samples is significantly different from those in other MC samples. The dis-
tribution of pT/ET is a good choice and is used for this purpose here. The fit
is performed when all cuts except the one on pT/ET are made and the result
is shown in Figure 5.7. The results for wdir and wres are

wdir = 1.3,

wres = 0.5,
(5.5)

with a fit quality χ2/ndf = 70.7/47 ≈ 1.5. The two weights are then fixed
for normalization of direct and resolved photoproduction through the whole
analysis.

5.3 Resolution of DIS kinematics

Using MC samples, the resolution in the reconstruction of the DIS kinemat-
ics can be obtained by comparing measured quantities with the true values,
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Figure 5.7: Normalization for photoproduction MC samples. The upper plot
is before performing a fit as discussed in the text, and the lower one after
a fit. The dots are for data, while histograms are for different MC samples,
distinguished by different degrees of gray as shown, and ploted on top of each
other.
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which are accessible within the MC sample. The DIS kinematics are recon-
structed with the Jacquet-Blondel method, see Section 4.3.

Relative resolutions of Q2
JB, yJB and xJB are shown in Figures 5.8, 5.9 and

5.10. Each is shown as a function of corresponding true values as well as in
a overall distribution. Except in extreme regions, Q2 & 104 GeV2, x . 0.01
and x & 0.3, the JB method gives very good resolutions, indicated by error
bars in y-direction. There are slight biases in Q2

JB and yJB that is consistent
with the bias in pT , shown in Figure 4.2, whereas the distribution of xJB is
centered at zero perfectly. The overall resolutions, RMS’ as read from each
histograms, are separately

σQ2/Q2 ≈ 30%, (5.6)

σy/y ≈ 19%, (5.7)

σx/x ≈ 26%. (5.8)
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Figure 5.8: Resolution of reconstructed Q2. In the left, the relative difference
of reconstructed Q2 to the true value is shown as a function of the true values,
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res vs true
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Chapter 6

Charged current event selection

The physics process under study in this thesis is charm production, indi-
cated by D∗ production, in CC reactions, hence the two phases—selecting
CC events and identifying D∗ in the final states. Naturally, there are two
approaches to accomplish the mission: filtering CC events first, and then find-
ing the D∗ signal in them; or the other way around. The former approach
is taken for this analysis. It is due to the choice of the trigger configuration,
which is usually the first step for any offline analysis. While the CC trig-
ger configuration had been relatively stable for nearly all HERA I running
periods, the open charm trigger configuration had been designed mainly for
photoproduction as well as the NC process, and that for CC is still under
study. This and the next chapters discuss details in selecting CC events and
identifying D∗’s, respectively.

The chapter starts in Section 6.1 with discussion of data and MC samples.
It is followed in Section 6.2 by a description of online trigger related to CC
events. Data quality and preselection for the data sample are then discussed
in Section 6.3. The primary CC event selection is discussed in Section 6.4.
Discussion of vertex and tracking is in Section 6.5. The two following Sec-
tions 6.6 and 6.7 concentrate on suppressing non-ep collisions and non-CC
ep collsion background. Then, constraints on DIS kinematics are expressed
in Section 6.8. In the end, Section 6.9 is discussion on the final CC sample.

6.1 Data and MC samples

To maximize statistics, all e+p collision data collected with the ZEUS detec-
tor at HERA I from 1995 to 2000 are used for this work. The MC samples
used for optimizing CC event selection are listed in Table 5.1. They are sim-
ulated according to the online trigger configuration for the running period
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of 1999. Trigger configuration related to CC events for 2000 is almost the
same as that for 1999, and is slightly different from those for other years.
To minimize systematic uncertainties, MC simulations should be made in
sets different for each running period. However, this analysis is dominantly
statistics limited, hence one set of simulations is sufficient.

Another issue is that the center-of-mass energy for running periods 1995-
1997,

√
s = 300 GeV, is different from that for 1999 and 2000,

√
s = 318 GeV.

Owing to the same consideration, events of the data with the center-of-mass
energy of 300 GeV are scaled by a factor, wscale, that is determined with MC
simulations:

wscale =
σMC

CC (
√
s = 318 GeV)

σMC
CC (

√
s = 300 GeV)

= 1.1, (6.1)

where the total cross sections, σMC
CC , are evaluated within a kinematic region

of Q2 > 200 GeV2.

As discussed in Section 5.2, MC samples are normalized to the total
integrated luminosity of data, to be given in Section 6.3. Factors obtained
in (5.5) are used for additional PHP normalization.

6.2 Online trigger

The ZEUS online system contains three trigger levels, FLT, SLT and TLT,
introduced in Section 3.3. At each level, trigger conditions are organized in
slots, or bits. CC related slots are summarized in Table 6.1 and are briefly
described below.

• FLT—using coarse energy measurement within CAL and track infor-
mation within CTD. There are six slots directly or indirectly related
to CC events:

FLT-41: high transverse energy, E-2ir
T , without track requirement. Two

innermost rings of CAL around the beam pipe are excluded for
the measurement, hence the superscript −2ir.

FLT-42: for photoproduction. It requires sufficient energy deposit in
total or in the EMC section of some sub-CALs and a good track,
TRKb, that is defined as a track pointing to the nominal interaction
point.

FLT-43: similar to FLT-41 with a lower threshold but requiring a good
track.
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FLT-44: for DIS jets. It requires energy deposits in the EMC section
of BCAL or RCAL combined with high track multiplicity, TRKa,
or a good track.

FLT-60: high missing pT. This is the main slot dedicated to CC events.

FLT-61: dedicated to diffractive CC events. It requires a moderate
missing pT with a good track, and, specifically, small energy de-
posits around the beam pipe (bp) in FCAL, EbpFCAL.

• SLT—defining several major physics filters, among which CC events
are classified into exotic (Exo) filters. At this trigger level, CAL tim-
ing is available and is used to suppress non-ep collision background.
A coarse CTD tracking vertex is used to suppress beam-gas events as
well. Energy measurements E− pz and p−irT , the transverse momen-
tum excluding the innermost CAL ring around the beam pipe, are also
available to improve the trigger condition. Only one slot is CC relevant:

ExoSLT-4: dedicated to CC events. It contains four branches, CC1-CC4,
by combining different pT cuts with other energy cuts as well as
good track requirement.

Definitions of some trigger conditions appearing in Table 6.1 for this
level are listed below, while details can be found found on the Web [75].

CCglobTime : |Tglobal| < 7 ns and NPMT, global > 1

CTD OK : NtrkSLT ≥ 1 and not CTDBeamGas

SLTGoodTrack : FLF-49 or NtrkSLT ≥ 1

NoOffBeamProton: |py| > 3 GeV or pT > 15 GeV or p−irT > 6 GeV

or pT > 0.06 pz

• TLT—improving trigger decision with fully reconstructing events. It
contains two slots for CC events:

ExoTLT-2: compensation for ExoTLT-6. It has a relatively low thresh-
old for transverse momentum, but requires a good vertex with at
least one good track.

ExoTLT-6: the main CC channel. It suppresses further non-ep back-
ground from events selected by ExoSLT-4.

Definitions of some trigger conditions appearing in Table 6.1 for this
level are listed below, while details can be found found on the Web [75].
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GoodVertex : vertex with |z| < 60 cm and r < 10 cm

GoodTrack : pT > 0.2 GeV and DCA < 1.5 cm and |ZCA| < 60 cm

UDTimeOK : against cosmic rays

BeamGasVertex : vertex with z < −80 cm and Ntrack ≥ 5

TooManyBeamGasTracks: NBeamGasTrack ≥ 5 and Ntrack ≥ 25

TwoTrackGoodVertex : GoodVertex and Ntrack ≥ 2

For different running periods, trigger definitions were usually adjusted ac-
cording to the beam condition at HERA. Even in the same data-taking pe-
riod, there are also slight changes in thresholds. It happened to the first
level trigger more frequently than to the others. Details can be found on the
Web [75].
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Figure 6.1: Trigger frequencies of CC relevant bits. It is obtained for the
final data sample. Frequencies are normalized to that of DST-34.

The online trigger bits are not directly used in this analysis. Instead, an
offline DST bit is in use. Trigger frequencies of those bits listed in Table 6.1
are shown in Figure 6.1 for the final data sample. It is obvious on the plot
that the most “fired” bit at the first trigger level is the 6pT related bit, FLT-60.

The online trigger is vital because not only is it the first step for any
offline analysis, but also the loss of events by the trigger decision would be
unrecoverable afterwards. The effect of some trigger slot can be verified by
turn-on plots of the data sample selected with another orthogonal trigger
slot. In the case of inspecting FLT-60, a choice of orthogonal slot is FLT-42,
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Table 6.1: Trigger bits relevant to CC event selection. Definitions are based
on the data-taking period of year 2000 and main changes are indicated for
other data-taking periods. Only key features are given in the definition for
brevity.

Trigger Definition

FLT-41 E-2irT > 30 GeV (21 GeV in 1999, 15 GeV in 1995)

FLT-42
(EBEMC ≥ 3.4 GeV or EREMC ≥ 2 GeV) and TRKb

96-99: with (or ECAL ≥ 15 GeV or EEMC ≥ 10 GeV)

FLT-43 E-2irT > 11.6 GeV and TRKb

FLT-44 (EBEMC ≥ 4.8 GeV and TRKab) or EREMC ≥ 3.4 GeV

FLT-60

(pT ≥ 5 GeV and ET ≥ 5 GeV and TRKb) or

(pT ≥ 8 GeV and TRKab) or

(pT ≥ 11 GeV and E-irFCAL ≥ 10 GeV)

96-99: (pT ≥ 8 GeV and (TRKab or E-irFCAL ≥ 10 GeV)

96 : 5 GeV→ 6 GeV, 8 GeV→ 9 GeV

FLT-61
pT ≥ 5 GeV and TRKb and (E

bp
FCAL < 12.5 GeV)

96-99: 5 GeV→ 3 GeV

96-97: → E
bp
FCAL < 12.5 GeV or (E

bp
FCAL < 7.5 GeV and no PRT hit)

ExoSLT-4

(CCglobTime or CTD OK) and NoOffBeamProton and

(CC1 or CC2 or CC3 or CC4)
CC1 = pT > 6 GeV and E-2irT > 6 GeV and SLTGoodTrack

CC2 = pT > 9 GeV and E-1irT > 8 GeV and EFCAL > 20 GeV

CC3 = pT > 9 GeV and p2T > 2.31ET and EFCAL > 80 GeV

CC4 = E− pz > 6 GeV and p2T > 2.25ET and SLTGoodTrack

ExoTLT-2
pT > 6 GeV and GoodVertex and NGoodTrack > 0 and UDTimeOK

95 : 6 GeV→ 7 GeV, without UDTimeOK

ExoTLT-6

pT > 8 GeV and ExoSLT-4 and (EFCAL > 10 or FLF-49) and

(not OffBeamProton) and (not BeamGasVertex) and

(not TooManyBeamGasTracks or TwoTrackGoodVertex) and

(p−irT > 10 GeV or NCTD Hits < 2500) and UDTimeOK

95-97: without (not OffBeamProton)

95 : pT > 9 GeV without UDTimeOK

DST-34
(ExoTLT-2 or ExoTLT-6 or p−irT > 6 GeV) and pT > 7 GeV

96-97: p−ir
T > 7 GeV, without cut on pT

95 : (pT > 8 GeV or ExoTLT-2) and p−ir
T > 8 GeV
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Figure 6.2: Efficiencies of the trigger slot FLT-60 as a function of pT for
data (solid dots) and CC MC (open dots) samples. FLT-42 is chosen as an
orthogonal slot and no other cuts are used. Fit curves are represented by
solid lines. P1 and P2 are fit parameters. Explanation can be refered in the
text.

and the turn-on plot is the distribution of trigger efficiencies as a function
of transverse momentum, pT . The trigger efficiency in the ith bin of pT is
defined by

εi =
N

FLT60 |FLT42
i

NFLT42
i

, (6.2)

with NFLT42
i denoting number of events selected by FLT-42 and N

FLT60 |FLT42
i

by both FLT-42 and FLT-60. Examples are shown in Figure 6.2 for data and
CC MC samples. Curves on the plot are obtained by performing fits with
the form

ε(pT ) = 1− 1

1 + eP2(pT−P1)
, (6.3)

with P1 representing the turn-on point and P2 the slope of the curve at turn-
on point. The plot is made without any other event cuts except the two
trigger slots, therefore data and MC give very different fit results. While the
turn-on point reflects the threshold used in trigger, the slope corresponds to
resolution of measurement. An early study [76] shows uncertainty caused
by the resolution difference between online trigger and MC simulation is
negligible.

64



6.3 Data sample preselection

There are in total 3904 physics runs of e+p data corresponding to an inte-
grated luminosity of 111.1 pb−1 collected with the ZEUS detector during the
HERA running periods of from 1995 to 2000. Among them, there are some
runs with shifted interaction point, 24 runs in 1995 and 33 runs in 2000,
corresponding to an integrated luminosity of 1.1 pb−1. These runs are for
special use and excluded from this analysis. Data taking is a very compli-
cated process, and the quality of data can be affected by many things. For
instance, some key detector component might fail to work properly and was
switched off temporarily. A lot of effort has been paid for Data Quality Mon-
itoring (DQM) and results are summed in a special offline software package,
EVTAKE, that picks out problematic runs and events. With EVTAKE, the
data sample is reduced to 3665 runs, corresponding to an integrated luminos-
ity of 110 pb−1, that is used for this analysis. The distribution of integrated
luminosities of individual runs is shown in Figure 6.3.
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Figure 6.3: Distribution of integrated luminosities of individual runs for the
data used in this analysis.

The trigger-like offline DST bits, see Section 3.4, are used for the purpose
of selecting a certain class of physics events. The DST bit-34 is designed for
CC events and is in use as physics preselection. Its definition is in Table 6.1
as well. It is a combination of the CC related TLT trigger bits with offline
improved measurements of pT and p−ir

T .
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Figure 6.4: Distributions of yield-of-run with respect to run indices (left)
and corresponding pull plots (right) for preselected data samples of differ-
ent center-of-mass energy. Short runs with integrated luminosities less than
10 nb−1 are collected as one bin. Gaussian fit is performed for pull distri-
bution, whereas a zero-order polynomial fit for yield distribution, shown as
solid lines on the plots.
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plots (right) for final data samples of different center-of-mass energy. Run-
lumps are formed chronologically with integrated luminosity not less than
0.5 pb−1. Gaussian fit is performed for pull distribution, whereas a zero-order
polynomial fit for yield distribution, shown as solid lines on the plots.
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The quality of runs can be inspected by means of yield-of-run defined by

yieldi =
Ni

Li

, (6.4)

where Li is the integrated luminosity of some run i and Ni is the corre-
sponding number of events after some event selection. For good runs, the
distribution of yields as a function of runs will be roughly constant within
statistical fluctuations and its pull plot will exhibit a standard normal dis-
tribution with µ = 0 and σ2 = 1. Large deviations from these expectation,
however, will indicate potential problems in selected runs. Yield-of-run dis-
tributions for running periods with different center-of-mass energy and their
pull plots are shown in Figure 6.4 after applying the offline preselection as
well as cuts discussed in Sections 6.4 and 6.5. To avoid large statistical fluc-
tuations, those short runs with integrated luminosity less than 10 nb−1 are
added together to form one bin in each yield-of-run plot. No large deviation
is observed in these plots. This technique is very useful, hence through the
whole procedure of analysis, the yield distribution is inspected after every
cut. However, the cross section of charged current is relatively small, and
the yield-of-run will become of little statistics while proceeding with more
cuts. As an alternative, consecutive runs are put together until the lumped
integrated luminosity is larger than 0.5 pb−1, and yields of these run-lumps
may be inspected. Distributions for final data sample are shown in Figure 6.5.
Pull plots exhibit very well Gaussian distributions.

6.4 Charged current selection

Primary signature of a CC event is a high missing transverse momentum,
6pT , or equivalently the event’s transverse momentum, pT . Distributions of
pT for data as well as for MC samples after the offline preselection are shown
in Figure 6.6. Peaks around 8 GeV are due to the cuts on pT in the online
trigger slots and the offline DST bit discussed before. Large discrepancies
between data and MC samples in the range of pT < 25 GeV are caused by
non-simulated background that are dominantly non-ep collision events. In
the range of pT > 25 GeV, data points are very well described by the MC
simulation. It is clear that the higher the cut on pT , the purer the CC
sample will be. However, it is also clear that contributions of NC and PHP
background, simulated in MC samples, fade out only at about 40 GeV, at
which a cut on pT will get rid of most CC events as well. Therefore, other
means than only a pT cut are needed to suppress background events and keep
a relatively low pT cut.
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soft pT cut is indicaded by the line with an arrow. The dots are for data, while
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The discussion can be verified quantitatively by defining cut efficiency,
εcut, and purity, Pcut for MC samples,

εcut =
NCC

cut

NCC
,

Pcut =
NCC

cut

NCC
cut +Nnon-CC

cut

,

(6.5)

where N denotes the number of events before a cut, and Ncut after a cut.
Superscripts “CC” and “non-CC” represent MC samples. For the data sam-
ple, εData

cut can be defined similarly. In Addition, the fraction of non-simulated
background after a cut, fnon-sim

cut , can be estimated as

fnon-sim
cut =

NData
cut − (NCC

cut +Nnon-CC
cut )

NData
cut

, (6.6)

with NData
cut denoting the number of events in the data sample after a cut.

Variation of εCC
cut, Pcut, ε

Data
cut and fnon-sim

cut for different cut positions in pT are
shown in Figure 6.7. A curve for the products of εCC

cut and Pcut is also shown
in the same plot to indicate the trend of balance between cut efficiency and
purity.
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After applying event criteria discussed in the following sections, a hard
cut,

pT > 12 GeV, (6.7)

will be used as the primary condition for selecting CC events. However, a
soft cut,

pT > 10 GeV, (6.8)

is used as a preselection as well in order to study efficient means for back-
ground suppression and to reduce the volume of data.

6.5 Primary vertex and good tracks

Primary vertices of events are important for reconstructing transverse mo-
menta and identifying D∗s. While the reason for the former is clear in (4.1),
the reason for the latter is that D∗s decay immediately after being produced,
namely at primary vertices. Resolution of primary vertices in the X-Y plane,
as shown in Figure 6.8, is much worse than that of measured beam spots,
0.3 × 0.1 mm2. Therefore, X and Y coordinates of primary vertices are al-
ways set to the nominal interaction point: xvertex = yvertex = 0 cm. As for
zvertex, an early study [77] showed most of them lie within ±30 cm around the
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nominal interaction point, with secondary peaks centering at about ±70 cm.
A conservative cut,

|zvertex| < 50 cm, (6.9)

is chosen for this analysis. A distribution for data is shown in Figure 6.9.
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Figure 6.8: Distributions of xvertex and yvertex for data sample preselected with
the soft pT cut and the cut on number of good tracks, N good

track.

At least three good tracks are needed for reconstructing one D∗ with the
method used for this work, to be discussed in Section 7.1. Good tracks are
subject to the following criteria:

associated with the primary vertex,

reaching at least the third super-layer,

ptrack
T > 0.2 GeV.

(6.10)

The last condition takes the effect of CTD hit corrections into account, see
Section 4.2. Characteristic distributions of good tracks are shown in Fig-
ure 6.10. The pattern in the distribution of the outermost super-layer of
good tracks is because the tracking algorithm uses mainly hits in the axial,
i.e. odd-numbered, super-layers.

Since the requirement of good tracks is mandatory for D∗ identification,
a cut on the number of good tracks,

Ngood
track ≥ 3, (6.11)
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Figure 6.9: Dsitribution of zvertex for the same data sample as for Figure 6.8.
The signal region is indicaded by the lines with arrows.

pT,track (GeV)

10

10 2

10 3

10 4

-1 0 1 2

10

10 2

10 3

10 4

10
-1

1 10 10
2

pT,track (GeV)

E
n

tr
ie

s →

Super-Layertrack

10

10 2

10 3

10 4

10 5

0 2 4 6 8 10

Super-Layertrack

E
n

tr
ie

s →
Data e+p 95-00
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Figure 6.11: Distribution of number of good tracks, N good
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preselected with the same condition as for Figure 6.8 except the cut on N good
track.

The cut is indicaded by the line with an arrow.

is demanded. As shown in Figure 6.11, this cut reduces the data volume
tremendously.

Technically, cuts on the primary vertex and number of good tracks are
classified into preselection as well. The following discussions are based on
data samples preselected with conditions introduced so far.

6.6 Non-ep collision background

Non-ep collision background are events not being produced by ep collisions.
They are typically cosmic rays, beam-gas interactions, and halo-µ’s. These
events are produced and recorded randomly during data taking. Although
most of them have been filtered out by the online trigger, a large amount of
them still remaines in the data sample. However, they cannot be modelled
via MC simulation. It is therefore important to suppress these kinds of
background as much as possible.

Cosmic rays have been heavily suppressed by the online calorimeter tim-
ing requirement. A certain amount of them leaked into the data sample, as
shown in Figure 6.12. The requirement is tightened on the more precisely
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Figure 6.12: Scatter plots of calorimeter energy deposits versus timing for
data sample selected with already discussed criteria.
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reconstructed offline quantities:

|tFCAL| < 6 ns or NFCAL < 2 or EFCAL < 1 GeV,

|tBCAL| < 6 ns or NBCAL < 2 or EBCAL < 1 GeV,

|tRCAL| < 6 ns or NRCAL < 2 or ERCAL < 1 GeV,

|tCAL| < 6 ns or NCAL < 2 or ECAL < 2 GeV,

|tFCAL − tRCAL| < 6 ns or min(NFCAL, NRCAL) < 2

or min(EFCAL, ERCAL) < 1 GeV,

(6.12)

with t denoting calorimeter timing, N number of PMTs used for timing and E
the corresponding energy deposit. Subscripts represent different calorimeter
parts, FCAL, BCAL and RCAL, or the whole, CAL. The requirements on
E and N ensure good resolution of the calorimeter timing. These cuts are
only applied to real data because calorimeter timing is not simulated in MC
properly.

The beam-gas interaction is caused by the proton or positron beam scat-
tered on the atoms of the residual gas in the beam pipe. Most of the particles
produced are concentrated in a narrow cone around the beam axis and have
a small transverse energy. Therefore, they will deposit energy mainly in the
inner part of FCAL. This characteristic can be visualized in scatter plots of
the net transverse momentum excluding the innermost part of FCAL, p−ir

T ,
versus event’s pT , shown in Figure 6.13. Comparing the distributions of the
MC samples, there is a large excess for data in the region of pT less than
about 25 GeV. A cut on the linear relation, p−ir

T > k · pT + b, is expected
to remove the excess efficiently with little loss in CC signal. To find appro-
priate parameters for the linear function, a two-dimensional fit is performed,
shown in Figure 6.14, and the difference between p−ir

T and pT is checked,
shown in Figure 6.15. Resulting slopes of the fits show very good agreement
between the data and the CC MC sample. Taking into account RMS in
Figure 6.15(b), a cut is formed as

p−ir
T > 0.9pT − 6. (6.13)

Beam-gas events are also characterized by high multiplicities of non-
primary-vertex associated tracks, shown in Figure 6.16. A cut [76],

Ngood
track >

1

4
(Nall

track − 20), (6.14)

can remove this kind of beam-gas background efficiently.
Halo-µ events are actually a kind of proton-beam-gas events which how-

ever happen upstream far away from the detector. While most of other final
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Figure 6.13: Scatter plots of p−ir
T versus pT for data and MC samples selected

with already discussed criteria. The cut is indicated by the line.
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Figure 6.15: Distributions of pT − p−ir
T for data and CC MC samples.
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Figure 6.16: Scatter plots of N good
track versus Nall

track for data and CC MC samples
selected with already discussed criteria. The cut is indicated by the line.

state particles are prevented from entering the detector by the veto wall
outside of the detector, a µ will penetrate into the detector because of its
minimum ionization. Therefore, the halo-µ’s are parallel to the beam axis
and have very special patterns of energy deposits in the calorimeter. Most
of halo-µ events have been gotten rid of by the online calorimeter timing
requirement. The ones left are further removed by the good tracking re-
quirement specialized for this analysis because a pure halo-µ event normally
lacks good tracks. Although, overlay of an halo-µ and an ep collision event
has so far no clear ways to deal with, it happens rarely and has little effect
in D∗ identification.

Besides these kinds of background events, there is another contamination
owing to a technical reason [78]. As described in Section 3.2.1, energy deposit
in one calorimeter cell is read out by two PMTs. If one of the two PMTs is
dead, its readout is set to that of the other one. This setup usually has little
influence in pT measurement. On the other hand, spontaneously discharging
PMTs will fake energy deposits in cells. They can be identified usually
by checking the imbalance of readout of two PMTs for one cell, Aimb =
(EL − ER)/(EL + ER), with EL and ER denoting energy measurements of
left and right PMTs. However, there is a probability for a PMT discharging
in a cell with one dead PMT. In this case, Aimb is artificially zero, and the
faked energy deposit may be large enough to affect the pT measurement. The
effect is not simulated in MC and can be disclosed by inspecting cells with
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highest energy deposit (hc), as shown in Figure 6.17. There is a clear spike
at zero in the distribution of Aimb, and excess of data in the distribution of
phc

T /pT can be observed in the region of phc
T /pT > 0.5. The condition against

this problem is

Ahc
imb 6= 0 or

phc
T

pT

< 0.5. (6.15)
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Figure 6.17: Distributions of Ahc
imb and phc

T /pT for data and MC samples
selected with already discussed criteria. Explanation can be found in the text.
The cut on phc

T /pT is indicaded by the line with an arrow. The dots are for
data, while histograms are for different MC samples, distinguished by different
degrees of gray as shown, and ploted on top of each other.

6.7 Non-CC ep collision background

In ep collision, processes other than the CC reaction, namely NC and PHP
reactions, are the main type of background to be suppressed in this analysis.
The most efficient means to suppress this background is by the cut on pT ,
i.e. (6.7). However, they still populate the final data sample considerably,
especially the PHP background, due to their much larger cross-sections in
comparison to CC.

An efficient way is to consider energy flow in the transverse event plane.
The non-isotropic distribution can be quantified as the quantity pT/ET . For
CC events, this quantity tends to be large, while for NC and PHP, it will be
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Figure 6.18: Distributions of pT/ET for data and MC samples selected with
already discussed criteria. The cut is indicaded by the line with an arrow. The
dots are for data, while histograms are for different MC samples, distinguished
by different degrees of gray as shown, and ploted on top of each other.

small, as shown in Figure 6.18. A cut,

pT

ET

> 0.5, (6.16)

is able to get rid of a large fraction of NC and PHP events.
Another tool is to calculate the vector sum of transverse momenta of good

tracks, pCTD
T . Although this can not be used as a measurement of event’s

transverse momentum due to neutral particles undetected in CTD, its direc-
tion, namely azimuthal angle, is not affected much, hence is a measurement
of pT direction. As for resolved PHP, which is the dominant background
after applying previous cuts, large pT is mainly caused by calorimetry mis-
measurement. The azimuthal angular difference between pCTD

T and the event
pT , ∆φ(pT , p

CTD
T ), should distribute isotropically for resolved PHP, whereas

it tends to be small for the CC signal. A comparison is made in Figure 6.19
and results in a criterion,

|∆φ(pT , p
CTD
T )| < 30◦. (6.17)

Asymmetric distribution of good tracks in the transverse event plane can
also help separate the PHP background from the CC signal. For a CC event,
tracks are mainly in the forward region of the direction of pT and rarely in
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Figure 6.19: Distributions of ∆φ(pT , p
CTD
T ) for data and MC samples selected

with already discussed criteria. The cut is indicaded by the line with an
arrow. The dots are for data, while histograms are for different MC samples,
distinguished by different degrees of gray as shown, and ploted on top of each
other.

the backward region, whereas for a PHP event, whenever it has a high pT ,
there is also a high probability for a small amount of tracks leaking into the
backward region. With azimuthal angular difference, ∆φ(pT , p

track
T ), between

event’s pT and individual track’s transverse momentum, ptrack
T , two variables

are defined:

N+
track ≡ number of tracks in region of |∆φ(pT , p

track
T )| < 30◦,

N−
track ≡ number of tracks in region of |∆φ(pT , p

track
T )| > 150◦.

Scatter plots of N−
track versus N+

track for data and MC samples are shown in
Figure 6.21. A condition for selecting CC events is

N−
track = 0, or

N−
track = 1 and N+

track ≥ 7.
(6.18)

There are no further cuts against NC background, since only little are
left and they will be removed by a cut on yJB as discussed next.
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track
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6.8 DIS kinematic region

As discussed in Section 4.3, the reconstructed DIS kinematics are strongly
dependent on pT as well as on E − pz. A cut on pT is also a direct cut
on Q2

JB. For comparing to theoretical predictions, it is necessary to put a
constraint on Q2

JB. On the other hand, the equation (4.12) implies that the
Q2

JB resolution degenerates when yJB is close to 1, hence a constraint as well.
DIS kinematic cuts are set to be

Q2
JB > 200 GeV2,

yJB < 0.9.
(6.19)

Distributions of Q2
JB and yJB are shown in Figure 6.22 and Figure 6.23, re-

spectively. The large excess of data in the low Q2
JB region will be removed

after applying the hard pT cut. The distribution of yJB shows most of re-
maining NC background to be cleaned up by this cut.
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track for data and MC samples
selected with already discussed criteria.
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already discussed criteria. The cut is indicaded by the line with an arrow. The
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Figure 6.23: Distributions of yJB for data and MC samples selected with
already discussed criteria. The cut is indicaded by the line with an arrow. The
dots are for data, while histograms are for different MC samples, distinguished
by different degrees of gray as shown, and ploted on top of each other.
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6.9 Final CC sample

After proceeding with all discussed event criteria, the hard pT cut (6.7) is
applied to achieve final CC samples. The effect of the hard pT cut can be
verified in Figure 6.24. Comparing Figure 6.7, the cut efficiencies for the data
and the CC MC samples now behave very similarly and the cut at 12 GeV
achieves a high efficiency for both.
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Figure 6.24: Cut efficiencies and purities as functions of pT cut positions for
final samples. Explanation for variables shown on the plot can be found in
Section 6.4. The final pT cut-position is indicated by the line.

The numbers of events in final data and MC samples are listed in Ta-
ble 6.2. There are 1763 events left in the final data sample, in agreement
with the sum of the MC samples. With the MC simulation, the remaining
NC background is very little, less than 1%, whereas the PHP background
is relatively large, about 4%. Comparing to the large statistical uncertainty
discussed later, both contamination are negligible.

All the discussed criteria are summarized in Table 6.3. For each cut except
those classified into preselection, number of selected events and efficiencies
for data and MC are obtained from preselected samples. The number of
events cut exclusively by one criterion is obtained by comparing the final
data sample with the sample using all criteria except that one or directly
correlated ones. These exclusively selected samples are also used to get the
final control plots, shown in Figure 6.25. Very good agreement between data
and MC simulations can be observed in these control plots.
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Table 6.2: Number of events in final data and MC samples.

Sample Nfinal

Data 1763

MC

CC DIS 1733.8

NC DIS 3.6

resolved PHP 20.3

direct PHP 50.7

Sum 1808.4

Table 6.3: Summary of CC event criteria. Number of selected events, Nsel,
selecting efficiencies for data, εData, and for CC MC, εMC, are obtained with
respect to samples selected by EVTAKE and DST bit for cuts of preselection,
and with respect to preselected samples for other cuts. Number of exclusively
cut events, Ncut, is obtained by excluding a cut and comparing the resulted
data sample with the final data sample.

Criterion Nsel Ncut εData εMC

DST 34 and EVTAKE

Preselection

2579719 – – –

pT > 10 GeV 1470649 – 57.0% 93.2%

|zvertex| < 50 cm 2044364 32 79.2% 95.4%

Ngood
track ≥ 3 161060 22 6.2% 82.7%

Spark and dead PM 31102 8 97.4% 100%

CAL timing 26092 140 81.7% 100%

p−ir
T > 0.9pT − 6 GeV 26320 30 82.4% 98.9%

Ngood
track > (Nall

track − 20)/4 26052 4 81.5% 99.8%

pT/ET > 0.5 8163 442 25.6% 85.9%

∆φ(pT , p
CTD
T ) < 30◦ 11052 358 34.6% 92.0%

N−
track vs N+

track 13887 341 43.5% 82.6%

yJB < 0.9 28092 50 87.9% 97.7%

Q2
JB > 200 GeV2 18731 61 58.6% 93.5%

pT > 12 GeV 13866 104 43.4% 92.0%
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Figure 6.25: Control plots for final samples. Each plot is obtained by using all
cuts except the one related to the plot. The corresponding cuts are indicaded
by the lines with arrows. The dots are for data, while histograms are for
different MC samples, distinguished by different degrees of gray as shown,
and ploted on top of each other.
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Chapter 7

D∗ identification

The charm quark is tagged by the existence of charged D∗ mesons in the final
CC data sample. The D∗ CC MC sample with ARIADNE simulating the
high order QCD process is used to guide the tagging process and obtain the
acceptance, while the alternative sample using MEPS is for systematic check.
Because of the statistical limit in the data sample, only the MC results are
shown in this chapter.

The charged D∗ meson is reconstructed with a combinatorial method that
is discussed in Section 7.1. Different methods for extracting the number of
D∗ signals are studied in Section 7.2. Separation of positively and negatively
charged D∗s is discussed in Section 7.3.

7.1 Combinatorial method

The charged D∗ is reconstructed through the so-called “golden channel”,

D∗+ → D0π+
s

↪→ K−π+, c.c.,
(7.1)

where π+
s denotes the slow pion. The mass difference of charged D∗ and D0,

mD∗+−mD0 ≈ 145 MeV, is only a little higher than the mass of charged pion,
mπ+ ≈ 140 MeV, that gives very limited phase space for the pion decayed
directly from D∗. In the rest frame of D∗, the momentum of the directly
decayed pion is only about 40 MeV, hence it is called the “slow” pion. The
choice of the D0 decay has an advantage of high acceptance, because only
two charged particles are required for reconstructing one D0. Another decay
mode, D0 → K−π+π+π−, has also been studied. Its branching ratio is
nearly twice as large as that of the mode in the golden channel, but it needs
four charged particles for D0 reconstruction, hence has a relatively small
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acceptance and eliminates the benefit of high branching ration. On the other
hand, this channel suffers from much high combinatorial background, hence
is not used.

Table 7.1: Charged-track combinations for D∗ reconstruction of the decay
chain D∗+ → D0π+

s with D0 → K−π+, and the charge-conjugated channel.
All possible combinations of three charged tracks are listed. Wrong-charge
combinations are for estimating the combinatorial background, while other
kinds of combinations are not used.

Combination K π πs

D∗± ∓ ± ±
wrong-charge ∓ ∓ ±

non-in-use
± ∓ ±
± ± ±

With the ZEUS detector, charged tracks can be reconstructed very well
in the CTD. A charged-track combinatorial method is therefore used for
distinguishing D∗s in the golden channel. Pairs of oppositely-charged tracks
are first combined to form a D0 candidate. The tracks are alternatively
assigned the masses of a charged kaon and a charged pion. An additional
slow track, with charge opposite to that of the “kaon” track, is assigned the
pion mass and combined with the D0 candidate to form a D∗ candidate.
The combinations are summarized in Table 7.1 along with other possible
ones. Given the reconstructed invariant masses of D∗, MKππs , and D0, MKπ,
the spectrum of mass difference, ∆M = MKππs −MKπ, can be inspected for
the D∗ signal. The signal regions for MKπ and ∆M are defined around their
nominal values [1]:

1.80 < MKπ < 1.92 GeV, (7.2)

0.143 < ∆M < 0.148 GeV. (7.3)

The number of D∗s can be extracted from the signal regions with an appro-
priate method to estimate the combinatorial background. A scatter plot of
MKπ versus ∆M for the D∗ MC sample is shown in Figure 7.1. Clear signals
can be observed in the mass signal regions.

Only good tracks defined in (6.10) are used for the combinations. The
cut on transverse momenta of these tracks is therefore a cut on transverse
momenta of kaons and pions,

pK,π,πs

T > 0.2 GeV. (7.4)
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Figure 7.1: Scatter plot of MKπ versus ∆M for the D∗ CC MC sample. The
mass signal regions are indicaded by the lines with arrows.

The higher threshold for fast kaons and pions, e.g. pK,π
T > 0.4 GeV, imple-

mented in analyses of D∗ production in PHP and NC DIS, is mainly for
reducing combinatorial background, which is not the case for this analysis,
therefore is not used. The spectra of transverse momenta of kaons and pi-
ons associated with D∗s in the signal regions are shown in Figure 7.2. The
cut (7.4) affects mainly the slow pions, but does little on the fast kaons and
pions.

As discussed in Section 5.1.3, D∗s coming from direct ep scattering favor
a phase space differing from that of D∗ produced via other processes, e.g.
fragmentation. Cuts on D∗s’ kinematics,

pD∗
T > 1.5 GeV,

|ηD∗ | < 1.5,
(7.5)

are hence required, as shown in Figure 7.3. The kinematic cut mainly affects
the high ηD∗ region, namely the forward region, where D∗s from fragmenta-
tion are dominant.

The spectrum of ∆M is obtained by restricting MKπ in its signal re-
gion, as shown in Figure 7.4. The background is mainly due to the arbitrary
assignment of masses to tracks used for the combinations, hence called com-
binatorial background. MC studies have shown that the contribution of other
D0 decay modes to the ∆M peak is small and can be neglected. A binned
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Figure 7.4: Distribution of ∆M for D∗ candidates of the D∗ CC MC sample
(solid dots). The ∆M distributions from control-region (dashed) and from
wrong-charge (dotted) combinations, normalized in the region 0.150 < ∆M <
0.170 GeV, are shown in histograms. The solid line shows the result of the fit
described in the text.

maximum-likelihood fit is performed for the ∆M distribution. The fit func-
tion has the form

F (∆M) = P1e
− (∆M−P2)2

2P2
3 + P4(∆M −mπ)P5 , (7.6)

with P1 to P5 being free parameters, and mπ the charged pion mass. The
Gaussian term is used to fit the mass peak, and the other term to fit the
combinatorial background. The fitted mass-difference, 145.66± 0.09 MeV, is
consistent with the PDG value [1], 145.421±0.010 MeV, and the fitted width,
0.43 ± 0.09 MeV, is consistent with the experimental resolution. The corre-
sponding MKπ spectrum can be used as a check, as shown in Figure 7.5. The
bump below the D0 peak mainly originates from the decay D0 → K−π+π0

in which the neutral pion is not reconstructed. A fit with the form,

F (MKπ) = P1e
− (MKπ−P2)2

2P2
3 + eP4+P5MKπ , (7.7)

is performed in the limited region, MKπ > 1.7 GeV, and similar agreements
are observed in the fit results.
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Figure 7.5: Distribution of MKπ for D∗ candidates of the D∗ CC MC sample
(solid dots). The MKπ distributions from the control-region (dashed) and
from wrong-charge (dotted) combinations, normalized in the region 2.0 <
MKπ < 2.4 GeV, are shown in histograms. The solid line shows the result of
the fit described in the text.

7.2 Signal extraction

There are two general ways to determine the number of D∗s under the sig-
nal peak in Figure 7.4: fit and background subtraction. While the former
method is clear, the latter subtracts the background from the signal region
by estimating the shape of the combinatorial background properly.

With the fit function (7.6) and binned fitting, the number of signals,
Nsignal, under the Gaussian peak is given by

Nsignal =

√
2πP1P3

wbin

, (7.8)

with wbin denoting the bin width.
For background subtraction, several methods exist to estimate the com-

binatorial background shape. In Figure 7.4, results of two methods, wrong-
charge combinations andMKπ control-region combinations, are shown. In the
former method, as listed in Table 7.1, two same-charged tracks are combined
for one D0 and an additional track with the opposite charge of the “kaon”
is added to form a D∗. The background shape is then obtained by the faked
∆M distribution. With the latter method, the combinatorial background is
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obtained by restricting MKπ in the control region:

2.0 < MKπ < 2.4 GeV. (7.9)

In Figure 7.4, the background shapes obtained with the two methods are
normalized to the signal distribution in the normalization region,

0.150 < ∆M < 0.170 GeV, (7.10)

and can describe the background very well. Defining the number of com-
binations in the signal region, Nsr, and the number of combinations in the
normalization region, Nnr, for the signal distribution, and correspondingly,
N ′

sr and N ′
nr for the background distribution, the number of D∗ signals can

be given by

Nsignal = Nsr −N ′
sr ·

Nnr

N ′
nr

, (7.11)

with the squared statistical error

σ2
Nsignal

= Nsr +

(
N ′

sr ·
Nnr

N ′
nr

)2 (
1

N ′
sr

+
1

Nnr

+
1

N ′
nr

)
, (7.12)

while the estimation of the combinatorial background is

Nbackground = N ′
sr ·

Nnr

N ′
nr

, (7.13)

with the squared error

σ2
Nbackground

=

(
N ′

sr ·
Nnr

N ′
nr

)2 (
1

N ′
sr

+
1

Nnr

+
1

N ′
nr

)
. (7.14)

Similarly, all methods can be used for the MKπ signal distribution in
Figure 7.5 with (7.9) being the normalization region and (7.10) for the ∆M
control-region combinations. When applicable, the fit method usually gives
better statistical errors than the subtraction method. In the case of small
statistics, however, the subtraction method is prefered, if not the only choice.

The choice of the normalization region (7.10) has been studied with the
D∗ MC sample. As shown in Figure 7.6, the upper edge of the normalization
region, ∆Mnr,upper, corresponding to the choice of the ∆M window range,
is varied and the numbers of D∗ signals are plotted with respect to the
variation for the two subtraction methods respectively. Also shown in the
plot as a verification is the signal numbers obtained with the fit method,
which is not sensitive to the choice of the ∆M window. The results of
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Figure 7.6: Numbers of D∗ candidates as a function the upper edge of the ∆M
normalization region, ∆Mnr,upper, with methods of wrong-charge (open cir-
cles) and control-region (open squares) combinations as well as the fit method
(solid dots). Vertical lines with bars represent statistical errors. The D∗ CC
MC sample is used.

all methods are in good agreement within errors. The MKπ control-region
method gives results systematically higher than other methods, because the
MKπ control region is chosen only above the signal region that systematically
selects tracks with high momenta for D0 reconstruction and underestimates
the number of combinations in the ∆M signal region. With the wrong-charge
combinations, the results become much more stable as ∆Mnr,upper gets larger
than 0.170 GeV, which is hence chosen. Similar studies have also been made
for the MKπ case, hence the region (7.9) chosen.

7.3 D∗ charge separation

Unlike charm production in NC or PHP, charm production in CC is charge
asymmetric. In the e+p CC reaction, only the charm quark, c, can be pro-
duced by the hard scatter directly. The anti-charm quark, c̄, can only be
produced through the processes of fragmentation, or decay of a beauty quark.
These processes, however, will produce both c and c̄ with equal probability.
Therefore, number of hard-scatter charm quark can be obtained statistically
by subtracting number of anti-charm quarks from total number of charm
quarks. The conclusion can be translated directly in terms of charged D∗.
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With the combinatorial method, reconstructed D∗ samples may be sep-
arated in positively and negatively charged samples distinguished by the
charge of the slow pions. The ∆M distributions of D∗+ and D∗− for the
D∗ CC MC sample are shown in Figure 7.7, together with the normalized
control-region and wrong-charge combinations. The spectrum of D∗− is flat
and no peak can be observed in the signal region, whereas a sharp peak is
observed for D∗+. The observation implies that the contribution of the anti-
charm quark in the MC simulation is negligible and the corresponding ∆M
distribution can be used as an estimation for that of the charm quark.
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Chapter 8

Results and discussions

The charm production can be derived from the measurement of the D∗ cross
section. The procedure to determine the cross section is discussed in Sec-
tion 8.1. The numeric results of the cross sections are given in Section 8.2,
while the systematic uncertainties are given in Section 8.3. The results are
discussed at length and conclusions are addressed in Section 8.4.

8.1 Procedure to determine the cross section

The D∗ is reconstructed in the kinematic regions (7.5) and (6.19). Therefore,
only the visible cross section for the D∗ production, σD∗

vis , is measured. This
integrated cross section is given by the form

σD∗
vis =

ND∗
meas

A×L × B , (8.1)

where ND∗
meas is the number of D∗ candidates measured, A the acceptance and

B the product of the appropriate branching ratios for D∗ and D0 [1],

B = B(D∗ → D0π+
s )× B(D0 → K−π+) = (2.57± 0.06)%. (8.2)

As discussed in Section 6.3, the e+p data sample used in this analysis corre-
sponds to an integrated luminosity

L = 110 pb−1. (8.3)

The overall uncertainty on the luminosity measurement is 2.0%, seeing
Table 3.1, and is taken into account for calculating the systematic uncer-
tainty.

The acceptance is determined from the D∗ CC MC sample. Given the
number of D∗’s generated in the true kinematic regions, ND∗

gen, and the number
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of D∗’s measured in the reconstructed kinematic regions, ND∗
meas, the accep-

tance is defined as

A =
ND∗

meas

ND∗
gen

. (8.4)

In general, the acceptance is not necessarily less than one, since reconstructed
kinematics are usually not the same as generated ones.

Since no anti-charm quarks are expected to appear in the hard scatter
of CC e+p interactions, the charm production can be derived from the cross
section for the hard-scatter D∗+. For this purpose, D∗-charge separation
should be taken into account in the previous procedure. In addition, the
visible cross section should be extrapolated to the full D∗ phase space, which
can be done with MC. The extrapolation factor is defined by

Cext =
N full

gen

Nkine
gen

, (8.5)

where the denominator is the number of D∗’s generated in the restricted
kinematic region, and the numerator that in the full region.

Using the hadronization fraction of the charm quark to D∗+ from the
e+e− experiment [49],

f(c→ D∗+) = 0.222± 0.014, (8.6)

the charm cross section in the study is then given by

σe+p→ν̄ecX =
σD∗+

vis × Cext

f(c→ D∗+)
. (8.7)

8.2 The results

Results of the D∗ CC MC samples for determining the acceptance as well
as the extrapolation factor are given in Table 8.1. Since the D∗− is not of
interest in this study and has only a small fraction in the MC simulation,
its acceptance is not considered. Only the measurement of D∗+ production
will be converted into charm production, hence the extrapolation factor is
calculated just for this. The number of hard-scatter D∗+s generated can be
estimated by subtracting the number of D∗−s from the number of all D∗+s,
assuming D∗+s and D∗−s are produced equally in processes other than the
hard scatter. The numbers of measured D∗s are obtained with the fit method.
For D∗s without charge separation, the acceptance is

AD∗ = (15.5± 2.4)%, (8.8)
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while for D∗+ only, the acceptance is

AD∗+ = (16.7± 2.7)% (8.9)

and the extrapolation factor is

CD∗+
ext = 2.10, (8.10)

with a negligible, hence not shown, statistical error.

Table 8.1: MC results for determining the acceptance and extrapolation fac-
tor. The numbers of generated D∗s in the full D∗ kinematic region, N full

gen ,
and in the restricted region, N kine

gen , are counted for all decay modes, while
NKππs

gen is for the golden decay mode in the restricted region. The number of
measured D∗, NKππs

meas , is obtained by the fit method. Calculation for the A
and Cext is explained in the text.

D∗ CC MC N full
gen Nkine

gen NKππs
gen NKππs

meas A (%) Cext

ARIADNE

D∗± – – 449 69.5± 10.7 15.5± 2.4 –

D∗+ 40437 18910 438 71.4± 11.5 16.7± 2.7 2.10

D∗− 1696 473 11 – – –

MEPS

D∗± – – 436 89.0± 11.7 20.4± 2.7 –

D∗+ 40339 18918 430 90.1± 11.1 21.3± 2.6 2.09

D∗− 1782 435 6 – – –

Table 8.2: The numbers of combinations for extracting the number D∗ candi-
dates with different background-subtraction methods. The D∗ CC MC sam-
ples are not normalized to the data. Details are explained in the text.

Combination
Data MC (ARIADNE) MC (MEPS)

Nsignal Nnorm Nsignal Nnorm Nsignal Nnorm

right-charge
D∗+ 3 13 124 272 128 277

D∗− 4 15 21 165 13 169

control-region
D∗+ 4 30 73 500 102 536

D∗− 5 32 46 346 30 365

wrong-charge 2 32 80 486 70 502

wrong-charge (MKπ) 2 11 80 166 70 132
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Table 8.3: The numbers of D∗ candidates determined with the different
background-subtraction methods. The D∗ CC MC samples are not normalized
to the data. Details are explained in the text.

Method Data MC (ARIADNE) MC (MEPS)

control-region
ND∗+ 1.3± 2.1 84.3± 12.4 75.3± 13.1

ND∗− 1.9± 2.4 −0.9± 6.0 −0.9± 4.6

wrong-charge
ND∗+ 2.3± 1.9 79.2± 12.7 89.4± 12.6

ND∗− 3.3± 2.2 −6.2± 6.0 −10.6± 5.0

wrong-charge
ND0

2.3± 1.9 88.8± 12.8 73.9± 14.9

N D̄0
3.2± 2.2 −1.2± 6.4 −2.9± 5.2

Charge-separated distributions of ∆M and MKπ for data are shown in
Figure 8.1 and Figure 8.2. The events in the mass signal region are shown
with the ZEUS event display in Appendix B. The statistics are very low, and
no peaks can be observed in the signal regions. For estimating the number
of D∗ candidates, only the background subtraction methods are applicable.

Table 8.2 lists the numbers of charge-separated combinations in signal
and normalization regions of ∆M distribution for combinations of right-
charge, control-region and wrong-charge, defined in Section 7.2. Since the
∆M normalization region is also for getting the MKπ distribution with the
control-region method, and vice verse, the only different numbers for the
MKπ distribution are of wrong-charge combinations, which are listed in Ta-
ble 8.2 as well. Also listed are the corresponding numbers for the two D∗ CC
MC samples.

As discussed in Section 7.2, the wrong-charge-combination method has
better performance than the control-region-combination method. Although
D∗-charge separation makes no sense for wrong-charge combinations, it can
still be used by assuming the same behavior of positive and negative tracks
in the detector1. The control-region method as well as the wrong-charge
method for MKπ distribution are used as cross checks. The numerical results
are listed in Table 8.3. For the MC samples, the results of D∗± and D∗+

are in agreement with those obtained by the fit method, see Table 8.1, while
the results of D∗− are consistent with zero. All results obtained with the
two background-subtraction methods and the wrong-charge method for MKπ

1This is not really true. With the arrangement of cells, the CTD has higher efficiency
for positive tracks than for negative tracks, and the difference becomes large for tracks
with low transverse momenta, which implies a higher efficiency for D∗+ than for D∗− since
the D∗ reconstruction is sensitive to the slow pion.
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distribution agree within the error.
Without charge separation, the number of D∗ candidates in the e+p is

ND∗
meas = 5.6± 3.0. (8.11)

Combining with the acceptance (8.8), the visible cross section for D∗ is

σD∗
vis = 12.8± 7.1 pb, (8.12)

with statistical error. Considering the charge separation, the numbers of
D∗+s and D∗−s are

ND∗+
meas = 2.3± 1.9 (8.13)

and

ND∗−
meas = 3.3± 2.2, (8.14)

with the statistical errors. Neglecting the D∗−, the result (8.13) can be
combined with the acceptance (8.9) and the visible cross section for D∗+ is

σD∗+
vis = 4.9± 4.0 pb. (8.15)

Combining with the extrapolation factor (8.10), the cross section for charm
quark production is derived as

σe+p→ν̄ecX = 46.3± 38.2 pb, (8.16)

with a large statistical error of about 83%. Taking D∗− into account, its
distribution consists of contributions from physics processes other than the
e+p hard scatter as well as from the combinatorial background. Using the
same technique of background subtraction, the number of hard-scatter D∗+s
can be obtained,

ND∗+
hard = −0.6± 2.9. (8.17)

It is consistent with zero with a very large statistical error. Therefore, it is
more appropriate to set a limit than to determine a value for the cross section.
The Bayesian approach is used for this purpose, referring to Appendix C for
technical details. The observed D∗+ combinations in the ∆M signal region
is

n = 3, (8.18)

and the background estimated from the D∗− distribution is

b = 3.7± 2.3, (8.19)
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calculated according to (7.13) and (7.14). The upper-limit (sul) for the num-
ber of D∗+ candidates (s) at 90% confidence level (CL) is

s < sul = 5.4, at 90% CL. (8.20)

With the Bayesian approach, conversion of the upper-limit on the number
of events to that on the cross section is straightforward. The upper-limit on
the cross section for the D∗+ is

σD∗+
vis < σD∗+

ul = 11.5 pb, at 90% CL, (8.21)

and for charm production,

σe+p→ν̄ecX < σe+p→ν̄ecX
ul = 109 pb, at 90% CL. (8.22)

As a cross check, the cross section for the CC reaction in the kinematic
region (6.19) is

σCC = 32.9± 0.8 pb, (8.23)

with the acceptance
ACC = 46.8%. (8.24)

The error on the cross section is statistical, while the statistical error of the
acceptance is neglected.

8.3 Systematic uncertainties

The systematic error is estimated according to the visible cross section for
D∗ without charge separation since its statistical error is better than that
of the D∗+ result. The major uncertainty comes from the MC model for
determining the acceptance, as given in Table 8.1. The relative error on the
acceptance by using the alternative D∗ MC sample is 32%.

The systematic uncertainties caused by the event selection can be ob-
tained by varying cut values up and down by a small factor, e.g. 10%, repeat-
ing the whole analyzing procedure and comparing results with the nominal
one. The resulting uncertainties are summarized in Table 8.4. The overall
systematic uncertainty is obtained by adding individual ones in quadrature,
also shown in the table.
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Figure 8.1: Charge-separated ∆M distributions for data. The dots are for
right-charge combinations and the histograms for control-region (dashed) and
wrong-charge (dotted) combinations. The mass signal region is indicaded by
the lines with arrows.
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Figure 8.2: Charge-separated MKπ distributions for data. The dots are for
right-charge combinations and the histograms for control-region (dashed) and
wrong-charge (dotted) combinations. The mass signal region is indicaded by
the lines with arrows.

106



Table 8.4: Systematic uncertainties of most important event criteria for the
cross sections of D∗ (σD∗) as well as CC (σCC). The uncertainty from the
MC simulation is also listed for D∗. The total is the square root of the sum
in quadrature.

Criterion Variation ∆σD∗/σD∗(%) ∆σCC/σCC(%)

pT > 12 GeV
13 GeV +2.3 −1.5

11 GeV +0.8 +0.9

|zvertex| < 50 cm
55 cm −0.8 +0.3

45 cm 0.0 −0.6

Ntrack ≥ 3
4 +3.1 −0.9

2 0.0 +0.3

pT/ET > 0.5
0.55 +13 +0.6

0.45 +11 −0.3

|∆φ(pT , p
CTD
T )| < 30◦

35◦ −2.3 +0.6

25◦ −2.3 −0.6

pπs
T > 0.20 GeV

0.30 GeV −6.2 −1.5

0.15 GeV −9.4 +0.3

MC CC D∗ with MEPS +32 –

Total +37
−12

+1.2
−2.6
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8.4 Discussions and conclusions

A sizable D∗ cross section with large statistical error, roughly 50%, has been
measured in the CC process of e+p DIS. The contribution of D∗+ and D∗−

are almost the same within the statistical error, while the latter is slightly
higher. The number of hard-scatter D∗+s is obtained by subtracting the
D∗− distribution under the assumption that the physics processes other than
the hard scatter will produce charm and anti-charm quarks equally, and is
consistent with zero within the statistical error. This observation is consistent
with the expectation given in Section 2.4.

With the Standard Model, the charm production in CC e+p DIS is charge
asymmetric, namely only the charm and no anti-charm quark is produced
in the hard process. The anti-charm quark can be produced in the soft
process, i.e. fragmentation, in which the charm quark is usually produced
with the same probability, too. The mechanism of fragmentation is not
completely understood so far. However, it is commonly believed that heavy
quark production is suppressed in the fragmentation process. With the Lund
model, used for the MC simulation, the suppression is u : d : s : c ≈ 1 : 1 :
0.3 : 10−11 [69]. Even this is not true in reality, the phase space of charm
quarks of fragmentation would be quite different from that of hard-scatter
ones. The requirement on D∗ kinematics (7.5) favors the charm production
of interest. Therefore, the observed D∗ cross section cannot be explained
with the fragmentation process.

Another important source of open-charm production, at HERA’s center-
of-mass energy, is the decay of B-mesons, namely the beauty production. In
the e+p CC reaction, the dominant process for beauty production is the BGF
process,

W+g → cb̄, (8.25)

whereas the process W+g → tb̄ is eliminated by the HERA energy scale and
the process W+g → ub̄ is suppressed by the CKM matrix element |Vub|2.
With b̄→ c̄, this process will produce cc̄ pairs. The contribution of the BGF
depends on the gluon’s PDF in the proton. As discussed in Section 2.3, the
BGF contribution (2.28) to charm production is comparable to the contri-
bution of the leading-order process (2.26) in the high Q2 region. On the
other hand, a very recent measurement of F cc̄

2 and F bb̄
2 at high Q2 has been

performed by H1 [11] and the ratio of the cc̄ and bb̄ cross sections can be
derived as:

σcc̄

σbb̄
= 6.7± 2.1, (8.26)

in the kinematic range Q2 > 150 GeV2 and 0.1 < y < 0.7, which is close
to that used in this thesis. Therefore, the beauty contribution to the charm
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production is considerable, and underestimated in the MC simulation. This
might be a reason for the sizable D∗ cross section, but cannot fully explain
the equality of the observed numbers of D∗+ and D∗− candidates.

There are also other potential processes, e.g. diffractive heavy flavor
production and intrinsic charm in the proton, for the charm DIS production.
They either have been measured to have small cross sections relative to the
BGF, or are not expected to contribute in the relevant kinematic regions [17].

The charge dependence of the cross section for D∗ production had been
observed in early studies of electroproduction by ZEUS. An excess of about
18% was observed for D∗− candidates [79], and the reason is still unclear. A
similar observation was also made at Fermilab [80].

In conclusion, the observed D∗+s and D∗−s are mainly due to the sta-
tistical fluctuation. A constraint on the strange sea in the proton from the
measurement of the charm production in CC e+p DIS cannot be made with
the HERA I data. An integrated luminosity larger by several times than that
available in this study is needed to perform such a measurement, hence the
high luminosity HERA II data will have to be awaited for to yield a proper
measurement.
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Chapter 9

Summary

For the first time, the measurement of charm production in charged cur-
rent deep inelastic positron-proton scattering has been investigated with the
ZEUS detector at HERA in the kinematic region Q2 > 200 GeV2 and y < 0.9.
The e+p data used for this study were collected from 1995 to 2000, corre-
sponding to an integrated luminosity of 110 pb−1. The charm quark is tagged
by requiring the existence of at least one charged D∗ in the kinematic range
pD∗

T > 1.5 GeV and |ηD∗ | < 1.5. D∗ mesons are identified in the decay chan-
nel D∗+ → D0π+

s with D0 → K−π+ and corresponding antiparticle decay,
which are reconstructed with the charged-track combinatorial method.

The number of D∗s observed in the final data sample is

ND∗ = 5.6± 3.0,

with the acceptance AD∗ = (15.5± 2.4)%, where both errors are statistical.
The observation corresponds to a visible cross section of

σD∗
vis = 12.8± 4.0+4.7

−1.5 pb,

where the first error is statistical and the second is systematic. The contri-
bution of the D∗+ is slightly smaller than that of D∗−, but both are almost
the same within the large statistical errors. The number of D∗+s in the hard
process is estimated by assuming that both D∗+ and D∗− are produced with
the same probability in other processes. The direct subtraction gives a result
consistent with zero with very large statistical uncertainty. An upper-limit
is hence determined with the Bayesian approach,

ND∗+
hard < 5.4, at 90% CL.

The upper-limit is converted to the charm cross section in the DIS kinematic
region

σe+p→ν̄ecX < 109 pb, at 90% CL.
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The results have been verified from different aspects and have been discussed
in possible physics processes.

To achieve these results, the event selecting for the CC reaction and for the
D∗ reconstruction with the combinatorial method have been studied carefully,
and the procedure has been documented in detail. The MC simulation is
crucial for this study, hence has been discussed at length. Although it is
impossible to fully explain the ZEUS experiment and all aspects of offline
event reconstruction and various corrections in a thesis, a brief description of
them is given. Besides these, the phenomenology of the charm production in
DIS as well as the experimental situation are also introduced in this thesis.
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Appendix A

MC study at generator level

The MC simulation with DJANGOH has been studied carefully at the gen-
erator level. The QCD processes simulated within LEPTO are the leading
order (LO) process

V ∗q → q (A.1)

and the first order processes

V ∗q → qg, (A.2)

the gluon radiaton or QCD Compton (QCDC) process, and

V ∗g → qq̄, (A.3)

the boson-gluon fusion (BGF), where V ∗ is the exchanged virtual boson γ/Z
or W . Quark masses are not included in the simulation, but a threshold
factor is applied for boson-gluon fusion into heavy quarks. The contribution
of these processes is shown in Figure A.1, and the corresponding kinematic
distributions in Figure A.2.

There is a special parameter, LST(19), to control the evaluation of prob-
abilities for the three processes. By default, LST(19)=-10, a pre-calculated
grid is used. This configuration has an advantage in time consuming, but
causes the problem as shown in Figure A.3, when using MEPS. However, this
problem is absent in the simulation with ARIADNE, and will disappear for
MEPS when the configuration is changed to some other way, for instance,
LST(19)=-1, to evaluate the probabilities event by event.
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Figure A.1: Distribution of QCD processes simulated with LEPTO. D∗ en-
riched CC MC sample simulated with ARIADNE is used for illustration.
Explanation can be found in the text.
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Figure A.2: Simulation of events in the DIS plane for all and different QCD
processes. D∗ enriched CC MC sample simulated with ARIADNE is used for
illustration. Details can be found in the text.
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Figure A.3: Problematic simulation of events in the DIS plane for differ-
ent QCD processes. Inclusive CC MC sample simulated with MEPS and
LST(19)=-10 is used for illustration. Details can be found in the text.
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Appendix B

D∗ candidates

There are in total three D∗+ and four D∗− candidates in the charged current
e+p DIS in the HERA I data. They are shown with the ZEUS event visual-
ization (ZeVis) [81]. Values of important global event variables as well as of
the DIS kinematics shown in the plots are slightly different from those used
in the analysis because only simple offline corrections have been implemented
in the event display.
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Figure B.1: D∗+ in CC DIS candidate: Run 27327 Event 59911. K−, π+

and π+
s are indicated by bold tracks.
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Figure B.2: D∗+ in CC DIS candidate: Run 33853 Event 138465. K−, π+

and π+
s are indicated by bold tracks.
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Figure B.3: D∗+ in CC DIS candidate: Run 34064 Event 42598. K−, π+

and π+
s are indicated by bold tracks.
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Figure B.4: D∗− in CC DIS candidate: Run 26034 Event 14503. K+, π−

and π−s are indicated by bold tracks.
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Figure B.5: D∗− in CC DIS candidate: Run 26531 Event 17783. K+, π−

and π−s are indicated by bold tracks.
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Figure B.6: D∗− in CC DIS candidate: Run 35872 Event 13301. K+, π−

and π−s are indicated by bold tracks.
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Figure B.7: D∗− in CC DIS candidate: Run 36821 Event 16911. K+, π−

and π−s are indicated by bold tracks.
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Appendix C

Bayesian approach for
determining confidence
intervals

The main reason to choose the Bayesian approach [82, 1] is its probabilistic
meaning in the result, while another reason is that the inclusion of uncer-
tainties is relatively easy in this approach.

Given the number of candidates (n) that contains the number of back-
ground (b) with some uncertainty (σb), the general form of the Bayesian ap-
proach to determine the probability density function (p.d.f.) of the number
of signal (s) is

p(s|n, b, σb) ∝ L′(s;n, b, σb)π(s)

=

(∫
L(s;n, b+ ν)π(ν|σb)dν

)
π(s),

(C.1)

with ν an nuisance parameter. Using the likelihood function for Poisson
distributed n,

L(s;n, b+ ν) =
(s+ b+ ν)n

n!
e−(s+b+ν), (C.2)

the prior

π(s) =

{
0 s < 0

1 s ≥ 0
, (C.3)

and a Gaussian p.d.f. for the nuissance parameter

π(ν|σb) =
1√

2πσb

e
ν2

2σ2
b , (C.4)
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the upper-limit (sul) at the confidence level (CL) of 1 − α can be obtained
by integrating the posterior

1− α =

∫ sul

−∞
p(s|n, b, σb)ds. (C.5)

The result for determining the upper limit on the number of hard-scatter
D∗+s is shown in Figure C.1. The p.d.f. for s with σb = 0 is also shown for
comparison.
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Figure C.1: Bayesian approach for determing the upper limit on the number
of hard-scatter D∗+s. The solid curve is the p.d.f with the error on b and the
dashed curve without the error. The upper limit is indicated by the vertical
line.
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