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Abstract

We derive stochastic particle approximations for two nonlinear partial differential equations from
fluid mechanics: the porous medium equation and the three-dimensional Navier-Stokes equation.
We associate interacting particle systems with these equations and obtain, when the number of
particles tends to infinity, laws of large numbers for the empirical measures.

In the first chapter we study a system of interacting diffusions and show that the empirical
measure of the particle system tends to the solution of the porous medium equation when the
number of particles tends to infinity. Moreover we prove propagation of chaos for this system:
if initially the positions of the particles are independent and identically distributed, then they
remain so — at least approximately — in the course of time.

In the second chapter we consider a sequence of nonlinear stochastic differential equations
and show that the distributions of the solutions converge to the solution of the viscous porous
medium equation.

The third chapter deals with a stochastic particle approximation for the three-dimensional
Navier-Stokes equation. This equation is of a completely different type than the porous medium
equation, so that it seems difficult to treat it with the methods of the first chapter. Nevertheless
this is possible: we do not consider the Navier-Stokes equation directly, but instead the equation
satisfied by the vorticity, and use the fact that the velocity can be recovered from the vorticity.
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Introduction

A fluid is usually modelled as a continuous medium and described by macroscopic quantities
such as density, velocity, pressure and temperature. These quantities are then related by partial
differential equations. However, mechanics is a physical science that describes the behaviour of
matter (solids, liquids, or gases), and therefore its mathematical formulation relies on experience
and theory. In view of this the fundamental concept of a continuous medium is an abstraction
which is, strictly speaking, against the universally accepted atomic theory, which describes
reality at scales which are smaller than nanometers; for example, the radius of the smallest
atom is about 4 - 10~"'m. Nevertheless, the mathematical theory of fluid mechanics is based
on precisely this concept. This needs an explanation, which is as follows: the task consists in
constructing a mathematical theory that serves as a model for one part of reality. This model
must be judged from the mathematical point of view, taking into account the beauty, extension
and profoundness of the involved mathematics; and from the physical point of view, taking into
account how efficiently it reflects and explains the underlying reality and allows to predict its
future evolution.

In this sense, although the hypothesis of a continuum is rigorously false at microscopic levels,
it turns out to be extremely efficient and adequate when one studies phenomena which occur at
macroscopic scales; to fix ideas, lenghts greater than 10~ "m.

The approximation by the continuous medium turns out to be so efficient that one often
forgets that it is just a model. It is nevertheless important to take into account the starting
hypotheses. In this way, the consideration of the fluid as a continuous medium is based on
the assumption that it consists of an aggregate of particles in chaotic motion and that the
characteristic distance of this motion, the so called mean free path, is much smaller than the
experimental lengths, so that we only observe a certain average of the individual processes
between particles.

Having specified that one works on scales which are much larger than the mean free path
of the particles one can forget the fine details of their individual motion and consider around
each point of space and at each time a representative elementary volume §V of mesoscopic size,
i.e. much larger than the mean free path and much smaller than the macroscopic lengths. This
elementary volume, also called fluid particle, is considered as a continuous and homogeneous
medium; in this volume one defines a mean velocity of the motion of this element, which is then
the point velocity in this point and at this time. More precisely, one supposes that there exists
a limit of the averages when §V becomes very small at the intermediate scale, i.e. very small
but still much above the atomic scale. In the same way, one speaks of the other macroscopic
quantities, such as density, which is the mass per unit of volume in the sense of the limit described
above, and pressure, which is the normal force per unit of area exerced by the fluid on an ideal
surface which is immersed in it or encloses it. These three quantities are complemented by others,
such as e.g. temperature, internal energy and viscosity. The existence of these average values for
the fundamental quantities in each fluid particle is what is called the continuum hypothesis'. It

'Not to be confused with the continuum hypothesis of set theory.
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is precisely this hypothesis which allows to describe the motion of a fluid by partial differential
equations. For general introductions to fluid mechanics we refer to the classical book by Landau
and Lifshitz [19] and to the lecture notes by Vazquez [33].

As we have said, despite its usefulness and success, the continuum hypothesis is strictly
speaking false. It is therefore desirable to find rigorous connections between the microscale and
the macroscale. More precisely: suppose we know that on the macroscale the motion of a fluid
is described by a certain partial differential equation, then we want to find a microscopic model
which allows us, when the number of particles tends to infinity, to derive that partial differential
equation as limit equation. This is a very important project in mathematics to which many
people have contributed. For general introductions (and many references) to this subject we
refer to the books by Kipnis and Landim [17] and Spohn [29]. In the last years interesting
connections to optimal transportation have been discovered, see e.g. Bolley’s PhD thesis [4] and
also Problem 15 in Villani’s book [34].

In this thesis we study stochastic particle approximations for the following two equations of
fluid mechanics, both posed in the whole space: the well-known three-dimensional Navier-Stokes
equation

% +(uw-Viu = —-Vp+rvAu (1)
divu = 0

u(t,z) — 0 for |z| — oo

and the less prominent, but also very important porous medium equation

ou 1
— = Au? 2
=5 Aw) 2)
which describes the density u of a gas flowing through a porous medium.
Let us now explain our stochastic approach at the example of the porous medium equation.

Our goal is to find for each N € N a system of N particles with positions (XtN N, with

the following property: as N — oo the empirical measure % Zf\i 10 XN of the particle system
converges weakly to the measure with density u(t, -):
1 XN
N ZéXtN,i — u(t, z)dz for N — oo. (3)
i=1

Of course this convergence can only hold if for each ¢ > 0 u(t,-) is a probability density, but for
the porous medium equation it is well known that this is true, provided that the initial datum
ug has this property.

The following general fact (see Sznitman [30], Chapter 1.2, Proposition 2.2) is very useful: if
for each N € N the joint distribution of the positions of all N particles is symmetric, then the
convergence of the empirical measure is equivalent to the so called propagation of chaos property,
namely for each fixed m € N the convergence of the joint distribution of the positions of the first
m particles towards the m-fold product measure (u(t, r)dz)®™. Heuristically this means that in
the limit N — oo the positions of any fixed number of particles become independent, and that
the distribution of the position of each particle converges to the measure with density wu(t, -).

In the case of the McKean-Vlasov equation

ou

1 .
5= §Au — div((b * u)u) (4)

with a bounded and Lipschitz-continuous function b : R¢ — R? this approximation problem can

be solved quite easily (see [30], Chapter I.1): namely, one takes the (ng "N | as solutions of the
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following system of coupled stochastic differential equations:
| N
N,i Nii N,j ;
ax\"t = N.Zlb(Xt ' — X,"))dt + dB; (5)
J:

N,i
XO ' = Cl7

where (B%);en is a sequence of independent standard Brownian motions, and (¢%);ey is a se-
quence of independent and identically distributed random variables, independent of the Brown-
ian motions and whose distribution has the density ug with respect to Lebesgue measure. One
associates with this particle system the following system of nonlinear processes:
dX, = (bxu)(XN)dt+ dBi
XO == Cl
u(t,de) = P [Y; € daj} :

It is then possible to show that limy_,oo HXtNZ — Yi

] = 0. Moreover, using It6’s formula

and taking expectations one easily obtains that the distribution w of the process Y; solves the
McKean-Vlasov equation (4), and the convergence (3) follows.

There is a fundamental difference between the porous medium equation (2) and the McKean-
Vlasov equation (4): while in (4) the interaction is nonlocal due to the convolution b * u, it is
completely local in (2). This makes the probabilistic interpretation much more difficult.

Our approach, which we present in detail in Chapter 1, consists in approximating the porous
medium equation (2) by the equation

£,0 52
agt = EAUE"S +div((VV® xu)u), (6)
where Vé(z) = {_}dV(x/s) is a mollifier and €,0 > 0 are small parameters. This equation is of

McKean-Vlasov type, and moreover, when in (6) € and § tend to 0, one formally obtains as limit

equation

ou . 1 9
i div(Vuu) = 5 Au®),

i.e. the porous medium equation. The consideration of (6) as intermediate step leads to the
following interacting particle system:

N
. 1 i j i
dXtN,z,a,é - % Z VVE(X;V%&‘S — XtN’J’a"S)dt + 0dBy (7)
j=1

N7'7 76 ]
XO e = Cl’

where (B%);eny and ((%);en are as in (5).
In Chapter 1 we prove the following theorem: If N — oo, ¢ — 0 and § — 0 in such a way
that N > 1/e and ¢ < §, then the empirical measure of the particle system (7) converges weakly
to the measure u(t, x)dxr where u(t,-) is the solution of the porous medium equation.
A crucial step of the proof consists in showing that for e,6 — 0 v does indeed converge to
u. However, the rigorous derivation of such a convergence result is much more difficult than it
might seem to be. Let us introduce as intermediate object the partial differential equation
oul B 52

0" s 1 8512
5 = 2Au 2A((u))
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Then it has been known for a long time that u® — u for § — 0 (see [3]). The convergence
ut? — ud for ¢ — 0 is much more difficult to establish. A first result in this direction was
obtained by Oelschléager [27], but only under very restrictive assumptions on the initial datum
ug (in particular he needs ug € C°(R%)). Moreover his proof is very complicated. Therefore in
Chapter 2 we prove a similar result, where we only require that uy € L? (Rd).

Chapter 3 is devoted to a stochastic particle approxiamtion of the three-dimensional Navier-
Stokes equation (1). This equation is of a completely different kind than equations (4) or (2),
so that it seems difficult to treat it with a similar approach. Nevertheless this is possible: we do
not study the Navier-Stokes equation directly, but instead the equation satisfied by the vorticity
w := curlw:

ow

ot
Physically the three terms on the right-hand side of (8) mean that vorticity is transported with
the fluid, it is stretched and it undergoes diffusion. In two dimensions the vortex stretching term
(w - V)u vanishes, and the situation becomes much easier.

An important observation is that the velocity u can be recovered from the vorticity w: Let
K(z):= <. Then

RN

=—(u-V)w+ (w-V)u+ rvAw. (8)

u(z) = - K(z —y) x w(y)dy. 9)

We now want to approximate the vorticity w by a system of discrete vortices. Since vorticity
is a vector-valued quantity, it does not suffice to keep track just of the positions of the vortices;
one must also consider their intensities. Therefore we model each discrete vortex by a couple
(X} al) € R? x R3, where X} represents its position and a! its intensity. Now we define the
discrete vorticity w; as the weighted empirical measure of the vortex system:

1 N
T, e— § IS
wt — N pa atéth.

In analogy to (9) we define the discrete velocity u; as
1 X A .
u(z) := N E:lK(x — X}) x aj.
1=

Now the question arises: by which equations should the system (X},ai)Y , of discrete vortices
be governed? Looking at (8) a natural approach would be:

dX; = w(X})dt+2v dB}
da = Vu,(X])al dt,

or explicitly

N
i 1 i i : i
dXj = |+ ; K(X} - X])xal| dt +V2v dB; (10)
r N
i 1 i ] i i
daj = | ; VEK(X] - X]) x al | a} dt. (11)

Here the two terms on the right-hand side of (10) correspond to the transport term (u - V)w
and the diffusion term vAw in (8), while the term on the right-hand side of (11) corresponds

10



to the vortex stretching term (w - V)u. However this approach poses two problems: First, the
right-hand sides of (10) and (11) might be not well-defined because of the singularity of K at 0.
Moreover, a; appears quadratically on the right-hand side of (11) and therefore might explode
in finite time.

To overcome these problems we replace K with K¢ := K % ¢, where ¢ (z) := Z¢p(z/e) is a
mollifier, introduce the cutoff

: al if |[a}| < R
() := Lo ¢
XRAAt) - Bai if |aj] > R

lag ™

and consider the following vortex system:

[N
. 1 : : ; :
dX! = NZKe(XZ—Xf)XXR(ai) dt +V2v dB;
L ‘7:1
[ & L ; :
daj = |+ > VEA(X] — X]) x xr(a]) | xr(a}) dt.
L J:1

It remains to find a good choice for the initial values X§ and af. To this end we decompose
the initial vorticity wg in the form wg(z) = p(z)h(z), where p is a probability density and h

is a bounded R3-valued function. If wy € L'(R?) this is always possible, e.g. p(x) = W,
L
h(z) = \$2E§§|||w0||p- In the decomposition wo(z) = p(xz)h(x) we interpret p(z) as density

and h(x) as intensity of vortices at x. Therefore we choose the X} to be independent with
P[X{ € dz| = p(x)dz, and we set af) := h(X{).

Now we choose a large (but fixed) cutoff parameter R > 0 and let N — oo and ¢ — 0 with
the constraint N > 1/e. Then we have the following theorem: There exists a strictly positive
time T* > 0 such that the discrete vorticity w; converges to the continuous vorticity w(t,-),
uniformly in ¢ € [0,T%]:

N
_ 1 ;
W= ZafﬁXf — w(t,-).
i=1
Dank
Ich danke Herrn Prof. Dr. Karl-Theodor Sturm dafiir, dass er mir dieses interessante Thema

gestellt hat und mich bei meiner Arbeit betreut und beraten hat. Meinen Eltern danke ich
dafiir, dass sie mir mein Studium erméglicht haben und mir immer zur Seite stehen.
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Chapter 1

Interacting diffusions approximating
the porous medium equation and
propagation of chaos

We study a system of interacting diffusions and show that for a large number of particles its
empirical measure approximates the solution of the porous medium equation. Furthermore we
prove propagation of chaos.

This part has been published in the journal “Stochastic Processes and their Applications”
(volume 117 (2007), pages 526-538).

1.1 Introduction

We study the following system of interacting particles in R%:

dXt]Vﬂ”E76 —

N
1 . . ,
- Y Ve - xYVENdt + 6dB, i=1,... N (L1)
i=1

Niiie,d :
X = i

Here V¢ is a smooth interaction kernel which is obtained from a function V' by the scaling

V() = SV (x/e), (1.2)

od
(B%)en is a sequence of independent standard Brownian motions, and (¢%);cn is a sequence of
independent and identically distributed random variables, independent of the Brownian motions
and whose distribution has a given smooth density ug with respect to Lebesgue measure.

The particle system (1.1) depends on three parameters: N € N, ¢ > 0 and § > 0. N is the
number of particles, € measures the range of interaction, and & measures the strength of the
additional diffusion caused by the Brownian motions.

Now we let N — 00, ¢ — 0, 6 — 0 in such a way that N > 1/e and ¢ < §. We shall show
that then the following hold:

ﬁ\il 6XtN,i,s,5 of the particle system

converges weakly to a deterministic measure P; on R?. This measure has a density u(t, -)

1. For each t > 0 the empirical measure uiv’e’é = x>

13



which solves the porous medium equation

1
u(0,) = wp

with initial datum wug.
2. The distribution of the position XtN 49 of each particle also converges weakly to P;.

3. Any fixed number of particles remains approximately independent in the course of time,
in spite of the interaction.

The third statement is known as propagation of chaos. In this context the word “chaotic” is used
as a synonym for “independent and identically distributed”. By definition the situation at time
t = 0 is chaotic (because the initial positions ¢* of the particles are independent and identically
distributed), and we claim that at later times the situation is approximately chaotic, too: the
chaos propagates. For an introduction to propagation of chaos we refer to Sznitman [30], and
for an introduction to the theory of the porous medium equation to Vézquez [31].

1.2 Assumptions on the initial datum and the interaction kernel

We assume that ug, the common density of the distributions of the initial positions ¢* of the
particles, belongs to the weighted Sobolev space W2 1(Rd) for all n € N. This space consists of

all n times weakly differentiable functions f : R* — R for which the weighted Sobolev norm

1/2
9 /

dzx

o= (> 3 . 0+ o) [P

k=01%1,...,7=1

is finite. The Sobolev embedding theorems imply that then ug € Cg’o(Rd), where Cp° (RY) is
the space of smooth functions which are bounded together with all their partial derivatives.
Conversely, if ug is smooth with compact support, it belongs to Wg’l(Rd) for all n € N.

The function V is supposed to have the following properties:

1. There exists a function W € C{°(R?) with W > 0, [pu W(z)dz = 1 and W(—z) = W(z)
for all z € R?, such that V =W % W.

2. All moments of V are finite, i.e. for all n € N we have:

/ |z|"V (z)dz < oo. (1.3)
Rd

The first property implies in particular: V is symmetric, i.e. V(—z) = V(z) for all z € RY,
and VV is Lipschitz-continuous and bounded. Let L be a Lipschitz-constant for VV, and
let K := [[VV|| oo (para). It follows that VV* is Lipschitz-continuous with Lipschitz-constant

L. := L/¢™? and bounded by K, := K /g4t

14



1.3 Statement of the main result

Let u be the unique strong L!-solution (see next section) of the Cauchy problem

1
% = 5 A(UQ) n R>0 X Rd
U(O, ) = Uo

for the porous medium equation with exponent 2 and initial datum wug, and let P, be the
probability measure on R? with density u(t,-). Let m be a fixed natural number, and let
PtN’m’E’(S be the joint distribution of the random variables XtN’i’E"S7 i=1,...,m. Now we let
N — 00, ¢ — 0, § — 0, where in addition to that we require IV, € and J to satisfy the relations

N > exp(e~247%) (1.4)

and
e<C(V,T,8) "3, (1.5)

where C'(V, T, 0) is defined in (1.28). We denote this convergence by (N, ¢, ) 5 (00,0,0). Then
we have the following theorem:

Theorem 1 (Propagation of chaos). When (N, ¢, 0) 5 (00,0,0), PtN’m’s’a converges weakly to
Pt®m"
PtN,m,s,S N E®m7

locally uniformly in t.
This result implies the statements made in the introduction:

Corollary 1.1.

Ned _ 1

1. The empirical measure p, =~ SN

i=1 0 Noi,e.6 CONVETYES weakly to P;.

t

2. The distribution of the position of each particle also converges to P;.
3. A fixed number of particles remains approximately independent in the course of time.

Proof. The second and the third statement follow immediately from the theorem. The first
statement follows from the theorem and the general fact (see [30], Chapter 1.2, Proposition 2.2)
that propagation of chaos is equivalent to weak convergence of the empirical measure to a
deterministic measure. O

Remark 1.1. Conditions (1.4) and (1.5), which are the precise versions of N > 1/e and
€ < 4, are crucial: Condition N > 1/e ensures that even when e, which measures the range of
interaction, is small, each particle interacts with many other particles. Condition € < § ensures
that the stochastic effects, whose strength is measured by 4, are strong enough.

1.4 Remarks concerning the porous medium equation and re-
lated work

The classical application of the porous medium equation

ou 1 9
a—§A(U)
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with exponent 2 concerns the density of an ideal gas flowing isothermally through a homogeneous
porous medium (see [31], Chapter I.1 or [32], Section 1.9). Let u be the density of the gas, v its
velocity and p the pressure. Then we have the following physical laws:

du

1. Conservation of mass: T + div(uv) =0
2. Equation of state: D~ U
3. Darcy’s law: v~ —Vp

Combining these equations we see that (up to a positive constant factor that can be scaled away)

ou 1

— =div(uVu) = = A(u?),

L = div(uVu) = 5 AQW?)

so that the density of the gas satisfies the porous medium equation. For an introduction to flows
in porous media we refer to Vazquez [32].

We now turn to mathematical properties of the Cauchy problem

ou 1 o d
E = 5 A(u ) m R>0 x R (16)
u(0,-) = wo.

In general this Cauchy problem does not admit a classical solution. We therefore have to
introduce a suitable notion of weak solution. Following Vézquez [31] we define:

Definition 1.1. A nonnegative function u € C(Rsq, L'(R%)) is a strong L'-solution of the
Cauchy problem (1.6) if:

L w2, 2 A(u?) € L} (Rso, L' (R?))

2. % = A(uz) in Rzo X Rd

3. u(0,-) = ug.

It is known (see e.g. [31], Chapter III, Theorems 2 and 3 and Proposition 4) that the Cauchy
problem (1.6) has a unique strong L'-solution u and that for every ¢ > 0 u(t, -) is a probability
density.

We have given a physical derivation of the porous medium equation based on the hypotheses
of continuum mechanics. But strictly speaking, a gas is not a continuum, but consists of atoms
and molecules. Therefore it is desirable to find rigorous connections between this microscale and
the macroscale. We know that on the macroscale the behaviour of the gas is described by the
porous medium equation. So our goal is to find a microscopic model which allows us, when the
number of particles tends to infinity, to derive the porous medium equation as limit equation.

Until now, in particular lattice models have been studied, i.e. systems of particles evolving
on Z< or on a discrete torus (Z/NZ), see [7], [10], [13], [14] and chapter 5 of [17]. In particular,
Inoue [14] has proved propagation of chaos for his lattice model.

It is therefore natural to ask whether there exist systems of interacting diffusion processes
having the same property. Quite surprisingly, until now no completely satisfactory result has
been found. There have been only partial solutions to this problem:

Benachour, Chassaing, Roynette and Vallois [2] consider a system of interacting diffusions
which converges to the solution of the equation

ou 1 9
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where o is a Lipschitz-continuous and bounded interaction kernel. If we could replace o with dg,
the Dirac measure at 0, we would get the porous medium equation with exponent 3, but there
is no convergence result for ¢ — .

Jourdain [15] studies a system related to a Cauchy problem for the porous medium equation
where the initial datum is the distribution function of a probability measure. But thisapproach
is limited to dimension d = 1 and does not cover the interesting case where the initial datum is
a probability measure.

Oelschléger [26] studies a deterministic interacting particle system given by a system of
coupled ordinary differential equations and quite similar to our system. In his system the
Brownian motion term 6dB; is not present. His approach might seem to be more natural because
¢ tends to 0 anyway, but Oelschlager does not benefit from the regularizing effect induced by the
Brownian motions. Therefore he is able to prove convergence to the porous medium equation
only under very restrictive conditions on ug: only in dimension d = 1 he allows quite general
initial data, while in dimension d > 2 he requires ug to be strictly positive everywhere, a
condition which guarantees that an initially smooth solution remains smooth. Thus Oelschlager
does not cover the physically most relevant case where d = 3 and the initial datum has compact
support.

The same author studies in [28] the numerical simulation of the so called viscous porous
medium equation a—“ = A( 4+ %Au by a stochastic particle method. That paper illustrates
the applicability and importance of interacting particle systems for numerical purposes. One
should however note that the viscous porous medium equation is much easier to handle than its
nonviscous counterpart thanks to the smoothing effect of the extra term %Au.

1.5 Proof of Theorem 1

1.5.1 Overview of the proof and preliminary results

As intermediate objects between the particle system (1.1) and the porous medium equation we

introduce non-linear processes X (i €N,e,6>0)and X" (2 € N, § > 0) defined as solutions
of the following non-linear stochastic differential equations:

dX0? = —(VVE O (t, X0V dt + 6d B, (1.7)
X = ¢ (1.8)
P[Xistsedm} = u(t,dx) (1.9)
and
dX’ = vl (t,X°)dt + 6dB: (1.10)
X' = ¢ (1.11)
P[Y?de} = u®(t,x)dx (1.12)
W’ e %0, T] xRY VT >0. (1.13)

Note that the processes X" and X" are driven by the same Brownian motion B’ and
have the same initial value (¢ as the i-th particle of the system (1.1).

A solution of (1.7) - (1.9) is a couple (XZ"E’(S7 uf%) consisting of a stochastic process X"
and a probability measure u®? on C(Rxg, R?), the space of continuous functions from Rsq to
R?, such that:

1. The stochastic differential equation (1.7) - (1.8) is satisfied.

17



2. The distribution of Yi’s’(s is given by uf9(t,-).

A solution of (1.10)-(1.13) is a couple (Ym,u‘s) consisting of a stochastic process X" and a
function u° : R>g x R — Rsq with ud € C;’Q([O, T] x RY) VT > 0 such that:

1. The stochastic differential equation (1.10)-(1.11) is satisfied.

2. The distribution of Yi’é is given by the measure with density u’(t, ).
Remark 1.2.

1. We will show (Propositions 1.2 and 1.3) that both non-linear stochastic differential equa-
tions have a unique solution.

2. The processes X (i € N) are independent copies of each other: the initial positions
¢* (i € N) are independent and identically distributed, and X" does not interact with
~J,E,0 . . 0,0 . .
X7%° for i # j. The same holds for the processes X (i € N). We can therefore omit the
index 4.

3. The Ito6 formula implies that u? is a solution of the integro-differential equation

£,0 52
agt = ?Au‘f"s + div ((VVE * ua"s)ua"s) (1.14)
u®(0,) = g,

while w? is a solution of the wviscous porous medium equation

5 2
3811 = %Au‘s + div (Vu‘;u‘;)
51 512
— Al 5A((u ) ) (1.15)
u?(0,)) = wug.

The proof of Theorem 1 now consists of the following three parts: in the first part we show (for
~1,&,0

fixed £, > 0 and N — o00) convergence of XV450 to X"
fixed § > 0 and € — 0) convergence of X" to Yz’é, and in the third part we show (for 6 — 0)
convergence of u® to u.

However, before we can show convergence we must show existence, uniqueness and regularity

results for the measure w9, the function u’ and the processes X9 and X*°. We first study
u®® and u®:

, in the second part we show (for

Proposition 1.1.

1. The viscous porous medium equation (1.15) has a unique classical solution u® (classical
means: u® € C;’Q([O,T] x RY) for all T >0), and for each T > 0 we have:

u’ € C°([0,T] x RY).

2. The integro-differential equation (1.14) has a unique measure-valued (weak) solution.

3. This solution is in fact a classical solution: for each t > 0 the measure u°(t,-) has a
density with respect to Lebesque measure (which we also denote by u®°(t,-)), and for each
T > 0 we have
us? e C°([0,T] x RY).
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4. For each § >0, j,k € No,i1,...,ix € {1,...,d} and T > 0 we have:

1 8j+k:
sup —

£,0 é
- U’ —u
>0 €2 H ot 0x;, - - - 83:%( )

< oQ.
L ([0,T]|xR4)

Corollary 1.2.

1. For each T > 0 and each 6 > 0 there is a constant C1(T,J) < oo such that
Vul (s, x) — Vul (s,y)| < CL(T,8)|z — 1y (1.16)
for all s € [0,T) and all z,y € R%.
2. For each T'> 0 and each 6 > 0 there is a constant Ca(T, ) < oo such that

1D%u e < Cy(T, ) (1.17)

0,T]xRd Rd?)
for all e > 0.
Here we use the following notation: for f € C3([0,T] x R?) we write

d
- (st

8@-1 8@-2 8:75@-3 i1i2,i3=1

and

3
1D f oo (0,77 xR R

;= sup { 0f (t,x)

8.%1 8xi2 8xi3
3. For each T > 0 and each 6 > 0 there is a constant C3(T,J) < oo such that

’te [0,T],2 € RY iy, 0,3 € {1,...,d}}.

|V — VU(SHLOO([QT]de) < C3(T, 6)e? (1.18)
for all e > 0.

Proof of Proposition 1.1. For § = 1 this has been proved in [27], Theorems 1 and 2. The general
case follows from the case § = 1 with the following scaling argument:

We first show the existence of a classical solution u®® of the integro-differential equa-
tion (1.14). We will show that it has the form

uS(t, ) = it (B, yx). (1.19)

Here o, B and  are strictly positive parameters which are still to be determined, and w* is the
unique classical solution of the Cauchy problem

ou 1
— A€ : ey L ~E\~E
5 5 AT 4 div ((VVET x a°)ac) (1.20)
@(0,-) = ao.

Its existence and uniqueness is proved in [27], Theorem 1. As we want u%(0,-) to be equal to
ug, we must choose

uo(z) := éuo(a:/fy).
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(1.2) and (1.19) imply:

ous? ou
& €,0 2 21 ~€
EAu t,x) = ayo §Au (Bt,yx)

div ((VW * ueﬁ)mﬁ) (t,z) = a?y2div((VVE % @)@F) (B, yz).
We now determine «, S and ~ in such a way that
aff = ay?6% = a’y? (1.21)

and
ay i=1 (1.22)

hold; (1.22) ensures that [pqUo(2x)de = 1. The unique solution of (1.21) and (1.22) is
o= (527 8= 52+4/d’ v = 52/d'

We therefore set

_ 1
uo(z) := 5—2u0(x/52/d)
and
uS(t, @) = 6% (6%t 6%/ dy) (1.23)

and see that the function u5° defined in this way is a classical solution of the Cauchy problem
(1.14).

Uniqueness of a weak solution of (1.14) follows with the inverse scaling: Two different weak
solutions of (1.14) would lead to two different weak solutions of (1.20) with the same initial
values, which would contradict the results of [27]. We have thus proved the second and the third
statement of the proposition.

We now prove the first and the fourth statement. To this end let @ be the unique classical

solution of the Cauchy problem
o1 1 1
— — At + = AT
ot g At AT)
w(0,-) = .

According to [27], formula (2.20), for each 7" > 0:
@€ C2([0,T] x RY).

The same scaling argument as above implies that (1.15) has a unique classical solution u® €
Nr>o Cb1’2([0, T] x RY), which is given by

W (t, ) = §%u(6%H4 A, 52/ ) (1.24)

and therefore even belongs to (o Cp°([0, 7] x RY).
According to [27], Theorem 2, formula (2.19) with L = 0 we have:

1
SUp —
e>0 €

(u® — 1) < 00,

' oItk
Lo ([0,T] xR9)

8tj8£l?i1 tee 81,‘%
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and (1.23) and (1.24) imply:

1 itk 5.8
sup — . u®’ —u
250 &2 '8t]8$i1“’a$ik( ) L>°([0,T] xR4)
j+k
—  §25i(2+4/d) sk2/d sup l ' i o’ (u® — )
e>0 €2 || Ot Oy, - - - Oy, Lo ([0,T]xRY)
< o0,
which concludes the proof of the proposition. O

We now study the process (Yf )e>0:

Proposition 1.2. The stochastic differential equation (1.10)-(1.13) has a unique solution (Yé, ul).

Proof. We follow ideas of Jourdain and Méléard [16]. First we show uniqueness. To this end let

(Y(S, ud ) be a solution. As we have already mentioned, the It6 formula implies that ud is a weak
solution of the viscous porous medium equation (1.15). Because of u® € CI} 2([0,T] x RY) vT >
0 it is even a classical solution of (1.15) and therefore (according to the first statement of

Proposition 1.1) unique. This implies immediately that X° is unique, too.

We now prove existence of a solution. To this end let u® € Nr>0C5°([0,T] xR?) be the unique
classical solution of (1.15) (see Proposition 1.1), and let X’ be the unique solution of (1.10) and
(1.11). This means that we insert u’ in (1.10) without caring whether the distribution of the
process X°is really given by u°. According to [12], Chapter 6.5, Theorem 5.4, the distribution

of Yf has for each ¢ > 0 a density v(t,-), and v is a classical solution of the uniformly parabolic
linear partial differential equation

0 52
a—;} = 5AU + div(Vulo) (1.25)

v(0,) = wup.
According to [18], Chapter 1.2, Theorem 2.6, this property determines v uniquely. But as also
ud is a classical solution of (1.25), it follows that v = 1%, and the proposition is proved. O

Now we study the process (Y:’J)QO:

Proposition 1.3. The stochastic differential equation (1.7) - (1.9) has a unique solution (Ys’a, uff).

Proof. Using Proposition 1.1 this can be proved in the same way as Proposition 1.2. An alter-
native proof (independent of Proposition 1.1) can be given using a fixed point argument in the
space of probability measures on C(Rsq, R?) (cf. [30], Chapter 1.1, Theorem 1.1). O

1.5.2 First step: N — oo (e, fixed)

We can now start to prove Theorem 1. As we have already said, we first show convergence of
; 04,0 .
XNied 4o X9 for N — oo with € and § fixed:

Proposition 1.4. For each T > 0 and each i € {1,..., N} we have:

3 ~ 75
E | sup ’Xé\f,z,a,é_XZ€

0<s<T

N

2 1
] < 2K2L7 22 exp(6L2T2e 24—,
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Remark 1.3. This estimate obviously implies that for fixed £,6 > 0 X N4ed converges in L? to
Ym’d, locally uniformly in ¢. But due to (1.4), even for variable € and ¢ we have

E

; ~i,&,0
sup ‘X;}V’Z’a"s - X,
0<s<T

2rw (V,6,8) B (00,0,0).

This is important because we will combine Proposition 1.4 with other convergence results (Corol-
lary 1.3 and Proposition 1.6) where ¢ — 0 and § — 0.

Proof of Proposition 1.4. Since a similar result is proved in [16], Proposition 2.3, we only sketch
the proof: Let us first recall that VV¢ is Lipschitz-continuous with Lipschitz-constant L. =
L/e%*? and bounded by K. = K /e, Let

]

(I)(t) =F [ sup ‘XéV,i,a,cS . Yi,e,é
0<s<t

Using (1.1) and (1.7) one can easily show that

2
N

t . . .
a(t) < 2L g / Z[(vva*u‘f»&)(s,yg’e’é)—vva(Y?f’é _yg“)] ds|  (1.26)
0

j=1
t
+E/
0 1j
t
—I-E/
0 |j

Using the Lipschitz-continuity of VV'® one obtains that the second and the third term are both
bounded by N2L?2 fg ®(s)ds. For the first term we get

2

N
(VAR = XT0) - wvE (e - X0 | ds
=1

2

N
(VAR - X2 - v - x|
=1

2
N

t . . .
B| [ |3 [ove w2 - vre @ - x| as
0 |4
J=1

N
k=1
. [(vve * u6,5)(8’yi,€,5) . vve(y’iﬁ’é o Y’;E’é)} } ds.

If j # k this expectation vanishes, and otherwise it is bounded by 4K? due to the boundedness
of VV¢. Therefore the first term on the right-hand side of (1.26) is bounded by 4NtK?2.
Summarizing these estimates we get:

3t ! 1 !
O(t) < 4z {4NtK3 + 2N2L§/D cb(s)ds} < 12TtK3N + 6L§T/0 d(s)ds.
Now let W(t) := ®(t) + 2524 1t follows that W(t) < 6L2T [ W(s)ds + 255. Gronwall’s 1
ow let U(t) := ®(t) + nrz- It follows that (t) < 6LZT [, W(s)ds + vrz- Gronwall’s lemma
now implies that ¥(¢) < ]2\5522 exp(6L2Tt) which concludes the proof. O
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1.5.3 Second step: ¢ — 0 (0 fixed)

We now show that Yi’é converges to Yf for e — 0 and 6 fixed:

dS 2
/ YV (

K(V,T,8) == [C(V)Co(T, 8) + C5(T, 5)] T exp(C4 (T, 5)T).

Proposition 1.5. Let

(C(V) is finite because of (1.3)), and

Then for each T > 0:

sup ’Yi’d — *ﬁ (V,T,8)e?
0<s<T
Corollary 1.3.
_ 512
E| sup ’Xi’é—Xi ] < K(V,T,5)2*
0<s<T

The main ingredient to the proof is Proposition 1.1. We also need the following lemma:;:

Lemma 1.1. For every g € C3([0,T] x R%):
IV Vg = Vgl s oizpsty < COND? gl e o s oty 2 (1.27)
Proof. This is a simple computation using the symmetry of V. O

Proof of Proposition 1.5. Let
U(t) := sup ‘Y‘Z’J —Yﬁ .
0<s<t

(1.7), (1.8), (1.10), (1.11), (1.16), (1.17), (1.18) and (1.27) imply:

(1.7),(1.8),(1.10),(1.11)

U(t) < / ‘(VVE * us";)(s,Yi’é) — Vu‘s(s,Yi) ds
0

t
< / ‘(VE * Vus"s)(s,7§’6) — Vug"s(s,Y?d)‘ ds
/ ’Vu”sXa(s) Vil (s, 85)‘ds

ds

—i—/ ‘Vué(s,Y? ) — Vu‘s(s,ys)
0

(1.27),(1.18),(1.16)

< V) HD%@(S L&
Lo ([0,T] xRd,Rd)
+ th(T, 5)62
b —es o
ras) [ |7 -x]
0
(1.17) t
< LC(V)Co(T, 8) + Cs(T, 8)] 2 + C1 (T, ) / W(s)ds.
0

Gronwall’s lemma now implies:
U(t) < t[C(V)Co(T,8) + C3(T, 0)] ® exp(C1 (T, 8)t),
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in particular

0

sup ‘7?6 - X, = Y1)
0<s<T
> [C(V)CQ (T7 5) + C3 (T7 5)} T eXp<Cl (Ta 6)T)62
= K(V,T,0)e%,
q.e.d. O

We can now combine Proposition 1.4 and Corollary 1.3 to get the following result:

Corollary 1.4. Let
C(V,T,6) := 2K (V,T,6)>. (1.28)

Then for each T >0 and eachi € {1,...,N}:
2]

1
< T2K2T?em2d4-2 exp(6L2T2<€_2d_4)N +C(V,T,6)e.

. )
E | sup ‘XSN’“E’(E—YL

S
0<s<T

Combining this estimate with (1.4) and (1.5) we get:

, —is
sup ‘Xév’z’g"s - X
0<s<T

E

2] 5
0 ((Ne0) 2 (2,0,0)). (1.29)

1.5.4 Third step: 6 — 0
We use the following analytical result due to Bénilan and Crandall [3]:

Proposition 1.6. For each T > 0:

sup [[u(t,) —u(t, )l pigay — 0 (5 —0). (1.30)

0<t<T
Proof. Apply the theorem on page 162 of Bénilan and Crandall [3] to the functions ¢, (r) :=
r?signr/2+02r/2 and @oo(r) := r?signr/2 for a sequence (0, )nen converging to 0. (The factor
sign r makes the functions ¢, and ¢, nondecreasing, as required in the formulation of Bénilan’s
and Crandall’s theorem, but since u® and u are nonnegative, signu’ = signu = 1, and these
choices of ¢, and ¢ do correspond to the (viscous) porous medium equation.) O

We can now easily prove Theorem 1 by combining Corollary 1.4 and Proposition 1.6:

Proof of Theorem 1. Let P? be the distribution of Yf. (1.29) implies that for (N,e,d) 5

(00,0,0) the measure PtN’m’€’6 — Pt5®m converges weakly to 0, locally uniformly in ¢. (1.30)

implies for § — 0 weak convergence of P to P; (locally uniformly in ¢). It follows that for

(N,e,0) 5 (00,0,0) the measure PtN’m’5’6 converges weakly to P2™ (locally uniformly in ). [
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Chapter 2

Nonlinear stochastic differential
equations and the viscous porous
medium equation

2.1 Introduction

In the previous chapter we showed that the solution w of the porous medium equation

ou 1 o . d
E = 5 A(U ) 1m R>0 x R
U(O, ) = Uo

can be approximated by the interacting particle system

N
. 1 . , ,
X0 LS gye s L XN saB], i1 N
j=1
X(])V}i)e?é — C’L

(see Theorem 1). The proof essentially consisted of the following three steps: In a first step we
showed that XtN 4,0 converges (for N — 00) to the process Yz’a’é. In a second step we showed,

using a result of Oelschliger [27], that the density u° of the distribution of Yﬁ’a’é converges (for
£ — 0) to the solution u’ of the viscous porous medium equation (with viscosity §2/2)

(9u5 52 ) 1 S7\2
B = gt ga(wr)
ué(ou') = Uup-

In a third step we finally showed that u° converges (for § — 0) to the solution u of the porous
medium equation.

But as in the second step of our proof we used the result of [27], our result had the dis-
advantage to require the very strong assumption ug € Wil(Rd) (which is even stronger than
up € C°(R%)). In this chapter we will therefore prove an analogous result under the much
weaker assumption ug € L?(R%).

In order to simplify the formulas we use a slightly different notation than in Chapter 1,
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namely we consider the following sequence of nonlinear stochastic differential equations in R%:

dx)Y = —(VVN xuN () (XN)dt + 5dB;
Xy = ¢ (2.1)
uN(t) = Law(XtN).

Here V¥ is obtained from a fixed probability density V by the scaling V¥ (z) := X‘]ivV(XNx),
where impy_,o0 X§ = 00, (Bt)>0 is a d-dimensional Brownian motion, and ¢ is a random variable
whose distribution has the density ug. So xn in (2.1) corresponds to 1/¢ in Chapter 1, V¥
corresponds to V¢, and u corresponds to u%. We omit the factor § in front of the Brownian
motion term dB; because it can be scaled away as shown in the proof of Proposition 1.1.
Alternatively, one can easily see that the proofs of the results in this chapter work in the same
way if in (2.1) we replace dB; with §dB;.

We will show that u converges, as N — oo, to the solution u of the viscous porous medium
equation

ou 1 1 9
u(-,0) = wup.

2.2 Assumptions and Notation

As in Chapter 1 we assume the existence of a function W : R — R with W > 0, fRd W(z)dx =1
and W(—x) = W(x) for all x € R? such that V' = W % W. However, in contrast to Chapter 1
we do not require W € C°(R%), but instead W € C2(R?) (twice continuously differentiable
with compact support). In analogy to the definition of VV we set W (z) := x4 W (xnz) (so
that VV = W « W¥). We introduce the following smoothed versions of u™¥: ¢V (z,t) :=
(uN () * VV)(z) and gV (x,t) := (uV (t) * WN)(z).

Let M(R?) be the the space of probability measures on R?, equipped with the following
metric:

d(,v) == sup
feBL

f(@)pldr) — y f(@)v(dr)],

Rd

where BL is the set of all Lipschitz continuous functions on R? which are bounded by 1 and
have Lipschitz constant 1. It is well known (see e.g. [6]) that d metrizes the weak convergence
in M(R%).

Since we allow quite general initial data (recall that we only require ug € L?(R%)) we need
a suitable notion of weak solution:

Definition 2.1. A weak solution of the viscous porous medium equation

ou 1 1 9
u(-,0) = wg

on the time interval [0, 7] with initial datum ug is a measure-valued function v € C([0, T, M(R%))
with the following properties:

1. For almost every ¢ € [0, 7] the measure u(t) has a density g(-,¢) with respect to Lebesgue
measure, and g € L?(R? x [0, T]).
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2. For all f € C}(RY) and all ¢ € [0,7]:
f(@)u(t)(dx) = f(@)uo(dz) + % / Af(z)u(s)(dz)ds
Rd R4 0 JR4
1

! 2
+2/0 y Af(x)g(x,s)“dzds.

2.3 Main result

Theorem 2. The sequence (u™N)nen converges in C([0,T), M(R?)) to a weak solution u>® of
the viscous porous medium equation with initial datum ug. This solution belongs to the class
of those weak solutions u for which the density g belongs to L>(R? x [0,T]) (and not only to
L*(R% x [0,T])), and is unique in this class.

Remark 2.1. As we have already mentioned, Oelschliger [27] proved a similar result, but
under the much stronger assumption ug € C°(R?). (Recall that we only require ug € L*(R?).)
Moreover, his proof is much more complicated.

2.4 Proof of Theorem 2

We first study the dynamics of u?:
Lemma 2.1. For any f € C}(RY):

N = I )uplx)axr 1 t x ’LLN S xT)as
[ et = [ f@uedst g [ [ A )
—/0 y Vi(x) Vg (x,s)u™ (s)(dx)ds. (2.2)

This means that u is a weak solution of the integro-differential equation

8;;\[ = % AulN + div(VgNulY)
= % Au + div((VVY s ™M )u?) (2.3)
uN(-,0) = ug.
Proof. This follows by applying It6’s formula to (2.1) and taking expectations. O

We also need a version of Lemma 2.1 for functions of two variables:

Lemma 2.2. For any f € C2(R? x R?) we have:
/ £y, 2)u™ (t) (dy)u® (t)(dz) =/ [y, 2)uo(y)dyuo(z)dz
R4 JRY R4 JRE
L]t 9 e (5) g ) )
0 JR4 JRA

/ / Ve f(,2) - Voo (2, s)u® (s) (dy)u (5)(d=)ds
Rd Rd

/ot /Rd /Rd Ay f(y, 2)u™ (s)(dy)u® (s)(dz)ds
(y,2)

Iy

_|_

Y

+ / ALf u® () (dy)ul (s)(dz)ds.
d JRd

o
=
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Proof. This can be proved by applying Itd’s formula to two independent copies of (2.1) and
taking expectations. O

An important step of the proof of Theorem 2 is the following lemma:

Lemma 2.3. For each t > 0:
t t
Il +2 [ [ 196V @ s o de)ds + [ 190 o)1 ds = Il 013 (24
Remark 2.2. Because of gV (-,0) = ug * V¥, HVNHLl(Rd) =1 and ug € L*(R?%) we have

N
lgt" (-, 0)II3 < fluol3 < oo

Therefore Lemma 2.3 implies that each of the three terms on the left hand side of (2.4) is
bounded uniformly in N and ¢.

Proof of Lemma 2.3. We temporarily fix € R? and obtain, by applying Lemma 2.2 to the
function f(y, z) :== W (x — y)WN(z — 2):

V(@ 0)? = [(WNxuN (1) (2)]

= [ WO [ e - e 0):)
= [ [ W )WY = e o 2)(d2)
Rd JRd
= [ [ W )W 2ualy)dyuo ()i
Rd JRd
-1—/0 /Rd y VW (z — )W (x — 2) - Vg (y, s)u (s)(dy)u® (s)(dz)ds
-1—/0 /Rd 9 W@ — ) VIWN(z — 2) - VgV (2, s)u™ (s)(dy)u™ (s)(dz)ds

1 /[t v N N N
+2/0 /Rd RdAW (x — )W (z — 2)u™ (s)(dy)u® (s)(dz)ds

1 [t N N N .
—1—2/0 /]Rd RdW (x —y) AW (z — 2)u” (s)(dy)u” (s)(dz)ds.

Now we observe that the second and third, as well as the fourth and fifth term are equal, so
that we obtain:

g (z,1)* = g{V(w,O)QJrZ/[ VW (z —y) - Vg™ (y, s)u" (s)(dy) | g1 (, s)ds
0 R4

" /ot { y AWN (z — y)uN(s)(dy)] g1 (z, s)ds.

We now integrate this over 2 € R%. Using the fact that VW (z —y) = ~VW/(y — x) (because
of the symmetry of W) we obtain:

/Rd g{v(l’,t)%lz = /Rd g{v(l',())zd]:
_ t N —2)- N s uN s N v $)deds
2/0 /Rd Rde (y =) - Vg~ (y,s)u” (s)(dy)gr (x, s)dxd
e [ LA = et ] o
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As W has compact support, we can integrate by parts and obtain:

/Rd g1 (z,t)%dx = /Rd g1 (z,0)%dx
2 [ L 9w ol ] - 90 0 o
—/Ot /Rd [ » VWN(x—y)-Vg{V(x,s)dx} u™ (s)(dy)ds

t t
_ / o (2,0)%dz — 2 / / Vg™ (4, ) Pu (s)(dy)ds — / / Vol (2, 5)Pdads,
R4 0 R4 0 R4

q.e.d. O

Proposition 2.1. The set {uN | N € N} is relatively compact in C([0,T], M(R?)).
Proof. In order to apply the Arzela-Ascoli theorem we have to show:
1. There is a compact set K C M(RY) with u™(¢t) € K for all N € N and all ¢ € [0, 7.

2. The set {u’ | N € N} is equicontinuous, i.e. for each ¢ > 0 there exists § > 0 such that
for all N € N and all s,¢ € [0, 7] with |s —t| < 8: d(u¥(s),u™ (t)) < e.

We start with the first statement. As a subset K of M(R?) is relatively compact if and only if it
is tight, we have to show that for each ¢ > 0 there is a compact set K C R? with u” (¢)(K) > 1—¢
or, equivalently, P [XtN eK C] <egforall N e Nandall t €[0,7]. Let R > 0. Then we have:

t
P|1x}| > R] PHC—/O VgV (XN, s)ds + By

-

IN

R t
P [|¢| > 3} +P H/O VgV (XY, s)ds

R R
— P ||B — .
>3]+ [I t|>3:|

The first and the third term tend (for R — o0) to 0, uniformly in N and ¢ € [0,7]. For the
second term we obtain, using Chebyshev’s inequality:

"o NN R 9 Lo NN ’
P Vg™ (X', s)ds| > —| < —E Vg (X, ,s)ds
0 3 R 0
9t t N N 2
< P UO VgV (XY, s)| dS]
<

?;;/0 /Rd |VgN(az,s)}2uN(s)(da:)ds,

and due to Lemma 2.3 this also tends (for R — 00) to 0, uniformly in N and ¢. This completes
the proof of the first statement.
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We now prove the second statement. For s,t € [0,7] we obtain (using Lemma 2.3):

d(u™(s),u™(t) = Sup. Rdf(w)uN(t)(div)— Rdf(iv)uN(S)(dw)

= su ] - Yy
= sup |B[0N] - B [F(x)]]

< B[XY - X;Vﬂ”
271/2

1/2

< ( '{/Vg . ﬁD
1/2

< V3 (& -5l [ 195 |2dr] #le-sl)

1/2
< V2t — s|!/? (/ / (Vg™ (z,r)Pul (r)(dz)dr + 1)

s JRd
< Clt— sV
This means that {u" | N € N} is equicontinuous, so that the lemma is proved. O

We have shown that the sequence (u”)yen has a convergent subsequence. We now fix such
a convergent subsequence and also denote it by (u™)yen. Let u™ € C([0,T], M(R%)) be its
limit.

Lemma 2.4. The sequence (9 )nen also converges in C([0,T], M(R?)) to u>

Proof. We have to show:

sup  sup f@)g (z,t)de — | f(z)u®(t)(dz)| — 0 (N — o0).
0<t<T feBL |JRrd R
We estimate as follows:
sup swp | [ flalawitide— [ fla)u(o)de)
0<t<T feBL |JRd Rd
= swp sw | [ F@@NE) s W) (@)de— [ Fla)u()(da)
0<t<T feBL |JRd Rd
< s swp | [ f@@YE) W) @)dr— [ f)u (1) (da)
0<t<T feBL |JRd Rd
+osup sup || @) de)— [ fapu()(da)]| .
0<t<T feBL |JRd Rd

N

The second term tends to 0 because u¥ — u®. For the first term we obtain (uniformly in
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€[0,7] and f € BL):

F@) (™ (t) « W) (@)da — | f(x)u® (t)(dx)
R4 Rd

= /f(w) WN(m—y)uN(t)(dy)dw—/ f@)u™ (t)(d)
R4 R4 R4

= | [, L s ow¥@an o) - [ [ row@an o)
Rd JRd Re JRd

< [ 150 = 1w e 6 a)

< [ [ W @dee® @) ay)

= /\xlx?’vW(XNw)dw

R4

= Xy /Rd YW (y)dy —0 (N — o),

q.e.d. O

Lemma 2.5. For almost everyt € [0,T] the measure u™(t) has a density g>°(-,t), and gi¥ — g™
in L*(R? x [0,T]) (in particular g € L*(R? x [0,T7)).

Proof. We first show that the sequence (g{¥)yen is a Cauchy sequence in L2(R? x [0,T7]). For
each K > 0 we have (using the L?-isometry for the Fourier transform):

T _ —
lim sup ||gl g{v H%Q(Rdx[ofn = limsup/ / \g{V()\J)_g{V'()\,tﬂ?d)\dt
N,N’'—oco N,N'—o00 JO R4
T — —
< timswp [ [ g0 - g o
N,N’'—o00J0 M<K
T — —
+ lim sup / / 1gN (A, 1) — gV (A, 1) 2dAdt.
N.N'—ooJo JIA>K

We first consider the first term: According to Lemma 2.4 the integrand converges pointwise to 0.
Moreover the integrand and the integration domain are bounded so that the first term converges
to 0 according to Lebesgue’s dominated convergence theorem. For the second term we obtain:

T _— — T —
limsup/ / ]g{v()\,t)—g{vl()\,t)|2d)\dt<4sup/ / lgN (X, t)[2d)dt
N,N’—00 A>K NeN Al>K
< Sup/ / |2 |g1 (A 1) 2dAdt < sup/ / I\ ]gl (A, t)|2d\dt
2 NeN IA|>K 2 Nen

= sup/ / ]Vgl (A, 1)[Pd\dt = sup/ / Vgl (x,t)|*ddt,
NeN R4 NeN

and this tends to 0 for K — oo because of Lemma 2.3.

We have shown that the sequence (gi¥)yen is a Cauchy sequence in L2(R? x [0,7]). Let
g>® € L*(R? x [0,7]) be its limit. Because of Lemma 2.4 we already know that g{¥ converges
in C([0, T], M(R?)) to u*>. Therefore the measures u*(t)(dx)dt and ¢g°°(z,t)dxdt coincide, and
therefore the measure u®(t) has for almost every ¢ € [0, 7] the density ¢*°(-,t). O
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Proposition 2.2. For allt € [0,T] and all f € CZ(R?) we have:

f(x)u™(t)(dx) = f(z)uo(x)dx + % / Af(x)u™(s)(dz)dzds
R4 R4 0 JRd
1 ! e 2
+ 2/0 o Af(x)g™(x,s) dzds. (2.5)

Remark 2.3. As we already know that for almost every ¢t the measure u®(t) has the density
g>(-,t) and that ¢> € L?(R? x [0, T)]), Proposition 2.2 means that u> is a weak solution of the
viscous porous medium equation with initial datum wug.

Proof. According to Lemma 2.1 we have:

Af(z)uN (s)(dx)ds
0o JRrd

_/ / Vi) Vg™ (z,s)u® (s)(dz)ds. (2.6)
0 JR4

N = T )uplx)ax 1
[t = [ e

Because of u" — u™ it suffices to show that the third term of the right hand side of (2.6)
converges to the corresponding term in (2.5):

/t Vi) - Vg (z, s)u® (s)(dz)ds + 1/t Af(x)g™®(x,s)*dzds (2.7)
0 JRd 2 0 JRd
¢ t
< / Vi) Vg (z, s)u® (s)(dz)ds — / Vf(z) Vg (x,s)gd (z,s)dxds
0 JR4 0 JR4
t 1 t
+ /0 y Vix) -Vl (z, s)g (z,s)dzds + 3 /0 y Af(x)gN (x, s)2dxds
+ ‘; /Ot » Af(z)g (z,s)*dzds — % /Ot o Af(z)g™®(z,s)*dzds| . (2.8)

The second term in (2.8) vanishes (integration by parts). For the third term we obtain:

'1 /Ot 5 Af(m)g{\[(x, 5)2d1‘d8 o % /Ot B Af(x)goo(x’ S)2dl'ds

2
t
s HAf”OO/ 97 (z,5)* — ¢ (z,5)?|dzds
2 Jo Jre
Afllee [T . N
= I g” /0 /Rd 19N (x,5) + g (z, 5)| g (x, 5) — g™ (z, 5)|dxds
||Af”oo t N 9 1/2 t N ) 1/2
< 5 </ / 91 (,8) + g™ (z, 5)| da:ds) </ / 0N (2, 5) — ¢ (x, 5)| da:ds)
0 Jrd o

Because of gi¥ — ¢ in L2(R¢ x [0, T]) the second factor is bounded, and the third factor tends
to 0.
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For the first term in (2.8) we obtain:

t t
| [ Vi@ e s ) ands - [ [ 5(a)- Vo .5l (o s)dods
0 JRd 0

Rd

V(@) Vi (g, s)W (x — y)u® (s)(dz)dyds

R4 JRR4

- / / VF(y) - Vol (g, )W (@ — y)u (s)(d)dyds
0 R4 JRA

[Vf(z) = V()] Vi (y, )W (2 — y)u® (s)(dx)dyds

R4

R4
t
10200 [ [t =19 ) W (@ = ) 0) )y

IN

Using the fact that diam(supp(W?")) = x5 diam(supp(W)) (recall that W has compact sup-
port) we see that this is bounded by

VI D2 los diam(supp(W / / / Vo (0, )W (@ - y)u (s)(dex)dyds

V102 f o diam (supp(W / / o (4, 9)| Vg (4, )| dyds

1/2
W10 i) ([ [ ¥ esraas) ([ [ wa sy

The two last factors are bounded uniformly in N according to Lemma 2.3, so that this expression
tends to 0. O

1/2

IN

We have now shown that the sequence (u)yey is relatively compact (Proposition 2.1) and
that any limit point 4™ of a subsequence is a weak solution of the viscous porous medium
equation (Proposition 2.2).

It remains to show uniqueness of weak solutions u of this equation. But to do so we need the
additional assumption that the density g belongs to L?>(R¢ x [0, T]) (and not only to L?(R? x
[0,T])). We will therefore show that ¢ € L3(R% x [0,77]). To achieve this goal, we need the
following lemma:

Lemma 2.6. For allt € [0,T] and all f € C3(R? x R?) we have:

L]

Y
g
8

(t)(dz)u™(t)(dy) = /Rd/ f(x, y)uo(x)dzu(y)dy

t
;/O /Rd /Rd A:Cf(ajvy) . goo($7 5)2900(y7 S)dﬂfdyds (29)
1 t
+2/0 /Rd /RdAyf(-T7y).gw(x’g)gm(y’5)2dxdyd8
t
+;/0 /Rd /Rd Ay f(z,y)g™(x, 5)g>(y, s)dxdyds
t
+ ;/0 /Rd /Rd Ayf(xyy)goo(ﬂz,s)goo(y,S)dxdyds‘
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Proof. According to Lemma 2.2 we have:

[, [ s oo o) - /R [ ety
/ t / / Vaf(z,y) - Vg (@, s)u™ (s)(dx)u® (s)(dy)ds (2.10)
[ ] T 9 s s ) s
///Af” N(s)(dy)ds
/ L [t () (dy)ds

Because of u" — u it suffices to show that (2.10) tends to (2.9):

u™ (s)(dz)u™ (s)(dy)ds

///Af:vy (z, Qw(ys)d:ndyd‘
u® (9)(da)u™(5) (dy)ds
/ / / Afa9) (s P (5) ) | 2.11)
"/ o et P

For (2.11) we obtain:

/ Vol (@, y) - Vo (. s)u” (s) (dr)u® (s) (dy)ds

// / Apf(z,y)- s)2dzu® ()(dy)ds‘

< /fow VN (z, s)u (s)(da)ds
//Afary V2dads| u™ (5)(dy)
< ysélﬂgl/o/Rde:cy) Vg (z,s)u™ (s)(dx)ds + = //Afa:y )2dxds|,
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and this tends to 0 (compare with the estimation of (2.7)). For (2.12) we get:
1 [ o
5 [ L L At sPan G anis
0 Jrd Jrd

1 ! oo (ee]
o [ ][ Aatee @52 0,5 dudyds
0 JR4 JRd
1 t
< /
<3/

1
— sup
2 g<s<T

/ Ao f (2, 9)g™ (@, 5)2dzu® () (dy)
R4 JRE

- / Ao f(2,9)g% (x, 5)2dau™ (s)(dy)| ds
Rd Rd

IN

/ A f (i, 9)g™ (@, 5)2dzu® () (dy)
Rd JRd

- / Ao f(2,9)9% (2, 5)2dzu™(5)(dy)| ds,
Rd Rd

and this also tends to 0 because of u” — u*. O
Proposition 2.3. ¢ ¢ L3(R? x [0,T)).
Proof. We use ideas from [25]. According to Lemma 2.6 we have for all f € CZ2(R? x R%):

/ [z, y)u™(T)(dz)u™(T)(dy) = / F(a, y)uo(2)dzuo (y)dy
Re JRd et
T
+ ;/0 /Rd /Rd Agf(x,y)g™ (x,8)[1 4 g™ (x, 5)]g>(y, s)dxdyds

1T . _ N
+2/0 Ad RdAyf(xay)g (1'78)[1 +g (y,s)]g (y,S)da?dde,

We apply this for 0 < 6 < r and € > 0 to the function f(z,y) = ¢, 5.(z —y), where

1 r+4
qné,a(x) = 2% / qn(x — z)o.(z)dzdn,
r—§ JR4
2d
() = p3 [Ga(lz]) — Ga(n)l,
= for d # 2
G = d(d_2)wdu
a(u) { —% logu for d =2,
wg = volume of the unit ball in R?,
2
o.(y) = (2me)" Y2 5

(Remark: r and § are fixed, and their precise values do not matter. One could e.g. choose r =1
and 6 = 1/2. ¢, though, will later tend to 0.) It follows that

/ / Orse( — y)u™(T)(dx)u™(T)(dy) :/ / Ors.e(x — y)uo(x)dzug(y)dy
R /R Rd JRd
T
+/0 /Rd e AQT,&E(JI — y)goo(;p, 8)[1 + gOO(x7 S)]goo(y, S)dl’dyds
= / / @rs.e(x — y)uo(x)druo(y)dy
Rd JRd
T
+/0 /Rd 9 (z,8)[L+ g% (@, 5)] Algrse * g7 (-, 5))(x)dzds. (2.13)
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To compute A(gy 5. * g°°(+, 5))(x) we need the following lemma:
Lemma 2.7. In the sense of distributions we have
2d [

Ag, == ud—éo},
n 772 n

where ug denotes the normalized surface measure on dB,(0) C R%.

Proof. We give the proof only for the case d > 3, for d < 2 the proof is essentially the same. We
have to show that for any function ¢ € C$°(RY):

1

— /33n(0) o(r)dr — gp(O)] . (2.14)

/Rd Ap(x) {|x|2_d - 772_‘1] .\ dxr = d(d — 2)wg [dwdn

To this end we choose ¢ < /2 (this is not the same ¢ as in the proof of Proposition 2.3). We
decompose the integral on the left hand side of (2.14) into four integrals:

/ Ap(x) [|x!2*d — n2*d] de =1 + Iy + I3 + 14,
R4 +
where

B [ g [l -] da
B:(0) +

b= [ Ag(a) [laf* — 2] da
Br—<(0)\B:(0) +

/ Ap(a) [l — ] d
Buyt=(0)\By—=(0) +

Iy = / Ap(x) “:U|2_d—172_d} dx.
RN\ By 1<(0) +

Clearly I = 0 (because the integrand vanishes), and I; and I3 tend to 0 for ¢ — 0. To compute
I we use Green’s formulas, the fact that the function |#|>~? is harmonic and that its gradient
is given by (2 — d)|2{ =9z, and obtain (v = outward normal):

/ Ag(a) [laf* — 2] da
Bp—<(0)\Bc(0) +

/MM(O)U@BE(O) { [Ix!2—d _ 772—4 Vo(z) — () (2 — d)‘;'d} (@) dz

N /8an(0) [(77 - 6)2_d - 772_d} vele)- n

—/ [52_d - 172_d} Vo(z) - Ldz + (2—4d) / o(x)et~4dr.
0B:(0) € B (0)

Y dr—(2—d) / (@) (n— &)\ da
- ¢ 9By-<(0)

The first and the third term tend to 0 for ¢ — 0, the second term tends to ;7%1%21 faBn(o) o(z)dz,
and the fourth term tends to —d(d — 2)wgp(0). This completes the proof of the lemma. O

Using Lemma 2.7 we can now compute A(gys. * g9>°(-,5)) (x) : Let us first remark that

r+6
@ae g @) = [ g [ s o@ = n)ing™(w.s)dy
1

r+6

= %/ (qn * 0c % g% (-, 8))(z)dn.
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Now Lemma 2.7 implies:

1 r+0
Algroe*97(8)) (2) = A(oe * g (-, 8))(x — 2)gy(2)dzdn
2(5 ]R‘i
1 [0 24 1 1 [0 2d
= — —- oe % g+, 8))(x — 2)dzdn — — O * s))(x)d
5/ nzvouaB(o»/aBn()( 5 (s))w = 2)dzdn =5 [ (g o) a)dn

r+0 1
= g (x —y — z,8)0-(y)dzdndy
Ju# L 0 oy 7<)
d r+48 1
- (x — dy — —dn.
/Rdg (x —y,s)o=(y)dy 5/“; el
Inserting this into (2.13) we obtain:
/ / Ors.(x — y)u(T)(dz)u™(T)(dy) = / / Ors.(x — y)uo(z)darug(y)dy
R4 JRd
/ / / (z,s)[1+ g (x,s)]
Rd JRd

r44 1
_ g (x —y — z,8)0:(y)dzdndxdyds
mmvol(aB())/aBn() ( 7:)

/// (z,8)g>(x — )()dxddsd/TMld
0 JRIJRI Yroed Y 57”677277

T ) d r+6 1
/ / g (x,8)*g™(x — y, $)oe(y)dxdyds / —dn|,
Re JRA 0 Jrs M

/OT /Rd 9 (z, 8)%(g°(-, 8) * 02 ) (z)dxds [g /7:;6 7712 dn] (2.15)

= /OT /Rd /Rd 9 (x,8)°9% (z — y, s)o-(y)dwdyds [? /Tiénlgdn]
L 0rd
e[ e s e

d/wl ! / %o Yo (y)d=dndwdyd
- _— 9 (x —y — z,8)0-(y)dzdndxdyds
§ Jr—s m*vol(9B,(0)) Jas, (o)

T

d r+4 1
_/ / 9% (z, )9 (x — y, s)oc(y)drdyds [5/ = dﬁ}
0 R JRe r—5 1

B /R / re (@ — y)u (T)(dw)u™ (T) (dy)

el — y)uo(w)druo(y)dy (216)

T
+/0 /R /R g% (@)1 + g% (@, 5)]
d r+0 1 1 N
[5 /7,_5 72 vol(8B,(0)) /8B,7(0)g (x—y— z,s)ag(y)dzdn] dydxds. (2.17)
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We now want to show that
T
[ [ o570 o) ) dads (2.18)
0 JRrd

is bounded uniformly in . As the factor %l f:f; n%dn in (2.15) is independent of ¢, it suf-

fices to show that (2.16) and (2.17) are bounded uniformly in e. For (2.16) we obtain using
(RD) = 1 and ug € LQ(Rd):

/Rd /Rd @rse(r — y)uo(z)dzuo(y)dy < grse * voll p2(raylluoll L2(ray

< ||U0H%2(Rd)-
Concerning (2.17) we first consider the integral in brackets. Because of n > r — ¢ we have

W%WBMO)) < Cy(r, ) and therefore

Y A [ ==z adn
P e — — _ y U
 Jr—s m*vol(9B,(0)) Ja, (o) :
d
< 602(T’5)/ 9 —y—2,5)0:(y)dz
Rd
< (1, )97 (s 8)I L1 (may o= (¥)

5 C:
d
5 Car,8)0-(y)

for almost all s. (For almost all s € [0,7] ¢°°(-,s) is a probability density.) Since g €
LYR4x [0, T])NL*(R?x [0, T]) and |o¢ |11 ga) = 1, this implies that (2.17) is bounded uniformly
in e.

By these arguments we have shown that (2.18) is bounded uniformly in e:

T
/0 /Rd g% (z,5)*(g>(, s) * 0.)(z)dzds < Cy(r,d). (2.19)

As g*(-, s) * 0. converges for € — 0 to ¢*(-,s) for almost all s € [0,T] in L'(R?), there exists a
sequence (e3)xen such that for almost all (z,s) € R? x [0, T7:

(9= 8) x o5 )(2) = g% (2, 8) (kK — 00).

Fatou’s lemma together with (2.19) now implies:

/)T/ﬂadgm(m’s)gdxds = / /Rd (z,5)° lggo(g (-, 5) * 02, ) (w)dzds

liminf/ / (x,5)*(g>°(, 8) * 0, ) (z)dads
k—o0 R4
Ca(r,9),

IN

IN

so that g € L3(R? x [0, T]). O

Proposition 2.4. Let u and u be two weak solutions of the viscous porous medium equation
on [0,T] (in the sense of Definition 2.1) such that additionally the densities g and § satisfy
9,5 € L3(RY x [0,T]). Then u = 1.
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Proof. We follow ideas of the proof of Lemma 3.15 in [7]. According to Definition 2.1 we have
for all f € C2(R?) and all ¢ € [0,77:

= T )uplx)ax 1 t x xTr,Ss)axras 1 t T .’ES2JZ'S
[ tanian = [ ew@dg [ [ ar@gesgdsg [ Aot
(2.20)

and

M = 1 t g 1 t x)j(x, s)?dzds
[ e = [ w@drsg [ Ar@itesdedses [ ] Ap@ite.spdes

Let ¢.(z) := e~ %¢(x/e) with a symmetric function ¢ € C3°(R?), and let

ue(w,t) = (u(t) * @) (@),
Ue(x,t) = (u(t) * ge)(x).

We now apply (2.20) to f * ¢. instead of f. Because of the symmetry of ¢. we have
[reoa@uan) = [ [ o puddy
R4 Rd JRd
= [ ) o) )y

= f(@)ue(z, t)de,
Rd

and similar statements hold for the terms on the right hand side of (2.20). It follows:

f(@)ue(x, t)de = f(x)us(x,())dx—i—l/t Af(x)ue(z, s)dzds
R R4 2 Jo Jrd

I 2
w5 | [ Ar@ a5 0] (@)dads,

and a similar equation for u. Subtracting these two equations we obtain:

E - 3 t ) |ue(x, s) — us(x,s)| dxds
[ et Tl e = g [ [ ASE) ueless) =Tl )]
1t i
o2 85 [l51  37 + 0] (s

Let as(z) := ue(z,s) — uz(z,s) + [[9(-, 8)* — G(-, 5)?] * ¢c] (z). It follows

U, —1 t T)og(x)adxas
[ @ e —w@de =5 [ [ Ap@a (s

As for almost all ¢t € [0,T] we have g(-,t) € L*(R%), it follows that for almost all ¢ € [0, 7] the
function «y is smooth. For these ¢ we choose f = a; and obtain:

U, —1 t op(x)ag(x)dxrds
/Rdat(a:) [ue(z,t) — Ue(x,t)] dx = 2/0 RdA () as(z)dzds.
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By integrating this equation over ¢ € [0, 7] we obtain:

/OT/Rd (@) [ue(z, t) — Te(z, )] dedt = T/O / Acwy()ors () didsd

Z/ot/ ) - Vag(z)dzdsdt
[ L

/T Vay(z)dt

Vou(z) - Vas(z)drdsdt

4>\>—* ..;;\._. m\._u [\3‘,_.

— — S— S—

dZL‘

Rd

IN

so that
/oT /Rd (ue(@, t) =T, ) + [[9(,)* = G, 1)°] * 0] (@) [ue () — Ue(x, 1)] dwdt <0,
and therefore
/ /Rd — G0, 1)%] * &) () [[g(- t) — G(-, )] * ¢ (x)dadt < 0.

Since g, € L3(R% x [0, T]) and therefore g2, 5% € L3/?(R% x [0,T]) we can now pass to the limit
¢ — 0 and obtain

/ /Rd z,t)? — §(z,1)*] [g(x,t) — §(=,1)] dzdt < 0.

As the integrand is nonnegative everywhere, it follows that ¢ = § almost everywhere and there-
fore u = w. O
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Chapter 3

Microscopic derivation of the
three-dimensional Navier-Stokes
equation from a stochastic
interacting particle system

We study a system of stochastically interacting particles (vortices) and show that for a large
number of vortices the weighted empirical measure of the system approximates the solution of
the three-dimensional Navier-Stokes equation in vorticity form.

3.1 Introduction
We consider the three-dimensional Navier-Stokes equation posed in the whole space:
ou
% (u-Vu = —Vp+rvAu (3.1)
dive = 0

u(t,z) — 0 for |z| — oo.

Here u is the velocity field, p is the pressure, and v > 0 is the viscosity. We are interested in
the evolution of the vorticity w := curlu. By taking the curl of equation (3.1) we obtain the
vorticity equation

ow

B + (u-V)w = (w-V)u+ rAw. (3.2)
The velocity u can be recovered from the vorticity w (see e.g. [21], Proposition 2.16): Let
K(z) := —ﬁ. Then u(z) = ng K(z —y) x w(y)dy.

The initial vorticity wq is supposed to satisfy divwy = 0 (in the sense of distributions) and
wy € L'(R3,R3) N LP(R3,R3) for some p € (3,3). It is known (see Proposition 3.1 below) that
under these assumptions there is a 7* > 0 such that the vorticity equation (3.2) has a unique
mild solution w on [0, 7%].

We now approximate equation (3.2) by the following system (XtN’i’E’R, aiv’i’E’R)i]il of inter-
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acting discrete vortices:

XN’LER gz /t
0

t
N,i,e,R ;
ap " =a +/
0
N,ie,R

Here XtN SR ¢ R3 represents the position and a;”’ € R? the intensity of the i-th vortex.
N € N is the number of vortices, € > 0 is a smoothing parameter, and R > 0 is a cutoff
parameter. K¢ is a smoothed version of the kernel K, defined by

1
K¢ .= gf x K, where C,Ds(:L‘) = ;3 80(55/5)

XN@ &R XN’]’E R) X XR(aéVJ’E’R) ds + @Wti

2 \

(3.3)

Ks XN,z,sR XN,]ER) % XR( N,j,s,R) XR( N,ie, R)d )

==

for a function ¢ € C2°(R?) with ¢ > 0 and [ps ¢(z)dz = 1. Moreover the cutoff function xp is

defined by
) if x| <R
XR(2) = %x if |z| > R.

Finally the (W9)X_, are independent standard Brownian motions.

We choose the initial positions ¢’ and the initial intensities o’ (i = 1,..., N) of the discrete
vortices in the following way: we first decompose the initial vorticity wg in the form wg(z) =
p(x)h(x), where p is a probability density and h is a bounded R3-valued weight function. This
is possible thanks to our assumption that wy € LY(R3, RS). For instance one can choose p(x) :=
[wo ()| and h( ) —

lwoll 1 lwo )]
independent of each other and of the Brownian motions, and identically distributed with

||w0||L1 (with the conventlon Y :=0). Then we choose the £’ to be

P[fi € dz| = p(z)dz, and we set ol = h(&). (3.4)

Now we choose R > 0 large enough (but fixed!), and we let N — oo and £ — 0 in such a way
that £ > 1/N. We will show that then the following holds:

Main result. For each t € [0,T*] the weighted empirical measure

NaR j: Nyi,e,R
= 5N15R

of the system (3.3) converges to the measure with density w(t,-).

The precise statement of this theorem is given in Section 3.3.

3.2 Analytical properties of the vorticity equation

In this section we discuss analytical properties of the vorticity equation (3.2) and its smoothed
version
ow®

ot

+ (K (w®) - V)w® = (w® - V)K*(w®) + vAw®

w®(0, ) = wp.

(3.5)

Here K¢(f)(z) := [ps K*(x —y) X f(y)dy. By setting K° := K we obtain (3.2) as a special case
of (3.5) (namely for ¢ = 0). We can therefore study these two equations simultaneously.
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Definition 3.1. Let
Fopr = {w:[0,T] x R* - R? | w measurable and ||w|jopr < 0o}
and Fy 7 = {w: [0,T] x R? — R? | w measurable and |[wl|1,7 < oo},
where

lwllop,r = sup [lw(t)|Le
0<t<T
and [|w]pr = sup {w(t)|ir + 2w (@)l |
0<t<T

Definition 3.2. Let ¢ > 0. A function w® € Fy, 1 is called mild solution of the (smoothed)
vorticity equation (3.5) with initial data wy if for each t € [0, 7]

w(t,x) = o Gy (x = y)wo(y)dy (3.6)

t
+ / {Kf(w®) @ w* —w® @ K5 (w°)} (s,y)VG_(x — y)dyds.
0 Jrs

Here GY(z) := (4mwwt) =3/ exp(—%) is the heat kernel.
Proposition 3.1 (Fontbona). For the mild equation (3.6) the following hold:

1. Global uniqueness: For each ¢ > 0 and each T > 0 equation (3.6) has at most one solution
in the class Fyp.

2. Local existence: There exists a number T = T*(||wo|| e, v) > 0 with the following proper-
ties:

(a) For each € > 0 equation (3.6) has a solution in the class Fy, 1.
(b) There is a constant C; = C1(T*, |lwo||r,v) < 0o such that

[wflopr- < Ch (3.7)
for each ¢ > 0.

3. Regularity in the LP-sense: Let T™ > 0 be as above. Then w® € Fy pp+ for each e > 0, and
there is a constant Co = Co(T™, ||wo||Lr,v) < 00 such that

[ |[1p.r < Co (3.8)
for each € > 0.

4. Regularity in the L*>-sense: Let T* > 0 be as above. Define u® := K¢(w®). Then there are
constants C = C3(T™*, |lwol| e, V) < 00 and Cy = Co(T™, ||wo||r,v) < 00 such that

sup £1/2|[uf(t, )| < Cs
t€[0,T]

(3.9)
and sup tY2|Vus(t, )|~ < Cy
te[0,7
for each € > 0.
Proof. See [11], Theorems 3.1 and 3.2, Corollary 3.1 and Remark 6.3. O

Remark 3.1. In addition to the results summarized in Proposition 3.1, Fontbona ([11], Propo-
sition 6.1) also proved a convergence result (w® — w for € — 0), but he did not succeed in
estimating the speed of convergence (see [11], Remark 6.5). We will therefore ourselves prove
such a result (see Proposition 3.5 below).
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3.3 Main result

In order to measure convergence of the random R3-valued measure ,uiv =R 4o w(t, ) we define
H:={f € C*'(R*) N LY (R®) | [|fllzee <1, |fluip < L IIFll o < 1},
where p’ is such that 1/p+1/p’ = 1.

Theorem 3. Let T* > 0 be as in Proposition 3.1. Fiz R > max(1,exp(2CsvT*)||h||1>). Then
there are constants Ay, As, A3 < oo (depending on T*, ||wo||rr, R and v) such that for each
N € N and each ¢ € (0,1]:

1
sup sup F || < ,uiV’E’R,f >—<w(t,:), f> \2] < Aje? exp(Age™10) = + Ase.
te[0,T*]) fEH N

Corollary 3.1. Let (ey)nen be a sequence converging to 0 such that e3? exp(Agsj_Vlo)% -0

for N — oco. Then for each t € [0,T*] the weighted empirical measure uiV’EN’R of the particle
system converges to the measure with density w(t,-).

3.4 Remarks concerning related work

We have been inspired by the work of Esposito and Pulvirenti [9] and Fontbona [11]. Compared
to those papers our approach offers the following advantages:

1. As already remarked by Fontbona, the proof in [9] is not sufficient. Fontbona ([11], In-
troduction) comments about this as follows: “They did not give rigorous mathematical
proofs of crucial facts.”

2. Our particle system is simpler than the one studied by Fontbona [11]: While we only need
six real numbers to represent each discrete vortex (three numbers for the position, and
three numbers for the intensity), Fontbona needs twelve numbers for each vortex (also
three numbers for the position, but nine numbers for the vortex stretching matrix). For
numerical purposes our system is hence preferable.

3. In contrast to [9] and [11] we estimate the speed of convergence.

In two dimensions it is much easier to prove that the Navier-Stokes equation can be ap-
proximated by a system of interacting discrete vortices (because then the vortex stretching term
(w-V)u in the vorticity equation (3.2) vanishes), and this problem was solved more than twenty
years ago by Marchioro and Pulvirenti [22] (see also Méléard [23], [24]).

For other probabilistic approaches to the three-dimensional Navier-Stokes equation see Bus-
nello, Flandoli and Romito [5], Esposito, Marra, Pulvirenti and Sciarretta [8] and Le Jan and
Sznitman [20]. Note however that in none of these papers a stochastic particle approximation
for the Navier-Stokes equation is given.

3.5 Proof of Theorem 3

3.5.1 Overview of the proof

As intermediate objects between the system of discrete vortices (3.3) and the vorticity equa-
tion (3.2) we introduce processes (X, , @ )o<t<r+ (i € {1,...,N}, ¢ > 0) defined by the
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following stochastic differential equations:

. ' t . '
X, =&+ / u (s, X, )ds + V20 W}
| - - (3.10)
@ =a' 4+ | Vui(s, X, )a<ds.
0

Because of the Lipschitz continuity and boundedness of v = K¢(w®) and Vu® these stochastic

differential equations have a unique strong solution. Note that the i-th process (Yl’g,i‘ﬁ ) has
the same initial value (£%, a?) and is driven by the same Brownian motion W' as the i-th discrete
vortex of the system (3.3). For different i these processes are independent copies of each other:
the initial values are independent and identically distributed, and there is no interaction.

In the next subsection we show the following crucial properties:

Proposition 3.2. The processes (Ei’a)ogtggr* are uniformly bounded. More precisely,

[@°| < [|h] 2 exp(2C4VT™) (3.11)
forallt € [0,T*], all N €N, alli € {1,...,N} and all € > 0.
Proposition 3.3. The R3-valued measure p§ defined by

<uif > =B [/ a] (3.12)
coincides with the measure with density we(t,-), i.e.

EU@?mﬂzRgmwwmm (3.13)

for all test functions f.
Corollary 3.2. The function u® can be recovered from the process (Yi’e,ﬁ75) in the following
way:

W (t,z) = E [Kf(g; Xy x @] (3.14)

Combining Proposition 3.2 and Corollary 3.2 one obtains that for each R > [|h|| e exp(2Csv'T™)

the process (X Ve ahe ) satisfies the following non-linear stochastic differential equation:
Yi’a =&+ /Ot ua(s,z’e)ds + V2 W}
=l + /Ot Ve (s, X2 )xr(@®)ds (3.15)
uf(s.2) = B [K*( = X,7) x xr(@?)] .

This equation is called non-linear because the function u®, which appears in the equation, is
obtained as an expectation of a quantity related to the solution process.

The proof of Theorem 3 now consists of the following parts: in subsection 3.5.3 we show (for
N — o) pathwise convergence of (X Ve gNie Ry to (X° ghe):
Proposition 3.4. There are constants Cs,Cg < 0o which only depend on ¢ such that for every
N € N, every ¢ € (0,1], every R > max(1,exp(2C4V/T*)||h||z=), every T < T* and every
ie{l,...,N}:

1
N

B ‘ai\/,i,s,R _ ai,e 2

: < Cse?R™AT 2 exp(Cee 1O RYT?)

2
+ sup

N,’i,E,R ~ e
<t< ’Xt - Xt 0<t<T

0<t<T
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Then, in subsection 3.5.4, we show (for € — 0) convergence of w® to w:

Proposition 3.5. There is a constant Cr = C7(T™, ||wol|Lr, v, @) < 00 such that
lw(t, ) — w(t,)llLr < Cre
for all t € [0,T7].

Finally, in subsection 3.5.5 we combine Propositions 3.3, 3.4 and 3.5 and obtain Theorem 3.

3.5.2 Proofs of Propositions 3.2 and 3.3

As we have already remarked, the processes (Yi’a,di’s) are (for different 7) independent copies

of each other. When we study their properties, we can therefore omit the index <.

Proof of Proposition 3.2. By (3.9)
T*
/ [Vus (s, )||L= < 204VT*.
0
Therefore (3.10) implies
t
|az| < [|hf| Lo +/0 Vs (s, -)|| Lo |ag|ds.
Gronwall’s lemma now implies
t
i) < Il exp ([ 190G e ) < [l exp(2CaVT)
0

q.e.d. ]

For the proof of Proposition 3.3 we need some lemmas.

Lemma 3.1. For each t > 0 the measure ui has a density (that we also denote by u7) and
solves the linear mild equation

pi(xz) = g Gi(z — y)wo(y)dy — /0 /}Rs (VG (x — y) - (s,9)] 1S (y)dyds
+/0 /R5 Gi_s(x —y)Vu(s,y)us(y)dyds.

Proof. Let f € C;’Q([O, T*] x R3). We apply It&’s formula to (3.10) and the function g(s,z,a) :=
f(s,z)a and obtain:

<€ t a € t € <€
feX0a = 10,90+ [ S Xads ¢ [ V560 w5, X0 aids
0 0
t t
+\/2y/ = @ Vs, X2) dWS+/ f(s, X5)Vus(s, X, )asds
0 0
t
+u/ Af(s, X, )acds.
0
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We now take expectations and obtain using (3.4):

t t
< f(6) > = <wo, £(0,) > +/ < 1, Z(s,.) . ds+/ < 1,V f(s,) - uf(s,) > ds
0 0
t t
—i—/ < s, f(s,)Vus(s,-) > ds+ 1// < pg, Af(s,-) > ds. (3.16)
0 0

We now fix ¢t € [0,7%] and ¢ € CZ(R?) and choose for f the function
f(s.2) = Gy v 0)@) = [ GEla = )v(u)dy

(so that % = —vAf). It follows:
RETE / GY(& — y)(y)dyuo(e)d
RS
/ / VG (x — y)d(y)dy - (s, 2)uS(d)ds
R3 JR3
w [ ] 6t = e s s

= [ v | [ 6t - punteris + | VG ) o) i)

+/t GV (z — y) Vi (s, x),us(dx)ds] dy

i / [/ Grle = yyoly)dy = / R [VGY_(x —y) - u(s,y)] p5(dy)ds
* /0 /RS Gi_s( —y)Vu(s, y)ui(dy)ds] dz.

As this holds for all ¢ € C#(R?), it follows that the measure uf has a density (that we also
denote uf) and that

/ G (& — y)wo(y)dy — / UG (e — 3) - wo,9)] )y
R3 0 R
+/0 /R3 Gi_ (x —y)Vus (s, y)us(y)dyds,

q.e.d. O

Lemma 3.2. For each t € [0,T*] we have div uf = 0 in the sense of distributions.

Proof. We need the following version of (3.16) for vector-valued functions: for each test function
fec?([0,7%] x R3,R?)

< pi, f(t,) > = <woef0,-)>

t
+ / < g, gi(s, Y+ Vi(s, us(s, ) + Vus(s, ) (s, ) + vAf(s, ) > ds.
0

Now let ¢ € C°(R?), and let f be the solution of the terminal value problem

of

8t+VAf+u -Vf=0

f(tv ) = 1.
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By choosing V f in place of f we obtain:

< ui, Vft,)>— <wo,VfO,-)>

= [ < V) e (5, o5+ V6TV S5+ 0VAS5) > ds

t
B /O <Mi,V%(s,-)+V(u5-Vf)+yVAf(s,-) > ds
t
- / <,LL“Z,V(?(S,')—|—uE-Vf—|-I/Af(8,'))>d8
0 S

= 0.

Since moreover divwy = 0 (in the sense of distributions), < wg, V f(0,-) > vanishes, and there-
fore
< :ui) VT/)(ta ) >=0.

Since ¥ € C°(R?) was arbitrary, it follows that div uf = 0. O

Lemma 3.3. y; also solves the following linear mild equation:

i) = [ Gt =y + [ [ (0@ =100} (5.9)V6] o~ pidyds. (317

Proof. According to Lemma 3.1 and Lemma 3.2:
t
i@ = [ ete—puy - [ [ VG —)-u ()] niw)vds
t
+ /O /R \ GY_s(r —y)Vus (s, y)us(y)dyds
t
- / G (x — y)woly)dy — / / (45(y) ® (s, 9)}VGY._ (& — y)dyds
R3 0 R3
t
= [ i G - )T s )y
0 R3
t
- / G (x — y)woly)dy — / / (45(y) ® (5, 9)}VGY._ (& — y)dyds
R3 0 R3
t
+ [ ]IV = 9)- Vi)V (s )y

t
= [ era— s+ [ [ {0 =150 0w (5.0 VG (o = y)dyds,
q.e.d. O
Lemma 3.4. pf € L>([0,T*], L' (R3, R3)).

Proof. According to (3.12) and (3.11) we have | < pf, f > | < exp(2CavVT™)||h|| Lo || f|| oo for
each t € [0,7*] and each f € L>°(R?), and the claim follows. O

Lemma 3.5. For each m € [1, %) we have p® € Fom .

Proof. Lemmas 3.3 and 3.4 imply:

t
lpgllzm < HGt”*onLer?/O VGl mlluglzoe s o ds

IN

t
3 _9 _
HwOHLm+2C3HNEHL°°([O,T*],L1)||VG%||Lm/0 (v(t — s))2m 2571/ 2ds,
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and since % — 2 > —1 (because m < %) this is bounded uniformly in ¢ € [0,77*]. Thus
,ua c FO,m,T*- O

Lemma 3.6. u® € Fy,71+.

Proof. Choose m,r € [1,3) such that L +1 =1+ % (eg. m=r= Z%). Lemmas 3.3 and 3.5
and Young’s inequality (Lemma 3.9, Appendix) imply:

t
gl < [|GY * wol| e +2/0 VGl llugl oo |l 5 Lm s
t
3 — —
< lunllin + 2Cal g IVGHzr [ (8 = 532542,

0
and since - — 2 > —1 (because 7 < 3) this is bounded uniformly in t € [0,7*]. Thus p° €
Fopr+- O

Proof of Proposition 3.3. The functions p° and w® both belong to the class Fpj, 7+ and solve the
mild equation (3.17). Let m(t, z) := pf(x) — w(¢,x). (3.17) implies:

t
m(t,x) = /0 - {u* @m —meu} (s,y) VG{_s(z — y)dyds.

We now introduce the following exponents: m := %, k:= gfpp, q:= ;Tpp. Because of p € (2,3)
we have m € (1, %), k € (1,3) and ¢q € (3,00); in particular all these exponents are finite and
strictly greater than 1. Moreover % + % —-1= % and % —1—5 = %, so that using Young’s inequality

(Lemma 3.9, Appendix), Holder’s inequality and Lemma 3.14 (Appendix) we obtain:

t
I, e < AHV@QMMWf®m—m®fH&Mm%

t
: 2/0 IVGY_sllLm v (s, )l Lallm(s, )|l e ds
t
< 2Cp,q/o IVGY_sllLmllw®(s, )l e llm(s, )| Lo ds.
We conclude using Gronwall’s lemma. O

3.5.3 Proof of Proposition 3.4

We need the following lemma:

Lemma 3.7. There is a constant L = L(p) < oo which only depends on ¢ such that for each
e € (0,1]:

1. || K8 g < Le™3.
2. |K®|iyp = |[VK®||poe < Le™.
3. |VK®|yp < Le™5.

Proof. Use K € L'(R3 R3) + L>®(R3, R3). O
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Proof of Proposition 3.4. The proof uses standard arguments from the theory of propagation of
chaos (see [30] for an introduction), but since the situation here is more complicated we present
the calculations. In order to simplify the notation we omit the indices N, ¢ and R. For ¢ € [0,T"]

we set

+sup }a —a‘

i 71-
’Xs - A
0<s<t

U(t):=FE [ sup
0<s<t

Using (3.3) and (3.15) one can easily show that ¥(¢) is bounded by

/ ZE K]~ X3) x wa(al) — K5(Xi — XI) x xn(@)[’] ds
4t € 7 i 9l € i J J 2]
+5 ZE ’K (X1 — X9} x xp(@) — K5(X — X)XXR(a)‘ ds
0 4
Jj=1 -
a t&L T o . S 2]
+ 5 [ DB ||k = X)) x xr(@l) - K5(X, = X)) x xr(@l)| | ds
0 4
=L =
5t e
v/ Z;E {VE=(X{ — XI) x xn(ad)} xa(a)) — {VE(X] -
]:
5¢ t N -
+ E|{VK*(X! - XI) x xr(al)} xr(@al) — { VK" (X! -
0« L
7j=1
5t - . . . o . .
b [ B[R = X n@)} (@) — { TR =X x xnl@d) | xn(a))
=1
5t t N B . . . . . . . .
X {Vre (X = X0) % xal@) | xn(@) = { VES (X, = X0) x xa(@) | xa(@)
Jj=1 -
At t [ N . . . . ?
oy E Zl[KE(XS—XQxxR<a;>—u€<s,Xs>} ds
_‘]:
— N 2
ot ~-t ~J i —i ~ —q
v P > VKX, = X]) x xal@)  xal@h) - Vo (s, Xo)xn(al) |
_]:1

X7) x xr(al)} xr(

X2) x xr(@)} xr(

Ei)ﬂ ds

Eé)ﬂ ds

}ds

2
]ds

ds.

We estimate the first seven terms using the Lipschitz continuity and boundedness of K¢, VK¢

and yg: According to Lemma 3.7 | K[|z < Le™3, |K®|;;p = |[VK®|| o < Le™

and |VK®|;, <

Le=5. Moreover it is clear that || xg| =~ = R and |xg|i;p = 1. Therefore there exists a constant

Cg < oo which only depends on ¢ such that

t
U(t) < Cgte R / (s)ds
0

- 2

(3.18)

2

+ # / B i K5 (X, = X0) x xn(@) — u(s,X,)] | | ds
0 =t
r o /UE fj[{vmx = X0 xa(@) } @) - Vot (s X)xa(@)]| | ds.
_‘7:1
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We now estimate the second and the third term in (3.18). For the second term we obtain:
2

i [K (X, = X0 xxn(ad) - ua(s,yi)] (3.19)
7j=1
=S B[R~ XD (@) — (6, K] - [KECR — X s xn(et) — o K]}
k=1

If 7 # k this expectation vanishes according to the following Lemma 3.8, and otherwise it is
bounded by (2Ls~3R)? thanks to Corollary 3.2 and Lemma 3.7. Therefore

2
N

3 [K(YZ ~ X)) % xr(@) - uf(s,Yi)] < N(2Le3R)?> = 4Le SRN.  (3.20)
j=1
The third term in (3.18) is treated analogously:
2

B |[SC [{TRCE - XD @) xnlah) — 9 o, Kol

J=1

N
= Y B{[{vr X=X x xa(@) } xn(@) - Ve (s, X)xa(@)|
7,k=1
Y VES(XL = X0) % xr(@) | xn(@l) — Vel (s, X)xa(@)] }
Also this expectation vanishes if j # k and is bounded by (2Le~*R?)? otherwise. Therefore
N ' ' . 2
EY HVKS X - X’) x XR(aJ)} Xr(@) — Ve (s, X)xr@)]| | =4LeSRIN.  (3.21)
7j=1
By inserting (3.20) and (3.21) into (3.18) we obtain
t
1
U(t) < C¢Te ORY / T(s)ds + 05_8R4t2ﬁ
0
with a constant C' < oo which only depends on ¢. Now let

~ 202t 2012
U(t) := W(t .
(*) (8) + CsT' N + 062T2R4N

It follows that

- 1 20e% 2C¢e!?
N < Te—10 4/ —8 pd 2
(t) < CeTe "R ; U(s)ds + Ce  "R*t"— N CGTN—"_ C2TRIN

bl 20e?s 2Ce!? 1 205% 2Ce!?
_ 10 4/ F(s) - B —8 4,2
Cote TR [\ - Gan T qareriy ) BT RYN T ern T careriy

t 20812
_ —10 p4
= C(;Tﬁ R /0 \I’(S)dS + W

Gronwall’s lemma now implies

- 2C¢e!?

and the claim follows with C5 := QCCgQ. O

1
exp(CﬁsfloR‘th)N,
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Lemma 3.8. If j # k, then
B{[K(X, = X0) x xa(@l) - u(s, X,)| - [K5(X, = X0) x xalah) — (s, X))} = 0.

Proof. If j # k, then j #ior k #1i. Ifeg. k 7é i, we take the conditional expectation with
respect to the o-field generated by X , X X7 and @ 2 and get

B{|K=(X, = X0) x xalal) — (s, X.)] - |K*(X, = X0) < xa(@h) —vi(s,X,)| }
= B{|K*(X, - X)) x xa(@) - u'(s, X,)]

A |
B KX, = X2) % x(@h) - u(s, X3)

o(X, X)) |}

Using (3.14) and the fact that the couple (X @") is independent of the quadruple (X a’ Xj al)

§77s ERRa R

(because k # i and k # j) we obtain that

EREa)

E[K°(X, - X) x xn(a)

o (X, XL al) | = (s, X0),
and the claim follows. O

3.5.4 Proof of Proposition 3.5

Proof of Proposition 3.5. Equation (3.6) implies that

witoa)—uitr) = [ [ 00 &0 - Kw) 8 ) (6,0 (o — p)duds

R
/ /R3 {we L(w) —w® @ K (w)} (s,y)VG]_ (x — y)dyds.

We now introduce (as in the proof of Proposition 3.3) the exponents m := 4p 3, k= fp and
q = ??Tpp. Because of % + % —-1= Il? and %4—% = % we can apply Young’s inequality (Lemma 3.9,

Appendix) and Hoélder’s inequality. Young’s inequality implies

lw(t, ) —w(t, )|l e /HVGt sllzm K (w(s, ) @ w(s, ) = K= (w(s, ) © w(s, )| x
+ llw(s,-) @ K(w(s, ) = w(s, ) @ K (w(s, )| o } ds. (3.22)

By a simple calculation,

IVGY_llm = VG| (v(t — 5)) 22, (3.23)

Since m € (1, 3) we have 2 —2¢e (-1, %), in particular this exponent is strictly greater than

—1. We now consider the first term in brackets in (3.22). By the triangle inequality we obtain:
[K(w(s, ) @w(s, ) — K (w(s,")) @ w(s, )| 1x

< IK(w(s,*) @ w(s, ) — K (w(s, ) @ w(s, )| (3.24)

+ |5 (w(s, -)) @ w(s, ) — K (w(s, ")) @ w(s, )|l (3.25)

+ |5 (ws(s, ) @ w(s, ) — K (w(s,-)) @ we(s, )| - (3.26)



For (3.24) we obtain using Hoélder’s inequality and Lemmas 3.13 and 3.14 (Appendix):

1K (w(s,-)) @w(s,-) = K (wls, ) @w(s, )pe < Jlwls, e [K(w(s, ) = K (w(s, )| a
= [lw(s, )llze 1K w(s, ) = ¢ K(w(s, )| e
< Clo)llwls, )L [VE(w(s, )l Lee
< O()Cpgllws, ) o Vaw(s, )|ee.  (3.27)

For (3.25) we obtain:

1K= (w(s, ) @ w(s, ) = K (w(s,-)) @ w(s, )| x
< lw(s, )z 15 (w(s, <) = w(s,-)) v
= Cpgllw(s,)llrllw(s,-) —w(s, )| s (3.28)

A

For (3.26) we obtain:

1% (w™(s,-)) @ w(s, -) = K5 (w®(s,)) @ w(s, )| o
<[RS (w (55 ) lza lwls, -) = w(s, )l o
= Cpallw (s, Dle w(s,-) = w(s, )l o - (3.29)

Since we can estimate the second term in the brackets in (3.22) in the same way, we obtain using
(3.22), (3.23), (3.27), (3.28) and (3.29):

w(t, ) —w (£, )| v
- t

< 20(9)Cll| VG| pmvom 2 / (t = 5)2m 2 Jw(s, )| 2o | Veo(s, )| £rds
0

+2Cy 4 [ VG| mv e~ /O(t—S) 2wt (s, Dllze + lwls, Dlee} lwls, ) = w(s, )| o ds.

We now apply Proposition 3.1: (3.7) implies ||w(s,-)||zr < C1 and ||w®(s,-)|rr < C1, and (3.8)
implies ||Vw(s,-)||rr < Cas1/2. Therefore

. t
lw(t,) —w(t ) < 201CoC(0)Cog VG| o2 / (t — )75 25124
0
1+ ACICy g | VG v~ / (t— )72 (s, ) — w(s, )| ds
0
t
— et K / (t— 8752 (s, ) — w(s, )| ds.

0

Since % — 2 > —1 the generalized Gronwall lemma (Lemma 3.12, Appendix) now implies the
existence of a constant C; = C7(T™, ||wol| e, v, p) < oo such that ||w(t,-) — we(t,")||r < Cre for
all t € [0,T%]. O

3.5.5 End of the proof of Theorem 3

Proof of Theorem 3. Fixt € [0,T*] and f € H. We recall the definition of the weighted empirical
measure of the particle system:

NaR j: Nyi,e,R
= 5N15R
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In analogy to that definition we define

N

—N,e . 1 —’i,E(s ]
/"[’t = N at Y;,s.
i=1

It follows that
Bll<p > = <w(to), f>P] < SB[l > — <, f > P
+3E[|<ﬁ S f> - <t )f>|}
+3l< wo(t, ), f > — <w(t,-), f >
For the first term we obtain using Proposition 3.4:

[|<MNst>_<uNst>|2}

N 2
1 NieRty Nie Rt _
= E NZ;f(Xt Zf
N ' )
Nz R\ N,ie R ~UE\—1
< Z Uf PE a0 — f(XY )ata ]
al NyieRy NyeR Niie,Ry—ise |2
S Z [‘f(Xt s0E, )a/t ,0,E, _ f(Xt ,0,E, )azus :|

2 \

N 2

Z |:‘f N,’L,&R 77,5 _ f(X?E)ai’E :|

_ s | B

|+ pRY B [[reiem - fx)
i—1

1

< 205e2R737*2 exp(CgsfloR‘lT*Q)N.

9 . 2
< N||f|yLooZEUaiv,z,g,R_a;,g
i=1

|
For the second term we obtain using (3.13):

E [|< e f > - <w€(t,-),f>|2} -

N ) . e s N <F4E\ 1,
= B |5 0 SO el - 5 < w6, S > <t ).

ij=1 i=1

= rEoae | - <wens >t <

N N

For the third term we obtain using Holder’s inequality and Proposition 3.5:

[<wt, ), f>—<w(t, ), f>F < |flllw(t ) —w(t )l < Cre.

Altogether we obtain
Ell< i f> = <w(t,), f >
1
< (605512R—3T**2 exp(Cee O RAT*?) 4 3R2> ~ +3Cre,

and Theorem 3 follows. OJ
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3.6 Appendix (Inequalities)

In this appendix we summarize the inequalities used in this paper:

Lemma 3.9 (Young’s inequality). Let m,k,p > 1 and 1/p=1/m +1/k —1. Let f € L™(R%)
and g € LF(R?). Then f* g € LP(R?), and

L gllze < 1 Fllemllgl e
Proof. See e.g. [1]. O

Lemma 3.10 (Gronwall’s lemma). Let f,g:[0,7] — Ry with

H<C4 /Ot F(8)g(s)ds  for allt € [0,T].
Then t
F(£) < Cexp ( /0 g(s)ds> for all t € [0,T].
Lemma 3.11. Let a > —1 and f : [0,7] — R, with
fH) <O+ K/Ot(t — ) f(s)ds  for allt € [0,T]. (3.30)
Then

fity<c (1 + a[_ilTO"H) + Kga/ot(t — 5)20F L f(s)ds for allt € [0,T7,

where @ = fol(l — 5)%s%ds. (@ is finite because of o > —1.)

Proof. By applying (3.30) twice one obtains

1) < C+K/t(t—s)o‘ [C+K/S(s—r)af(r)dr] ds

= C+CK/ t—sads—}—KQ// (t—s5)%(s—r)*f(r)drds
+1

= C+CK e +K2/0 [/ (t —s5)* (sr)ads} f(r)dr
a+1

1 t
C + CKT + K2/ (1-— s)asads/ (t— 7‘)2a+1f(r)dr
o+ 1 0 0

q.e.d. O

IN

Lemma 3.12 (Generalized Gronwall lemma). Let o > —1 and f : [0,T] — R4 with

t

f(t)§C+K/(ts)af(s)ds for allt € [0,T].

0

Then there is a constant K' = K'(a, T, K) < oo which only depends on o, T and K such that
f(t) < CK'(a, T, K) for all t € [0,T).
In the special case a« = —1/2 we have:
f<c (1 + 2KT1/2) exp(K26t)  for allt € [0,T],

where (3 := fl “1/2(1 — 5)71/2ds < 0.
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Proof. Apply Lemma 3.11 n times, where n is the smallest integer such that n > logs(
One then obtains:

1
THa)-

f)y<c (1 + MT““) + K¥'a? _1/ (t —5)2" 2" =1 f(s)ds for all t € [0,T].
0

Since by construction the exponent 2"« + 2™ — 1 is greater than or equal to 0, the claim now
follows from Lemma 3.10. If o = —1/2 it suffices to apply Lemma 3.11 once. O

Lemma 3.13. Let f € HY(RY). Then

[l % f = flle < C(O)IV [fllLee,

where
() = [vlismpion [ ittra]

Proof. Since smooth functions are dense in H'9(R?), it suffices to prove the claim for f €
CY(RY) N HY4(RY):

cw f — f|12 _
I F= Al = [

:/Rd

< vollsupp(@) ™ [ [ Ve )l oty
supp(

q
dx

/Rd [f(x—y)— f(z)] gig@(y/g)dy

q
dz

/ [f (e —evf) — ()] o)y
supp(y)

= voltswp(e)? ™ [ [t e) = @l de| o(o)ray

supp(y)
Moreover
1 q
[Jta-ep ~f@tds = [ | [ V5= sep)-cyas| s
R4 Rd 0
1
< eyt [ IVH - se) dods
0 Ra
— 9V
Therefore
I« £ = Flly < [wollsupn(e)*™" [ ol"et)ds]| 19118,
q.e.d. ]

Lemma 3.14. Let p € (1,3) and q := ;’fpp. For each € > 0 K* is a continuous linear operator
from LP(R3 R?) to LY(R*,R?) as well as from H"P(R? R?) to H"4(R? R?). Moreover there are
constants Cp 4 < 00 and Cp, < 0o such that for all e > 0 and all w € LP(R3,R?) resp. all
w e HYP(R3,R3):

LK (w)|ze < Cpgllwlze-
2 VK (w)llza < Cpgl[ Vel
Proof. See [11], Lemma 2.2 and Remark 4.3. O
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