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# A New Approach for a Kinematic-Dynamic Determination of Low Satellite Orbits Based on GNSS Observations 

## Summary

A new approach for the integrated kinematical-dynamical orbit determination of low flying satellites based on high-low GPS-SST observations is proposed. These observations are code and carrier phase measurements between a Low Earth Orbiter (LEO) and the satellites of any of the Global Navigation Satellite Systems (GNSS) such as GPS, GLONASS or in future GALILEO. The orbit determination in this investigation is restricted to short arcs. The orbit determination technique is characterized by the fact that the satellite's arcs are represented by a semi-analytical series, consisting of a linear combination of the boundary vectors of the satellite's arc, a linear combination of Euler and Bernoulli polynomials up to a specific upper degree and a sine series up to a properly selected upper summation index. This kind of orbit representation does not only allow to determine arbitrary functionals of the satellite's orbits, such as velocities and accelerations of the satellite, it covers also the possibility to introduce geometrical and kinematical as well as dynamical observables for the determination of the orbit parameters. Furthermore, besides a pure kinematical orbit determination it is possible to introduce dynamical force function restrictions to realize a reduced-kinematical orbit determination - or in case of restricting each free orbit parameter - a pure dynamical orbit determination. The accuracy of the orbit representation depends primarily on the quality of the GPS-SST observation accuracy, the GPS satellite configuration and the number of GPS satellites at every individual observation epoch. The orbit determination approach has been tested based on simulation data sets and with real GPS observations of the satellite CHAMP. The proposed integrated kinematical-dynamical orbit determination opens a wide field of applications such as the orbit determination of satellite formation flight configurations and its application for the Earth system research.

## Ein neuer Ansatz zur Bestimmung kinematisch-dynamischer Bahnen niedrig fliegender Satelliten aus GNSS Beobachtungen

## Zusammenfassung

Eine neue Methode der integrierten kinematisch-dynamischen Bahnbestimmung von niedrig fliegenden Satelliten aus GPS-SST Beobachtungen wird vorgeschlagen. Diese Beobachtungen sind Code- und Trägerphasenmessungen zwischen dem Low Earth Orbiter (LEO) und den Satelliten eines der Global Navigation Satellite Systems (GNSS), wie beispielsweise GPS, GLONASS oder in Zukunft GALILEO. Die Bahnbestimmung in dieser Untersuchung ist begrenzt auf kurze Bahnen. Die Bahnbestimmungsmethode ist dadurch gekennzeichnet, dass die Satellitenbögen durch einen halb-analytischen Ansatz dargestellt werden, bestehend aus der Linearkombination der Randvektoren des Satellitenbogens, einer Linearkombination von Euler- und BernoulliPolynomen bis zu einem speziellen Grad und einer Sinusreihe bis zu einem geeignet gewählten oberen Summationsindex. Diese Art der Bahndarstellung erlaubt nicht nur, die Berechnung von beliebigen Funktionalen der Satellitenbahnen abzuleiten, wie Geschwindigkeiten und Beschleunigungen des Satelliten, sie ermöglicht auch die Nutzung geometrischer, kinematischer wie auch dynamischer Beobachtungstypen zur Bestimmung der Bahnparameter. Überdies ist es möglich, neben einer reinen kinematischen Bahnbestimmung dynamische Bedingungen der Kräftefunktion einzuführen und auf diese Weise eine reduziert-kinematische Bahnbestimmung zu realisieren - oder im Falle der Einführung von dynamischen Bedingungen für sämtliche freie Bahnparameter - eine reine dynamische Bahnbestimmung. Die Genauigkeit der Bahndarstellung hängt vor allem von der Genauigkeit der GPS-SST- Beobachtungen, der GPS Satellitenkonfiguration und der Zahl der GPS-Satelliten zu den einzelnen Beobachtungszeitpunkten ab. Die Bahnbestimmungsmethode wurde am Beispiel von simulierten Datensätzen aber auch mit realen Beobachtungen des Satelliten CHAMP getestet. Die vorgeschlagene Methode der integrierten kinematisch-dynamischen Bahnbestimmung öffnet ein weites Feld von Anwendungen, wie beispielsweise die Berechnung von Bahnen von Satelliten-FormationsflugKonfigurationen und die Nutzung dieser Satellitenmissionen für die Erdsystemforschung.
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## 1. Introduction

### 1.1 Orbit Determination (OD)

The development of orbit determination techniques especially for the bodies of our Solar System was one of the main topics of research during the last two centuries. Famous astronomers, physicists and mathematicians such as Gauss, Legendre, Lagrange and later Poincaré contributed significantly to the development and the progress of these techniques. This was also the time when many problems of Celestial Mechanics initiated the development of new mathematical methods. Only one example, important especially for the geodetic sciences, was the development of the least squares adjustment technique by Carl Friedrich Gauss as important numerical method to treat erroneous observations especially for the determination of the orbit of the planetoid Ceres. Within these two centuries, an overwhelming number of publications related to various questions of Celestial Mechanics and of the orbit determination problem of multi-body systems have been published.

Astronomy played an important role within Geodesy from the very beginning when it started to be a scientific discipline. All those observation and processing techniques which were necessary to derive geodetic latitudes, longitudes and azimuths are summarized within the knowledge domain "Geodetic Astronomy". These geodetic elements are used to orientate geodetic networks and to determine the figure of the Earth and the dimensions of best-fitting or of mean Earth ellipsoids. The techniques of "Astronomical Geodesy" developed to a high standard had been applied to derive reference ellipsoids for a subsequent mapping such as the International Ellipsoid, Hayford's ellipsoid, Bessel's ellipsoid or Clarke's ellipsoids. These ellipsoids are still important today as elements of geodetic datum systems and represent the basic fundaments of various worldwide mapping products.

Nevertheless, these techniques lost continuously their importance during the last fifty years since 1957 when the first artificial satellite Sputnik I was launched. This was the moment when "Satellite Geodesy" started to become one of the most important disciplines within Geodesy. During these five decades the determination of the orbits of artificial satellites became an extremely important task for geodetic research. Indeed the determination of precise orbits is the important pre-requisite for the determination of gravity field models and the geoid indispensable in Geodesy and many other Geo-disciplines but also for the determination of precise positions and the definition of celestial and terrestrial reference frames. Based on the principle techniques developed within Celestial Mechanics, the development of precise orbit determination methods for artificial satellites started and numerous articles have been published on this topic during these past five decades. Because of the decade-long tradition of Celestial Mechanics, the specific focus of the determination of orbits changed and with it also the terminology of the different orbit determination techniques. Nowadays, the various methods can be characterized based on different criteria. One of these criteria is related to the purpose of the orbit we want to determine. If we need a first impression of the orbit to derive, e.g., initial or boundary values as starting values for an orbit improvement procedure then we have to perform a preliminary orbit determination. If we want to determine an orbit which fits the observations in the best possible way then we have to improve not only the various constituents of the force function model in the equation of motion and the determination quantities (initial or boundary values) but it is also necessary to correct the observations based on a proper stochastic model such that the residuals are minimized with respect to a specific norm. This procedural method of differential orbit improvement results in a final definitive orbit determination. Indeed this is the procedure which is applied to improve gravity field parameters or parameters of any other force function constituents.

Another classification of the various orbit determination techniques with respect to the kind of orbit models is proposed by G. Beutler (Beutler 2005). He distinguishes kinematic methods which do not make use of any force function models and dynamic methods which require a specific force function model. In the first case the orbits are represented by a table of satellite positions where the table's spacing is defined by the measurement rate, in general by the measurement rate of the on-board GNSS (Global Navigation Satellite System) receiver. The result is a point-wise empirical representation of the orbit and a satellite-related
equivalent to the so-called kinematical positioning by GNSS. In the second case, the initial or boundary values of the satellite arcs are determined, or improved if they are approximately known from a preliminary orbit determination, so that a best fit to the observations is achieved. The notation "best fit" means usually a best fit in the sense of least squares, but also other norms are possible. The dynamical orbit determination is possible either numerically by any numerical integration method or analytically. The dynamical orbit can be represented in principle by an arbitrarily dense sequence of point positions (and velocities) or by an analytical expression. But it should be pointed out that the analytical solutions are possible only for specific cases and only at a certain level of approximation. In addition to the kinematic and the dynamic orbit determination technique, Beutler also introduced a further type of methods called reduced dynamic methods which lie somewhere in between the kinematic and purely dynamic methods. This group of methods is characterized by the fact that additionally to the parameters of the dynamic methods stochastic parameters of various types are introduced after a couple of minutes along the orbit. In this way the total orbit is divided into short arcs with different continuity properties at the arc boundaries, depending on the type of stochastic parameters. There are various articles which demonstrate the advantages of this method (e.g. Beutler et al. 2006, JÄGgi et al. 2006).

We will modify this terminology of orbit determination techniques slightly, adapting the real meaning of the notation "kinematics" in physics, which is defined as the theory of the motion of mass points and closely related to terms such as velocity and acceleration. Therefore, if the orbit is determined point-wise by GNSS analysis techniques then we consider this determination of satellite position ephemerides as geometric orbit determination. There is no connection between subsequent positions, and consequently, no information about the velocity or even the acceleration of the satellite. To describe the time dependency of the motion of a satellite, it is necessary to provide a properly constructed function which consistently connects positions, velocities and accelerations. Such a function can be a represented by an interpolation function or a function derived from the table of positions by a sophisticated approximation method. From these functions, velocities and accelerations can be derived consistently by numerical or analytical differentiation. With such a function, the kinematics of the satellite's motion is given. Because of the importance of these orbit representations we will define those methods which are directed to the determination of precise kinematical orbits by any approximation functions as kinematic orbit determination. We would like to point out that no dynamic force model is used at all. The kinematic orbit is represented by a sufficient number of approximation parameters, including the initial or boundary values of the arc. These parameters are determined such that the observations are approximated in the best possible way with respect to a properly selected norm for the residuals. In this research, the kinematical orbit is, in principle, a solution of the equation of motion of the satellite. If the kinematical parameters are determined by a best fitting process based on the observations then we perform a kinematical orbit determination, if the parameters are determined by a model of the force function then we perform a dynamical orbit determination. Therefore, the dynamic orbit determination based on a dynamical model corresponds to Beutler's definition. There is also the possibility to use certain constraints based on the dynamical force function model. In this case, we come up with a reduced kinematical orbit determination of a specific level. It will be explained later in detail, that this formulation of the orbit determination problem allows a smooth transition from a kinematical orbit determination to a dynamical orbit determination. In the first case, the orbit parameters are determined without the force function information and in the second case, all parameters are functionals of the force function model.

### 1.2 Satellite Orbits in Satellite Geodesy

### 1.2.1 Mathematical-Physical Model of a Satellite's Motion

The three-dimensional motion of artificial satellites is caused by the various constituents of the force function acting on the satellite. In the following, we will consider only the free-fall motion of artificial satellites. This free-fall can be generated also by a compensation mechanism where the (non-gravitational) surface forces are transformed into active thruster accelerations by a specific feedback system to produce a pure
gravitational free-fall motion of the satellite. Forces acting on an artificial satellite can be volume forces such as gravitational forces which act on the mass elements of the satellite or surface forces such as atmospheric drag or solar radiation pressure which act on the surface elements of the satellites. This is the reason that the geometry of the satellite must be known up to a certain level of approximation. The total of all surface and volume forces causes a three-dimensional motion of the satellite in space.
The three-dimensional motion of a satellite can be separated in a translational motion of the mass center of the satellite and a rotation around this center of mass. The translational motion is described by the balance equation of the linear impulse and in case of a constant satellite mass by the equation of motion. The rotational motion is described by the balance equation of linear momentum or by Euler's equation of rotation in case of a rigid body with constant tensor of inertia. In Satellite Geodesy, only the translational motion of the artificial satellite is of importance; the rotation of satellites in space is treated within the so-called satellite attitude control and important for astrodynamics. The analysis of the rotational motion for geodetic purpose is of minor importance, therefore, the rotational effects are not considered here within the context of the orbit determination problem. Because of the fact that the gravitational force and the gravitational torque generated by the gravitational interaction of the satellite and the Earth are derived from the gravitational energy of mutual gravitational interaction of both bodies, the translation and the rotation are coupled (ILK 1983A). But the coupling effects are very small because of the small size of the satellite with respect to the Earth dimensions; therefore it will be disregarded for orbit determination problems in this research.

There are various formulations in Classical Theoretical Mechanics to formulate the equations of motion of satellites, Newton's classical formulation, Lagrange's formalism or the Hamilton formalism. For the present applications Newton-Euler's equation of motion is sufficient as basic physical-mathematical formulation of the satellite's translational motion.

### 1.2.2 The Classical Techniques of Satellite Geodesy

The classical techniques of Satellite Geodesy are based on the use of satellites as high targets, as test bodies following the force functions acting on the satellites and as platforms carrying sensors to detect various features of the Earth system by remote sensing techniques. A combination of these techniques enables the recovery of the gravity field of the Earth together with very precise three-dimensional coordinates of selected observation stations but also area covering features of the Earth surface such as the sea surface and the topography at the continents. In most of these applications, the precise determination of satellite orbits plays a decisive role. We will give a short review of the development during the last decade and demonstrate that the high precision of the GNSS positioning and the innovative satellite technology led to a change of paradigm in geodetic applications, especially for the determination of gravity field models and here with regard to the orbit determination problem.

The determination of the gravitational field and of selected position coordinates by using the satellites as test masses can be performed by a definitive orbit determination procedure which is based on the classical (in most cases non-relativistic) Newton-Euler formalism,

$$
\begin{equation*}
\frac{d}{d t} \mathbf{p}(t)=\frac{1}{m} \mathbf{K}(\mathbf{r}, \dot{\mathbf{r}} ; t) \quad \rightarrow \quad \ddot{\mathbf{r}}=\mathbf{a} \tag{1.1}
\end{equation*}
$$

with the force function $\mathbf{K}(\mathbf{r}, \dot{\mathbf{r}} ; t)$ or the specific force function $\mathbf{a}$, the position $\mathbf{r}$, velocity $\dot{\mathbf{r}}$ and the acceleration $\ddot{\mathbf{r}}$ vectors as well as the linear momentum $\mathbf{p}$. To determine the parameters of the force function model and the determination quantities of the equation of motion (initial or boundary vectors of the satellite's arc) based on various types of observations of the satellite, a numerical as well as an analytical perturbation strategy has been applied, frequently in a complementary way.

The numerical perturbation concept can be characterized by the definitive orbit determination process where differential corrections to the various observed or unknown parameters are determined numerically. It is based on the basic geometric relation,

$$
\begin{equation*}
\mathbf{r}_{i}(t)=\mathbf{R}_{l i}(t)+\mathbf{R}_{l}(t) \tag{1.2}
\end{equation*}
$$

with the geocentric position vector $\mathbf{r}_{i}(t)$ to the satellite $i$, the topocentric position vector $\mathbf{R}_{l i}(t)$, referred to the terrestrial observation station $l$ and the station vector $\mathbf{R}_{l}(t)$. This equation represents the observation model which reads for a specific observation time $t_{k}$ after inserting the observations $\overline{\mathbf{b}}_{i}$ (ranges, direction elements, etc.), the approximate values for the (unknown) station coordinates $\mathbf{x}_{S}^{0}$, the respective residuals $d \mathbf{b}_{i}$ and corrections to the station coordinates $d \mathbf{x}_{S}$,

$$
\begin{equation*}
\mathbf{r}_{i}\left(t_{k}\right)=\mathbf{R}_{l i}\left(t_{k} ; \overline{\mathbf{b}}_{i}+d \mathbf{b}_{i}\right)+\mathbf{R}_{l}\left(t_{k} ; \mathbf{x}_{S}^{0}+d \mathbf{x}_{S}\right) . \tag{1.3}
\end{equation*}
$$

The orbit model is based on Newton-Euler's equation,

$$
\begin{equation*}
\ddot{\mathbf{r}}_{i}(t)=\mathbf{a}_{F}\left(t ; \mathbf{x}_{F}\right)+\mathbf{a}_{D}\left(t ; \mathbf{x}_{i}\right) \tag{1.4}
\end{equation*}
$$

where the specific force function is composed of the Earth-related specific force function $\mathbf{a}_{F}\left(t ; \mathbf{x}_{F}\right)$ with the parameters $\mathbf{x}_{F}$ and the orbit-related specific disturbance forces $\mathbf{a}_{D}\left(t ; \mathbf{x}_{i}\right)$ with the corresponding model parameters $\mathbf{x}_{i}$. This equation has to be integrated twice based on the initial values $\alpha_{i}^{0}$ for the orbit $i$, so that the non-linear model results in

$$
\begin{equation*}
\mathbf{r}_{i}\left(t_{k} ; \alpha_{i}^{0}+d \alpha_{i}, \mathbf{x}_{i}^{0}+d \mathbf{x}_{i}, \mathbf{x}_{F}^{0}+d \mathbf{x}_{F}\right)=\mathbf{r}_{i}\left(t_{k}, \overline{\mathbf{b}}_{i}+d \mathbf{b}_{i}, \mathbf{x}_{S}^{0}+d \mathbf{x}_{S}\right) \tag{1.5}
\end{equation*}
$$

This equation has to be linearized in the usual way, building a so-called mixed adjustment model. The partial differentials are determined numerically by integrating the variational equations or by approximating the partial differentials by partial differences. Obviously, this model requires satellite arcs of sufficient lengths because of two reasons: On the one hand, the coverage of the satellite arcs with observations was very poor in the past compared to the situation nowadays. Therefore, to achieve a sufficient redundancy it was necessary to use medium or long arcs. On the other hand, to cover the characteristic periodic and secular disturbances caused by the small corrections to the approximate force function parameters it was necessary - at least useful - to use medium or long satellite arcs as well.

This fact becomes even more visible by having a closer look at the analytical perturbation strategy. The explicit Lagrange's perturbation equations expressed by classical Keplerian elements $a, i, e, \Omega \omega, \nu$ and the disturbing potential $R$ read e.g. for the orbit inclination $i$ (do not mix it up with the orbit number) and the right ascension of the ascending node, $\Omega$, (e.g. Kaula 2000)

$$
\begin{align*}
\frac{d i}{d t} & =\frac{1}{n a^{2} \sqrt{1-e^{2}} \sin i}\left(\cos i \frac{\partial R}{\partial \omega}-\frac{\partial R}{\partial \Omega}\right) \\
\frac{d \Omega}{d t} & =\frac{1}{n a^{2} \sqrt{1-e^{2}} \sin i} \frac{\partial R}{\partial i} \tag{1.6}
\end{align*}
$$

Inserting Kaula's expansions of the disturbing function in terms of the Keplerian elements leads to the famous Kaula's perturbation equations,

$$
\begin{align*}
\frac{d i}{d t} & =\sum_{n, m, p, q} G M_{\otimes} a_{\otimes}^{n} \frac{F_{n m p} G_{n p q} S_{n m p q}^{\prime}}{\sqrt{G M_{\otimes} a\left(1-e^{2}\right)} a^{n+1} \sin i}((n-2 p) \cos i-m) \\
\frac{d \Omega}{d t} & =\sum_{n, m, p, q} G M_{\otimes} a_{\otimes}^{n} \frac{\partial F_{n m p} / \partial i G_{n p q} S_{n m p q}}{\sqrt{G M_{\otimes} a\left(1-e^{2}\right)} a^{n+1} \sin i} \tag{1.7}
\end{align*}
$$

with the inclination function $F_{n m p}$, the excentricity function $G_{n p q}$, etc. (refer to KaUla 2000, for an explanation of additional quantities). It becomes obvious that the secular effects and the various periodicities can be detected only with arcs of sufficient length which are able to cover these typical disturbance patterns of the Keplerian elements. As typical effects, we only want to mention the dependencies of the rotation of the nodal line of the orbit plane and the line of apsides by the zonal spherical harmonics of even degree of a spherical harmonic expansion of the disturbing function $R$. The situation is similar also in case of the numerical perturbation techniques. The practical experiences underline these numerical characteristics of the perturbation strategies.

### 1.2.3 A New Era of Satellite Geodesy

The success of the Global Navigation Satellite Systems (GNSS), the development of microcomputer technology and the availability of highly sophisticated sensors enabled space borne concepts of gravity field missions such as CHAMP and GRACE and - to be realized in a couple of months - GOCE. The innovative character of these missions is based on the continuous and precise observations of the orbits of the low flying satellites (high-low Satellite-to-Satellite Tracking - h-l SST) and the extremely precise range and range-rate K-band measurements between the satellites in case of GRACE (low-low Satellite-to-Satellite Tracking - l-l SST). In addition, the surface forces acting on these satellites are measured and can be considered properly during the recovery procedure. In case of GOCE, components of the gravity gradient are measured by a gravity gradiometer (Satellite Gravity Gradiometry - SGG). The orbit decay of GOCE is compensated by a feedback system coupled with the measurement of the surface forces acting on the satellite so that the kinematically computed orbit is purely gravity field determined.

In case of SST, the relative motion of free-falling test masses are measured as relative distances and velocities or as relative accelerations. The concept is possible either in the so-called low-low or in the high-low mode. In the former case, the satellites have approximately the same altitude ( 400 to 500 km ). In this case, both satellites are equally sensitive to gravity field irregularities. In the latter case, only one (the gravity field sensitive) satellite is placed into a low orbit while the observing satellites of the GNSS describe orbits with high altitudes. The latter high-low alternative is usually modified such that the observations of the satellites of the GNSS are used to derive precise kinematical orbits. In case of SGG, the elements of the gravity gradient or linear combinations thereof are intended to be measured simultaneously, depending on the sensitivity axes realized in the gradiometer instrument. It can be shown that the observations in these three cases can be related to the gravitational potential $V$ in case of high-low SST or precise orbit determinations, to the gradient of the potential $\nabla V$ in case of low-low SST and to the gradient of the gradient of the gravitational potential $\nabla \nabla V$ (gravitational tensor) in case of SGG. A common feature of these various gravity field measurement techniques is the fact that the differences of the free-fall motion of test masses is used to derive more or less in-situ the field strength of the gravity field. This is obvious in case of SGG; here the relative acceleration of two test masses $m_{1}$ and $m_{2}$ in the sensitivity axis $\mathbf{r}_{12}$ is measured. The main part of the acceleration is represented by the (specific) tidal force field $\mathbf{G}_{(21) \otimes}$ of the Earth which can be approximated by the gravitational tensor $\nabla \mathbf{g}_{\otimes}$ :

$$
\begin{equation*}
\ddot{\mathbf{r}}_{12}=\mathbf{r}_{12} \cdot \nabla \mathbf{g}_{\otimes} \tag{1.8}
\end{equation*}
$$

There is no basic difference to the measurement principle in case of the low-low-SST alternative where the Earth gravity field is measured also in form of the tidal field acting on the relative motion of both satellites. It reads with the reduced mass $\mu_{12}$ and the gravitational attraction of both satellites, $\mathbf{K}_{21}$,

$$
\begin{equation*}
\ddot{\mathbf{r}}_{12}=\frac{1}{\mu_{12}}\left(\mathbf{K}_{21}+\mathbf{G}_{(21) \otimes}\right) \tag{1.9}
\end{equation*}
$$

In this case, the tidal force $\mathbf{G}_{(21) \otimes}$ cannot be approximated sufficiently accurate by the gravitational tensor. The same principle holds also in case of the free-fall absolute gravimetry or by the use of precisely determined kinematical orbits for gravity field recovery; here the free fall of a test mass with respect to the gravity field of the Earth is observed. The only difference to low-low-SST is the fact that the specific force function is dominated mainly by the gravitational acceleration of the Earth, $\mathbf{g}_{\otimes}$, and not by the tidal force field $\mathbf{G}_{(21) \otimes}$ as in case of low-low-SST or SGG:

$$
\begin{equation*}
\ddot{\mathbf{r}}=\mathbf{g}_{\otimes} \tag{1.10}
\end{equation*}
$$

Obviously, the in-situ character of these measurement principles does not require the analysis of long arcs with respect to accumulated gravity field effects, because the gravity field is detected more or less directly. It should be pointed out that in all these different measurement scenarios, the in-situ observations contain the complete spectral band of the gravity field. Therefore, the frequently expressed argument long wavelength features of the gravity field cannot be detected in such an in-situ way is certainly not true. The restrictions with respect to signal content in certain observables are caused by the spectral limitations of the measurement apparatus, such as in case of a satellite gravity gradiometer as envisaged for the GOCE mission.

There are various proposals to account for the special features of the new types of observations as already outlined in Sec. 1.2.3. These techniques have in common that they do not analyze accumulated perturbation effects of the gravitational field; they rather detect - more or less directly - the intrinsic structure of the gravitational field.
A very obvious and simple approach is the use of energy balance relations along the orbit. In this approach, the velocities derived by numerical differentiation from the satellite positions along the orbits (as result of a geometric orbit determination) are used to compute the kinetic energy which balances the potential energy, modeled by the unknown gravity field parameters. The application of the energy integral for problems of Satellite Geodesy has been proposed since its very beginning (e.g., O’Keefe 1960, Bjerhammar 1967, Reigber 1969, Ilk 1983a). But the applications did not lead to convincing results because of the type of observations and the poor coverage of the satellite orbits with observations available at that time. The situation changed with the new type of homogeneous and dense data distributions as demonstrated e.g. by Jekeli (Jekeli 1999) or discussed in Visser (Visser et al. 2003). Two gravity field models based on the energy balance approach and kinematical CHAMP orbits, TUM-1s and TUM-2Sp, have been derived by Gerlach (Gerlach et al. 2003) and Földvary (Földvary et al. 2004), respectively. Both models come close to the GFZ (GeoForschungsZentrum) gravity field models EIGEN-1 (REIGBER et al. 2003A), EIGEN-2 (Reigber et al. 2003B), EIGEN-CHAMP3Sp (REIGBER et al. 2003c), derived by the classical perturbation approach. Another approach is based directly on Newton's equation of motion, which balances the acceleration vector with respect to an inertial frame of reference and the gradient of the gravitational potential. By means of triple differences, based upon Newton's interpolation formula, the local acceleration vector is estimated from relative GPS position time series (again as a result of a geometric orbit determination) as demonstrated by Reubelt (Reubelt et al. 2003). The analysis techniques, mentioned so far, are based on the numerical differentiation of the GPS-derived ephemeris, in the latter case even twice. Numerical differentiation of noisy data sets is an improperly posed problem, in so far, as the result is not continuously dependent on the input data. Therefore, any sort of regularization is necessary to come up with a meaningful result. In general, filtering techniques or least squares interpolation or approximation procedures can be applied to overcome these stability problems. The respectable results of the energy approach in a real application, demonstrated by Gerlach (Gerlach et al. 2003) and Földvary (Földvary et al. 2004). Nevertheless, numerical differentiation remains the most critical step in these gravity field analysis procedures. An advanced kinematical orbit determination procedure which delivers directly velocities and accelerations can help to overcome these intrinsic problems.
An alternative is a gravity field approach which is based on a two-step procedure, representing, in principle, a definitive orbit determination strategy as mentioned in Sec. 1.1. In a first step, a kinematical orbit determination delivers the empirical orbit as observed from the GNSS measurements of different types. In a second step the parameters of a dynamical force function model is modified such that it fits in a best possible way the kinematical orbit, as derived in the preceding step. This gravity field recovery technique is based on Newton's equation of motion, formulated as a boundary value problem in the form of a Fredholm type integral equation. The idea has been proposed as a general method for orbit determination by Schneider in 1967 (Schneider 1968), modified for gravity field determination by Reigber (Reigber 1969) and successfully applied subsequently, especially as additional observation equations for zonal and resonant potential coefficients, by Reigber (REIGBER 1989) in a series of gravity field models, which became wellknown under the acronym GRIM (e.g., Balmino et al. 1976). In the following, the idea has been applied to the Satellite-to-Satellite Tracking (SST) problem by Ilk (ILk 1983a) and later to the Satellite Gravity Gradiometry (SGG) analysis. After that, the method has been developed and tested based on various simulation scenarios, e.g. see ILK et al. 1995 and ILK et al. 2003. The method requires a dense coverage of the satellite arcs with observations so that it took some more years until its suitability for the processing of real data could be shown. When the Global Positioning System (GPS) became fully operational and the first gravity field satellite CHAMP was equipped with precise on-board GPS receivers and launched in 2000, a first convincing proof of the excellent properties of this method was possible by Mayer-Guerr (MAYER-GÜRR 2006). The recovery procedure can be applied in the space domain or in the spectral domain (by a series of sine functions). In case of the gravity field recovery procedure, the observation equations are formulated in space domain by dividing the one-year orbit into short pieces of arcs. As already mentioned above, the subdivision of the total orbit is necessary because of discontinuities of the kinematical orbits. The length of the arcs is not critical at all and can be adapted to the discontinuities of the data set. Because of the
fact that a bias for each of the three components of the accelerometer measurements along a short arc will be determined, the arc length should be not too small to get a safe redundancy and not too long to avoid accumulated unmodeled disturbances. An arc length of approximately 30 minutes seems to be appropriate, taking the discontinuities of the kinematically determined arcs into account. The root of the gravity field recovery techniques developed so far is the orbit determination of short arcs which underlines again the importance of the improvement of the orbit determination techniques.

### 1.3 A Short Historical Review of Orbit Determination

### 1.3.1 Ground Based Orbit Determination

The observation of the direction vectors to artificial satellites (longitudes and latitudes or azimuths and zenith distances) by specialized cameras is the early observation technique of Satellite Geodesy. Approximately at the same time the distance measurement technique by lasers was developed and it was possible to measure the geometrical distances from the ground stations to the satellites equipped with retro-reflectors. In the early seventieth, the laser ranging replaced the optical measurements nearly completely. The processing of optical observations, either based on the astrometric or the photogrammetric method, was very time-consuming. This was the reason that the optical observation era in Satellite Geodesy came to a sudden end with the development of SLR systems and the use of the Doppler and GPS techniques for orbit determination. Another reason was the limited accuracy of the direction measurements: a directional accuracy of $\pm 0.1$ " corresponds to $\pm 3 \mathrm{~m}$ in the orbit of a satellite at 6000 km altitude above ground (e.g. LAGEOS). Even if the direction vectors are complementary to the distance measurements and despite the fact that the optical measurements have some unique properties compared to the other observation types, the optical observation techniques were not competitive with respect to the accuracy compared to the cm accuracy available with laser ranging systems. Nevertheless, the optical tracking of satellites is of fundamental importance because it is the only observation technique in Satellite Geodesy which directly enables access to the inertial reference frame defined by the fixed stars. But recent progress made in the development of the Charge Coupled Device (CCD) technique may lead to a revival of optical satellite observations. All other methods such as the measurements related to the Global Positioning System (GPS) or by the Satellite Laser Ranging (SLR) provide only an indirect link to the celestial reference frame through the equation of motion (SEeber 2003). Nowadays, the observations within the GNSS play a dominant role in Satellite Geodesy but it shall be noticed that optical and laser observations are an independent tool to control and calibrate other observation systems, e.g. based on GPS and DORIS.

In the case of laser distance measurements to satellites (SLR), the travel time of a laser pulse between a ground station and a retro-reflector fixed to a satellite is measured with an extremely high accuracy. The development of pulsed laser-systems for the tracking of artificial satellites started in the USA as early as $1961 / 1962$. The first satellite that carried a laser reflector was BEACON EXPLORER-B (BE-B) and the first successful signal returns were obtained in 1965 and yielded an accuracy of a few meters (e.g. SEEBER 2003). In subsequent years, the progress in laser ranging was very fast and the accuracy of laser ranging has improved from several meters down to a few millimeters. In space distance measurements are possible with an accuracy of a couple of micro-meters with micro-wave measurement techniques (e.g. K-band measurement between the GRACE twin-satellites). Laser-interferometric distance measurements are in discussion that can reach even a much higher accuracy.

Satellite laser ranging systems have been deployed at many locations around the world. Despite the success of GNSS measurements for orbit determinations, laser ranging measurements are still indispensable in Satellite Geodesy and this will last for the next future. Nowadays, ground-based orbit determinations of Low flying Earth Orbiting satellites (LEO) such as CHAMP and GRACE are possible with an accuracy of a couple of centimeters and they can be used to calibrate and control other orbit determination techniques. DORIS (Doppler Orbitography and Radiopositioning Integrated by Satellite) is another navigation system to determine and validate the orbits of LEOs.The DORIS system was developed by the French Space Agency (CNES) with the objective to support the precise orbit determination of LEOs with the reverse Doppler
concepts. The DORIS system uses a stable frequency which is emitted from the ground beacon stations (beacons network). The Doppler measurements are performed by DORIS on-board the LEOs. Many of the remote sensing satellites like SPOT 2-5, TOPEX/POSEIDON, JASON and ENVISAT are equipped with the DORIS instruments to estimate their precise orbits. A first realization was used 1990 at the remote sensing satellite SPOT-2. In the DORIS system, the ground beacons broadcast continuously and omnidirectionally at frequencies of 2036.25 MHz and 401.25 MHz . A receiver on-board of the satellite receives the broadcasted signals and measures the Doppler shift over a short count interval, e.g. 10 seconds (SEEBER 2003). The precise Doppler measurement is made at $2 G H z$; the use of the second frequency allows to eliminate ionosphere effects. The DORIS results are of high quality because the DORIS stations are distributed well around the globe. The accuracy envisaged for DORIS was about 10 cm in the radial component after one month in the post processing mode, but with the improvement of the network configuration, a better theory and a sophisticated error modeling, the current accuracy is about 2.5 cm in the post processing mode (SEEBER 2003). With the establishment of the autonomous real time orbit determination on-board the SPOT-4 satellite, the accuracy of a few meters for the real time orbit was reachable. For remote sensing applications, the delivery of the real time orbit of satellites is very important. The DORIS system offers three different orbit products (Seeber 2003),

- Real time orbits with an accuracy of sub-meter with the new DORIS generation,
- Operational orbits with an accuracy of sub-meter after 48 hours ( $<20 \mathrm{~cm}$ in the radial component),
- Precise orbits with sub-decimeter accuracy after one month (cm accuracy for radial component).

Besides the SLR and DORIS systems, PRARE (Precise Range And Range rate Equipment) is another system to determine precise orbits of the LEOs. The German PRARE system is a compact, space-borne, two-way, two-frequency ( 2.2 GHz S-band and 8.5 and 7.2 GHz X-band) microwave satellite tracking system. The primary objective of the PRARE system is to provide the precise orbit determination for LEOs missions. Based on a global network of PRARE ground stations, a radial orbit accuracy of better than 10 cm has been achieved (Seeber 2003).

### 1.3.2 Space Based Orbit Determination

The dense coverage of the orbits of low flying Earth observation satellites with highly precise observations performed by the satellites of the GNSS changed the situation for the orbit determination dramatically. Already in the early years of the development of space navigation systems, it was observed that the precise and continuous global coverage of satellite orbits with measurements could significantly improve the quality of the orbits of LEOs. Because of the independency of Earth based observation stations, the accuracy of the determined orbits was much more homogeneous than ever before. A pre-requisite was that the satellites are equipped with precise multi-channel on-board GNSS receivers. The application of Space-borne GPS (SGPS) receivers on-board a LEO for the goal of the orbit determination began with the launch of Landsat 4 (Birmingham et al. 1983) and the GPS tracking system has demonstrated its capability of providing high precision POD products through the GPS experiment on the altimetric mission TOPEX/Poseidon (Melbourne et al. 1994). Geometric precise orbits computed from the GPS tracking data are estimated to arrive at a radial orbit accuracy comparable to or even better than the precise orbit ephemerides (POE) computed from the combined SLR and DORIS tracking data (Bock 2003). Precise orbits are especially important in those cases where the satellites are considered as free-falling test masses in the gravitational field as mentioned already. In these cases, the perturbations of the observed orbits from reference orbits are analyzed and considered as functionals of the improvements of the gravitational field parameters. This corresponds in principle to the definitive orbit determination procedure as mentioned before. This idea has been applied in various modifications with great success in case of the geodetic satellites CHAMP and GRACE and will be applied in the near future for GOCE. But also the altimetric satellites such as e.g. TOPEX/ Poseidon, JASON-1 as well as the satellites to investigate the polar caps as e.g. ICESAT and in near future CRYOSAT require very precise orbits to determine the sea surface topography and the sea level
heights as well as the ice thickness of the polar caps. But also the various remote sensing satellites require a precise geo-referencing of the sensors as in case of the magnetic missions Ørsted and SWARM or other remote sensing satellites such as ASTER and IKONOS etc. Because of the importance of the determination of satellite orbits, there were various approaches to solve this problem and the progress arrived so far is well documented in many books and papers.

### 1.4 The GNSS Revolution in Satellite Geodesy

### 1.4.1 Processing Techniques of GNSS Observations

The primary result of an orbit determination procedure based on GNSS observations is an ephemeris of threedimensional coordinates referred to a terrestrial or celestial reference frame. The data processing procedures may be distinguished by their differencing level namely the zero-difference (ZD), double-difference (DD), or triple difference (TD) level of the original high-low GPS-SST observations. All strategies make direct use (in double and triple differences) or indirect use (zero difference) of the GNSS ground network (IGS network). Direct use is made if the GPS observations of the ground stations are used together with the LEO GPS-SST data for the processing procedure in case of DD and TD. Indirect use is made if the observations of the ground stations are not used for the LEO GPS data processing as in case of ZD. The ground based GPS observations are required in this case to estimate GPS satellite positions and clock corrections. In any case, ground station observations are required to compute precise GPS satellite orbits. All differencing techniques require GPS orbits, precise Earth rotation information, and LEO GPS-SST measurements as input for the data processing. The GPS satellite orbits and ERP (Earth Rotation Parameters) are taken either from the IGS (or one of its analysis centers) or they may be estimated together with the LEO orbit (within a one step or a two step procedure). In the following, the specific advantages of the GNSS for orbit determination are outlined and compared to the ground based observation systems and some important groups of orbit determination strategies applied so far will be described in more detail.

### 1.4.2 Conventional Ground Based Observations and High-Low GPS-SST Observations

The Global Navigation Satellite System provides a number of advantages over conventional (classical) tracking techniques from ground based observation stations. The excellent observation geometry of the GNSS provides three-dimensional information from the pseudo-range measurements as opposed to just range, range rate or angular measurements to a single satellite. Another appealing aspect of the observations from a GNSS receiver on-board a LEO is its continuous data collection property, provided sufficient power is available to sustain the receiver operation and a sufficient storage capacity to record the huge amount of measurements is available. Conventional ground based techniques are limited to those observation periods where the spacecraft is visible from the tracking stations, and, in case of laser ranging if the atmospheric conditions permit a measurement. The high costs (equipment and personal) involved with the operation of conventional tracking stations and their land based nature limits its use and hence reduces the data collection quantity and distribution. Space-borne GNSS receivers avoid the need of these expensive tracking stations, provided the IGS network consists of a sufficient number of observation stations. It is remarkable that GPS carrier phase observations and their differenced quantities taken from the ground station network (DD or TD) are the most accurate ones among all space observation techniques (Bisnath 2004). Only GPS measurement techniques allow a purely geometrical three dimensional orbit determination. The geometrical satellite positions can be estimated independently of the orbit altitude and without knowledge of force function models (Bock 2003). For validation of LEO orbits derived from GPS measurements, it is necessary to compare them with other independent orbit determination procedures such as those based on SLR.

### 1.4.3 Dynamical Precise Orbit Determination

The dynamical precise orbit determination approach requires a precise mathematical model of the physical forces acting on the LEOs and a precise mathematical model of the LEOs physical properties (Rim and Schutz 2002). The physical models are used to describe the motion of the LEO according to the physical laws of Theoretical Mechanics (e.g. ILK 1976, Bisnath 2004). Double integration of the Newton-Euler equation of motion using initial or boundary values of the orbit results in a nominal trajectory. The task is to correct the initial or boundary values such that the orbit shows a best fit to the pre-processed (undifferenced or differenced) GPS tracking data with respect to a certain norm (differential orbit improvement). An example of the most accurate SGPS dynamical orbit determination results compared to SLR and DORIS orbits is that of the altimetry satellite TOPEX/Poseidon orbiting around the Earth at an approximate altitude of 1300 km . For an arc of ten days length, the radial RMS differences are in the size of approximately 3 cm , the along track RMS differences in the size of 10 cm and the cross track RMS differences are in the size of 9 cm . The procedure applied in this example was based on double differenced ionosphere-free carrier phase and P-code GPS observations (Rim and Schutz 2002).

### 1.4.4 Geometrical Precise Orbit Determination

In case of a geometrical orbit determination procedure, only the geometrical observations between the receiver (LEO) and the sender (e.g. GPS, SLR, DORIS, etc.) are used to determine point-wise the positions of the receiver. Only the LEO positions and/or clock offsets at every observation epoch are determined, based on the SST observations. The geometrical orbit determination strategies do not need an information about the Earth gravity field and other parameters of the dynamical LEO orbit model. The input, in case of the zero-differenced geometrical orbit determination strategy, consists of precise GPS orbits and their clock offsets, Earth rotation parameters and dual frequency pseudo ranges ( $P_{1}, P_{2}, C / A$ ) and carrier phase ( $\phi_{1}$, $\phi_{2}$ ) space-borne GPS receiver tracking data. The precision of the geometrical LEO positions depends on the precision of the GPS-SST observations, on the configuration of the GPS-SST observation geometry and on the quality of the GPS orbit and clock products, provided by the IGS centers. The number of GPS satellites, simultaneously visible from the space-borne receiver, as well as the strength of the geometric configuration of the GPS satellites are the crucial criteria for the accuracy of the positions determined by the geometrical orbit determination method. If less than four GPS satellites are available per epoch, no LEO position can be estimated in zero-differenced mode. These missing positions as well as data gaps, e.g. due to receiver resets or orbit maneuvers lead to interrupts in the geometrically determined orbit of the LEO. This may cause problems if the geometrical positions are used for subsequent gravity field determination procedures where equidistant ephemerides are necessary to derive e.g. homogeneous velocities or accelerations. This is not the case for a dynamical orbit solution, because the dynamical orbits are determined continuously independent from data gaps. Poor and not homogeneous data coverage would also cause weaknesses in the specific parts of the determined satellite arcs. An example for a geometrical (denoted as "kinematical") strategy using triple differenced GPS-SST observations may be found in Grejner-Brzezinska (Grejner-Brzezinska et al. 2002) and in Byun (Byun 2003). In Švehla (Švehla and Rothacher 2002) geometrical (denoted also as "kinematical") zero and double-differenced precise orbit determination strategies of LEOs (e.g. CHAMP) including an ambiguity resolution are presented (see also Švehla and Rothacher 2003). The zerodifferenced geometrical POD approach for the determination of LEO orbits (denoted as "kinematical") using subsequent filtering techniques can be found in Bisnath (Bisnath 2004). This approach is based on code pseudo-ranges and subsequently time differenced carrier phase observations.

### 1.4.5 Short Arc Kinematical Precise Orbit Determination of the LEO

The kinematic precise orbit determination procedure consists of two steps which can be integrated also into one determination procedure: (a) the geometrical precise orbit determination resulting in an ephemeris of point-wise positions and (b) the estimation of an approximation function representing the kinematical satellite orbit. Geometrical orbit determination is the process of determining an initial geometrical orbit
of the LEO from only geometrical high-low GPS-SST observations. This process consists of a point-wise determination of the absolute LEO positions from the ionosphere-free code pseudo-range and carrier phase observations. As outlined, the satellite orbit is given point-wise and may contain gaps along the ephemerides. In many applications (e.g. in case of Earth gravity field recovery techniques), a continuous LEO orbit is required. But as mentioned already, the densely with GPS-SST observations covered satellite arcs do not need to be very long provided the analysis procedure is properly adapted to the well-observed short arcs.

### 1.4.6 Reduced-Dynamical Precise Orbit Determination

As already pointed out, the dynamical orbit determination techniques require a precise mathematical model of all forces acting on the satellite and a mathematical model of the physical properties of the LEO. The equation of motion can be solved using numerical or analytical determination techniques. The high-low GPS-SST observations are approximated by a particular orbit as result of the least squares adjustment process where the initial or boundary values are determined as unknown parameters. Remaining model errors cause deviations of the dynamically determined orbit from the observed one, in most cases showing systematic patterns of the residuals. Usually, the model errors increase with the arc length of the LEO. The introduction of empirical parameters, modeling e.g. deviations proportional to the satellites revolution period or stochastic pulses once per a couple of minutes (JÄGGI et al. 2006) can help to avoid the unlimited increase of modeling errors. This is the basic idea of the reduced-dynamical orbit determination strategies as proposed by Beutler (Beutler et al. 2006). Empirical parameters reduce the influence of possible deficiencies of the dynamic models on the estimated orbit. Lower flying satellites (e.g. GOCE) require more empirical parameters than higher flying ones (e.g. CHAMP) because it is virtually impossible to use adequate dynamical models for the non-gravitational surface forces (e.g. atmospheric drag), and it is difficult to model ocean tide effects (Bock 2003).

### 1.5 Thesis Statement

Due to the fact that the arcs of low Earth orbiting satellites are densely and homogeneously covered by code pseudo-range and carrier phase measurements, orbit determination based on various processing procedures is possible at a very high level of precision. This fact has revolutionized processing techniques and applications in Satellite Geodesy. It has been demonstrated recently that e.g. for gravity field recovery only short arcs of approximately 30 minutes length and covering the Earth homogeneously are sufficient to determine the complete spectrum of the gravitational field of the Earth. Therefore, the very precise determination of kinematical orbits becomes indispensable. As already defined, we understand the notation "kinematics" as a procedure which delivers not only three-dimensional positions but also velocities and accelerations in a consistent way. In this thesis, a procedure will be proposed which allows the determination of pure kinematical orbits as well as pure dynamical orbits; but even more, it allows a smooth transition from a kinematical orbit determination to a dynamical orbit determination. This hybrid orbit determination procedure is achieved by formulating a boundary value problem to Newton-Euler's equation of motion, either as absolute or relative orbits, in form of an integral equation of Fredholm type. The solution of this integral equation can be formulated as a function which consists of three parts: a first one describing a linear combination of the boundary position vectors (either a straight line or an ellipse connecting the end points of the arc or a dynamical reference orbit), a second one which consists of polynomials of Euler and Bernoulli type of various degrees and a third one consisting of a series of sine functions, described by an - in principle - infinite number of terms. Because of a limited number of observations, the number of parameters has to be restricted adequately, ensuring the envisaged accuracy. The free parameters of this approximation function can be determined partly by the adapted force function model and partly as free parameters in a least squares adjustment procedure representing the dynamical orbit or completely by a least squares adjustment procedure representing the kinematical orbit. In the case of the reducedkinematical or reduced dynamical modification, certain constraints are introduced by the functional model. The observations are based on precise GNSS measurements of various types. GNSS provides accurate code
pseudo-range and carrier phase observations, which are used to estimate the geometrical absolute position of the LEOs. Results are presented based on different observables. Precise results have been achieved with the help of carrier phase high-low GPS-SST observations in the zero difference concept. In this method, the availability of the GPS precise orbits from the IGS centers and the physical models of the systematic errors in the high-low GPS-SST observations are necessary. Laser tracking to GPS and LEO satellites (e.g. GPS PRN 5-6, CHAMP, GRACE A/B) provides an opportunity to compare GPS and SLR systems directly or to combine the data of both in a single solution.

## 2. GPS Observables, Observation Time Delay and Reference Systems

### 2.1 Overview on GNSS

### 2.1.1 GPS Constellation

For the time being, the Global Positioning System (GPS) is the only operational Global Navigation Satellite System (GNSS). It consists of a constellation of at least 24 Medium Earth Orbiters (MEO, see Fig. 2.1) in nearly circular orbits with an altitude of about 20200 km above the Earth, in six evenly spaced planes (A to F ) with an inclination of $55^{\circ}$ and with four satellites per plane that transmit precise microwave signals. The system enables a GPS receiver to determine its location, time, speed and direction. It was developed by the United States Department of Defense (DOD) and was officially denoted as NAVSTAR GPS. Contrary to popular belief, NAVSTAR is not an acronym, but simply a name given by John Walsh, a key decision maker at the time where the GPS program has been established (PARKINson 1996). GPS has become a worldwide used aid to navigation at land, sea, air and space and a useful tool for map-making, land surveying, commerce and a very useful tool for various scientific applications. In geodesy, the Precise Orbit Determination (POD) of LEOs based on high-low GPS-SST observations and applied for gravity field recovery is one important task. Another important application out of many others is the determination of the positions of a worldwide net of IGS reference stations to define precise reference frames. GPS also provides a precise time reference used in many applications including scientific studies in the geo-sciences and the synchronization of telecommunication networks.


Figure 2.1: GPS-Block IIF Satellite (Credits: NASA)

### 2.1.2 GPS Satellite Categories

There are six types of GPS satellites, namely Block I, Block II, Block IIA, Block IIR, Block IIF, and Block III satellites. Eleven Block I satellites were launched in the period between 1978 and 1985 from Vandernberg

AFB, California. Today none of the original Block I satellites are in operation anymore. The Block II constellation is slightly different from the Block I constellation since the inclination of their orbital planes is $55^{\circ}$ compared to the former $63^{\circ}$ inclination. Apart from the orbital inclination, there is an essential difference between Block I and Block II satellites related to U.S. national security. The Block IIA satellites ("A" denotes advanced) are equipped with mutual communication capabilities. Some of them carry retroreflectors to be tracked by laser ranging systems, i.e. SLR. Today no distinction is made between Block II and Block IIA satellites. Block IIR satellites ("R" denotes replacement) are equipped with improved facilities for communication and inter-satellite tracking. The Block IIR satellites have been launched after 2005 and will also transmit the new civil signal $L_{2 C}$ component and with the capability to improve the signal power to ground receivers. Furthermore, they transmit new military signals with an improved accuracy (M Signal). The Block IIF satellites ("F" denotes follow on) will be launched from 2009 onwards with an expected lifetime of 15 years. These satellites will be equipped with improved on-board capabilities such as inertial navigation systems and an augmented signal structure. The Block III GPS satellites are expected to carry the GPS into the year 2014 and beyond with a modern signal structure (e.g. $L_{1 C}$ and $L_{5}$ ) and an improved GPS satellite body structure (Hofmann-Wellenhof et al. 2001).

### 2.1.3 GPS Satellite Signals

The actual carrier signals in the GPS satellites are a spread spectrum that makes it less subject to intentional (or unintentional) jamming by the users. All GPS carrier signal components are derived from the output of a highly stable atomic clock, which is the key to the accuracy of the global navigation system. In the operational GPS (e.g. Block II/IIA) each satellite is equipped with four on-board time standards, i.e. two cesium and two rubidium atomic clocks. The long frequency stability of these clocks reaches a few parts of $10^{-13}$ and $10^{-14}$ over one day, respectively. The Block IIF satellites may be equipped with a space-qualified hydrogen maser with frequency stability of $10^{-15}$ over one day. The heart of the GPS satellites are stable atomic clocks, that generate a pure sine wave at a frequency $f_{0}=10.23 \mathrm{MHz}$, with a stability of the order of 1 part in $10^{-13}$ over one day. This is referred to as the fundamental $L$ band frequency in GPS. Multiplying the $L$ band fundamental frequency $\left(f_{0}\right)$ by integer factors yields the three (later four with the new signal $L_{5}$ ) microwave L-band carrier waves $L_{1}, L_{2}$ and $L_{2 C}$, respectively. The new signal $L_{5}$ has been proposed for the use as a civilian Safety-of-Life (SoL) signal. This frequency falls into an internationally protected range for aeronautical navigation, promising little or no interference under all circumstances. The first Block IIF satellite that would provide this signal is planned to be launched in 2009. The frequencies of the three active waves are obtained as follows:

$$
\begin{align*}
& f_{L_{1}}=154 f_{0}=1575.42 \mathrm{MHz}\left(\lambda_{1} \approx 0.190 \mathrm{~m}\right) \\
& f_{L_{2}}=f_{L_{2 c}}=120 f_{0}=1227.60 \mathrm{MHz}\left(\lambda_{2} \approx 0.244 \mathrm{~m}\right)  \tag{2.1}\\
& f_{L_{5}}
\end{align*}=115 f_{0}=1176.45 \mathrm{MHz}\left(\lambda_{5} \approx 0.255 \mathrm{~m}\right) .
$$

The combination of all operational signals is very important to mitigate or eliminate some signal propagation errors (e.g. ionospheric error). It is remarkable that on the $L_{1}$ signal band a mix of navigation messages, coarse acquisition $(C / A)$ and encrypted precision $P(Y)$ codes are propagated. On the $L_{2}, P(Y)$ code plus the new $L_{2 C}$ code on the Block IIR-M and newer satellites are transmitted to the users. In the case of LEOs all observation types (i.e. $C / A, P_{1}, P_{2}, \phi_{1}, \phi_{2}$ and $\phi P_{1}$ ) are tracked with their signal strength (i.e. $S A, S_{1}$ and $S_{2}$ ) to consider signal strength as statistical quantity in the precise orbit determination procedure.

### 2.2 The International GNSS Service

The International GNSS Service (IGS), formerly the International GPS Service, is a voluntary federation of more than 200 worldwide agencies that pool resources and permanent GPS and GLONASS station data to generate precise GPS and GLONASS products (orbits, clock offsets, etc.). The IGS is committed to provide the highest data quality and products as the standard for Global Navigation Satellite Systems in
support of Earth science research, multidisciplinary applications and education. The GNSS observations at the IGS permanent stations are transferred to the Data Centers and pre-processed and processed by the IGS Analysis Centers with respect to latency. The Analysis Centers produce diverse products specified as predict, rapid and precise. The analyzed data in the different analysis centers are transferred to the IGS center to produce the final products. Currently the IGS includes two GNSS, the USA GPS and the Russian GLONASS, and intends to incorporate future GNSS like the European GALILEO (IGS 2008). Obviously, in the post-processing of the LEO orbit determination procedure, the final precise products of the GNSS are necessary in this procedure. The GNSS positions and clock offsets can be used as fixed values (without variance-covariances) or as float values (with variance-covariances) in the processing of the GNSS observations.

### 2.3 Time Coordinate Systems

In space geodesy, measurement techniques usually measure travel times or travel time differences. Examples are the measurement of travel time differences of extraterrestrial signals from Quasars at two stations in case of VLBI and travel times of artificial signals from GNSS satellites to the GNSS receiver. In Satellite Geodesy, a time scale is regarded as one of the coordinates of a four-dimensional space-time reference frame. Two aspects of time scales are required in Satellite Geodesy, the time epoch and the time interval. The epoch defines the moment of an event, and the interval is the time difference between two epochs, which are measured in units of time of the adopted time scale. There are several time coordinate systems in Satellite Geodesy and in astronomic applications, which are based on various periodic processes such as the rotation of the Earth or atomic oscillations. Time scales in Satellite Geodesy can be classified in three basic main groups (SEidelmann 1992):

- Sidereal Time (ST): the time defined through the rotation of the Earth w.r.t the reference meridian of the Earth e.g. Greenwich meridian, local meridian or vernal equinox,
- Dynamical Time (TD): the time defined from planetary motions in the solar system, based on the theory of General relativity,
- Atomic Time (TA): the time realized in atomic clocks on the Earth's geoid. It is the basis for a uniform time scale on the Earth. This time is defined by the frequency of the basic oscillation of the frequencydetermined element. The origin of the atomic time is defined by international conventions agreed by international organizations such as IAU (International Astronomical Union).


### 2.3.1 Sideral and Universal Time

Sidereal time and universal time are directly related to the periodic rotation of the Earth, and they are thus equivalent time scales. Sidereal time is a measure of the Earth's rotation and is defined as the hour angle between the observed local meridian and a point on the celestial sphere (e.g. the vernal equinox). If the measure is counted from the local meridian to the true vernal equinox, the sidereal time is called Local Apparent Sidereal Time (LAST) and if the measure is counted from the Greenwich meridian to the true vernal equinox, the sidereal time is called Greenwich Apparent Sidereal Time (GAST). Obviously, for the mean equinox, the Local and Greenwich sidereal time holds LMST and GMST respectively. The Universal Time (UT) is the Greenwich hour angle of the apparent Sun, which is orbiting uniformly in the equatorial plane. Universal time is not a uniformly scaled time, because the angular velocity of the Earth is not a constant. If the universal time is corrected for the polar motion (effect on the meridian, $d U T_{1}$ ), then the Universal Time is denoted as $U T_{1}$. The relationship between the corrected universal time (natural time scale) and universal time coordinate (artificial atomic time scale) is,

$$
\begin{equation*}
U T_{1}=U T C+d U T_{1} \tag{2.2}
\end{equation*}
$$

In Eq. (2.2), UT1 is the astronomical observation the ground station which is corrected for polar motion, and $d U T 1$ is a correction which can be obtained from the IERS center. The practical importance of the Universal Time today is not as a time systems (it is too irregular compared to regular atomic time scales) but as an angular measurement used in the transformation between the Celestial and Terrestrial Reference Frames (Kleusberg and Teunissen 1998).

### 2.3.2 Atomic Time

The atomic time is the basis of a uniform, continuous time scale on the geoid, and is kept by atomic clocks. The fundamental time scale is International Atomic Time (TAI, Temps Atomique International) based on atomic clocks operated by various national agencies. It is kept by the IERS and BIPM who are responsible for the dissemination of the standard time and of the EOP. The fundamental interval (scale) of the atomic time is one $S I$ second that has been defined at the $13^{\text {th }}$ general conference of ICWM based on the Cesium 133 atom and its origin point was established with Universal Time (UT) at midnight on the $1^{\text {th }}$ of January 1958. There is a fundamental problem of using the TAI in practice: the rotation of the Earth around its rotation axis is slowing down. Thus $T A I$ would eventually become inconveniently out of synchronization with the solar day. This problem has been overcome by introducing Universal Time Coordinate (UTC), which runs at the same rate as $T A I$, but incremented by the leap seconds when necessary. The IERS is responsible to publish them on January, 1st or July, 1st. The time signal broadcast by GPS satellites are synchronized with the atomic clock at the GPS master control station in Colorado. GPS time was set to $0^{h} U T C$ on $6^{\text {th }}$ of January 1980, but it is not incremented by UTC leap seconds. Therefore, at the moment of writing this lines, there is a $19^{s}$ offset between GPS time $(G P S T)$ and Atomic time (TAI) and the transformation reads,

$$
\begin{equation*}
G P S T=T A I-19^{s} \tag{2.3}
\end{equation*}
$$

$U T C$ is the atomic time scale, which can be determined from the $T A I$ and the leap seconds $(n)$ as (McCarthy and Petit 2003),

$$
\begin{equation*}
U T C=T A I-n^{s} . \tag{2.4}
\end{equation*}
$$

In space geodesy applications, the time epoch denoted by the Julian Date (JD) is expressed by a certain number of integer days and a fraction of a day after a fundamental epoch in the past, chosen to be at $12^{h}$ $U T$ on January 1, 4713 BCE. The $J D$ of the standard epoch of $U T$ is called J2000.0 as (Kleusberg and Teunissen 1998),

$$
\begin{equation*}
J 2000.0=2451545.0(J D)=2000, \quad \text { January, } \quad 1^{d} .5, \quad U T \tag{2.5}
\end{equation*}
$$

The Modified Julian Day (MJD) was introduced by space scientists in the late 1950's. It is defined as

$$
\begin{equation*}
M J D=J D-2400000.5 \tag{2.6}
\end{equation*}
$$

### 2.3.3 Dynamical Time

In 1952, the IAU introduced the so-called Ephemeris Time (ET) as a theoretically uniform time scale for the use with ephemeris. In practice, the ephemeris time was derived from lunar observations, and it depends on a theory of the Sun and the system of astronomical constants. Ephemeris time has never been disseminated as time signals from a time service. It was made available only through the publication of differences with respect to $U T_{1}$, and later to TAI (Seeber 2003). The Dynamical time is the independent variable in the equation of motion of bodies moving under gravitational interaction in the Solar System according to the theory of General Relativity. The best approximation of an Inertial Reference Frame to which we have access based on General Relativity is located at the mass center of the Solar System. The Dynamical time measured in this mass center is called Barycentric Dynamical Time (TDB), and in the mass center of the Earth it is called Terrestrial Dynamical Time(TDT)(Kleusberg and Teunissen 1998). In the concepts of

General Relativity, a clock located at the geoid and moving with the Earth experiences periodic variations of up to 1.6 msec . which is caused by the annual motion of the Earth within the gravitational field of the Sun (and the other planets). In the computation of LEO orbits, this effect can be neglected, because LEOs move together with the Earth. Because of neglecting this effect in the orbit determination and by adapting as basic Newton's theory, TDT is the appropriate time scale in Satellite Geodesy. The application of the $T D B$ time scale has to be considered for VLBI (Seidelmann 1992). Later in 1991, IAU has defined the Terrestrial Time (TT) as a new time scale based on the general theory of relativity to clarify the relationship between space and time coordinates. The unit of $T T$ is the $S I$ second and is realized through the atomic time scale $T A I$ with a constant offset of $32.184^{s}$ between both time scales as,

$$
\begin{equation*}
T T=T A I+32 .^{s} 184 \tag{2.7}
\end{equation*}
$$

Because of this constant shift between $T T$ and $T A I$ time scales and the realization of $T T$ by the TAI time scale, these two time scales are practically identical.

### 2.4 Reference Systems and Reference Frames

### 2.4.1 Introduction

In satellite geodesy, reference frames play a basic role for the representation of satellite orbits and as reference for station positions. The latter ones refer to an Earth-fixed reference frame while the equations of motion of satellites refer to an inertial system. There are three types of reference systems:

- Galilei system, with arbitrarily accelerated rotational motion of the reference system,
- Newton system (Quasi-inertial system), with arbitrarily accelerated translational motion of the reference system,
- Inertial system, with translational motion of the reference system along a straight line with constant velocity.

These reference systems can be used to describe the motion of satellites, the moon, sun, and the planets. The use of an inertial system has the advantage that the equation of motion has the simplest form compared to the equation of motion formulated with respect to other arbitrarily rotating reference systems. Nevertheless, inertial systems cannot be realized rigorously. This is the reason that Newton systems are used instead of inertial systems which represent local inertial systems in the vicinity of the origin (quasi inertial systems). Let us consider a Newton system, fixed at the center of mass of the Earth. The free fall motion of the geocenter, and with it, the motion of the origin of the reference system is ruled by the mutual gravitational forces with the sun, the moon, the planets, etc. The relative motion of an artificial satellite with respect to the geocenter then is determined by the gravitational interaction with the Earth, but also by the inhomogeneities of the mutual gravitational interaction of the Earth with the other bodies. The latter forces are so called tidal forces caused by these bodies. In case of LEOs which are close to the Earth, the direct gravitational force caused by the Earth is, of course, the largest constituent.

Newton systems can be used to describe the equation of the Earth in space, of celestial bodies and artificial satellites. Frequently, this sort of systems are called celestial reference system. If we want to describe positions and motions on the surface of the Earth, then another type of reference systems has to be introduced, so called terrestrial reference systems which are, in a certain way, fixed to the Earth. At a first glance the problem to define a terrestrial reference system seems to be a simple task. Because of the fact that any point on the Earth is moving with respect to the other points of the Earth's surface then again we have to search for an idealization of terrestrial reference systems. Ideal terrestrial systems could be defined in such a way that with respect to this system the crust should have only deformations and no rotations.

Besides the definition of these two basic concepts of reference systems, celestial and terrestrial ones, we also need the relationship between terrestrial and celestial reference systems. This need can be clearly seen if we want to describe the motion, e.g. of an artificial satellite with respect to a terrestrial reference system. The inertia forces have to be considered properly in this case. To determine these forces, we need the time-dependent rotation vector of the terrestrial reference system with respect to the celestial system. Also many Earth related observation techniques in physical geodesy, e.g. to model the dynamical observations as in case of gravity measurements at the Earth surface, at sea or on-board of an airplane it is necessary to know the relationship between terrestrial and celestial systems.

### 2.4.2 Realizing Reference Frames

Space fixed reference systems in the sense of inertial systems (celestial reference systems) and Earth fixed reference systems (terrestrial reference systems), arbitrarily rotating with respect to the celestial system, are both necessary in practical applications. Yet, the definition of these two systems are just concepts. These theoretical concepts define ideal reference systems. The basic concepts comprise the structure of space and time. Therefore, the points in space and time have to be described accordingly. The problem to define space and time points can be realized by introducing space and time coordinates. A reference system equipped with coordinates is denoted as coordinate system. Yet, it is not possible to connect to an ideal reference system in practice. In realizing these systems, we have to follow certain steps, suggested by Kovalevsky and Müller (Kovalevsky and Müller 1981) and discussed, e.g. in detail in Kovalevsky (Kovalevsky and Müller 1989) and in Moritz and Müller (Moritz and Müller 1987):

- Statement of a theoretical concept as an ideal reference system: For example, an ideal celestial reference system is an inertial system, on which Newtonian's mechanics is based on,
- Choice of the physical structure of the reference system: Besides the basic concept it is necessary to identify the physical bodies that are part of the physical system. For example, the solar system with its planets and moons defines such a physical structure including constants, equations of motion etc.,
- Modeling the physical structure as conventional reference system: For example, to define a dynamical celestial reference system based on the solar system one has to adopt a specific model including the masses of the planets, precession constant etc. ("system of fundamental constants", periodically updated by IAU and IUGG),
- Realization of the reference system as conventional reference frame: The materialization of conventional reference systems consists of a list of coordinates of points which represent the conventional reference system (fiducial points). For example a conventional dynamical celestial frame can be represented by the ephemerides of the fiducial points and a conventional kinematical celestial frame is realized by the coordinates of a selection of stars, accessible to observation, e.g. the fundamental star catalogue FK5, defined by the directions of about 1500 stars. Obviously, the number of fiducial points must be available in a sufficient number,
- Extensions and densifications of a conventional reference frame as a secondary conventional reference frame: If the number of fiducial points of a conventional reference frame is not sufficient to connect to them, then extensions are necessary as for example secondary star catalogues referring to the same conventional reference frame.


### 2.4.3 Coordinate System

The problem to describe space and time points can be realized by introducing space and time coordinates. A reference system equipped with coordinates is referred to a coordinate system. Beside the three space coordinates, it is necessary to introduce another coordinate for the time. For both types of coordinates it is necessary to define proper measurement procedures.

In case of an ideal reference system, Newtonian mechanics based on an Euclidean or a flat space, respectively, is implicitly introduced. In Euclidean spaces, it is possible to introduce Cartesian coordinates but also curved coordinates. It should be pointed out that the introduction of curved coordinates, e.g., spherical polar coordinates, does not change the flatness of the space. Today we know that we live in a curved space an Euclidean or flat space can be introduced only locally. This is the reason that we may use also Cartesian coordinates locally.

To describe the geometrical positions of space points we can use orthogonal Cartesian coordinates. But also spherical polar coordinates or (rotational) ellipsoidal or geodetic coordinates. These types of coordinates are frequently used in geodesy. Ellipsoidal or geodetic coordinates consist of ellipsoidal longitudes and latitudes as well as of ellipsoidal heights. The application of modern satellite based observation techniques or geodetic space techniques allows to derive directly three dimensional absolute positions referred to a unique global reference system without separating it into two dimensional surface coordinates and a one dimensional height coordinate. E.g., the transformation of these three dimensional positions into surface coordinates "ellipsoidal latitude" and "ellipsoidal longitude" as well as into a height coordinates "ellipsoidal height" is simply accessible once a reference ellipsoid is introduced.

### 2.4.4 Conventional Reference Systems

### 2.4.4.1 Conventional Celestial Reference System (CCRS)

Conventional celestial reference systems can be defined by its various system components, a certain concept, a physical structure and the model of this structure, which is defined by certain conventions. There are two concepts of conventional celestial reference systems depending on the type of relations of the "carrier points" of these systems. Both definitions should lead to the same reference system at least in Newtonian mechanics. The relation between the carrier points can be defined kinematically by time-dependent coordinates or dynamically by the equation of motion of the corresponding mass points. In case of Newtonian Systems, e.g. there are various possibilities as shown in Table 2.1. The "relations" in this table contain implicitly

Table 2.1: Conventional Newton Systems.

| Carrier points | Relations |  |
| :---: | :---: | :---: |
|  | Kinematic | Dynamic |
| compact radio sources (quasers) | position catalogue (including proper motion, etc.) | cosmology |
| stars | position catalogue (including proper motion, etc.) | stellar dynamics |
| planets | planet ephemerides | planet theory |
| moon | moon ephemerids | moon theory |
| artificial satellites | satellite ephemrides | satellite orbit theory |

the physical structure and all numerical values of these parameters which are necessary to describe the mathematical-physical foundation of the reference systems. Obviously, most of the elements of such a reference system are, to a certain amount, arbitrary. One has to decide by convention how the reference system has to be constructed. Conventional kinematical and dynamical reference systems are not used exclusively but frequently in a certain combination. One has to keep in mind that this procedure can cause inconsistencies. Frequently used conventional Newton systems are space fixed ecliptic systems with the origin at the heliocenter or space fixed equator systems with the origin at the geocenter.

### 2.4.4.2 Conventional Terrestrial Reference System (CTRS)

A similar procedure as before to define conventional celestial reference system is necessary to define "Earth fixed" Galilei systems. In case of a rigid Earth, any Earth fixed triad is suitable for the definition of a
conventional terrestrial reference system. Because of the fact that the Earth is deformable and certain parts of the Earth move with respect to other parts, it is necessary to set up conditions for the definition of a terrestrial reference system. One possibility is (Kovalevsky and Müller 1989) to define it such that the overall rotation of certain parts of the Earth vanish ("no net rotation"). Another choice would be to define a conventional terrestrial reference system by material points of the Earth's surface such that these points only show deformations but no common rotations with respect to the adopted CTRS. Many other concepts are possible and have been proposed in the past. A certain concept for such a reference system (models, algorithms, constants, etc.) defines a "Conventional Terrestrial Reference System (CTRS)".

### 2.4.5 Conventional Reference Frames

With the choice of the system components, conventional reference systems are specified, conventional celestial reference system (CCRS) as well as conventional terrestrial reference systems (CTRS). Based on the basic system components, a certain number of representative points "fiducial points", have to be selected. These fiducial points are identical with the carrier points of the conventional reference systems. They must be available in a sufficient number and accessible to observation to connect to them and to derive the coordinates of other points. It is necessary to provide the coordinates of these points together with their time variations. Then materializations of a CCRS and a CTRS of a conventional celestial reference frame (CCRF) and a conventional terrestrial reference frame (CTRF) are available. Of special importance are the realizations of the International Earth Rotation Service (IERS). The IERS reference system contains the IERS standards and the IERS reference coordinate systems. The IERS standards contain a set of constants and models published in the IERS conventions 2003 (McCarthy and Petit 2003), e.g. the IAU 2000A/B precession theory and the IERS 2000A/B nutation theory, rates of continental drift, gravity constants, etc., which are used by the IERS. The IERS reference coordinate systems consist of:

- International Terrestrial Reference Frame (ITRF) and the
- International Celestial Reference Frame (ICRF).

Both coordinates systems are realized by lists of coordinates of reference points, terrestrial collocation points or compact extra galactic radiation sources and its epochs. These frames and its mutual transformations are explained in more detail in Sec. 2.5.

### 2.4.5.1 Conventional Celestial Reference Frame (CCRF)

The stellar conventional celestial reference frame which is important in astronomy and geodesy and which is accessible with the techniques of geodetic astronomy is the fundamental catalogue FK5. The conventions of the FK5 are referred to the epoch J2000.0 (Julian date 2000.0). The axes coincide with a mean equatorial system, i.e. the $x$ - and $y$-axes are located in so-called mean (dynamical) vernal equation. The stars are given by spherical polar coordinates $\alpha$ (right ascension) and $\delta$ (declination). These coordinates, the proper motions of the stars and various quantities are given in the FK5. The FK5 has been introduced end of the eighties. It contains 1535 stars; an FK5-extension is being prepared and shall contain around 3000 additional stars. More details on the FK5 can be found in Fricke (Fricke et al. 1988).

Of special importance is the International Celestial Reference Frame (ICRF). A detailed description is given in the IERS conventions 2003 (McCarthy and Petit 2003). The origin of the ICRF coincides with the barycenter of the solar system and the directions of the axes are fixed with respect to extragalactic radio sources. The accuracy of the axes is approximately 0.0001 . The J2000.0 equatorial coordinates of extragalactic objects are determined from Very Long Baseline Interferometry (VLBI) observations. The $z$-axis corresponds to the (mean) Earth rotation axis at epoch J2000.0. The motion of the rotation axis in space is determined by the theories for precession and nutation (IAU 2000A/B), adopted by the International Astronomical Union (IAU). The VLBI analysis provide corrections to the conventional IAU models for
precession and nutation (Seidelmann 1980). The $x$-axis coincides with the intersection of the equatorial plane with the ecliptic plane. It is directed to the vernal equinox and is referred also to the epoch J2000.0. The change of this intersection line in time is determined also by the IAU-theories of precession and nutation. The $y$-axis is orthogonal to the $z-x-$ plane and builds a right hand oriented system. ICRF is a frame whose directions are consistent with those of the fundamental catalogue FK5 within the observation accuracy of approximately 0.01 (Fricke et al. 1988).

### 2.4.5.2 Conventional Terrestrial Reference Frame (CTRF)

Especially for GPS users, the so-called World Geodetic System 84 (WGS84) is still very important. The user adopts this frame automatically if he uses the broadcast ephemeris predicted by the GPS control segment. Besides the errors of the orbit determination for the GPS satellites, the falsifications of the orbit parameters by the owner of the Global Positioning System reduce the accuracy of a connection to WGS84 to approximately a couple of meters. WGS84 is a terrestrial reference frame represented by the system satellites as carrier marks. Therefore, the orbit dynamics is included in the frame definition. The frame has its origin in the geocenter and the orientation of the coordinate axes is defined by a modification of the coordinate system NSWZ9z-c from the Defense Mapping Agency of the USA (DMA).

An alternative to get improved results consists in determining precise ephemerides by a network of globally distributed tracking stations. Such a network is run by DMA consisting of the five ground stations of the control segment and five additional tracking stations globally distributed. Besides, there exist some private tracking networks, or being established. Important is the Cooperative International GPS Network and the International GNSS Service (IGS). The precise ephemerides based on these tracking networks enable a much better realization of WGS84 than based on the predicted ephemerides of the GPS control segment.

Another conventional terrestrial reference frame is the ITRF (International Terrestrial Reference Frame) of the International Earth Rotation Service (IERS). It is a realization of the International Terrestrial Reference Frame (ITRF). The frame is materialized by a network of tracking stations whose position coordinates have been derived from a combination of laser ranging to satellites and to the moon, from VLBI observations, from GPS measurements and others. The origin, the orientation of the coordinate system and the scale of ITRF are implicitly defined by the coordinates of the observation stations. The origin of ITRF is the geocenter; the accuracy is in the size of a couple of centimeters. The $z$-axis coincides with the mean rotation axis of the Earth defined by the International Reference Pole (IRP). The $y$-axis is in the $0^{\circ}$ International Reference Meridian (IRM) plane, which is defined by the adopted longitudes of the reference stations. IRP and IRM coincide with the corresponding directions of the BIH Terrestrial System (BTS) 1984 within an accuracy of 0.003. The BIH Reference Pole was adjusted to the CIO 1967 (Conventional International Origin) with an accuracy of approximately 0.03 . Changes of the positions in time caused by plate tectonics or shift vectors are derived from repeating measurements. IERS publishes updates to the reference station coordinates, including shift vectors, as far as they are available. The solutions for every year are marked by the year code, e.g. ITRF2000.

### 2.5 Transformation between Celestial and Terrestrial Reference Frames

The transformation between conventional reference frames (CCRF) and conventional terrestrial reference frames (CTRF) could be performed by three rotations in space with three time-dependent angles, e.g. Eulerian angles or Cardano's angles. There are various theoretical reasons why this total rotation is split up in a series of successive rotations. There are two basic steps:

- Transformation from the mean celestial reference frame at epoch $T_{0}=J 2000.0$ to the true celestial reference frame at epoch $T$; these transformations include the transformations due to precession and due to nutation:


Figure 2.2: Celestial and Terrestrial Reference Frames.

- transformation from the mean celestial reference frame at epoch $T_{0}=J 2000.0\left(\mathrm{CCRF} T_{0}\right)$ to the mean celestial reference frame at epoch $T(\mathrm{CCRF} T)$ : precession,
- transformation from the mean celestial reference frame at epoch $T(\operatorname{CCRF} T)$ to the true celestial reference frame at the same epoch $T$ (CRF $T)$ : nutation,
- Transformation from the true celestial reference frame at epoch $T$ to the conventional terrestrial reference frame at epoch $T$; these transformations include the transformations due to the daily rotation and due to the polar motion:
- transformation from the true celestial reference frame at epoch $T$ (CRF $T$ ) to the true terrestrial reference frame at the epoch $T$ (TRF $T$ ): daily rotation,
- transformation from the true terrestrial reference frame at epoch $T$ (TRF $T$ ) to the conventional reference frame at the epoch $T(\mathrm{CTRF} T)$ : polar motion.

The total transformation of the orthogonal Cartesian coordinates referred to the frame (CCRF $T_{0}$ ) to coordinates referred to the frame $(\operatorname{CTRF} T)$ is given by the rotation matrix:

$$
\left(\begin{array}{l}
x  \tag{2.8}\\
y \\
z
\end{array}\right)_{\operatorname{CTRF}_{T}}=\mathbf{S}\left(\operatorname{GAST}_{2} y_{P}, x_{P}\right) \mathbf{N}(\varepsilon,-\Delta \psi,-\varepsilon-\Delta \varepsilon) \mathbf{P}\left(-\zeta_{A}, \vartheta_{A},-z_{A}\right)\left(\begin{array}{l}
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y \\
z
\end{array}\right)_{\operatorname{CCRF} T_{0}}
$$

The first transformation from the mean celestial reference frame at epoch $T_{0}=J 2000.0\left(\mathrm{CCRF} T_{0}\right)$ to the mean celestial reference frame at epoch $T$ (CCRF $T$ ) is due to the general (lunisolar and planetary) precession between the epochs $T_{0}=J 2000.0$ and $T$ (precession matrix),

$$
\begin{equation*}
\mathbf{P}\left(-\zeta_{A}, \vartheta_{A},-z_{A}\right):=\mathbf{R}_{3}\left(-z_{A}\right) \mathbf{R}_{2}\left(\vartheta_{A}\right) \mathbf{R}_{3}\left(-\zeta_{A}\right) \tag{2.9}
\end{equation*}
$$

The equatorial precession parameters for precession between the epoch $T_{0}$ and epoch $T$ are given by the IERS conventions 2003 (McCarthy and Petit 2003):

$$
\begin{align*}
& \zeta_{A}=2.5976176^{\prime \prime}+2306.0809506^{\prime \prime} t+0.3019015^{\prime \prime} t^{2}+0.0179663^{\prime \prime} t^{3}-0.0000327^{\prime \prime} t^{4}-0.0000002^{\prime \prime} t^{5}, \\
& \vartheta_{A}=2004.1917476^{\prime \prime} t-0.4269353^{\prime \prime} t^{2}-0.0418251^{\prime \prime} t^{3}-0.0000601^{\prime \prime} t^{4}-0.0000001^{\prime \prime} t^{5},  \tag{2.10}\\
& z_{A}=-2.5976176^{\prime \prime}+2306.0803226^{\prime \prime} t+1.0947790^{\prime \prime} t^{2}+0.0182273^{\prime \prime} t^{3}+0.0000470^{\prime \prime} t^{4}-0.0000003^{\prime \prime} t^{5},
\end{align*}
$$

where the time difference $t$ is given in Julian Centuries of $T D B$ (Barycentric Dynamical Time) according to:

$$
\begin{equation*}
t=(T-J 2000.0) / 36525.0 \tag{2.11}
\end{equation*}
$$

and $T$ is given in Julian years of $T D B$. These parameters are based on a numerical model adopted by the IAU in 2000.

The second transformation from the mean celestial reference frame at epoch $T$ (CCRF $T$ ) to the true celestial reference frame at the same epoch $T(\mathrm{CRF} T)$ is due to astronomic nutation at the epoch $T$. It can be computed by the following combination of rotations (nutation matrix):

$$
\begin{equation*}
\mathbf{N}(\varepsilon,-\Delta \psi,-\varepsilon-\Delta \varepsilon):=\mathbf{R}_{1}(-\varepsilon-\Delta \varepsilon) \mathbf{R}_{3}(-\Delta \psi) \mathbf{R}_{1}(\varepsilon) \tag{2.12}
\end{equation*}
$$

The rotations contain the mean obliquity of the ecliptic $\varepsilon$ and the astronomic nutation components in longitude $\Delta \psi$ and in obliquity $\Delta \varepsilon$, respectively. The mean obliquity of the ecliptic at epoch $T, \varepsilon$, which represents the rotation angle from the mean ecliptic system to the mean equator systems, is calculated by:

$$
\begin{equation*}
\varepsilon=23^{\circ} 26^{\prime} 21.448^{\prime \prime}-46.8150^{\prime \prime} t-0.00059^{\prime \prime} t^{2}+0.001813^{\prime \prime} t^{3} \tag{2.13}
\end{equation*}
$$

The true obliquity of the ecliptic at epoch $T$ is given by the sum $\varepsilon+\Delta \varepsilon$. The astronomic nutation components in longitude $\Delta \psi$ and in obliquity $\Delta \varepsilon$, respectively, are calculated by series expansions, according to the above mentioned theory. The first terms read:

$$
\begin{align*}
\Delta \psi & =\left(-17.1996^{\prime \prime}-0.01742^{\prime \prime} t\right) \sin (\Omega)+\left(0.2062^{\prime \prime}+0.00002^{\prime \prime} t\right) \sin (2 \Omega)+\cdots \\
\Delta \varepsilon & =\left(9.2025^{\prime \prime}+0.00089^{\prime \prime} t\right) \cos (\Omega)+\left(-0.0895^{\prime \prime}+0.00005^{\prime \prime} t\right) \cos (2 \Omega)+\cdots \tag{2.14}
\end{align*}
$$

The complete series terms are given, e.g. in the IERS conventions 2003 (McCarthy and Petit 2003), as well as an improved theory of precession and nutation. The final transformation from the true celestial reference frame at epoch $T$ (CRF $T$ ) to the conventional terrestrial reference frame at epoch $T$ (CTRF $T$ ) includes a first rotation due to the daily rotation expressed by the Greenwich Apparent Sidereal Time (GAST) and two rotations around small angles due to the polar motion, expressed by the polar coordinates $\left(x_{P}, y_{P}\right)$ :

$$
\begin{equation*}
\mathbf{S}\left(\operatorname{GAST},-y_{P},-x_{P}\right):=\mathbf{R}_{2}\left(-x_{P}\right) \mathbf{R}_{1}\left(-y_{P}\right) \mathbf{R}_{3}(\mathrm{GAST}) \tag{2.15}
\end{equation*}
$$

The coordinate systems involved are illustrated in Fig. 2.2 (ILK 2007). The true celestial reference frame (CRF $T)$ is defined by the true celestial equator and the true Celestial Intermediate Pole (CIP) of epoch
$T$. The Conventional Terrestrial Reference Frame (CTRF $T$ ) is defined by the conventional mean terrestrial equator and the Conventional Terrestrial Pole (CTP) at the same epoch $T$. The position of CIP with respect to CTP is described by the parameters of polar motion (polar coordinates), $x_{P}, y_{P}$. The angle between the $x$-axis of CTRF (which is in the Greenwich mean astronomical meridian) is defined by the Greenwich hour angle of the true vernal equinox, the Greenwich Apparent Sidereal Time (GAST). GAST is changing continuously because of the rotation of the Earth but not completely uniformly. The GAST can be calculated from the Greenwich Mean Sidereal Time (GMST) and GMST itself by a time polynomial from the difference of the Universal Time 1 (UT1), which can be derived from observations and an atomic time scale, the Universal Time Coordinated (UTC):

$$
\begin{equation*}
\Delta t=U T C-U T 1 \tag{2.16}
\end{equation*}
$$

The integration of $\Delta t$ over one day results in changes of the Length Of Day (LOD). The time difference $\Delta t$ cannot be expressed by an analytical formula and is published together with the polar coordinates $x_{P}, y_{P}$ by IERS.

A consistent system of reference frames, as for example the IERS reference coordinate frames consisting of the International Terrestrial Reference Frame (ITRF) and the International Celestial Reference Frame (ICRF), include also the relations between these frames to be able to transform between these frames. The basic transformations are identical to those sketched before. A detailed description of the transformations between the current IERS reference frames, ICRF and ITRF, are given in the IERS conventions 2003 (MCCARTHY and Petit 2003). The (numerical) deviations from the more general transformation models given above are outlined in this publication. From the point of view of a conventional reference system, that means from the model point of view, there are only minor differences. The IERS Earth Oriented Parameter (EOP) describe the rotation of ITRF with respect to ICRF based on the conventional model of precession and nutation; they model the non-predictable portions of the Earth rotation. The polar coordinates $x_{P}$ and $y_{P}$ describe the Celestial Intermediate Pole (CIP) with respect to the IERS Reference Pole (IRP) (see Fig. 2.2). The CIP deviates from the true rotation axis by quasi-daily fluctuations with amplitudes below 0.01. The $x$-axis is directed to the IERS Reference Meridian (IRM); the $y$-axis is orthogonal to the $x$-axis in a westerly direction. UT1 is related to the Greenwich Mean Sidereal Time (GMST) by conventions; it defines the orientation of the IRM within ICRF, countable around the CEP-axis. UT1 is represented by the difference to very uniform atomic time scale, TAI, by UT1-TAI; the instability of $T A I$ is about six orders of magnitudes smaller than those of $U T 1$.

### 2.6 Overview of GPS Observations

GPS observables are either ranges which are deduced from the measured travel times of electro-magnetic wave signals between the GPS satellites and the receivers or phase differences based on a comparison between the received electro-magnetic wave signals from GPS satellites and the signals which are generated in the receivers. Unlike the classical terrestrial electronic distance measurement, GPS uses the "one way concept" where two clocks are used, one is located in the GPS satellite and the other in the receiver. Thus, the ranges are biased by the satellite and receiver clock errors and, consequently, they are denoted as pseudoranges (Hofmann-Wellenhof et al. 2001). Obviously, the measured pseudo-range is different from the geometrical distance between the antenna at the GPS satellite and the receiver's antenna because of the errors of both clocks, the influence of the transmission medium and other physical influences on the GPS signals. It is also notable that the path of the signal transmission differs slightly from the geometric signal propagation path. The medium not only delays the signal, but also bends the path of the transmitting signal (Gao and Wojciechowski 2004). For GPS satellites, three basic observables can be identified:

- Code pseudo-range observations,
- Carrier phase observations and
- Doppler observations.

They will be discussed in more details in the following sections.

### 2.6.1 Code Pseudo-range Observables

Pseudo-ranges derived from code measurements are the fundamental observables in a code dependent receiver (Seeber 2003). The code sequence, generated in the receiver, is shifted stepwise against the code sequence, received from the satellite, until a maximum correlation is achieved. At the moment of maximum correlation, the internal code sequence is measured in the receiver time frame (SEEBER 2003). The signal emission time of the GPS satellite is denoted by $t^{s}$, and the GPS signal reception time at the receiver by $t_{r}$. In the case of vacuum and an error free situation, the measured pseudo-range is equal to the geometrical distance and can be derived from (Xu 2007),

$$
\begin{equation*}
P_{r}^{s}\left(t_{r}, t^{s}\right)=\left(t_{r}-t^{s}\right) c, \tag{2.17}
\end{equation*}
$$

where c is the speed of light and the subscripts $r$ and $s$ denote the receiver and GPS satellite, respectively. $t^{s}$ and $t_{r}$ are considered as true emission and reception times of the GPS signal. Taking both, GPS satellite and receiver clock errors, into account then the pseudo-range can be represented by,

$$
\begin{equation*}
P_{r}^{s}\left(t_{r}, t^{s}\right)=\left(t_{r}-t^{s}\right) c+\left[\delta t_{r}\left(t_{r}\right)-\delta t^{s}\left(t^{s}\right)\right] c \tag{2.18}
\end{equation*}
$$

where $\delta t_{r}\left(t_{r}\right)$ and $\delta t^{s}\left(t^{s}\right)$ denote the clock errors of the receiver and the GPS satellite, respectively. The GPS satellite clock error $\delta t^{s}\left(t^{s}\right)$ is known from the GPS satellite orbit determination procedure, performed by the IGS analysis centers. The receiver clock offset can be estimated within the GPS data processing in case of precise point positioning or it can be modeled in case of lower accuracy demands from the coefficients received from the navigation message. Considering the influences of the transmitting medium, e.g. the ionospheric, tropospheric, as well as the multi-path effects and other model corrections, e.g. Earth and ocean tide loading effects, relativistic effects and antenna mass center offsets as well as remaining error effects, the code pseudo-range observable at frequency $i$ can be written as (Xu 2007),

$$
\begin{align*}
P_{r, i}^{s}\left(t_{r}, t^{s}\right) & =\rho_{r}^{s}\left(t_{r}, t^{s}\right)+\left[\delta t_{r}\left(t_{r}\right)-\delta t^{s}\left(t^{s}\right)\right] c+I_{i}^{r}\left(t_{r}\right)+d_{O}^{s}\left(t_{r}\right)+d_{T r}^{r}\left(t_{r}\right)+d_{T i}^{r}\left(t_{r}\right)+d_{C, i}^{r}\left(t_{r}\right)+ \\
& +d_{V, i}^{r}\left(t_{r}\right)+d_{R}^{r}\left(t_{r}\right)-d_{R}^{s}\left(t_{r}\right)+d_{M, P_{i}}\left(t_{r}\right)+\varepsilon_{r, P_{i}}^{s} \tag{2.19}
\end{align*}
$$

The measured code pseudo-range at frequency $i$ at the left-hand side represents the geometrical distance between the satellite $s$ at the signal emission time $t^{s}$ and the GPS receiver antenna $r$ at the reception time $t_{r}$ as well as several correction terms as,

$$
\begin{array}{ll}
I_{i}^{r}\left(t_{r}\right), d_{T r}^{r}\left(t_{r}\right) & \text { the ionospheric path delay at frequency } i \text { and the tropospheric effect, respectively, } \\
d_{T i}^{r}\left(t_{r}\right) & \text { the Earth tide and ocean loading effects, } \\
d_{O}^{s}\left(t_{r}\right) & \text { orbital error of } s^{t h} \text { GPS satellite at time } t_{r}, \\
d_{C, i}^{r}\left(t_{r}\right), d_{V, i}^{r}\left(t_{r}\right) & \text { the receiver antenna phase center offset and its variation, } \\
d_{R}^{r}\left(t_{r}\right), d_{R}^{s}\left(t_{r}\right) & \text { the special relativistic effects of the receiver } r \text { and GPS satellite } s, \\
d_{M, P_{i}}\left(t_{r}\right), \varepsilon_{r, P_{i}}^{s} & \begin{array}{l}
\text { the multi-path effect on code pseudo-range observation and remaining (un-modeled) } \\
\end{array} \\
\text { errors in the code pseudo-range observation model. }
\end{array}
$$

The GPS signal travel time between the GPS satellite $s$ and the GPS receiver $r$, based on the corresponding geometrical distance $\rho_{r}^{s}\left(t_{r}, t^{s}\right)$, can be written

$$
\begin{equation*}
\tau_{r}^{s}=\rho_{r}^{s}\left(t_{r}, t^{s}\right) / c \tag{2.20}
\end{equation*}
$$

with taking frequency and time stability of the GPS satellites and GPS signal travel time into account, the GPS satellite clock offset reads,

$$
\begin{equation*}
\delta t^{s}\left(t^{s}\right)=\delta t^{s}\left(t_{r}-\tau_{r}^{s}\right) \approx \delta t^{s}\left(t_{r}\right) \tag{2.21}
\end{equation*}
$$

If we assume that all error effects of the receiver $r$ and the GPS satellite $s$ have been considered, either by specified models or by elimination through the data combination procedures, then the error effects can be summarized as follows,

$$
\begin{align*}
e_{r, P_{i}}^{s}\left(t_{r}\right) & =-c \delta t^{s}\left(t_{r}-\tau_{r}^{s}\right)+I_{i}^{r}\left(t_{r}\right)+d_{O}^{s}\left(t_{r}\right)+d_{T r}^{r}\left(t_{r}\right)+d_{T i}^{r}\left(t_{r}\right)+d_{R}^{r}\left(t_{r}\right)-d_{R}^{s}\left(t_{r}\right)+  \tag{2.22}\\
& +d_{C, i}^{r}\left(t_{r}\right)+d_{V, i}^{r}\left(t_{r}\right)
\end{align*}
$$

The observation equation can be written with the error term from Eq. (2.22) inserted into Eq. (2.19),

$$
\begin{equation*}
P_{r, i}^{s}\left(t_{r}\right)=\rho_{r}^{s}\left(t_{r}, t^{s}\right)+c \delta t_{r}\left(t_{r}\right)+d_{M, P_{i}}\left(t_{r}\right)+e_{r, P_{i}}^{s}\left(t_{r}\right)+\varepsilon_{r, P_{i}}^{s} . \tag{2.23}
\end{equation*}
$$

The above discussed code pseudo-range model is generally valid for both $\mathrm{C} / \mathrm{A}$ and P code pseudo-range observations. The precision of the code pseudo-range measurements depends on the electronic characteristics. Nowadays, it is no problem to measure with a precision of up to $1 \%$ of the chip wavelength. This corresponds to a precision of about 3 m for the $\mathrm{C} / \mathrm{A}$ code and of 30 cm for the P-code observations (XU 2007).

### 2.6.2 Carrier Phase Observables

The carrier phase observable is the measurement of the phase of the received satellite signal relative to the receiver generated phase at the reception time. The observable is the difference between the transmitted and the doppler shifted carrier phase, defined in the satellite time frame, and the phase of the reference signal, defined in the receiver time frame (Seeber 2003). The number of full carrier phase waves between the receiver and the GPS satellite cannot be accounted for at the initial signal acquisition time. Therefore, the measured carrier phase is the measurement of the fractional phase and it is necessary to register changes in the cycles. The carrier phase observable results from an accumulated carrier phase observation process. The fractional carrier phase can be measured electronically with a precision of better than $1 \%$ of the carrier phase wavelength, which corresponds to a millimeter precision. This is the reason why the carrier phase measurement is more precise than the code pseudo-range observation. A full carrier wave is called a cycle. The ambiguity integer number of cycles in the carrier phase measurement is called ambiguity parameter. The measurement consists of a correct fractional phase and an arbitrary integer cycle count setting at the start epoch. Such an arbitrary initial cycle of carrier phases will be adjusted to the correct one by modeling an ambiguity parameter (XU 2007). Note that the receiver, the GPS satellite clock offset, the atmospheric delay, the ambiguity parameter and the hardware signal delay at the receiver and at the satellite are linear dependent. Hence, ambiguity fixing is not a trivial problem (Wuebbenna et al. 2001). In the vacuum or an error-free situation, the measured carrier phase can be written as (XU 2007),

$$
\begin{equation*}
\phi_{r}^{s}\left(t_{r}\right)=\phi_{r}\left(t_{r}\right)-\phi^{s}\left(t_{r}\right)+N_{r}^{s} \tag{2.24}
\end{equation*}
$$

where the subscripts $r$ and $s$ denote the receiver and the GPS satellite, respectively. $\phi_{r}, \phi^{s}$ and $N_{r}^{s}$ are the phases of the receiver oscillator and the received signal phase of the GPS satellite as well as the ambiguity related to the receiver and the GPS satellite. The received phase of the satellite signal at the reception time is exactly the same as the phase of the emitted satellite signal at the emission time (Remondi 1984, Leick 1995)

$$
\begin{equation*}
\phi^{s}\left(t_{r}\right)=\phi_{e}^{s}\left(t_{r}-\tau_{r}^{s}\right) \tag{2.25}
\end{equation*}
$$

where $\phi_{e}^{s}$ and $\tau_{r}^{s}$ denote the emitted phase of the GPS satellite and the travel time of the signal, respectively. The Eq. (2.24) can be rewritten as,

$$
\begin{equation*}
\phi_{r}^{s}\left(t_{r}\right)=\phi_{r}\left(t_{r}\right)-\phi_{e}^{s}\left(t_{r}-\tau_{r}^{s}\right)+N_{r}^{s} . \tag{2.26}
\end{equation*}
$$

Suppose the initial time is $t_{0}$ and the received satellite signal and the reference carrier of the receiver have the nominal frequency $f$ then the carrier phase measurement with the GPS satellite clock offset $\delta t^{s}$ and the receiver clock error $\delta t_{r}$ reads,

$$
\begin{align*}
\phi_{r}\left(t_{r}\right) & =\phi_{r}\left(t_{0}\right)+f\left(t_{r}+\delta t_{r}\left(t_{r}\right)-t_{0}-\delta t_{r}\left(t_{0}\right)\right), \\
\phi_{e}^{s}\left(t_{r}-\tau_{r}^{s}\right) & =\phi^{s}\left(t_{0}\right)+f\left(t_{r}+\delta t^{s}\left(t_{r}-\tau_{r}^{s}\right)-\tau_{r}^{s}-t_{0}-\delta t^{s}\left(t_{0}\right)\right),  \tag{2.27}\\
\tau_{r}^{s} & =\rho_{r}^{s}\left(t_{r}, t^{s}\right) / c
\end{align*}
$$

Inserting Eq. (2.27) in Eq. (2.26), then the observed carrier phase can be rewritten as,

$$
\begin{align*}
\phi_{r}^{s}\left(t_{r}\right) & =\phi_{r}\left(t_{0}\right)+f\left(t_{r}+\delta t_{r}\left(t_{r}\right)-t_{0}-\delta t_{r}\left(t_{0}\right)\right)-\left[\phi^{s}\left(t_{0}\right)+f\left(t_{r}+\delta t^{s}\left(t_{r}-\tau_{r}^{s}\right)-\tau_{r}^{s}-t_{0}-\delta t^{s}\left(t_{0}\right)\right)\right]+N_{r}^{s} \\
& =f \rho_{r}^{s}\left(t_{r}, t^{s}\right) / c+f\left(\delta t_{r}\left(t_{r}\right)-\delta t^{s}\left(t_{r}-\tau_{r}^{s}\right)\right)+\phi_{r}\left(t_{0}\right)-\phi^{s}\left(t_{0}\right)-f \delta t_{r}\left(t_{0}\right)+f \delta t^{s}\left(t_{0}\right)+N_{r}^{s} . \tag{2.28}
\end{align*}
$$

If we assume $A_{r}^{s}$ as real ambiguity parameter between the GPS satellite and the receiver:

$$
\begin{equation*}
A_{r}^{s}=N_{r}^{s}+\phi_{r}\left(t_{0}\right)-\phi^{s}\left(t_{0}\right)-f \delta t_{r}\left(t_{0}\right)+f \delta t^{s}\left(t_{0}\right), \tag{2.29}
\end{equation*}
$$

and taking the special relativistic effect, the medium errors (e.g. tropospheric and ionospheric effects), multipath and ocean and the Earth tide loading into account, then Eq. (2.28) can be expressed in the cycle unit at frequency $i\left(f_{i}\right)$ as:

$$
\begin{align*}
\phi_{r, i}^{s}\left(t_{r}\right) & =\rho_{r}^{s}\left(t_{r}, t^{s}\right) f_{i} / c+f_{i}\left[\delta t_{r}\left(t_{r}\right)-\delta t^{s}\left(t_{r}-\tau_{r}^{s}\right)\right]+A_{r, i}^{s}+\frac{1}{\lambda_{i}}\left[-I_{i}^{r}\left(t_{r}\right)+d_{O}^{s}\left(t_{r}\right)+d_{T r}^{r}\left(t_{r}\right)+d_{T i}^{r}\left(t_{r}\right)+\right. \\
& \left.+d_{C, i}^{r}\left(t_{r}\right)+d_{V, i}^{r}\left(t_{r}\right)+d_{R}^{r}\left(t_{r}\right)-d_{R}^{s}\left(t_{r}\right)+d_{M, \phi_{i}}\left(t_{r}\right)\right]+\varepsilon_{r, \phi_{i}}^{s} \tag{2.30}
\end{align*}
$$

or in units of length,

$$
\begin{align*}
\Phi_{r, i}^{s}\left(t_{r}\right) & =\lambda_{i} \phi_{r, i}^{s}\left(t_{r}\right)=\rho_{r}^{s}\left(t_{r}, t^{s}\right)+c\left[\delta t_{r}\left(t_{r}\right)-\delta t^{s}\left(t_{r}-\tau_{r}^{s}\right)\right]+\lambda_{i} A_{r, i}^{s}-I_{i}^{r}\left(t_{r}\right)+d_{O}^{s}\left(t_{r}\right)+ \\
& +d_{T r}^{r}\left(t_{r}\right)+d_{T i}^{r}\left(t_{r}\right)+d_{C, i}^{r}\left(t_{r}\right)+d_{V, i}^{r}\left(t_{r}\right)+d_{R}^{r}\left(t_{r}\right)-d_{R}^{s}\left(t_{r}\right)+d_{M, \Phi_{i}}\left(t_{r}\right)+\varepsilon_{r, \Phi_{i}}^{s} \tag{2.31}
\end{align*}
$$

If we assume that all error effects of the receiver $r$ and the GPS satellite $s$ have been considered, either by specified models or by elimination through the data combination procedures, then the error effects can be summarized as follows,

$$
\begin{equation*}
e_{r, \Phi_{i}}^{s}\left(t_{r}\right)=-c \delta t^{s}\left(t_{r}-\tau_{r}^{s}\right)-I_{i}^{r}\left(t_{r}\right)+d_{O}^{s}\left(t_{r}\right)+d_{R}^{r}\left(t_{r}\right)-d_{R}^{s}\left(t_{r}\right)+d_{C, i}^{r}\left(t_{r}\right)+d_{V, i}^{r}\left(t_{r}\right) \tag{2.32}
\end{equation*}
$$

The observation equation can be written with the error term from Eq. (2.32) inserted into Eq. (2.31),

$$
\begin{equation*}
\Phi_{r, i}^{s}\left(t_{r}\right)=\rho_{r}^{s}\left(t_{r}, t^{s}\right)+c\left[\delta t_{r}\left(t_{r}\right)-\delta t^{s}\left(t_{r}-\tau_{r}^{s}\right)\right]+\lambda_{i} A_{r, i}^{s}+d_{M, \Phi_{i}}\left(t_{r}\right)+e_{r, \Phi_{i}}^{s}\left(t_{r}\right)+\varepsilon_{r, \Phi_{i}}^{s} \tag{2.33}
\end{equation*}
$$

During GPS signal tracking, the phase and integer accounts are continuously modeled and frequently measured. In this way, the changing oscillator frequency is accounted for. Every time the phase is measured, the coefficient in the tracking loop model is updated to ensure a sufficient precision of the measurement (Remondi 1984).

### 2.6.3 Doppler Observables

The Doppler effect is a frequency shift phenomenon of the electromagnetic wave, caused by the relative motion of the emitter and receiver. Some of the first solution strategies proposed for GPS were based on the Doppler effect as observable for the TRANSIT system. This system used the integrated Doppler shifts (i.e. the phase differences) which were scaled to the ranges (Hofmann-Wellenhof et al. 2001). Suppose the emitted signal has the nominal frequency $f$ then the radial velocity of the GPS satellite with respect to the receiver is,

$$
\begin{equation*}
v_{\rho}=\mathbf{v} \cdot \mathbf{u}_{\rho}=\|\mathbf{v}\| \cos \alpha \tag{2.34}
\end{equation*}
$$

with
v the velocity vector relative to the receiver,
$\mathbf{u}_{\rho}$ the unit vector directing from the receiver to the GPS satellite,
$\alpha$ the projection angle of the satellite velocity vector to the receiver-satellite direction and
$\rho \quad$ the distance between the GPS satellite and the receiver.
Then the frequency of the received signal reads (XU 2007):

$$
\begin{equation*}
f_{\rho}=f\left(1+\frac{v_{\rho}}{c}\right)^{-1} \approx f\left(1-\frac{v_{\rho}}{c}\right) \tag{2.35}
\end{equation*}
$$

and the Doppler frequency shift can be written as,

$$
\begin{equation*}
f_{D}=f-f_{\rho} \approx f \frac{v_{\rho}}{c}=\frac{v_{\rho}}{\lambda}=\frac{d \rho}{\lambda d t} \tag{2.36}
\end{equation*}
$$

The Doppler count (or integrated Doppler shift) is the integral of the frequency shift over a specific time interval (e.g. one minute). If the time interval is small enough, then the Doppler count is identical to the instantaneous frequency shift,

$$
\begin{equation*}
D=f_{D}=\frac{d \rho}{\lambda d t} \tag{2.37}
\end{equation*}
$$

An approximate Doppler frequency shift is required to get the GPS satellite signal. The prediction of $D$ is part of the GPS signal tracking process. $D$ is used to predict the phase change first, then the phase change is compared with the measured value to get the precise value of the Doppler frequency shift. The accumulated integer account of cycles is obtained through a polynomial fitting of a series of predicted phase changes and the measured values (Remondi 1984). Therefore, the Doppler frequency shift is a by-product of the carrier phase measurements. However, the Doppler frequency is an independent observable and a measurement of the instantaneous range-rate (XU 2007). Notice that in an error-free environment the Doppler observable can be written as,

$$
\begin{equation*}
D=\frac{d \Phi}{\lambda d t}=\frac{d \rho_{r}^{s}\left(t_{r}, t^{s}\right)}{\lambda d t}-f \frac{d\left(\delta t_{r}-\delta t^{s}\right)}{d t}+R_{f}+\zeta \tag{2.38}
\end{equation*}
$$

with
$D$ the Doppler frequency shift,
$f, \lambda$ the frequency and the wavelength of the GPS signal, respectively,
$R_{f}$ the frequency correction of the relativistic effect,
$\zeta$ the measurement error.
Effects with low frequency properties such as ionospheric, tropospheric, multi-path and tide effects are canceled out (XU 2007).

### 2.7 The Corrections and Error Sources on the GPS Observations

### 2.7.1 Signal Travel Time and Sagnac Effect

The GPS observations (code pseudo-range and carrier phase) can be considered in a simplified way as geometrical distances $\rho$ from the GPS satellite at the signal emission time to the receiver at the signal reception time. In case of the Precise Point Positioning (PPP) method, the precise satellite ephemerides (precise coordinates and the clock offset) provided by the IGS center must be corrected for the signal travel time. Then it is necessary to correct the observation time (epoch) $t$ by subtracting the travel time of the signal to obtain the signal emission time and subsequently the GPS satellite position and its clock offset at the emission time. Therefore, it is necessary to compute the signal travel time through an iterative process. The computation of the GPS satellites position at the time of the signal transmission $\mathbf{r}\left(t-\tau_{r}^{s}\right)$ can be performed either by an interpolation of adjacent position values (e.g. by a Chebyschev interpolation method) or by a Taylor expansion,

$$
\begin{equation*}
\mathbf{r}\left(t-\tau_{r}^{s}\right) \approx \mathbf{r}(t)-\dot{\mathbf{r}}(t) \tau_{r}^{s}+\frac{1}{2} \ddot{\mathbf{r}}(t)\left(\tau_{r}^{s}\right)^{2} \tag{2.39}
\end{equation*}
$$

where $\dot{\mathbf{r}}(t)$ and $\ddot{\mathbf{r}}(t)$ are velocity and acceleration of the satellite at the time $t$. The travel time iteration is usually performed in an inertial system with the inertial receiver position $\mathbf{r}_{I C R F}$ and the inertial GPS satellite position vector $\mathbf{r}_{I C R F}^{s}$. It is necessary to transform the receiver positions from the inertial reference frame (ICRF) to the terrestrial reference frame (ITRF). The signal path given by Montenbruck (Montenbruck and Gill 2000) reads,

$$
\begin{equation*}
\rho_{r}^{s}\left(t_{r}, t^{s}\right)=\left\|\mathbf{R}_{I T R F}(t)\left(\mathbf{r}_{I C R F}^{s}\left(t-\tau_{r}^{s}\right)-\mathbf{r}_{I C R F}(t)\right)\right\|, \tag{2.40}
\end{equation*}
$$

where $\mathbf{R}_{I T R F}(t)$ is the rotation matrix from the ICRF to the ITRF at epoch $t$. With the approximation,

$$
\begin{equation*}
\mathbf{R}_{I T R F}(t) \approx \mathbf{R}_{z}\left(\omega_{e} \tau_{r}^{s}\right) \mathbf{R}_{I T R F}\left(t-\tau_{r}^{s}\right), \tag{2.41}
\end{equation*}
$$

where $\mathbf{R}_{z}$ is the rotation matrix causing a rotation around the $z$-axis of the ITRF and $\omega_{e}$ the angular velocity of the Earth. The inertial position of the GPS satellite can be substituted by the corresponding ITRF position, so that it follows,

$$
\begin{equation*}
\mathbf{r}_{I T R F}^{s}\left(t-\tau_{r}^{s}\right)=\mathbf{R}_{I T R F}\left(t-\tau_{r}^{s}\right) \mathbf{r}_{I C R F}^{s}\left(t-\tau_{r}^{s}\right) \tag{2.42}
\end{equation*}
$$

The geometrical distance between the sender (GPS) and the receiver reads in ITRF,

$$
\begin{equation*}
\rho_{r}^{s}\left(t_{r}, t^{s}\right)=c \tau_{r}^{s}=\left\|\mathbf{R}_{z}\left(\omega_{e} \tau_{r}^{s}\right) \mathbf{r}_{I T R F}^{s}\left(t-\tau_{r}^{s}\right)-\mathbf{r}_{I T R F}(t)\right\|, \quad \mathbf{r}_{m}^{s}(t)=\mathbf{R}_{z}\left(\omega_{e} \tau_{r}^{s}\right) \mathbf{r}_{I T R F}^{s}\left(t-\tau_{r}^{s}\right) \tag{2.43}
\end{equation*}
$$

The rotation matrix, $\mathbf{R}_{z}\left(\omega_{e} \tau_{r}^{s}\right)$, is necessary if the coordinates are referred to the ITRF (Strang and Borre 1997). The correction related to the rotation of the Earth is called Sagnac correction (Xu 2007). From Eq. (2.43) we see that when using the LEO coordinates in the ITRF system, one has to rotate the GPS satellite position vector around the z-axis. The amount equals the angular rotation of the earth in the time the signal needs to travel from the GPS satellites to the GPS receiver on-board LEO. For example, the altitude of a GPS satellite is about 20200 km , thus the GPS signal travel time to the LEO satellite is about 66 msec and the earth rotates within this time span at an amount of about 15 arcsec. Therefore, the angular displacement of the earth around its rotation axis during the signal travel is roughly 1 arcsec. So, if the earth rotation effect is not applied to the GPS satellite coordinates then the estimated LEO absolute positions will be biased by about 1 arcsec in longitude. Therefore, the Sagnac effect can be corrected by inserting the rotation matrix, i.e. $\mathbf{R}_{z}\left(\omega_{e} \tau_{r}^{s}\right)$, in the Eq. (2.43) to calculate the true range between the LEO and GPS satellites in the ITRF system. The signal transmitting time $\tau_{r}^{s}$ can be solved through iteration of Eq. (2.43). This procedure has been applied in the LEO precise orbit determination with the code pseudo-range and the carrier phase observations. This computation is not affected by the receiver and the GPS clock offset. However, the computed nominal emission time is corrupted by the ionospheric, hardware and multi-path errors. All these effects are negligible in the present context (Montenbruck and Gill 2000).

### 2.7.2 Tropospheric Delay Correction

Satellite signals travel through the atmosphere which affects the propagation of the signal by the ionosphere and the troposphere. Each effect influences the satellite signals differently. Since the troposphere is a non-dispersive medium, tropospheric refraction causes an identical effect on both code and carrier phase modulation. The neutral atmosphere, which is the non-ionized part of the atmosphere, can normally be divided into two components, the dry and the wet part of the troposphere. The dry component consists mainly of dry gases (normally referred to as the dry part), whereas the wet component is a result of water vapor. The hydrostatic fraction contributes $90 \%$ of the total tropospheric refraction (see Leick 1995p. 308). The tropospheric effect is frequency independent and cannot be eliminated by combination of the observations based on different frequencies as in case of the ionospheric effects. There are different models to compute the wet and the dry tropospheric components, e.g. the models of Saastamoinen and Hopfield as well as the modified Hopfield model. These models depend on the absolute temperature, the partial pressure of the dry gases, the water vapor (from relative humidity) and the receiver elevation to the GPS satellite. In other words, the tropospheric models are based on the physical information at the receiver and the geometric receiver-GPS constellation. The tropospheric path delay can be represented as a function of the zenith path delay ( $z p d$ ) and the mapping function (e.g. Marini or Marini and Murray or Niell mapping function, etc.). For zero differenced (ZD) observables in case of a LEO, there is no tropospheric delay to be taken into account between the LEO and the GPS satellites (Švehla and Rothacher 2002). In case of double differenced (DD) observables between the IGS GPS ground stations and the LEO satellite(s), the tropospheric zenith path delay effect ( $z p d$ ) must be modeled or estimated based on a properly selected mapping function within the least squares estimation procedure.

### 2.7.3 Ionospheric Delay

The ionosphere influences the electromagnetic waves traveling through the atmosphere from the GPS satellites to the receiver antenna. The effect varies inversely with the square of the frequency $f$ of the signals and directly with the Total Electron Content(TEC). The TEC represents the total number of free electrons contained in a column with a cross section area of one square meter along the path of the signal between the satellite and the receiver. The ionosphere path delayed of the code pseudo-range $(P)$ and time advanced of the carrier phase $(\phi)$ observations at frequency $f$ can be represented as:

$$
\begin{equation*}
I_{P, f}=\frac{40.28}{f^{2}} T E C=-I_{\phi, f} . \tag{2.44}
\end{equation*}
$$

It is noticeable that there are only few ionosphere models available to estimate the ionosphere effects. Examples are the ionosphere plate model, the daily cosine model and the ionosphere point model. The ionosphere coefficients of the cosine model is included in the navigation message components which can approximate only $50 \%$ of the actual ionospheric group delay. Because of the low precision of the ionosphere models, they cannot be used for precise point positioning tasks. Better results to eliminate the ionosphere path delay can be achieved by a combination of observables at different frequencies. In case of dual frequency observations, almost all of the ionosphere range errors can be removed from code pseudo-range and carrier phase observations by the following linear combination as(LEICK 1995),

$$
\begin{equation*}
P_{3}=n_{1} P_{1}+n_{2} P_{2}, \quad \Phi_{3}=n_{1} \Phi_{1}+n_{2} \Phi_{2}, \quad n_{1}=\frac{f_{1}^{2}}{f_{1}^{2}-f_{2}^{2}}, \quad n_{2}=-\frac{f_{2}^{2}}{f_{1}^{2}-f_{2}^{2}} \tag{2.45}
\end{equation*}
$$

where $P_{i}$ and $\Phi_{i}$ are the code pseudo-range and carrier phase observations at the frequency $f_{i} ; P_{3}$ and $\Phi_{3}$ are the ionosphere-free code pseudo-range and carrier phase observations, respectively. Even the most dominant ionosphere correction is the lowest order term $\left(\frac{1}{f^{2}}\right)$, the higher order terms $\left(\frac{1}{f^{3}}\right)$ and $\left(\frac{1}{f^{4}}\right)$ might be important in case of an observation accuracy of a few millimeters to centimeters, respectively (BASSIRI and HAJJ 1992). If the code pseudo-range observations $\left(P_{r, 1}^{s}, P_{r, 2}^{s}\right)$ and the carrier phase observations ( $\Phi_{r, 1}^{s}, \Phi_{r, 2}^{s}$ ) between the GPS satellite $s$ and the receiver $r$ under the frequencies $f_{1}$ and $f_{2}$ are given, ionosphere parameter can be derived from the linear combination of the pseudo-range and carrier phase observations as,

$$
\begin{align*}
& P_{r, I}^{s}=P_{r, 1}^{s}-P_{r, 2}^{s}=(1-\alpha) I_{1}^{r}+c(1-\alpha) T_{G D}^{s}+\varepsilon_{r, P_{I}}^{s},  \tag{2.46}\\
& \Phi_{r, I}^{s}=\Phi_{r, 1}^{s}-\Phi_{r, 2}^{s}=-(1-\alpha) I_{1}^{r}+\lambda_{1} N_{r, 1}^{s}-\lambda_{2} N_{r, 2}^{s}+\varepsilon_{r, \Phi_{I}}^{s}, \tag{2.47}
\end{align*}
$$

where $\alpha=\frac{f_{1}^{2}}{f_{2}^{2}}$. The largest part of the receiver clock offset cancels out in the code combination and $T_{G D}^{s}$ is a constant over a period of time, as given in the broadcast message. The dual frequency carrier phase ionosphere-free combination can be used to detect cycle slips and outliers in the carrier phase observations. Since the ionospheric effect disrupts the code (time delaying) and carrier phase (time advancing) observations in the same way, it is possible to eliminate common ionospheric errors under the same frequency based on the combination,

$$
\begin{equation*}
P \Phi_{r, 3}^{s}=\frac{P_{r, i}^{s}+\Phi_{r, i}^{s}}{2} \tag{2.48}
\end{equation*}
$$

$P \Phi_{r, 3}^{s}$ (index $i=3$ ) is the ionosphere-free observation under the frequency $f_{i}, i=1,2$. This combination can be used to estimate the precise point positioning of the LEOs, because the new model has a lower noise and feasibility of the fixed ambiguity estimation for both $L_{1}$ and $L_{2}$. The analysis process has to enable to estimate the ambiguity parameter of the new ionosphere-free combination (see GAO and Shen 2002).

### 2.7.4 Multi-path Effect

This effect is well described by its name: a signal emitted from the satellite arrives at the receiver along more than one path. Multi-path is mainly caused either by reflections at surfaces nearby the receiver, or by
reflections at the satellite during the signal transmission (e.g. in case of LEOs). The (indirect) multi-path GPS signals are caused by the offset in the carrier phase and by variations in the amplitudes relative to the (direct) GPS signal. The amplitude variation and phase offset are dependent on the conditions of the environment of the GPS satellite and the receiver as well as by the geometric constellation of these elements. The influence of the multi-path, however, can be estimated by using a combination of $L_{1}$ and $L_{2}$ code pseudorange and carrier phase measurements. This holds because the troposphere, the clock error and the relativistic effects influence the code and carrier phases by the same amount. This is not the case for the ionospheric correction which is frequency dependent. By using the ionosphere-free code pseudo ranges $\left(P_{3}\right)$ and carrier phases $\left(\Phi_{3}\right)$, and forming differences between $P_{3}$ and $\Phi_{3}$ all mentioned effects except for the multi-path are canceled. The remaining part reflects the multi-path effect, apart from the noise (Hofmann-Wellenhof et al. 2001). Because of the geometrical constellation, it is obvious that signals received from low satellites are more susceptible to multi-path than those at high altitudes. Note also that code pseudo-ranges are more affected by multi-path than carrier phases (Hofmann-Wellenhof et al. 2001). Comparing single epochs, the multi-path effect may amount up to $10-20 \mathrm{~cm}$ for code pseudo-ranges (Wells et al. 1987). On the carrier phases for relative positioning with short baseline this effect will not be greater than 1 cm under good satellite geometry constellation and long observation intervals (Hofmann-Wellenhof et al. 2001). To reduce or estimate the multi-path effects, various methods are available which can be classified as follows,

- Antenna based mitigation,
- Improved receiver technology and
- Signal processing methods.

In the case of a LEO's data processing, high-low GPS-SST observations at low elevations are not corrupted by tropospheric refraction but multi-path effects may be an important source of degradation of low-elevation data. This is important particular for a LEO which may be tracked at zenith angles well above $90^{\circ}$ up to $105^{\circ}-110^{\circ}$. A possibility to minimize the impact of multi-path is by using an elevation-dependent weighting scheme. Using all observations with properly selected weights, this procedure promises a gain of observation information for the kinematic solution (Bоск 2003). For the processing of ground station observations, the weight function can be introduced as follows (Hugentobler et al. 2001),

$$
\begin{equation*}
w(z)=\cos ^{2}(z) \tag{2.49}
\end{equation*}
$$

where $z$ is the zenith distance of the GPS satellite observed from the ground station. To analyse the GPSSST data under the horizon of LEOs, the question arises whether these measurements help to improve the precise orbit determination in case of an appropriate weighting or whether they even reduce the accuracy of the solution. A simple modification of the weighting function in Eq. (2.49) is the introduction of a stretching factor, i.e. $\alpha$ (see Bock 2003),

$$
\begin{equation*}
w(z)=\cos ^{2}(\alpha z) \tag{2.50}
\end{equation*}
$$

Based on the results of Bock (Bock 2003) the stretching factor for CHAMP should read $\alpha=1$ and the zenith cut-off angle $90^{\circ}$ to improve the accuracy.

There are another methods, i.e. correction of multi-path effects in GPS observations with SNR data. The SNR data are available in CHAMP GPS-SST data from GFZ-ISDC in the standard RINEX format.

### 2.7.5 Antenna-Mass Center Offset Correction

The geometrical distance between the GPS satellite at the signal emission time and the receiver at the signal reception time is the distance of the phase centers of the two antennas. However, the orbit determination results, which describe the positions of the GPS satellite are referred to the mass center of the satellite. Therefore, a mass center correction has to be applied to the coordinates of the satellite position for precise
applications, especially for precise orbit determinations of the LEOs. A satellite fixed coordinate system shall be set up for describing the antenna phase center offset referring to the mass center of the satellite or vice versa. The origin of this coordinate system coincides with the mass center of the satellite (GPS satellite or LEO) and the $z$-axis is parallel to the direction antenna-Earth direction, the $y$-axis is parallel to the solar-panel axis, and the $x$-axis is selected to complete a right-hand coordinate system. A solar vector is a vector from the satellite mass center pointing to the Sun. During the motion of a GPS satellite, the $z$-axis


Figure 2.3: GPS satellite body coordinate system
is always pointing to the Earth, and the $y$-axis (solar panel axis) shall be kept perpendicular to the solar vector. In other words, the $y$-axis is always perpendicular to the plane, which is formed by the Sun, the Earth and the GPS satellite (see Fig. 2.3). The solar panel can be rotated around its axis to keep the solar panel perpendicular to the ray of the Sun. This is important to collect the solar energy in an optimal way. This definition of the satellite fixed coordinate system becomes meaningless when the Sun, the GPS satellite and the Earth are collinear. In this case and when the satellite is in the Earth's shadow, the satellite attitude cannot be modeled in such an easy way. Denoting the three unit vectors of the satellite fixed coordinate system as $\left(\tilde{\mathbf{e}}_{x}, \tilde{\mathbf{e}}_{y}, \tilde{\mathbf{e}}_{z}\right)$, then the vector of the geocenter to the GPS satellite and to the Sun reads $\mathbf{r}^{s}$ and $\mathbf{r}_{S}$, respectively. The vector $\mathbf{r}^{s}$ is obtained from the final GPS orbit products (in SP3 format) and $\mathbf{r}_{S}$ is calculated from the JPL planetary ephemeris (e.g. DE 405, Development Ephemeris 405). The unit vector $\tilde{\mathbf{e}}_{z}$ can be written (XU 2007),

$$
\begin{equation*}
\tilde{\mathbf{e}}_{z}=-\frac{\mathbf{r}^{s}}{\left\|\mathbf{r}^{s}\right\|} \tag{2.51}
\end{equation*}
$$

and the solar vector can be derived from,

$$
\begin{equation*}
\tilde{\mathbf{n}}_{s u n}=\frac{\mathbf{r}_{S}-\mathbf{r}^{s}}{\left\|\mathbf{r}_{S}-\mathbf{r}^{s}\right\|}, \tag{2.52}
\end{equation*}
$$

then it holds for the unit vector $\tilde{\mathbf{e}}_{y}$ according to the above definition,

$$
\begin{equation*}
\tilde{\mathbf{e}}_{y}=\frac{\tilde{\mathbf{e}}_{z} \times \tilde{\mathbf{n}}_{\text {sun }}}{\left\|\tilde{\mathbf{e}}_{z} \times \tilde{\mathbf{n}}_{\text {sun }}\right\|} \tag{2.53}
\end{equation*}
$$

and for the unit vector $\tilde{\mathbf{e}}_{x}$ holds finally,

$$
\begin{equation*}
\tilde{\mathbf{e}}_{x}=\tilde{\mathbf{e}}_{y} \times \tilde{\mathbf{e}}_{z} \tag{2.54}
\end{equation*}
$$

If $\tilde{\mathbf{r}}_{o}$ denotes the GPS antenna phase offset referring to the GPS satellite system then the correction of the GPS position, $\Delta \tilde{\mathbf{r}}_{o}$, can be written as,

$$
\begin{equation*}
\Delta \tilde{\mathbf{r}}_{o}=\mathbf{E} \tilde{\mathbf{r}}_{o}, \quad \mathbf{E}=\left(\tilde{\mathbf{e}}_{x}, \tilde{\mathbf{e}}_{y}, \tilde{\mathbf{e}}_{z}\right) \tag{2.55}
\end{equation*}
$$

This term may be added to the GPS satellite position vector $\mathbf{r}^{s}$ to calculate the position of the GPS antenna center, which is necessary to calculate the geometrical distance between the phase centers of the GPS satellite antenna and the receiver antenna.

### 2.7.6 LEO Antenna-Mass Center Correction

The geometrical distance between the phase centers of the antennas of the GPS satellite transmitter at the signal emission time and of the GPS receiver on-board LEO at the reception time can be determined from the satellite positions. To transform the position of the antenna phase center of the LEO to its center of mass, the offset of both centers must be given. This requires the LEO geometry and the LEO fixed reference coordinate system as well as the satellite orientation (satellite attitude). The location of the LEO antenna is known from the assembly of the satellite. However, the location of the antenna phase center of the LEO with respect to the center of mass of the spacecraft is also required. The position vector can be assumed to be constant in the body-fixed coordinate system of the spacecraft, but a correction is necessary to refer it to the center of mass of the satellite. The ephemerides of the GPS satellites are usually referred to its center of mass, but the position of the phase center of the LEO-antenna must be referred to its center of mass based on attitude information of the LEO, derived by a calibration procedure. In case of CHAMP, the effect of the antenna - mass center offset can be calculated either approximately from the satellite position and velocity data or more precisely based on the real attitude data, given in form of quaternions of the LEO measured by its star camera (if such equipment is available as in case of CHAMP and GRACE). The real attitude and antenna - mass offset data of the LEOs are available from the star camera and the calibration data.

### 2.7.6.1 Mass Center Correction with the Position and Velocity

If the position (r) and the velocity ( $\dot{\mathbf{r}}$ ) of the LEO-antenna are available, then the unit vector of the body reference coordinate system of the LEO can be represented by,

$$
\begin{equation*}
\mathbf{E}=\left(\mathbf{e}_{x}, \mathbf{e}_{y}, \mathbf{e}_{z}\right)^{\mathrm{T}}, \quad \mathbf{e}_{z}=-\frac{\mathbf{r}}{\|\mathbf{r}\|}, \quad \mathbf{e}_{y}=-\frac{\mathbf{r} \times \dot{\mathbf{r}}}{\|\mathbf{r} \times \dot{\mathbf{r}}\|}, \quad \mathbf{e}_{z}=\mathbf{e}_{y} \times \mathbf{e}_{z} \tag{2.56}
\end{equation*}
$$

The position of the mass center of the LEO can be approximately determined from the offset antenna - mass centers $\mathbf{r}_{o}$ as,

$$
\begin{equation*}
\mathbf{r}_{c}=\mathbf{r}-\mathbf{E r}_{o} \tag{2.57}
\end{equation*}
$$

### 2.7.6.2 Mass Center Correction with the Quaternions

Quaternions are quadruples of real numbers, for which a special multiplication is defined. The quaternions can be represented by a column vector of four elements,

$$
\mathbf{q}=\left(\begin{array}{llll}
q_{0} & q_{1} & q_{2} & q_{3} \tag{2.58}
\end{array}\right)^{\mathrm{T}}
$$

If we assume that $\boldsymbol{\Delta}$ is the rotational axis and $\delta$ the rotation angle, respectively, then the elements of the quaternions can be determined by the relations,

$$
\begin{equation*}
q_{0}:=\cos (\delta / 2), \quad q_{1}:=\frac{\delta_{x}}{\delta} \sin (\delta / 2), \quad q_{2}:=\frac{\delta_{y}}{\delta} \sin (\delta / 2), \quad q_{3}:=\frac{\delta_{z}}{\delta} \sin (\delta / 2) \tag{2.59}
\end{equation*}
$$

with the coordinates $\delta_{x}, \delta_{y}, \delta_{z}$ of the rotational vector

$$
\mathbf{e}=\frac{1}{\delta}\left(\begin{array}{lll}
\delta_{x} & \delta_{y} & \delta_{z}
\end{array}\right)^{\mathrm{T}}, \quad \delta=\|\mathbf{e}\|
$$

To control the LEOs attitude and to transform the LEO observations (e.g. acceleration data) to an inertial coordinate frame, the Star Camera Assembly (SCA) on-board the LEOs plays an important role. The digital images from the CCD cameras on-board the LEOs are processed to achieve the orientation of the LEOs as time series of the quaternion values. The inertial orientation of the spacecraft is modeled using tabular input data quaternions (derived from the LEO CCD cameras). The same data (with appropriate definitions) are used for rotating the accelerometer data to the inertial frame prior to the numerical integration, for the corrections of the range observations due to the offset of the satellite center of mass and the GPS antenna location on-board LEO, as well as for computing the non-gravitational forces (if necessary). At the epochs, where the LEOs quaternions are not available, a linear interpolation between adjacent values is used. If $\mathbf{r}_{\text {ICRF }}, \mathbf{r}_{c}$ are the GPS antenna absolute position on-board LEO in the ICRF and the LEO mass center positions in the spacecraft fixed system and the GPS receiver on-board LEO has the offset $\mathbf{r}_{o}$ from the LEO mass center then LEO mass center position can be written as,

$$
\begin{equation*}
\mathbf{r}_{c}=\mathbf{r}_{\mathrm{ICRF}}-\mathbf{Q r}_{o}, \quad \mathbf{c}_{\mathrm{ICRF}}:=\mathbf{Q r}_{o} \tag{2.60}
\end{equation*}
$$

with the transformation matrix $\mathbf{Q}$ from the spacecraft fixed coordinate system to the international celestial reference frame,

$$
\mathbf{Q}=\left(\begin{array}{ccc}
q_{1}^{2}-q_{2}^{2}-q_{3}^{2}+q_{0}^{2} & 2\left(q_{1} q_{2}+q_{3} q_{0}\right) & 2\left(q_{1} q_{3}-q_{2} q_{0}\right)  \tag{2.61}\\
2\left(q_{1} q_{2}-q_{3} q_{0}\right) & -q_{1}^{2}+q_{2}^{2}-q_{3}^{2}+q_{0}^{2} & 2\left(q_{2} q_{3}+q_{1} q_{0}\right) \\
2\left(q_{1} q_{3}+q_{2} q_{0}\right) & 2\left(q_{2} q_{3}-q_{1} q_{0}\right) & -q_{1}^{2}-q_{2}^{2}+q_{3}^{2}+q_{0}^{2}
\end{array}\right) .
$$

In the case of CHAMP, the GPS receiver antenna-mass center offset with respect to the LEO body reference frame by the vector $\mathbf{r}_{o}$ is available at every epoch as well as the attitude of the satellite with respect to the international celestial reference frame (ICRF) by quaternions derived from accelerometer data. The rotation matrix to transform the mass center offset to the inertial coordinate system can be performed with the quaternion values. In a first step, the LEO antenna position in the ITRF frame has to be transformed to the position based on the ICRF frame. Then the correction vector ( $\mathbf{c}_{I C R F}$ ) in the ICRF frame may be added to the position referenced to the ICRF to determine the position of the mass center. If desired, the ICRF mass center coordinates can be transformed to the ITRF coordinates based on the IERS conventions.

### 2.7.7 Receiver Antenna Phase Center Correction and its Variation

It is assumed that the phase centers of both carrier frequencies $L_{1}$ and $L_{2}$ of the sender antenna are the same and its location remains constant during the lifetime of the GPS satellites. There is some evidence that the phase center of the GPS receiver antenna depends on the direction where the signal comes from. It is considered constant because of missing information. The angle between the wave front and the GPS
satellite's nadir may reach up to $14^{\circ}$ (at low elevation) and they have to be corrected (ROTHACHER et al. 1996). In the case of GPS receiver antenna, the situation is more complicated because the GPS signals come from different direction (from the different GPS satellites to receiver) and the position of the antenna phase center depends on the incoming GPS signal direction. This directional dependency is called antenna phase center variation. In the case of GPS receiver, we also have to take into account that the antenna phase center positions and the antenna phase center variations are not identical for $L_{1}$ and $L_{2}$ carriers and they are antenna-type-dependent. We use the following antenna phase center total correction (phase center correction and variation) as (Rothacher et al. 1996),

$$
\begin{equation*}
P C T(\alpha, z)=\Delta \mathbf{r} . \mathbf{e}+P C V(\alpha, z) \tag{2.62}
\end{equation*}
$$

where,

$$
\begin{array}{ll}
P C T(\alpha, z) & \text { total phase center correction (phase center correction and its variation), } \\
\alpha & \text { azimuth angle of GPS satellite from the receiver, } \\
z & \text { zenith distance of GPS satellite from receiver, } \\
\Delta \mathbf{r} & \begin{array}{l}
\text { definition of the position of the mean receiver antenna phase center w.r.t. antenna reference } \\
\text { point. Antenna reference points and mean antenna phase center offset are defined for differ- } \\
\text {-ent antenna types in ANTEX format, }
\end{array} \\
\mathbf{e} & \begin{array}{l}
\text { unit vector in the directional GPS receiver antenna to GPS satellite and } \\
P C V(\alpha, z)
\end{array} \\
\text { model of azimuth and zenith dependent phase center variation. }
\end{array}
$$

The total correction, $\operatorname{PCT}(\alpha, z)$, are added to the geometrical distance in the code pseudo-range or carrier phase equations.

### 2.7.8 Relativistic Correction

The relativistic effects on the GPS observations can be divided into two parts: a constant term and a periodic effect. In the GPS system, the fundamental frequency $f_{0}$ is selected to 10.23 MHz . All clocks on the GPS satellites and receivers are based on the fundamental frequency. If all the GPS satellites are working simply on the fundamental frequency $f_{0}$ on the geoid, then we will view a frequency $f$ at the altitude of the GPS satellites and $f$ is not the same as $f_{0}$ due to relativistic effects. In order to be able to view the fundamental frequency, the working frequency $f$ of the GPS satellites can be computed as,

$$
\begin{equation*}
-\frac{f_{0}-f}{f}=\frac{1}{2}\left(\frac{\|\dot{\mathbf{r}}\|}{c}\right)^{2}+\frac{\Delta U}{c^{2}} \tag{2.63}
\end{equation*}
$$

where $\|\dot{\mathbf{r}}\|$ is the velocity of the satellite and $\Delta U$ is the difference of the Earth's gravitational potential between the satellite and the geoid. The difference between the fundamental clock frequency and set frequency is called the satellite clock frequency offset. Such an offset of the relativistic effects has been implemented in the GPS satellite clock settings, therefore users do not need to consider the offset (XU 2007).

When the GPS satellites are orbiting around the Earth, the GPS satellites are affected under the periodically changing influence of the Earth's gravitational potential because of the orbit ellipticity. As a consequence, the rate of the clocks on-board the GPS satellites is subject to periodic changes due to the special relativistic effect. This periodic effect can be represented as a correction to the satellite clock error or as correction to the GPS observation equation for high-low GPS-SST measurements as (ASHBY 2003):

$$
\begin{equation*}
d_{R}^{r}-d_{R}^{s}=\frac{2}{c}\left(\mathbf{r} . \dot{\mathbf{r}}-\mathbf{r}^{s} . \dot{\mathbf{r}}^{s}\right) \tag{2.64}
\end{equation*}
$$

$\mathbf{r}, \dot{\mathbf{r}}$ are the position and velocity of the LEO satellite or tracking stations respectively, and $\mathbf{r}^{s}, \dot{\mathbf{r}}^{s}$ are the position and velocity of the GPS satellite $s$. Before the precise orbit determination, there are only approximate information about the position and velocity of the LEO. Therefore, we have to start the computation
by neglecting the special relativistic effects of the receiver of the LEO and consider the following correction to the GPS observation equations:

$$
\begin{equation*}
d_{R}^{s}=-\frac{2}{c}\left(\mathbf{r}^{s} \cdot \dot{\mathbf{r}}^{s}\right) . \tag{2.65}
\end{equation*}
$$

After the initial estimation of the LEO position without applying the periodic special relativistic effect, the velocity can be estimated from the positions in the specified intervals by interpolation. Then with the help of Eq. (2.64), the special relativistic effect of the GPS satellites and the LEO can be taken into account in the subsequent computation step.

### 2.7.9 Receiver Noise

GPS measurements cannot be performed without errors. There is always a certain level of noise in the observations. The most basic kind of noise is that produced by the movement of electrons in any substance that has a temperature above absolute zero (Kleusberg and Teunissen 1998). The receiver noise depends on the type and structure of the receiver (analogue or digital). With improved technologies, un-modeled effects in the GPS observations are minimized, so that the receiver noise can be treated as random error. This error is minimized in the least squares adjustment.

## 3. Pre-processing of GPS-SST Code Pseudo-range and Carrier Phase Observations

### 3.1 GPS-SST Data Pre-screening Methods

### 3.1.1 Introduction

For all applications of GPS, an efficient pre-processing and data screening of the GPS observations is necessary. It is in particular an important issue for the processing of the GPS-SST observations of space-borne receivers of LEOs and of the determination of the LEO absolute positions. The procedure to determine the outliers of the code pseudo-range SST observations is divided into two main steps (Bock 2003),

1. The data are pre-screened based on a-priori information of the absolute positions of the space-borne GPS receiver combined with a 'majority voting' algorithm. The observations which are flagged as outliers in this step are excluded from the following processing.
2. The least squares adjustment step includes an iterative procedure where bad observations may be detected and can be excluded from the main processing.

In the following, these processing steps will be described in more detail.

### 3.1.2 Majority Voting Technique to Detect Outliers

Majority voting is based on an epoch wise processing of the GPS-SST observations. In a first step, the code pseudo-range observations are processed for each epoch and the receiver clock offset is synchronized with the GPS time. In a second step, the carrier phase differences between subsequent epochs can be processed to determine outliers (cycle slip) of the carrier phase observations (Bock et al. 2002). Let us have a look at the code pseudo-range GPS-SST observations of the receiver for a particular epoch. The unknowns in the code observation equations of one epoch are the three coordinates and a clock offset of the GPS receiver on-board LEO. For the processing of the GPS-SST observations with the majority voting algorithm not only precise GPS orbits and clock corrections are required, but also the a-priori information of the absolute positions of the GPS receiver. If this reliable and accurate information is available, only the receiver clock offset remains as unknown in the code observation equations for every tracked GPS satellite. The receiver clock offset should be within the accuracy of code pseudo-ranges of one epoch. It is the key assumption for the data screening procedure (Bock et al. 2002). This procedure is robust in case of only one unknown receiver clock offset. From the statistical point of view normally distributed observations with a standard deviation of $\sigma_{c}$ deviate from the expected value by $3 \sigma_{c}$ with a probability of $99.73 \%$. This means that the difference between two clock offsets derived from the code pseudo-range observations to GPS satellites $i$ and $j$, respectively, should lie within $3 \sqrt{2} \sigma_{c}$, where $\sigma_{c}$ is the standard deviation of the ionosphere-free linear combination of the code pseudo-range observations. The majority voting algorithm is set up in the following way (Bock et al. 2002),

1. receiver absolute positions and clock offsets are estimated from the ionosphere-free linear combination of code pseudo-range observations without applying a pre-screening algorithm,
2. with the receiver absolute position, estimated in step 1, and ionosphere-free code observation equations for every tracked GPS satellite, the receiver clock offset can be estimated for every GPS satellite,
3. all possible differences are formed between the receiver clock offsets for $n_{s}$ tracked GPS satellites, i.e. $\gamma_{i}=c \delta t_{i}, i=1, \ldots, n_{s}$,
4. a check is performed whether the absolute value of each difference is smaller than $3 \sqrt{2} \sigma_{c} ; \Delta \gamma_{i j}=$ $\left|\gamma_{j}-\gamma_{i}\right| \leq 3 \sqrt{2} \sigma_{c} \quad, i=1, \ldots, n_{s}-1 ; j=i+1, \ldots, n_{s}$, where all $\gamma_{j}$, meeting the above condition with a particular $\gamma_{i}$, are assigned to the same group as $\gamma_{i}$. We may influence the size of the group by changing the value of $3 \sqrt{2} \sigma_{c}$,
5. the clock offset values with the largest members ('majority voting') are used to compute a mean value $(\bar{\gamma})$ and a standard deviation $\left(\sigma_{\gamma}\right)$ of the clock correction at every observation epoch,
6. each receiver clock offset $\gamma_{i}$, of the processed epoch is compared to the mean values of the groups, computed in step $5, \Delta \gamma_{i}=\left|\gamma_{i}-\bar{\gamma}\right|$,

$$
\Delta \gamma_{i}= \begin{cases}\Delta \gamma_{i} \leq \beta \sigma_{\gamma} & \text { case }(a)  \tag{3.1}\\ \Delta \gamma_{i}>\beta \sigma_{\gamma} & \text { case }(b)\end{cases}
$$

In case $(a)$, the code pseudo-range observation is accepted but has to be checked within the following iterative least squares adjustment step. In case (b), the code pseudo-range observation is considered as outlier and is excluded from the epoch wise LEO precise point positioning procedure. $\beta$ is a parameter defined for the majority voting algorithm. If the observations do not have systematic errors, all differences $\Delta \gamma_{i}$ are within $3 \sigma_{\gamma}$ with a probability of $99.73 \%$. Since we cannot completely avoid systematic errors in the data (e.g. insufficient a-priori information, biased GPS satellite clocks, etc.), this assumption usually is not met. That is why we provide the possibility to select a value for $\beta$ manually. If we would choose a too large value for $\beta$ (e.g. $\beta=30$ ) then the pre-screening will only detect extreme outliers in the code pseudo-range observations and the other bad observations remaining in the data have to be found in the second step, the iterative least squares adjustment step. The performance of the majority voting algorithm may be influenced by modifying the following input parameters (Bock et al. 2002),

1. the standard deviation of the code pseudo-range observations $\sigma_{c}$ for the arrangement of observations into groups (depending on the code observation quality),
2. the standard deviation for setting the rejection threshold (it may be derived from the code observations or specified as fixed),
3. the factor $\beta$.

The same pre-screening algorithm can be applied to the subsequent time differenced carrier phase observations where $\sigma_{c}$ (code pseudo-range observation accuracy) is replaced by $\sqrt{2} \sigma_{p}$ (carrier phase observation accuracy), while the receiver clock offset difference of subsequent epochs, $\gamma_{i}\left(t_{1}, t_{2}\right)=\gamma_{i}\left(t_{2}\right)-\gamma_{i}\left(t_{1}\right)$, derived from the carrier phase observations to the GPS satellite $i$. The key factor limiting the performance of the pre-screening approach of the carrier phase observations is the quality of the prior information (i.e. LEO absolute position). For the point positioning by code pseudo-range observations, this is not a serious problem, but for the cleaning of the carrier phase observations from cycle slips (outliers), the quality of a-prior information is a critical issue. To be sure that this does not happen, the rejection threshold should be set not too small. This implies that a second screening step has to follow in order to find all observation deteriorating the solution (Bock 2003).

### 3.1.3 Iterative Least Squares Method to Detect Outliers

The second data screening step is included in the least squares adjustment of the observations. It follows the same scheme for the code pseudo-range as for the carrier phase difference processing (Bock 2003):

1. The code pseudo-range observations of the processed epoch which have been accepted by the preprocessing procedure are used to generate an absolute position estimate. No solution can be computed for a particular epoch if the number $n_{s}$ of GPS satellites per epoch is less than four (i.e. $n_{s}<4$ ).
2. The solution is checked whether the RMS error of the absolute position estimates is smaller than an externally specified threshold. If yes, the solution is accepted. If not, a series of $n_{s s}$ solutions with different geometrical combinations of the tracked GPS satellites is computed ( $n_{s s}$ is the optimal number of observations in the data processing),
3. The solution with the smallest RMS error of LEO absolute positions is selected and the code pseudorange observations which were excluded for this solution are marked as outliers.

It is clear that, this second data screening step is not as robust as the first pre-screening step. There are four unknowns, i.e. the GPS receiver on-board LEO absolute position and the clock offset, and between four and twelve GPS-SST observations depending on the number of tracked GPS satellites. This means that the degree of freedom of the adjustment is small and the identification of outliers is difficult (Bock et al. 2002).

### 3.2 Cycle Slips

### 3.2.1 Introduction

Any orbit determination procedure by high-low GPS-SST pseudo-range and carrier phase observations depends crucially on the ability to identify and remove invalid and degraded measurements from the estimation process. In order to attain high precision positioning and navigation results with GPS, cycle slips in the carrier phase observations must be correctly repaired at the pre-processing stage. A slip of only a few cycles can influence the measurements such that a centimeter-level positioning can not be achieved. Cycle slips are caused by an integer number of cycle jumps in the carrier phase observables. Reason is the loss of lock of the receiver phase lock loops (LEICK 1995). The loss may be due to internal receiver tracking problems or by an interruption in the ability of the antenna to receive the satellite signals (SEEBER 2003). A loss of lock may be shorter than the time interval between two adjacent data collection epochs or as long as the time interval between many epochs, in which case the term data gap may be in order. The process of cycle slip correction involves the detection of slips estimating the exact number of $L_{1}$ and $L_{2}$ frequency cycles that comprise the slip, and actually correcting the carrier phase measurements by these integer estimates.

Over the past decade, a number of methods have been developed to detect, identify and repair cycle slips. The majority of approaches involve forming cycle slip sensitive linear combinations of the available observables (pseudo-range and/or carrier phase observations). Many algorithms have been designed to detect, determine and repair these cycle slips by fitting functions to the linear combinations and observed differences between the functions and the date combinations. These methods require user information of problematic cycle slips in portions of the data, the tuning of input parameters of the available observations, or the introduction of additional carrier phase ambiguity resolution parameters as new additional unknowns of the main data processing, where the pre-processing of cycle slip determination has failed. A method has been developed from various existing techniques that provides a fully automatic cycle slip correction at the data pre-processing stage. The algorithms utilize two dual frequency carrier phase and pseudo range geometry free linear combinations. These combinations are filtered to allow a high resolution cycle slip detection and then compared with the determination of filtered Chebyschev polynomials (Bisnath 2004).

The next sub-section describes the development of a cycle slip detection and correction technique designed to detect and correct cycle slips in dual frequency carrier phase measurements of LEOs in a post-processing environment.

### 3.2.2 Methods of Detecting and Determining Cycle Slips

The techniques used in the detection and determination of cycle slips have not changed drastically since the first methods were proposed in the early 1980s. The focus has always been on attempting to develop a reliable,
somewhat automatic detection and repair procedure. All methods have the common premise that to detect a slip at least. One smooth (i.e. low noise) quantity derived from the observations must be tested in some manner for discontinuities that may represent cycle slips (Hofmann-Wellenhof et al. 2001). The derived quantities usually consist of linear combinations of the un-differenced or double differenced $L_{1}$ and $L_{2}$ of the carrier phases and possibly pseudo ranges. Examples of combinations useful for kinematic data (e.g. in the case of LEOs) are the ionosphere carrier phase residuals (i.e. geometry free carrier phase combination)(GOAD 1988, Bastos and Landau 1988, Blewitt 1990, Gao and Li 1999) and the ionosphere pseudo-range residuals (Bastos and Landau 1988) as well as wide-lane carrier phases minus narrow-lane pseudo ranges (i.e. Melbourne-Wübbena combination) (Blewitt 1990, Gao and Li 1999). Once the time series for the derived quantities have been produced, the cycle slip detection process (that is, the detection of discontinuities in the time series) can be initiated. Of the various methods available, only four methods will be discussed in this section. The most straightforward method is to compute higher order differences of the time series of the carrier phase, which accentuate any discontinuities. The main disadvantages of this method are that data specific tolerance values have to be set manually (time difference values that are greater than the tolerances indicating the presence of cycle slip), and that the geometry free linear combinations are required for kinematic GPS-SST data. Another method is to fit a low degree polynomial over the time series and conclude any large discrepancies (again, determined for the specific data set) between the polynomial and the time series representing a cycle slip (Hofmann-Wellenhof et al. 2001).

The method to be described here was developed by Blewitt (BLEwitt 1990) and consists partially of applying a running average filter to a linear combination to improve the estimate of the combination's ambiguity term. Cycle slips are detected by determining two consecutive unfiltered data points which are outside the confidence interval of the running mean. This method has the advantage that it uses statistical information from the data detection process. After cycle slips have been detected, the actual number of $L_{1}$ and $L_{2}$ cycles that comprise each slip must be determined and then the carrier phase corrected. The latter is a simple task, but the determination can require additional information. If single frequency linear combinations resulting in integer ambiguity values are used (such as the single-frequency range residuals), then the integer number of cycles attributable to the slip can be directly estimated. If a dual-frequency combination is used, then this single combination consists of two unknowns, namely slip in $L_{1}$ and slip in $L_{2}$. Therefore, a second linear combination is needed to uniquely solve for the individual frequency slips. This can be accomplished by using one of the detection methods on a second linear combination, not to detect a slip, but rather to estimate the inter-frequency slip. With this additional information, the values of the $L_{1}$ and $L_{2}$ cycle slips can be uniquely determined. Various techniques can be used to fix the estimates to integers, ranging from simple rounding to searching for slip pairs that best fit the linear combinations in a least squares sense. If viable integer combinations cannot be determined, then the additional carrier phase ambiguity resolution parameters can be introduced in the main data processing (e.g., SEEBER 2003).

### 3.2.3 GPS Observable Models

The mathematical models of the carrier phase and pseudo range GPS-SST data at the frequency of $L_{1}$ for GPS satellite $s$ and the GPS receiver $r$ on-board LEO are,

$$
\begin{align*}
& \Phi_{r, 1}^{s}=\rho_{r}^{s}+c\left(\delta t_{r}-\delta t^{s}\right)+\lambda_{1} A_{r, 1}^{s}+d_{M, \Phi_{1}}+e_{r, \Phi_{1}}^{s}+\varepsilon_{r, \Phi_{1}}^{s},  \tag{3.2}\\
& P_{r, 1}^{s}=\rho_{r}^{s}+c\left(\delta t_{r}-\delta t^{s}\right)+d_{M, P_{1}}+e_{r, P_{1}}^{s}+\varepsilon_{r, P_{1}}^{s}, \tag{3.3}
\end{align*}
$$

and for the frequency of $L_{2}$,

$$
\begin{align*}
& \Phi_{r, 2}^{s}=\rho_{r}^{s}+c\left(\delta t_{r}-\delta t^{s}\right)+\lambda_{2} A_{r, 2}^{s}+d_{M, \Phi_{2}}+e_{r, \Phi_{2}}^{s}+\varepsilon_{r, \Phi_{2}}^{s},  \tag{3.4}\\
& P_{r, 2}^{s}=\rho_{r}^{s}+c\left(\delta t_{r}-\delta t^{s}\right)+d_{M, P_{2}}+e_{r, P_{2}}^{s}+\varepsilon_{r, P_{2}}^{s}, \tag{3.5}
\end{align*}
$$

or in general, the carrier phase and code pseudo-range GPS-SST observations at frequency $i$ read as,

$$
\begin{equation*}
\Phi_{r, i}^{s}=\rho_{r}^{s}+c\left(\delta t_{r}-\delta t^{s}\right)+\lambda_{i} A_{r, i}^{s}+d_{M, \Phi_{i}}+e_{r, \Phi_{i}}^{s}+\varepsilon_{r, \Phi_{i}}^{s} \tag{3.6}
\end{equation*}
$$

$$
\begin{equation*}
P_{r, i}^{s}=\rho_{r}^{s}+c\left(\delta t_{r}-\delta t^{s}\right)+d_{M, P_{i}}+e_{r, P_{i}}^{s}+\varepsilon_{r, P_{i}}^{s} \tag{3.7}
\end{equation*}
$$

where

```
\Phi
    (in units of length) at frequency i,
\lambdai the carrier wavelength at frequency i,
c the vacuum speed of light,
\rho}s\quad the geometrical range from the GPS receiver r on-board LEO to GPS satellite s
\deltatr, \deltat s
Ar,i}s\quad the number of cycles by which the initial phase are undetermined
dM,\mp@subsup{\Phi}{i}{}},\mp@subsup{d}{M,\mp@subsup{P}{i}{}}{}\mathrm{ the effect of the multi-path on the carrier phases and code pseudo-ranges at frequency i,
er,\mp@subsup{\Phi}{i}{}},\mp@subsup{e}{r,\mp@subsup{P}{i}{}}{s}\quad\mathrm{ the errors summarization of the carrier phase and code pseudo-range observations at freq-
    -uency i and
\mp@subsup{\varepsilon}{r,\mp@subsup{\Phi}{i}{}}{s},\mp@subsup{\varepsilon}{r,\mp@subsup{P}{i}{}}{s}\quad\mathrm{ the effect of the receiver noise on the carrier phases and code pseudo-ranges at frequency i.}
```

GPS satellite and receiver hardware delays and other small effects have been ignored as they have negligible effects on the data processing.

### 3.2.4 GPS Observables to Detect Cycle Slips

Two observables were chosen so that they do not contain any absolute position of the GPS satellites and the receiver and provided so that they contain minimum measurement noise. Therefore, the two linear combinations produce time series which are relatively invariant with respect to the receiver time, to the receiver-satellite position and to the receiver motion mode (static or kinematic positioning). Obviously, these two observables are within the limits of ionosphere residuals, multi-path and receiver noises, respectively. The chosen combinations are the geometry-free carrier phases and Melbourne-Wübbena combinations. The code pseudo-range ionosphere residuals were not used, as the measurement noise of these observables is larger than the Melbourne-Wübbena combination (Bock et al. 2002). In the next sections, two observation models will be described in more detail.

### 3.2.4.1 Geometry-free Carrier Phase Observations

The most important observable to detect cycle slips in the GPS-SST carrier phase observations is the geometry-free carrier phase combination as,

$$
\begin{equation*}
\Phi_{r, G F}^{s}=\Phi_{r, 1}^{s}-\Phi_{r, 2}^{s}=\lambda_{1} A_{r, 1}^{s}-\lambda_{2} A_{r, 2}^{s}+d_{M, \Phi_{1}}-d_{M, \Phi_{2}}+e_{r, \Phi_{1}}^{s}-e_{r, \Phi_{2}}^{s}+\varepsilon_{r, \Phi_{1}}^{s}-\varepsilon_{r, \Phi_{2}}^{s} \tag{3.8}
\end{equation*}
$$

with the geometry-free combination $\Phi_{r, G F}^{s}$ in units of length. This combination contains of ionospheric difference effects $\left(I_{r, 2}^{s}-I_{r, 1}^{s}\right)$ and differences of carrier phase multi-path effects at the bands $L_{1}$ and $L_{2}$ as well as the GPS ambiguities, carrier phase noise and GPS receiver noise on-board LEO. If a cycle slip at the following epoch occurred, then this combination would result in the ambiguities term being replaced by

$$
\begin{equation*}
\lambda_{1}\left(N_{r, 1}^{s}+n_{1}\right)-\lambda_{2}\left(N_{r, 2}^{s}+n_{2}\right), \tag{3.9}
\end{equation*}
$$

where $n_{1}$ and $n_{2}$ are the integer cycle slips on the $L_{1}$ and $L_{2}$ frequencies in terms of cycles.

### 3.2.4.2 Melbourne-Wübbenna Combination

The second observable to detect cycle slips is the Melbourne-Wübbenna combination, which is build from the wide-lane carrier phases minus the narrow-lane code pseudo-range observables (Blewitt 1990, Gao and Li 1999),

$$
\begin{align*}
\Phi_{r, M W}^{s} & =\lambda_{4}\left(\Phi_{r, 1}^{s}-\Phi_{r, 2}^{s}\right)-\lambda_{5}\left(\frac{P_{r, 1}^{s}}{\lambda_{1}}+\frac{P_{r, 2}^{s}}{\lambda_{2}}\right)=\lambda_{4}\left(A_{r, 1}^{s}-A_{r, 2}^{s}\right)+\lambda_{4}\left(e_{r, \Phi_{1}}^{s}-e_{r, \Phi_{2}}^{s}\right)+ \\
& +\lambda_{4}\left(\frac{d_{M, \Phi_{1}}}{\lambda_{1}}-\frac{d_{M, \Phi_{2}}}{\lambda_{2}}\right)-\lambda_{5}\left(\frac{d_{M, P_{1}}}{\lambda_{1}}+\frac{d_{M, P_{2}}}{\lambda_{2}}\right)+\lambda_{4}\left(\frac{\varepsilon_{r, \Phi_{1}}^{s}}{\lambda_{1}}-\frac{\varepsilon_{r, \Phi_{2}}^{s}}{\lambda_{2}}\right)-\lambda_{5}\left(\frac{\varepsilon_{r, P_{1}}^{s}}{\lambda_{1}}+\frac{\varepsilon_{r, P_{2}}^{s}}{\lambda_{2}}\right), \tag{3.10}
\end{align*}
$$

with

$$
\lambda_{4}=\frac{c}{f_{1}-f_{2}}=86.2 \mathrm{~cm}, \quad \lambda_{5}=\frac{c}{f_{1}+f_{2}}=10.7 \mathrm{~cm}
$$

where

$$
\begin{array}{ll}
\Phi_{r, M W}^{s} & \text { the Melbourne-Wübbenna combination (in units of length), } \\
\lambda_{4} & \text { the wide-lane wavelength and } \\
\lambda_{5} & \text { the narrow-lane wavelength. }
\end{array}
$$

This combination consists of the wide-lane ambiguity, a residual multi-path term and a residual receiver noise term. It is remarkable that this combination has not any effect of the ionosphere delay. Since the multi-path and noise terms of the code pseudo-range measurements are much larger than those of the carrier phase measurements. The fluctuations in this combination are mainly due to the code pseudo-range multi-path and pseudo-range measurement noise. The former of these error terms can cause variations of many meters. A cycle slip on the occurred epoch would result in the ambiguities term as,

$$
\begin{equation*}
\lambda_{4}\left[\left(N_{r, 1}^{s}+n_{1}\right)-\left(N_{r, 2}^{s}+n_{2}\right)\right] . \tag{3.11}
\end{equation*}
$$

The noise of this observable makes a high resolution cycle slip detection unlikely. However, Blewitt (Blewitt 1990) proposed a simple running average filter to make this observable more useful. This strategy is quite intuitive, since over time one would expect that the residual multi-path and the noise terms average down to nearly constant values. The filter is an expanding-memory low pass filter, whose output is identical to the recursive mean,

$$
\begin{equation*}
\bar{x}_{t}=\bar{x}_{t-1}+\frac{1}{t}\left(x_{t}-\bar{x}_{t-1}\right) . \tag{3.12}
\end{equation*}
$$

The standard deviation of the recursive mean at epoch $t$ with respect to epoch $t-1$ is computed (BLEWITT 1990) as,

$$
\begin{equation*}
\sigma_{t}^{2}=\sigma_{t-1}^{2}+\frac{1}{t}\left[\left(x_{t}-\bar{x}_{t-1}\right)^{2}-\sigma_{t-1}^{2}\right] \tag{3.13}
\end{equation*}
$$

where $x$ is the observation, $\bar{x}$ is the mean value of the observation $x$ and $t, t-1$ represent the current and previous epoch counts, respectively, and finally $\sigma_{t}, \sigma_{t-1}$ are the standard deviations of the observations at the epoch counts $t, t-1$ (Bisnath 2000).

### 3.3 Weighting of the GPS-SST Observations

### 3.3.1 Introduction

In the post processing of LEO GPS-SST data, several errors in the high-low GPS-SST observations have to be considered. These error sources can be classified in three main groups, namely sender, signal transmitter
medium and receiver errors. The GPS satellite specific errors are the GPS satellite orbit error, the satellite clock error and the GPS geometrical constellation. Signal transmitting medium errors in the LEO GPS-SST data are the ionospheric effect. As errors related to the signal delay in the receiver, the receiver clock error, the receiver hardware error and the receiver environmental errors (e.g. multi-path effect on GPS signals) can be mentioned. The GPS satellite clock error can either be eliminated by the use of an appropriate data processing strategy (e.g. single differencing (SD) technique between two GPS receivers) or they can be minimized by the use of GPS clock corrections from the IGS centers.

Because GPS satellite orbit information can be obtained more precisely (i.e. with an accuracy of about 5 cm ) by means of several permanent GPS stations in recent years from the IGS analysis centers. Therefore, GPS satellite orbit errors can be neglected in the LEO data processing. The receiver errors are reduced in course of the technological progress and by the improvements related to the GPS satellite constellation and with the operation of new GPS satellite types. The signal transmitter medium effects the high-low GPSSST data by the ionosphere. The main part of the ionospheric effect can be reduced by the ionosphere-free linear combination of GPS observations at the frequencies of $L_{1}$ and $L_{2}$. Therefore, the most important remaining errors in LEO GPS-SST measurements are the multi-path effects and the un-modeled errors on LEO observations. Obviously, the multi-path error is taking place when the GPS electro-magnetic signals reflect at the reflecting environment around the LEOs antenna. The LEO multi-path effect increases as the GPS satellite elevation decreases (Bock 2003). Therefore, the elevation mask of at least $10^{\circ}-20^{\circ}$ is used in the GPS data processing to determine the geometrical LEO orbit. The observed GPS satellite signals are distorted by the multi-path delay effect, which are not completely taken into account in the functional model of the GPS data processing. Subsequently, the use of elevation mapping functions to weight LEO code pseudo-range and carrier phase SST observations is an important issue. Of course, in case of atmosphere sounding with the LEOs (e.g. CHAMP and twin GRACE satellites), the low elevation tracked GPS satellites have to be used.

One way of improving the accuracy of LEO geometrical point positioning is to increase the number of GPSSST observations in the data processing procedure. This is possible by observations with low elevation together with an appropriate weighting strategy. Furthermore, studies show that the inclusion of low elevated GPS satellites in the data processing also improve the accuracy of the height component. Normally, the accuracy of the heights determined by GPS techniques on the Earth are three times worse than the accuracy of the horizontal components because of the multi-path effects of the GPS signals and because of the tropospheric delay (Herring 1992).

In general, there are three possible weighting schemes that can be used in the GPS code pseudo-range and carrier phase observation adjustment procedure which enable us to process even low elevated GPS observations, namely,

- Equally weighting of the observations in the adjustment procedure,
- Signal to Noise Ratio (SNR) weighting,
- Zenith distance weighting (or elevation weighting algorithm).


### 3.3.2 Equally Weighting

The observation weights, which are arranged in a weight matrix for the least squares estimation procedure, allow in which way individual GPS observations should contribute to the overall solution. For instance, it is necessary to give lower weights to the noisy observations and higher weights to the less noisy observations (Teunissen et al. 1998). In order to specify the weight matrix adequately, one needs to know the stochastic properties of the actual GPS data (Tiberius et al. 1999). The random noise affects both, GPS pseudorange and carrier phase observations, therefore, the random behaviour of the noise effect should be taken into account in the stochastic modelling of GPS observations (Tiberius et al. 1999). In recent years, some weighting algorithms have been developed. Most of the models are based either on signal quality
measures (sigma- $\varepsilon$ model weighting or SNR weighting) or on the zenith distance of the tracked GPS satellite. Conventionally GPS observations are equally weighted in the GPS data processing procedure as,

$$
\begin{equation*}
w_{\phi_{i}}=\frac{1}{\sigma_{\phi_{i}}^{2}} \tag{3.14}
\end{equation*}
$$

where $w_{\phi_{i}}$ is the weight of the carrier phase observation $\phi_{i}$ and $\sigma_{\phi_{i}}$ is the a-priori known standard deviation of the GPS observations. In the stochastic model of Eq. (3.14), it is assumed that all one-way code pseudorange or carrier phase observations have the same variance and are statistically independent. The equally weighting is a simple model but in most cases not realistic.

### 3.3.3 Signal to Noise Ratio (SNR) Weighting

A more realistic weighting function can be derived directly from the quality of each carrier phase measurement. The most common signal quality measures that can be used for weighting are the Signal to Noise Ratio $(S N R)$ and the Carrier to Noise power density ratio $\left(C / N_{0}\right)$. The SNR is the ratio of the amplitude of the desired signal to the amplitude of noise at a given point in time. The SNR can be expressed as 20 times the logarithm of the signal-noise amplitude ratio, or 10 times the logarithm of the signal-noise power ratio (Collins and Langley 1999). The SNR is usually represented in terms of the carrier to noise power density ratio, $C / N_{0}$. This is the ratio of the power level of the signal carrier to the noise power in a one Hertz bandwidth. A typical value is $45 \mathrm{~dB}-\mathrm{Hz}$, although actual values will vary due to multi-path, the receiver antenna gain pattern, the GPS satellite transmission level differences and the atmospheric attenuation effects (Collins and Langley 1999). The use of the SNR information for weighting the GPS observations can be seen as an intermediate step between simple functional models, e.g. mapping functions and the more complicated stochastic methods which require as much information as possible about the stochastic quantities of the observables to construct a fully populated variance-covariance matrix (Tiberius et al. 1999). The SNR value is generally used as a measure of the noise level that can contaminate a GPS observation. The SNR values can be recovered from the LEO space-borne GPS receiver. The equation of approximating the error of the carrier phase observations $\phi_{i}$ based on the GPS signal power at frequency $i$ has been given by (see Langley 1997 and Braasch and Dierendonck 1999),

$$
\begin{equation*}
\sigma_{\phi_{i}}=\sqrt{\frac{B}{\left(c / n_{0}\right)_{i}}} \frac{\lambda_{i}}{2 \pi}, \tag{3.15}
\end{equation*}
$$

with the carrier phase tracking loop bandwidth $B$ in units of Hz , the carrier phase wavelength $\lambda_{i}$ and the carrier to noise density $\left(c / n_{0}\right)_{i}$ expressed as a ratio $10^{\frac{C / N_{0}}{10}}$, whose $C / N_{0}$ is expressed in dB-Hz. This equation gives a nominal value for the $L_{1}$ carrier phase noise of 0.2 mm for a 2 Hz bandwidth and a $C / N_{0}$ value of $45 d B-H z$ (Collins and Langley 1999).

### 3.3.4 Sigma- $\varepsilon$ Model Weighting

The signal to noise ratio can be used directly for weighting the carrier phase observations in the GPS data processing. From Eq. (3.15), the carrier phase variance for the carrier phase $\phi_{i}$ can be rewritten as a function of the measured $C / N_{0}$ as,

$$
\begin{equation*}
\sigma_{\phi_{i}}^{2}=\alpha_{\phi_{i}} 10^{-\left(\frac{C / N_{0}}{10}\right)}, \tag{3.16}
\end{equation*}
$$

$\alpha_{\phi_{i}}$ is a measure determined from the GPS signal structure and receiver properties. The sigma- $\varepsilon$ model is based on Eq. (3.16) expressing the estimation of the carrier phase variance. The weights of the carrier phase observations $\phi_{i}$ can be determined as,

$$
\begin{equation*}
w_{\phi_{i}}=\frac{1}{\sigma_{\phi_{i}}^{2}} \tag{3.17}
\end{equation*}
$$

Through the sigma- $\varepsilon$ model, the measured $C / N_{0}$ values are used for the calculation of the GPS carrier phase weights in the GPS data processing. Obviously, from the sigma- $\varepsilon$ model, the carrier phase observations are weighted corresponding to the measured signal strength and is more realistic than the equally weighting.

### 3.3.5 Zenith Distance Weighting

Zenith distance weighting is one of the frequently used weighting procedures in the GPS data processing. It is only based on the geometrical strength of the tracked GPS satellites. Obviously, the sigma- $\varepsilon$ weighting was based on the physical strength of the received GPS signals, namely on th $C / N_{0}$ values. Among the remaining un-modeled errors in the GPS data processing are the multi-path delay effects, which increases when the Line Of Sight(LOS) approaches the horizon. In other words, the larger the GPS satellite zenith angle is the higher is the carrier phase noise. Therefore, a relation between the GPS observations and the zenith distance angle can be formulated. The zenith-distance weighting, as introduced by Rothacher (Rothacher et al. 1998) for processing data of ground GPS stations can be written (see Hugentobler et al. 2001),

$$
\begin{equation*}
w\left(z^{s_{i}}\right)=\cos ^{2}\left(z^{s_{i}}\right) \tag{3.18}
\end{equation*}
$$

where $z^{s_{i}}$ is the zenith distance of the tracked GPS satellite $s_{i}$ with respect to the local vertical of the GPS receiver on-board LEO. The zenith distance weighting can be used simply in the GPS data weighting. The zenith weighting strategy is useful in case of lack of signal quality measures (i.e. SNR data). LEO GPS-SST observations at low elevation angles are not corrupted by the troposphere refraction but multi-path effects can be the main reason to degrade the GPS-SST observations with low elevations. Specially, the space-borne receiver on-board LEO can track the GPS satellites under the LEO local horizon ( $z \geq 90^{\circ}$ ). To process the observations under the LEO horizon in the orbit determination procedure, an appropriate weighting function has to be used. A simple modification of the zenith weighting (Eq. (3.18)) has been proposed by Bock (Bock 2003),

$$
\begin{equation*}
w\left(z^{s_{i}}\right)=\cos ^{2}\left(\alpha z^{s_{i}}\right) \tag{3.19}
\end{equation*}
$$

with $\alpha$ as a zenith distance factor of the high-low GPS-SST observations above the LEO local horizon (i.e. $z \geq 90^{\circ}$ ). The estimated geometrical LEO absolute positions by Bock (Bock 2003) show the best results for the case of the CHAMP satellite with $\alpha=1$ and a cut-off angle $0^{\circ}$ and for the case of the SAC-C satellite with $\alpha=\frac{3}{4}$ and a cut-off angle $0^{\circ}$.

# 4. Zero Difference Geometrical Precise Point Positioning of a LEO 

### 4.1 Introduction

The International GNSS Service (IGS) provides GNSS orbit products to the scientific community with increasing precision and temporal resolution. Many users have adopted the IGS precise orbits to achieve cm - accuracy and long-term stability of the reference frame. Differential positioning approaches (SD, DD or TD) require the combination of observations from a minimum of two GPS receivers (or one GPS receiver at two sub-sequential epochs) with at least one station with known coordinates. The station positions of single points (terrestrial stations or GPS satellite-receiver locations), baseline endpoints or network points can then be estimated relative to one or more multiple reference stations using differenced carrier phase observations. Baseline or network processing is an effective way to cancel out common satellite/receiver errors and to connect the user position to the coordinates of the reference stations while the precise orbit virtually eliminates the errors introduced by the GPS space segment. This mode of GPS data processing has been proved to be very effective, has received widespread acceptance and has been used in many GPS data processing software packages (e.g. Bernese, GAMIT/GLOBK, etc.). One drawback is the practical constraint imposed by the requirement that simultaneous observations have to be made at the reference stations. An attractive alternative to differential positioning is a single station positioning utilizing GPS precise orbits, clock offsets and un-differenced observations as zero difference or un-differenced positioning mode. Single station positioning (IGS station or LEO) with fixed (without variance-covariance) or not-fixed (with variance-covariance) precise orbit solutions and Doppler satellite observations were first introduced in the early 1970s by R.R. Anderle, who named the method "precise point positioning (PPP or 3P)" (Kouba and Heroux 2001).

The interest in a precise orbit determination of Low Earth Orbiters (LEOs) especially in pure geometrical mode using GPS observations has been grown rapidly as already pointed out. Conventional GPS-based strategies rely on the GPS observations from a terrestrial network of ground receivers (IGS network) as well as the GPS receiver on-board LEO in double difference (DD) or in triple difference (TD) data processing modes. This is a complex and time-consuming estimation procedure. At first, it is necessary to describe the concept of geometrical precise point positioning. Conventional Standard Point Positioning (SPP) is based on the processing of un-differenced GPS observations and is subject to the influence of all error sources. Major error sources include those introduced by broadcast (not-precise) GPS orbits and clocks as sender errors, as well as atmospheric and ionospheric effects as medium errors, multi-path influences as receiver environment errors and the technical incompleteness of the receiver as receiver errors. Since SPP is only able to provide an accuracy of several meters in the positioning, it is not suitable for applications that require a high position accuracy such as for precise orbit determinations of LEO. With the advent of precise orbit and clock products at centimeter level accuracy provided by the IGS centers, the two errors associated with broadcast orbits and clocks can be significantly reduced. Once these errors are removed from the observations, higher positioning accuracy can be expected even when only a single GPS receiver is used (zero difference mode). The method that allows to determine highly precise solutions by processing of un-differenced carrier phase observations from a single GPS receiver supplemented by precise orbit and clock products is called Precise Point Positioning (PPP). The word 'precise' is used to distinguish it from the conventional standard point positioning method (SPP). If this procedure is applied to the LEO GPS-SST observations, it is denoted as LEO Geometrical Precise Orbit Determination (GPOD)(see Fig. 4.1). To determine the geometrical point wise LEO orbit, the code pseudo-range SST observations play an important role. Obviously, the code pseudorange observations are very noisy; subsequently the determined LEO absolute point positions have a poor accuracy. The determination of absolute positions based on only carrier phase ambiguous-range observations has the disadvantage that the ambiguity term must be determined in addition, but the advantage with respect to the positioning accuracy is significant. Generally, the accuracy of all geometrical point positioning methods relies on the geometry status (configuration, DOPs) of the GPS satellites and on the number
of tracked GPS satellites as well as on the GPS measurement strength (observation accuracy in the data processing). Therefore, on the one hand, the approximate absolute positions and the clock offset of a LEO can be determined epoch-wise based on the unambiguous code pseudo-range GPS-SST observations. On the other hand, the absolute positions of the LEOs can be improved with the accurate screened carrier phase GPS-SST observations. Obviously, the subsequent time differenced carrier phase observations are free from ambiguity terms (if no cycle slips or outliers between two sub-sequent carrier phase observations exist) and therefore the sub-sequent time differenced carrier phase observations can be used to screen the carrier phase observations for cycle slips and outliers or to estimate absolute position differences (or absolute positions) between two sub-sequent epochs with high accuracy. In case of the estimation of absolute positions, the absolute positions and clock offsets of a LEO from the code pseudo-range observations have to be combined with the absolute position and clock offset differences from the sub-sequent time differenced carrier phase observations.


Figure 4.1: Zero difference mode of a LEO precise orbit determination procedure.

### 4.2 Zero Difference Absolute Point Positioning with Code Pseudo-range Observations

### 4.2.1 Methodology

The determination of geometrical LEO absolute position with the code pseudo-range GPS-SST observations is a sub-process of GPS data processing, which is needed to initialize the LEO precise point positioning with the carrier phase observation or sub-sequential time differenced carrier phase observations. The LEO absolute positions can be derived with an accuracy of meters, depending on the geometrical configuration
of tracked GPS satellites and the receiver environment error with the code pseudo-range observations. The observations used for the code geometrical point positioning model are the ionosphere-free code pseudo ranges, GPS precise orbits and clock offsets from the IGS center with the high-rate interval and an additional modeling of systematic errors of the GPS-SST observation. Examples are the systematic errors on GPS-SST observations, special relativistic effects on the GPS satellites and LEO and antenna-mass center offsets on the GPS satellites and LEOs can be mentioned.

### 4.2.2 Model of the Code Pseudo-range Observable

GPS code pseudo-range observations at time $t$ for LEOs can be modeled as:

$$
\begin{align*}
P_{r, i}^{s}(t) & =\rho_{r}^{s}(t)+c\left[\delta t_{r}(t)-\delta t^{s}\left(t-\tau_{r}^{s}\right)\right]+I_{i}^{r}(t)+d_{O}^{s}(t)+d_{R}^{r}(t)-d_{R}^{s}(t)+ \\
& +d_{C, i}^{r}(t)+d_{V, i}^{r}(t)+d_{M, P_{i}}(t)+\varepsilon_{r, P_{i}}^{s} \tag{4.1}
\end{align*}
$$

or in more details,

$$
\begin{align*}
P_{r, i}^{s}(t) & =\left\|\mathbf{R}_{z}\left(\omega_{e} \tau_{r}^{s}\right) \mathbf{r}^{s}\left(t-\tau_{r}^{s}\right)-\mathbf{r}(t)\right\|+c\left[\delta t_{r}(t)-\delta t^{s}\left(t-\tau_{r}^{s}\right)\right]+I_{i}^{r}(t)+d_{O}^{s}(t)+ \\
& +d_{R}^{r}(t)-d_{R}^{s}(t)+d_{C, i}^{r}(t)+d_{V, i}^{r}(t)+d_{M, P_{i}}(t)+\varepsilon_{r, P_{i}}^{s}, \tag{4.2}
\end{align*}
$$

where

```
s,r,i GPS satellite (sender), LEO (receiver) and frequency identifiers, respectively,
\taur travel time of the signal from the GPS satellite to a LEO,
t,t-\mp@subsup{\tau}{r}{s}\quad\mathrm{ GPS signal reception time in the receiver and GPS signal sending time from GPS satellite,},
Pr,i}s(t)\quadcode pseudo-range observation in units of length at frequency i
\rho
    (receiver) at reception time,
\mp@subsup{\mathbf{r}}{}{s}(t-\mp@subsup{\tau}{r}{s}) position vector of the GPS satellite at emission time t- 琈,
\deltat}\mp@subsup{}{}{s}(t-\mp@subsup{\tau}{r}{s})\quad\mathrm{ GPS clock offset at }t-\mp@subsup{\tau}{r}{s}
r}(t)\quad\mathrm{ position vector of a LEO at reception time t,
\deltatr (t) LEO clock offset at time t,
c speed of light in vacuum,
\omega
\mp@subsup{\mathbf{R}}{z}{}(\mp@subsup{\omega}{e}{}\mp@subsup{\tau}{r}{s}) rotation matrix of the ITRF around the z axis by the angle }\mp@subsup{\omega}{e}{}\mp@subsup{\tau}{r}{s}
I
d}\mp@subsup{d}{O}{s}(t)\quad\mathrm{ orbital error of }\mp@subsup{s}{}{th}\mathrm{ GPS satellite at time t,
d}rR(t) periodic special relativistic effect on a LEO at time t
d}\mp@subsup{d}{R}{s}(t)\quad\mathrm{ periodic special relativistic effect on the GPS satellite s at time t,
d}\mp@subsup{d}{C,i}{r}(t)\quad\mathrm{ LEO phase center offset correction for the frequency i at time t,
d}\mp@subsup{d}{V,i}{r}(t)\quad\mathrm{ LEO phase center offset variation for the frequency i at time t,
d}\mp@subsup{d}{M,\mp@subsup{P}{i}{}}{}(t) multi-path effect on the code pseudo range measurements at frequency i at time t,
\mp@subsup{\varepsilon}{r,\mp@subsup{P}{i}{}}{s}}\quad\mathrm{ noise of code observation (receiver noise and remaining errors).
```

If the error effects are summarized as follows,

$$
\begin{align*}
e_{r, P_{i}}^{s}(t) & =-c \delta t^{s}\left(t-\tau_{r}^{s}\right)+I_{i}^{r}(t)+d_{O}^{s}(t)+d_{T r}^{r}(t)+d_{T i}^{r}(t)+d_{R}^{r}(t)-d_{R}^{s}(t)+  \tag{4.3}\\
& +d_{C, i}^{r}(t)+d_{V, i}^{r}(t)
\end{align*}
$$

then the code pseudo-range observation between the GPS satellite $s$ and the GPS receiver $r$ on-board LEO at frequency $i$ according to Eq. (4.3) reads,

$$
\begin{equation*}
P_{r, i}^{s}(t)=\left\|\mathbf{R}_{z}\left(\omega_{e} \tau_{r}^{s}\right) \mathbf{r}^{s}\left(t-\tau_{r}^{s}\right)-\mathbf{r}(t)\right\|+c \delta t_{r}(t)+d_{M, P_{i}}(t)+e_{r, P_{i}}^{s}(t)+\varepsilon_{r, P_{i}}^{s} \tag{4.4}
\end{equation*}
$$

At first, the rotation matrix around the $z$-axis is necessary when using vectors referred to an Earth fixed coordinate system, located in its center of mass, i.e. ITRF (Strang and Borre 1997). Because of the dependency of the ionosphere effect on the frequency of the GPS signal, in a first approximation, the ionosphere effect can be eliminated with a linear combination of the GPS signals at two frequencies, namely $f_{1}$ and $f_{2}$. In other words, if $P_{1}$ and $\phi_{1}$ are the code pseudo-range and carrier phase observations in the band $L_{1}$ and $P_{2}$ and $\phi_{2}$ are the code pseudo-range and carrier phase observations in the band $L_{2}$, then the ionosphere-free code pseudo-range observation, $P_{3}$, and the ionosphere-free carrier phase observation, $\Phi_{3}$, can be written according to Eq. (2.45) as:

$$
P_{3}=n_{1} P_{1}+n_{2} P_{2}, \quad \Phi_{3}=n_{1} \lambda_{1} \phi_{1}+n_{2} \lambda_{2} \phi_{2}, \quad n_{1}=\frac{f_{1}^{2}}{f_{1}^{2}-f_{2}^{2}}, \quad n_{2}=-\frac{f_{2}^{2}}{f_{1}^{2}-f_{2}^{2}},
$$

Therefore, in all GPS-SST observation equations, the ionospheric effect with sufficient accuracy has been eliminated with the ionosphere-free linear combination (XU 2007). With the advent of the GPS precise orbit and clock offset products, the GPS satellite orbital error, i.e. $d_{O}^{s}(t)$, can be neglected in the observation equations. The multi-path effect of code pseudo-range observations, i.e. $d_{M, P_{i}}(t)$, can be neglected too. In case of carrier phase GPS-SST observation, the multi-path effect can be mitigated with taking into account the observation weights with respect to the GPS satellite (sender) zenith distance from the LEOs (observer)(see Bock et al. 2002). It is noticeable that all ionosphere-free observations with sub-script 3 $(i=3)$ have been indexed, and $\phi_{i}, \Phi_{i}$ are the carrier phase observations at frequency $i$ in units of cycles and length respectively.

### 4.2.3 Absolute Point Positioning with the Code Pseudo-range Observations

After linearization of Eq. (4.4) for ionosphere-free code pseudo-range observation between the GPS satellite $s$ and the GPS receiver $r$ at time $t$ follows:

$$
\begin{equation*}
P_{r, 3}^{s}(t)-\left.\left(\rho_{r}^{s}(t)+c \delta t_{r}(t)+d_{M, P_{3}}(t)+e_{r, P_{3}}^{s}(t)\right)\right|_{\mathbf{x}(t)=\mathbf{x}_{0}(t)}=\left.\mathbf{a}_{\mathbf{x}}^{s}(t)\right|_{\mathbf{x}(t)=\mathbf{x}_{0}(t)}\left[\mathbf{x}(t)-\mathbf{x}_{0}(t)\right]+\varepsilon_{r, P_{3}}^{s} \tag{4.5}
\end{equation*}
$$

where

$$
\begin{aligned}
& \mathbf{x}_{0}(t)=\left(\begin{array}{llll}
x_{r, 0}(t) & y_{r, 0}(t) & z_{r, 0}(t) & c \delta t_{r, 0}(t)
\end{array}\right)^{\mathrm{T}} \\
& \mathbf{x}(t)=\left(\begin{array}{llll}
x_{r}(t) & y_{r}(t) & z_{r}(t) & c \delta t_{r}(t)
\end{array}\right)^{\mathrm{T}} \\
& \delta \mathbf{x}(t)=\mathbf{x}(t)-\mathbf{x}_{0}(t)
\end{aligned}
$$

$$
\mathbf{a}_{\mathbf{x}}^{s}(t)
$$

initial absolute position vector and initial clock offset of a LEO receiver in the units of length at reception time $t$, final absolute position vector and clock offset of a LEO receiver in the units of length at reception time $t$, absolute position and clock offset difference vector betw--een the final and the initial values at time $t$, row of the design matrix $(1 \times 4)$ for the GPS satellite $s$ at time $t$.

The Gauss-Markov Model (GMM) with the observation equation Eq. (4.5) for the GPS satellite $s$ can be written as,

$$
\begin{equation*}
\Delta l^{s}(t)=\mathbf{a}_{\mathbf{x}}^{s}(t) \delta \mathbf{x}(t), \quad w_{r, P_{3}}^{s}(t)=\frac{\sigma_{0}^{2}}{\sigma_{P_{r, 3}^{s}(t)}^{2}} \cos ^{2}\left(z_{r}^{s}(t)\right) \tag{4.6}
\end{equation*}
$$

with the initial standard deviation $\sigma_{0}$, the standard deviation of the ionosphere-free code pseudo-range observation $\sigma_{P_{r, 3}^{s}(t)}$, and the zenith distance $z_{r}^{s}(\tau)$ from the GPS receiver $r$ on-board LEO to the GPS satellite $s$ at time $t . w_{r, P_{3}}^{s}(t)$ is the weight of the ionosphere-free code pseudo-range observation. The calculated ionosphere-free code pseudo-range observation, $P_{C}(t)$, with the initial given values can be built as,

$$
\begin{equation*}
P_{r, C}^{s}(t)=\left.\left(\rho_{r}^{s}(t)+c \delta t_{r}(t)+d_{M, P_{3}}(t)+e_{r, P_{3}}^{s}(t)\right)\right|_{\mathbf{x}(t)=\mathbf{x}_{0}(t)} . \tag{4.7}
\end{equation*}
$$

The quantity $\Delta l^{s}(t)$ is one element of the residual vector (in the sense observed minus calculated) for the GPS satellite $s$ as follow,

$$
\begin{equation*}
\Delta l^{s}(t)=P_{r, 3}^{s}(t)-P_{r, C}^{s}(t) \tag{4.8}
\end{equation*}
$$

$\mathbf{a}_{\mathbf{x}}^{s}(t),\left.\mathbf{a}_{\mathbf{x}}^{s}(t)\right|_{\mathbf{x}(t)=\mathbf{x}_{0}(t)}$ are the design matrices of the code pseudo-range observation in general form and with the initial position and clock offset of a LEO at time $t$ inserted, respectively,

$$
\begin{align*}
& \mathbf{a}_{\mathbf{x}}^{s}(t)=\left(\frac{x_{r}(t)-x^{s}\left(t-\tau_{r}^{s}\right)}{\rho_{r}^{s}(t)}, \frac{y_{r}(t)-y^{s}\left(t-\tau_{r}^{s}\right)}{\rho_{r}^{s}(t)}, \frac{z_{r}(t)-z^{s}\left(t-\tau_{r}^{s}\right)}{\rho_{r}^{s}(t)}, 1\right),  \tag{4.9}\\
& \left.\mathbf{a}_{\mathbf{x}}^{s}(t)\right|_{\mathbf{x}(t)=\mathbf{x}_{0}(t)}=\left(\frac{x_{0}(t)-x^{s}\left(t-\tau_{r}^{s}\right)}{\rho_{r, 0}^{s}(t)}, \frac{y_{0}(t)-y^{s}\left(t-\tau_{r}^{s}\right)}{\rho_{r, 0}^{s}(t)}, \frac{z_{0}(t)-z^{s}\left(t-\tau_{r}^{s}\right)}{\rho_{r, 0}^{s}(t)}, 1\right) . \tag{4.10}
\end{align*}
$$

The vectors $\mathbf{x}_{0}(t), \mathbf{x}(t)$ and $\delta \mathbf{x}(t)$ are the initial and the final values of the position vector and the clock offset of the LEO as well as the difference between them at time $t$, respectively. In case of $n(n \geq 4)$ code pseudo-range observations from the GPS receiver $r$ on-board LEO to the GPS satellites $s_{1}, \ldots, s_{n}$ at time $t$, the design matrix for all the GPS satellites can be built as follows:

$$
\begin{equation*}
\mathbf{A}(t)=\left(\mathbf{a}_{\mathbf{x}}^{s_{1}} \ldots \mathbf{a}_{\mathbf{x}}^{s_{j}} \ldots \mathbf{a}_{\mathbf{x}}^{s_{n}}\right)^{\mathrm{T}} \tag{4.11}
\end{equation*}
$$

The residual vector of all observations at $t$ reads:

$$
\Delta \mathbf{l}(t)=\left(\begin{array}{lllll}
\Delta l^{s_{1}}(t), & \ldots & \Delta l^{s_{j}}(t), & \ldots & \Delta l^{s_{n}}(t) \tag{4.12}
\end{array}\right)^{\mathrm{T}}
$$

and the initial and the final values of the unknowns,

$$
\mathbf{x}_{0}(t)=\left(\begin{array}{c}
x_{r, 0}(t)  \tag{4.13}\\
y_{r, 0}(t) \\
z_{r, 0}(t) \\
c \delta t_{r, 0}(t)
\end{array}\right), \quad \mathbf{x}(t)=\left(\begin{array}{c}
x_{r}(t) \\
y_{r}(t) \\
z_{r}(t) \\
c \delta t_{r}(t)
\end{array}\right) \quad, \delta \mathbf{x}(t)=\mathbf{x}(t)-\mathbf{x}_{0}(t)
$$

Finally, the observation equations of the Gauss-Markov model can be written at time $t$ in the form,

$$
\Delta \mathbf{l}(t)=\mathbf{A}(t) \delta \mathbf{x}(t), \quad \mathbf{W}_{l}(t)=\left(\begin{array}{ccccc}
w_{r, P_{3}}^{s_{1}}(t) & \cdots & 0 & \cdots & 0  \tag{4.14}\\
\vdots & \ddots & \vdots & \ddots & \vdots \\
0 & \cdots & w_{r, 2 P_{3}}^{s_{s}}(t) & \cdots & 0 \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & \cdots & w_{r, P_{3}}^{s_{n}}(t)
\end{array}\right) .
$$

After solving the least squares adjustment problem, the solution for every observation time $t$ can be written as follow,

$$
\begin{equation*}
\delta \hat{\mathbf{x}}(t)=\left(\mathbf{A}^{\mathrm{T}}(t) \mathbf{W}_{l}(t) \mathbf{A}(t)\right)^{-1} \mathbf{A}^{\mathrm{T}}(t) \mathbf{W}_{l}(t) \Delta \mathbf{I}(t), \quad \mathbf{C}_{\delta \hat{\mathbf{x}}(t)}=\left(\mathbf{A}^{\mathrm{T}}(t) \mathbf{W}_{l}(t) \mathbf{A}(t)\right)^{-1} \tag{4.15}
\end{equation*}
$$

$\mathbf{W}_{l}(t)$ is the weight matrix of the observations (inverse to the variance-covariance matrix of the ionospherefree code pseudo-range observations, see Sec. 3.3). In case of code pseudo-range observations, it is frequently diagonal, with the diagonal elements derived from the variance of the ionosphere-free code pseudo-range observations.

The estimated unknowns in Eq. (4.15) are the corrections to the initial LEO absolute position and initial LEO clock offset at time $t$. The LEO absolute position and clock offset at time $t$ read,

$$
\begin{equation*}
\mathbf{x}(t)=\mathbf{x}_{0}(t)+\delta \hat{\mathbf{x}}(t), \quad \mathbf{C}_{\hat{\mathbf{x}}(t)}=\mathbf{C}_{\delta \hat{\mathbf{x}}(t)} \tag{4.16}
\end{equation*}
$$

The residual vector of the ionosphere-free code pseudo-range observations at epoch $t$ can be estimated as,

$$
\begin{equation*}
\hat{\mathbf{v}}(t)=\mathbf{A}(t) \hat{\mathbf{x}}(t)-\mathbf{I}(t) \tag{4.17}
\end{equation*}
$$

The variance factor reads with the redundancy number $d f$ as follows,

$$
\begin{equation*}
\hat{\sigma}_{0}^{2}=\frac{\hat{\mathbf{v}}^{\mathrm{T}}(t) \mathbf{W}_{l}(t) \hat{\mathbf{v}}(t)}{d f} \tag{4.18}
\end{equation*}
$$

and the a-posteriori variance-covariance matrix reads,

$$
\begin{equation*}
\hat{\mathbf{C}}_{\hat{\mathbf{x}}(t)}=\hat{\sigma}_{0}^{2}\left(\mathbf{A}^{\mathrm{T}}(t) \mathbf{W}_{l}(t) \mathbf{A}(t)\right)^{-1} \tag{4.19}
\end{equation*}
$$

It is remarkable that the unknowns of the code pseudo-range normal equations are computed using the initialized parameters, but the initial parameters are usually not (exactly) known; therefore, an iterative process has to be carried out to solve for the geometrical LEO point positions. For the given initial vector, a modified one can be obtained by solving the above problem; the modified initial vector can be used in turn as the initial vector to form the code pseudo-range GPS-SST observation normal equation, and the unknowns can be solved again until the process converges. The estimated unknown parameters in Eq. (4.15), $\delta \hat{\mathbf{x}}(t)$, are the corrections to the LEO absolute position and the initial LEO clock offset. Because of the non linearized observation model, an iteration procedure is necessary. The convergence of the unknowns can be achieved after a few iterations (i.e. $i$ ),

$$
\begin{equation*}
\hat{\mathbf{x}}(t)_{(i)}=\hat{\mathbf{x}}(t)_{(i-1)}+\delta \hat{\mathbf{x}}(t)_{(i)}=\hat{\mathbf{x}}(t)_{(i-1)}+\left(\mathbf{A}_{(i)}^{\mathrm{T}}(t) \mathbf{W}_{l}(t) \mathbf{A}_{(i)}(t)\right)^{-1} \mathbf{A}_{(i)}^{\mathrm{T}}(t) \mathbf{W}_{l}(t) \Delta \mathbf{I}_{(i)}(t) \tag{4.20}
\end{equation*}
$$

There are four unknowns in the code pseudo-range observation equation, therefore in the point-wise geometrical LEO positioning, at least four observables from LEO to GPS satellites are needed to make the problem solvable. In other words, as soon as four or more GPS satellites are tracked, single point positioning of LEO at the observed epoch is possible.

### 4.3 Zero Difference Carrier Phase Absolute Point Positioning

### 4.3.1 Introduction

The carrier phase is the phase of the received satellite signal relative to the carrier phase, generated in the receiver at the reception time. The measurement is realized by shifting the receiver-generated carrier phase to the received GPS carrier phase. The number of full carrier waves between the receiver and the satellite cannot be accounted for the initial signal acquisition. Therefore, measuring the carrier phase means to measure the fractional phase and to keep track of changes in the cycles. The carrier phase is indeed an accumulated carrier phase observation. The fractional carrier phase can be measured with a precision better than $1 \%$ of the carrier phase wavelength, which corresponds to millimeter precision in the positions. This is the reason why the use of carrier phases lead to more precise results than the use of code pseudo-range observations (XU 2007).

### 4.3.2 Establishment of Carrier Phase Observation Equation

The observation equation for GPS carrier phase observation at frequency $i$ between the GPS satellite $s$ and the LEO receiver $r$ according to Eq. (2.31) at reception time $t$ can be written as:

$$
\begin{align*}
\Phi_{r, i}^{s}(t) & =\lambda_{i} \phi_{r, i}^{s}(t)=\rho_{r}^{s}\left(t, t^{s}\right)+c\left[\delta t_{r}(t)-\delta t^{s}\left(t-\tau_{r}^{s}\right)\right]+\lambda_{i} A_{r, i}^{s}-I_{i}^{r}(t)+d_{C, i}^{r}(t)+d_{V, i}^{r}(t)+ \\
& +d_{R}^{r}(t)-d_{R}^{s}(t)+d_{M, \Phi_{i}}(t)+\varepsilon_{r, \Phi_{i}}^{s} \tag{4.21}
\end{align*}
$$

or in more details,

$$
\begin{align*}
\Phi_{r, i}^{s}(t) & =\left\|\mathbf{R}_{z}\left(\omega_{e} \tau_{r}^{s}\right) \mathbf{r}^{s}\left(t-\tau_{r}^{s}\right)-\mathbf{r}(t)\right\|+c\left[\delta t_{r}(t)-\delta t^{s}\left(t-\tau_{r}^{s}\right)\right]+\lambda_{i} A_{r, i}^{s}-I_{i}^{r}(t)+d_{C, i}^{r}(t)+ \\
& +d_{V, i}^{r}(t)+d_{R}^{r}(t)-d_{R}^{s}(t)+d_{M, \Phi_{i}}(t)+\varepsilon_{r, \Phi_{i}}^{s} \tag{4.22}
\end{align*}
$$

with the quantities

$$
\begin{array}{ll}
\Phi_{r, i}^{s}(t), \phi_{r, i}^{s}(t) & \begin{array}{l}
\text { observed carrier phase in units of length and in units of cycles for the frequency } i, \text { re- } \\
\text { - }
\end{array} \\
d_{M, \phi_{i}}(t) & \begin{array}{l}
\text { mpectively, }
\end{array} \\
\varepsilon_{r, \Phi_{i}}^{s} & \text { nolti-path effect on the carrier phase measurements for the frequency } i \text { at time } t,
\end{array}
$$

If we assume that all error effects of the receiver and the GPS satellite have been considered, either by specified models or by elimination through the data combination procedures (e.g. ionosphere-free linear data combination), then the error effects can be summarized at the reception time $t$ according to Eq. (2.32) as follows,

$$
\begin{equation*}
e_{r, \Phi_{i}}^{s}(t)=-c \delta t^{s}\left(t-\tau_{r}^{s}\right)-I_{i}^{r}(t)+d_{O}^{s}(t)+d_{R}^{r}(t)-d_{R}^{s}(t)+d_{C, i}^{r}(t)+d_{V, i}^{r}(t) \tag{4.23}
\end{equation*}
$$

The geometrical distance between the GPS satellite $s$ and the GPS receiver $r$ on-board LEO at frequency $i$ reads,

$$
\begin{equation*}
\rho_{r, i}^{s}(t)=\left\|\mathbf{R}_{z}\left(\omega_{e} \tau_{r}^{s}\right) \mathbf{r}^{s}\left(t-\tau_{r}^{s}\right)-\mathbf{r}(t)\right\| \tag{4.24}
\end{equation*}
$$

or in more details,

$$
\begin{align*}
\mathbf{R}_{z}\left(\omega_{e} \tau_{r}^{s}\right) \mathbf{r}^{s}\left(t-\tau_{r}^{s}\right) & =\mathbf{r}_{m}^{s}\left(t-\tau_{r}^{s}\right)=\left(\begin{array}{llll}
x^{s}\left(t-\tau_{r}^{s}\right) & y^{s}\left(t-\tau_{r}^{s}\right) & z^{s}\left(t-\tau_{r}^{s}\right)
\end{array}\right)^{\mathrm{T}}  \tag{4.25}\\
\mathbf{r}(t) & =\left(\begin{array}{lll}
x_{r}(t) & y_{r}(t) & z_{r}(t)
\end{array}\right)^{\mathrm{T}}
\end{align*}
$$

with

$$
\begin{equation*}
\rho_{r, i}^{s}(t)=\left\|\mathbf{r}_{m}^{s}(t)-\mathbf{r}(t)\right\|=\left(\left[x^{s}\left(t-\tau_{r}^{s}\right)-x_{r}(t)\right]^{2}+\left[y^{s}\left(t-\tau_{r}^{s}\right)-y_{r}(t)\right]^{2}+\left[z^{s}\left(t-\tau_{r}^{s}\right)-z_{r}(t)\right]^{2}\right)^{1 / 2} \tag{4.26}
\end{equation*}
$$

The observation equation can be written at time $t$ with the error term from Eq. (4.23) and the geometrical distance from Eq. (4.26) inserted into Eq. (4.22),

$$
\begin{equation*}
\Phi_{r, i}^{s}(t)=\left\|\mathbf{r}_{m}^{s}(t)-\mathbf{r}(t)\right\|+c \delta t_{r}(t)+\lambda_{i} A_{r, i}^{s}+d_{M, \Phi_{i}}(t)+e_{r, \Phi_{i}}^{s}(t)+\varepsilon_{r, \Phi_{i}}^{s} \tag{4.27}
\end{equation*}
$$

Obviously, the observation equation Eq. (4.27) for the carrier phase GPS-SST observation with respect to the LEO clock offset and the GPS ambiguity term is linear but it is non-linear with respect to the GPS receiver position on-board LEO. It has to be linearized with respect to the GPS-receiver position $\mathbf{r}(t)$ onboard LEO. The linearized carrier phase observation equation for the GPS satellite $s$ and the GPS receiver $r$ at frequency $i$ can be written as follows,

$$
\begin{align*}
& \Phi_{r, i}^{s}(t)=\Phi_{r, i, 0}^{s}(t)+\left.\frac{\partial \Phi_{r, i}^{s}(t)}{\partial \mathbf{x}}\right|_{\mathbf{x}=\mathbf{x}_{0}}\left(\mathbf{x}-\mathbf{x}_{0}\right)  \tag{4.28}\\
& \Delta \Phi_{r, i}^{s}(t)=\mathbf{a}_{\mathbf{x}}^{s}(t) \Delta \mathbf{x}, \quad w_{r, \Phi_{i}}^{s}(t)=\frac{\sigma_{0}^{2}}{\sigma_{\Phi_{r, i}^{s}(t)}^{2}} \cos ^{2}\left(z_{r}^{s}(t)\right) \tag{4.29}
\end{align*}
$$

where,

$$
\begin{equation*}
\mathbf{a}_{\mathbf{x}}^{s}(t)=\frac{\partial \Phi_{r, i}^{s}(t)}{\partial \mathbf{x}}, \quad \Delta \Phi_{r, i}^{s}(t)=\Phi_{r, i}^{s}(t)-\Phi_{r, i, 0}^{s}(t), \quad \Delta \mathbf{x}=\mathbf{x}-\mathbf{x}_{0} \tag{4.30}
\end{equation*}
$$

with the initial standard deviation $\sigma_{0}$, the carrier phase observation standard deviation $\sigma_{\Phi_{r, i}^{s}(t)}$ and the zenith distance $z_{r}^{s}(t)$, observed by the GPS receiver $r$ to the GPS satellite $s$ at time $t$. The term $w_{r, \Phi_{i}}^{s}(t)$ is the weight of the carrier phase observations and $\mathbf{x}$ summarizes the final unknown parameters, namely the LEO receiver position, the clock offset and the GPS satellites ambiguity terms. Only the corrections to the initial absolute position, the LEO clock offset and the GPS ambiguity parameters are estimated by solving the Gauss-Markov problem by an iterative procedure. The linearized observation equation for the carrier phase of the GPS satellite $s$ with respect to the LEO receiver position, can be formulated based on Eq. (4.27) as follows,

$$
\mathbf{a}_{\mathbf{r}}^{s}(t)=\frac{\partial \Phi_{r, i}^{s}(t)}{\partial \mathbf{r}(t)}=\left(\begin{array}{l}
e_{r, x}^{s}(t) \tag{4.31}
\end{array} e_{r, y}^{s}(t) \quad e_{r, z}^{s}(t)\right)
$$

with

$$
e_{r, x}^{s}(t)=\frac{x_{r}(t)-x^{s}\left(t-\tau_{r}^{s}\right)}{\rho_{r}^{s}(t)}, \quad e_{r, y}^{s}(t)=\frac{y_{r}(t)-y^{s}\left(t-\tau_{r}^{s}\right)}{\rho_{r}^{s}(t)}, \quad e_{r, z}^{s}(t)=\frac{z_{r}(t)-z^{s}\left(t-\tau_{r}^{s}\right)}{\rho_{r}^{s}(t)} .
$$

To establish all ionosphere-free carrier phase observation equations, we assume that the GPS receiver $r$ at the first epoch is tracked for example by the GPS satellites $s_{1}, s_{2}, s_{3}, s_{4}, s_{5}$ and $s_{6}$. Then the Gauss-Markov model of all observed GPS satellites reads,

$$
\left(\begin{array}{l}
\Delta \Phi_{r, 3}^{s_{1}}(t)  \tag{4.32}\\
\Delta \Phi_{r, 3}^{s_{2}}(t) \\
\Delta \Phi_{r, 3}^{s_{3}}(t) \\
\Delta \Phi_{r, 3}^{s_{4}}(t) \\
\Delta \Phi_{r, 3}^{s_{5}^{5}}(t) \\
\Delta \Phi_{r, 3}^{s_{6}}(t)
\end{array}\right)=\left(\begin{array}{llllllllll}
e_{x, r}^{s_{1}}(t) & e_{y, r}^{s_{1}}(t) & e_{z, r}^{s_{1}}(t) & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
e_{x, r}^{s_{2}}(t) & e_{y, r}^{s_{2}}(t) & e_{z, r}^{s_{2}}(t) & 1 & 0 & 1 & 0 & 0 & 0 & 0 \\
e_{x, r}^{s_{3}}(t) & e_{y, r}^{s_{2}}(t) & e_{z, r}^{s_{3}}(t) & 1 & 0 & 0 & 1 & 0 & 0 & 0 \\
e_{x, r}^{s_{4}}(t) & e_{y, r}^{s_{4}}(t) & e_{z, r}^{s_{4}}(t) & 1 & 0 & 0 & 0 & 1 & 0 & 0 \\
e_{x, r}^{s_{5}}(t) & e_{y, r}^{s_{5}}(t) & e_{z, r}^{s_{5}}(t) & 1 & 0 & 0 & 0 & 0 & 1 & 0 \\
e_{x, r}^{s_{6}}(t) & e_{y, r}^{s_{6}}(t) & e_{z, r}^{s_{6}}(t) & 1 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right)\left(\begin{array}{c}
\Delta x_{r}(t) \\
\Delta y_{r}(t) \\
\Delta z_{r}(t) \\
\Delta c \delta t_{r}(t) \\
\Delta \lambda_{3} A^{s_{1}} \\
\Delta \lambda_{3} A^{s_{2}} \\
\Delta \lambda_{3} A^{s_{3}} \\
\Delta \lambda_{3} A^{s_{4}} \\
\Delta \lambda_{3} A^{s_{5}} \\
\Delta \lambda_{3} A^{s_{6}}
\end{array}\right),
$$

with the weight matrix of all ionosphere-free carrier phase GPS-SST observations at the epoch $t$ (inverse to the variance-covariance matrix of the ionosphere-free carrier phase observations, see Sec. 3.3),

$$
\mathbf{W}_{1}(t)=\left(\begin{array}{ccccc}
w_{r, \Phi_{3}}^{s_{1}}(t) & \ldots & 0 & \ldots & 0  \tag{4.33}\\
\vdots & \ddots & \vdots & \ddots & \vdots \\
0 & \ldots & w_{r, \Phi_{3}}^{s_{j}}(t) & \ldots & 0 \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
0 & \ldots & 0 & \ldots & w_{r, \Phi_{3}}^{s_{6}}(t)
\end{array}\right)
$$

If the number of observations is smaller than the number of unknowns, (e.g. in present case the number of observations is 6 and the number of unknown parameters is 10 ), then the carrier phase single point positioning problem is not solvable after the first few epochs or within an epoch-wise single epoch point positioning procedure. To solve this problem, the carrier phase observations at more epochs have to be summed up and solved within a batch processing procedure for all desired epochs, either in static mode or in the kinematic mode of the geometrical precise point positioning.

### 4.3.3 Static Mode of Geometrical Precise Point Positioning Procedure

To show the observation equations in the static mode, we assume that the GPS satellites $s_{1}, s_{2}, s_{3}, s_{4}, s_{5}$ and $s_{6}$ have been tracked at two sequential epochs, then the number of observations is 12 and the number of
unknowns is 11 , respectively (three coordinates and two clock offset parameters and 6 ambiguity parameters for 6 observed GPS satellites). The Gauss-Markov model reads,
or in matrix form,

$$
\begin{equation*}
\Delta \mathbf{I}=\mathbf{A} \mathbf{x}, \quad \mathbf{W}_{l}, \tag{4.35}
\end{equation*}
$$

with the weight matrix of all ionosphere-free carrier phase GPS-SST observations at the epochs $t_{1}$ and $t_{2}$ as (inverse to the variance-covariance matrix of the ionosphere-free carrier phase observations, see Sec.(3)),

$$
\mathbf{W}_{l}=\left(\begin{array}{cc}
\mathbf{W}_{1}\left(t_{1}\right) & \mathbf{0}  \tag{4.36}\\
\mathbf{0} & \mathbf{W}_{1}\left(t_{2}\right)
\end{array}\right)
$$

The carrier phase observation equations can be solved by a least squares adjustment,

$$
\begin{equation*}
\Delta \hat{\mathbf{x}}=\left(\mathbf{A}^{\mathrm{T}} \mathbf{W}_{l} \mathbf{A}\right)^{-1} \mathbf{A}^{\mathrm{T}} \mathbf{W}_{l} \Delta \mathbf{I}, \quad \mathbf{C}_{\Delta \hat{\mathbf{x}}}=\left(\mathbf{A}^{\mathrm{T}} \mathbf{W}_{l} \mathbf{A}\right)^{-1} \tag{4.37}
\end{equation*}
$$

If we assume that $n_{s}$ different GPS satellites are observed at every epoch and the total number of epochs is $n_{e}$ then the total number of observations is $n_{s} \times n_{e}$. In this case, there are $n_{s}$ ambiguity parameters, three coordinates and one clock offset at every epoch as unknown parameters, i.e. $n_{s}+n_{e}+3$. If it holds $n_{s} \times n_{e} \geq n_{s}+n_{e}+3$ then the Gauss-Markov model in the static case can be solved by a least squares minimization of the observation residuals.

The estimated unknown parameters in Eq. (4.37), $\Delta \hat{\mathbf{x}}$, are the corrections to the LEO absolute position, the initial LEO clock offsets and the initial ambiguities of all observed GPS satellites from the GPS receiver $r$ on-board LEO. Because of the non linearized observation model, an iteration procedure is necessary. The convergence of the unknowns can be achieved after a few iterations (i.e. i),

$$
\begin{equation*}
\hat{\mathbf{x}}_{(i)}=\hat{\mathbf{x}}_{(i-1)}+\Delta \hat{\mathbf{x}}_{(i)}=\hat{\mathbf{x}}_{(i-1)}+\left(\mathbf{A}_{(i)}^{\mathrm{T}} \mathbf{W}_{l} \mathbf{A}_{(i)}\right)^{-1} \mathbf{A}_{(i)}^{\mathrm{T}} \mathbf{W}_{l} \boldsymbol{\Delta} \mathbf{I}_{(i)} \tag{4.38}
\end{equation*}
$$

### 4.3.4 Non-static Mode of Geometrical Precise Point Positioning Procedure

In the kinematical mode, we assume that the receiver is moving and the absolute positions and clock offsets at every epoch are changing. This has to be considered in the establishment of the system of observation equations. In the static positioning mode, we assume that the GPS satellites $s_{1}, s_{2}, s_{3}, s_{4}, s_{5}$ and $s_{6}$ have been tracked at two subsequent epochs. In the present case, the numbers of observations and unknown parameters are 12 and 14 (six coordinates and two clock offset parameters and 6 ambiguity parameters for 6 observed GPS satellites) for the subsequent observations epochs. Obviously, the number of the carrier phase observations is less than the number of unknown parameters and the problem is underdetermined. To solve this problem, a sufficient number of carrier phase observations has to be added to the system of observation equations to arrive at a uniquely solvable regular normal matrix. The Gauss-Markov model in the kinematical mode for two subsequent epochs, $t_{1}$ and $t_{2}$, can be established as follows,

$$
\begin{aligned}
& \left(\begin{array}{c}
\Delta \Phi_{r, 3}^{s_{1}}\left(t_{1}\right) \\
\Delta \Phi_{r, 3}^{s_{2}}\left(t_{1}\right) \\
\Delta \Phi_{r, 3}^{s_{3}}\left(t_{1}\right) \\
\Delta \Phi_{r, 3}^{s_{4}}\left(t_{1}\right) \\
\Delta \Phi_{r, 3}^{s_{5}}\left(t_{1}\right) \\
\Delta \Phi_{r, 3}^{s_{6}}\left(t_{1}\right) \\
\Delta \Phi_{r, 3}^{s_{1}}\left(t_{2}\right) \\
\Delta \Phi_{r, 3}^{s_{2}}\left(t_{2}\right) \\
\Delta \Phi_{r, 3}^{s_{3}}\left(t_{2}\right) \\
\Delta \Phi_{r, 3}^{s_{4}}\left(t_{2}\right) \\
\Delta \Phi_{r, 3}^{s_{5}}\left(t_{2}\right) \\
\Delta \Phi_{r, 3}^{s_{6}}\left(t_{2}\right)
\end{array}\right)=
\end{aligned}
$$

or in matrix notation,

$$
\begin{equation*}
\Delta \mathbf{I}=\mathbf{A} \Delta \mathbf{x}, \quad \mathbf{W}_{l}, \tag{4.40}
\end{equation*}
$$

with the weight matrix at the sub-sequent epochs $t_{1}$ and $t_{2}$ as,

$$
\mathbf{W}_{l}=\left(\begin{array}{cc}
\mathbf{W}_{1}\left(t_{1}\right) & \mathbf{0}  \tag{4.41}\\
\mathbf{0} & \mathbf{W}_{1}\left(t_{2}\right)
\end{array}\right)
$$

If the number of the carrier phase observations is more than the number of the unknowns, then the carrier phase observation equations can be solved in the batch processing mode,

$$
\begin{equation*}
\Delta \hat{\mathbf{x}}=\left(\mathbf{A}^{\mathrm{T}} \mathbf{W}_{l} \mathbf{A}\right)^{-1} \mathbf{A}^{\mathrm{T}} \mathbf{W}_{l} \Delta \mathbf{I}, \quad \mathbf{C}_{\Delta \hat{\mathbf{x}}}=\left(\mathbf{A}^{\mathrm{T}} \mathbf{W}_{l} \mathbf{A}\right)^{-1} \tag{4.42}
\end{equation*}
$$

The estimated unknown parameters in Eq. (4.42), $\Delta \hat{\mathbf{x}}$, are the corrections to the LEO absolute positions, the initial LEO clock offsets and the initial ambiguities of all observed GPS satellites from the GPS receiver $r$ on-board LEO. Because of the non linearized observation model, an iteration procedure is necessary. The convergence of the unknowns can be achieved after a few iterations (i.e. $i$ ),

$$
\begin{equation*}
\hat{\mathbf{x}}_{(i)}=\hat{\mathbf{x}}_{(i-1)}+\Delta \hat{\mathbf{x}}_{(i)}=\hat{\mathbf{x}}_{(i-1)}+\left(\mathbf{A}_{(i)}^{\mathrm{T}} \mathbf{W}_{l} \mathbf{A}_{(i)}\right)^{-1} \mathbf{A}_{(i)}^{\mathrm{T}} \mathbf{W}_{l} \Delta \mathbf{I}_{(i)} \tag{4.43}
\end{equation*}
$$

If the normal equation is solvable, then it is clear that the float ambiguities only can be solved from the least squares method without any pre-conditions. In the case of geometrical precise point positioning of a GPS receiver on-board LEO with zero difference ionosphere-free carrier phase observations, the float ambiguity solving mode has to be used.

### 4.3.5 Rank Defect of the Carrier Phase Observation Equation

The rank of the design matrix $\mathbf{A}$ is the number of its linear independent columns, $r=\operatorname{rank}(\mathbf{A})$. If this is not the case, then the matrix is column-singular. The singular system of equations becomes regular if a parameter corresponding to a linearly dependent column is fixed. This can be arrived such that the column is transferred to the left side of the system of observation equations to become part of the observation vector. This transfer reduces the columns of the design matrix by the number of rank deficiencies (Hofmann-Wellenhof et al. 2001). Mathematically speaking, if $\mathbf{A}_{\mathrm{m} \times \mathrm{n}}$ is the design matrix of zero difference carrier phase observations, A has a rank defect if

$$
\begin{equation*}
\mathbf{A} \mathbf{v}=0, \quad \exists \mathbf{v} \neq \mathbf{0} \tag{4.44}
\end{equation*}
$$

If there exists an $n \times 1$ vector $\mathbf{v} \neq \mathbf{0}$ so that it holds $\mathbf{A v}=\mathbf{0}$, then the system has a rank defect. The design matrix of zero difference carrier phase observations for two first subsequent epochs of the GPS satellites $s_{1}, s_{2}, s_{3}, s_{4}, s_{5}$ and $s_{6}$ in static mode can be written as described in Eq. (4.34). If we choose the $\mathbf{v} \neq \mathbf{0}$, e.g.,

$$
\mathbf{v}=\left(\begin{array}{lllllllllll}
0 & 0 & 0 & -1 & -1 & 1 & 1 & 1 & 1 & 1 & 1 \tag{4.45}
\end{array}\right)^{\mathrm{T}}
$$

then it yields $\mathbf{A v}=\mathbf{0}$. The rank-defect corresponds to the kinematical mode of geometrical precise point positioning solution, although the vector $\mathbf{v} \neq \mathbf{0}$ is slightly different, because of the different positions of the unknown parameters in the design matrix. For example, in case of three sequential epochs in the kinematic mode of geometrical precise point positioning mode, the vector $\mathbf{v}$ can be chosen as (for $\mathbf{A}$ refer to Eq. (4.39)),

$$
\mathbf{v}=\left(\begin{array}{llllllllllllllllll}
0 & 0 & 0 & -1 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & -1 & 1 & 1 & 1 & 1 & 1 & 1 \tag{4.46}
\end{array}\right)^{\mathrm{T}}
$$

then if follows as in the static mode, $\mathbf{A v}=\mathbf{0}$. The rank defect affects only the ambiguity and clock parameters. The position vector is not affected by the rank defect, because the elements of the vector $\mathbf{v} \neq 0$, which correspond to the positions are zero. A common solution for solving the rank defect in case of zero difference carrier phase observation equations is to fix one of the ambiguity or clock parameters to its a-priori values. However, in the case of this kind of rank defect, it does not matter what we choose, the position parameters (or baseline parameters) which have been estimated will not be changed by it (Van der Marel 2003). If the geometric configuration of the GPS satellites for the observer has been sufficiently changed, e.g. for GPS satellite $s_{1}$ at two sub-sequent epochs $e_{x . . z, r}^{s_{1}}\left(t_{2}\right) \neq e_{x . . z, r}^{s_{1}}\left(t_{1}\right)$, then this is only the rank defect in the Gauss-Markov model, i.e. the rank defect of the zero difference carrier phase observation equation is one. But if the GPS satellites geometry configuration for the observer has not been sufficiently changed, i.e. for GPS satellites $s_{1}, s_{2}, s_{3}, s_{4}, s_{5}$ and $s_{6}$ at two sub-sequent epochs in the static mode of geometrical positioning, $e_{x \ldots z, r}^{s_{1}}\left(t_{2}\right)=e_{x \ldots z, r}^{s_{1}}\left(t_{1}\right)=e_{x \ldots z, r}^{s_{2}}\left(t_{2}\right)=e_{x \ldots z, r}^{s_{6}}\left(t_{2}\right)$, and if we choose the vector as,

$$
\mathbf{v}=\left(\begin{array}{cccccccccc}
-1 & 0 & 0 & 0 & 0 & 0 & e_{x, r}^{s_{1}}\left(t_{1}\right) & e_{x, r}^{s_{1}}\left(t_{1}\right) & e_{x, r}^{s_{1}}\left(t_{1}\right) & e_{x, r}^{s_{1}}\left(t_{1}\right) \tag{4.47}
\end{array} e_{x, r}^{s_{1}}\left(t_{1}\right)\right)^{\mathrm{T}},
$$

then $\mathbf{A v}=\mathbf{0}$. The rank-defect of the design matrix is three. The rank defects in case of the kinematical and the static modes of geometrical positioning is identical. In case of GPS solutions based on carrier phase observations, it is necessary to have a sufficient number of intervals in between two subsequent epochs, in order to avoid the rank defects.

## 5. Representation of Short Arcs

### 5.1 Introduction

The ephemerides of point-wise satellite positions can be derived by GNSS analysis techniques as discussed in chapter 4 . The different precise point positioning techniques will be designated as geometric orbit determination methods. There is no connection between subsequent positions, and consequently, no information about the velocity or even the acceleration of the satellite is available. To describe the time dependency of the motion of a satellite, it is necessary to provide a properly constructed function which consistently connects analytically positions, velocities and accelerations. In many applications such a continuous function is provided by a properly selected linear interpolation or an approximation function derived from a table of positions by a least squares adjustment process. From these position functions, velocities and accelerations can be derived consistently by numerical or analytical differentiation. With such a function the kinematics of the satellite's motion is given as result of a kinematic orbit determination process. It should be pointed out that no dynamic force model at all is used for this kind of orbit determination. The kinematical orbit is represented by a sufficient number of approximation parameters, including the initial or boundary values of the arc. These parameters are determined such that the observations are approximated in the best possible way with respect to a properly selected norm.
The approach presented in this thesis is based on approximation parameters, which have also a clearly defined relation to the dynamical model of the satellite's motion. To realize this, the kinematical orbit is not only a continuous approximation of the orbit as it is observed by GNSS observations, it is also a solution of Newton's equation of motion of the satellite. If the kinematical parameters are determined by a best fitting process based on the observations, then we perform a pure kinematical orbit determination, which will be discussed in Sec. 6.1. If the parameters are determined by a model of the forces acting on the satellites, then a dynamic orbit determination is realized. These aspects will be treated in Sec. 6.2. In addition, there is also the possibility to use certain constraints based on the dynamical force function model. In this case, we carry out a reduced kinematical orbit determination of a specific level, depending on the strength of the dynamical restrictions; the various possibilities will be discussed in this section. It will be demonstrated, that this formulation of the orbit determination problem allows a smooth transition from a kinematical orbit determination to a dynamical orbit determination. At the one end, the orbit parameters are determined without any force function information at all, and at the other extreme end, all parameters are functions of the force function model.
The flexibility of this orbit determination procedure is achieved by formulating a boundary value problem to Newton-Euler's equation of motion in form of an integral equation of Fredholm type. The solution of this integral equation can be formulated in a semi-analytical form, either as a series of Fourier coefficients as outlined in Sec. 5.2, or as a series of Euler and Bernoulli polynomials as discussed in Sec. 5.3. These approximations represent kinematical models of residual orbits based on reference motions of the satellites to minimize the numerical problems. This reference motion can be formulated either as a linear combination of the boundary position vectors, either a straight line (Sec. 5.2.1) or an ellipse connecting the end points of the arc (Sec. 5.2.2) or as a reference orbit derived by any dynamic orbit determination procedure (Sec. 5.2.3). The interpretation of the difference function as a Fourier series based on the reference orbit (Sec. 5.2.4) and the transformation to a series of Euler and Bernoulli polynomials (Sec. 5.3) builds the basis for the integrated flexible kinematical, dynamical and reduced kinematical orbit determination approach.

### 5.2 Boundary Value Problem for the Equation of Motion as Integral Equation of Fredholm Type

### 5.2.1 Equation of Motion Based on the Simple Newton Operator

The idea as outlined in the following was proposed as a general method for orbit determination by Schneider in 1967 (Schneider 1968). This orbit determination technique has been further developed and modified
to various applications in Satellite Geodesy and Celestial Mechanics (Schneider 1997, Schneider 1992, Schneider 1993, Schneider 2002A and Schneider 2002b, Schneider 1984). A first application to determine preliminary orbits of artificial satellites was performed by Ilk (ILK 1972). First tests for a dynamic orbit determination based on direction and distance measurements are reported in (ILK 1973) and a technique for the numerical solution of a two-point boundary value problem of Newton-Euler's equation of motion as well as of Lagrange's equation of motion based on Schneider's proposal has been developed by Ilk (LLK 1976). This technique was modified for gravity field determination by Reigber (Reigber 1969), and successfully applied subsequently, especially as additional observation equations for zonal and resonant potential coefficients, in a series of gravity field models (e.g., Balmino et al. 1976). In the following, the idea has been applied to the Satellite-to-Satellite Tracking (SST) problem by Ilk (ILK 1983A) and later to the Satellite Gravity Gradiometry (SGG) analysis. After that, the method has been developed and tested based on various simulation scenarios, e.g. see ILK et al. 1995 and ILK et al. 2003. The recovery procedure can be applied in the space domain or in the spectral domain, for POD analysis, high-low GPS-SST or low-low-SST. So far, this technique has been applied very successfully for gravity field determinations but was not yet applied to kinematical orbit determination as an independent product. The reason was that the observation types of the past were not the proper ones needed for this solution method. The success of GNSS changed the situation dramatically and it seems that Schneider's proposal is especially tailored to the in-situ gravity field determination technique which is based on very precisely determined short arcs. In the following, we will present the theoretical foundation of the integrated kinematical-dynamical orbit determination approach (Fig. 5.1). The mathematical-physical model for densely tracked orbits is based on the formulation of the


Figure 5.1: Representation of the orbit in the straight line mode.
equation of motion with the self-adjoint differential operator $L$,

$$
\begin{equation*}
L(\mathbf{r}(\tau))=\mathbf{a}\left(\tau^{\prime} ; \mathbf{r}, \dot{\mathbf{r}}\right), \tag{5.1}
\end{equation*}
$$

as a boundary value problem,

$$
\begin{equation*}
\mathbf{r}(\tau)=\overline{\mathbf{r}}(\tau)-T^{2} \int_{\tau^{\prime}=0}^{1} K\left(\tau, \tau^{\prime}\right) \mathbf{a}\left(\tau^{\prime} ; \mathbf{r}, \dot{\mathbf{r}}\right) d \tau^{\prime} \tag{5.2}
\end{equation*}
$$

with the force function $\mathbf{a}\left(\tau^{\prime} ; \mathbf{r}, \dot{\mathbf{r}}\right)$, the integral kernel $K\left(\tau, \tau^{\prime}\right)$ and the normalized time variable,

$$
\begin{equation*}
\tau=\frac{t-t_{A}}{T} \quad \text { with } \quad T=t_{B}-t_{A}, \quad t \in\left[t_{A}, t_{B}\right] \tag{5.3}
\end{equation*}
$$

The function $\overline{\mathbf{r}}(t)$ corresponds to the solution of the homogeneous differential equation

$$
\begin{equation*}
L(\overline{\mathbf{r}}(t))=0, \tag{5.4}
\end{equation*}
$$

which satisfies the boundary values

$$
\begin{equation*}
\mathbf{r}_{A}:=\mathbf{r}\left(t_{A}\right), \quad \mathbf{r}_{B}:=\mathbf{r}\left(t_{B}\right), \quad t_{A}<t_{B} \tag{5.5}
\end{equation*}
$$

If $L$ is the simple Newton operator,

$$
\begin{equation*}
L:=L_{N}=\frac{d}{d t} \dot{\mathbf{r}}(t) \tag{5.6}
\end{equation*}
$$

then the boundary value problem is equivalent to the integral equation,

$$
\begin{equation*}
\mathbf{r}(\tau)=\overline{\mathbf{r}}(\tau)-T^{2} \int_{\tau^{\prime}=0}^{1} K^{I}\left(\tau, \tau^{\prime}\right) \mathbf{a}\left(\tau^{\prime} ; \mathbf{r}, \dot{\mathbf{r}}\right) d \tau^{\prime} \tag{5.7}
\end{equation*}
$$

with the integral kernel

$$
K^{I}\left(\tau, \tau^{\prime}\right)= \begin{cases}\tau^{\prime}(1-\tau), & \tau^{\prime} \leq \tau  \tag{5.8}\\ \tau\left(1-\tau^{\prime}\right), & \tau \leq \tau^{\prime}\end{cases}
$$

The solution of the boundary value problem reads

$$
\begin{equation*}
\mathbf{r}(\tau)=\overline{\mathbf{r}}(\tau)+\mathbf{d}(\tau)=\overline{\mathbf{r}}(\tau)+\sum_{\nu=1}^{\infty} \mathbf{c}_{\nu} \sin (\nu \pi \tau) \tag{5.9}
\end{equation*}
$$

with

$$
\begin{equation*}
\overline{\mathbf{r}}(\tau)=(1-\tau) \mathbf{r}_{A}+\tau \mathbf{r}_{B} \tag{5.10}
\end{equation*}
$$

the orthonormal eigenfunctions $\sqrt{2} \sin (\nu \pi \tau)$ and the eigen values $\nu^{2} \pi^{2}$ of the integral kernel,

$$
\begin{equation*}
K^{I}\left(\tau, \tau^{\prime}\right)=2 \sum_{\nu=1}^{\infty} \frac{\sin (\nu \pi \tau) \sin \left(\nu \pi \tau^{\prime}\right)}{\nu^{2} \pi^{2}} \tag{5.11}
\end{equation*}
$$

The coefficients can be derived by inserting Eq. (5.9) and Eq. (5.11) in Eq. (5.7) and comparison of the coefficients with the same eigen functions,

$$
\begin{equation*}
\sum_{\nu=1}^{\infty} \mathbf{c}_{\nu} \sin (\nu \pi \tau)=-\sum_{\nu=1}^{\infty} \sin (\nu \pi \tau) \frac{2 T^{2}}{\nu^{2} \pi^{2}} \int_{\tau^{\prime}=0}^{1} \sin \left(\nu \pi \tau^{\prime}\right) \mathbf{a}\left(\tau^{\prime} ; \mathbf{r}, \dot{\mathbf{r}}\right) d \tau^{\prime} \tag{5.12}
\end{equation*}
$$

resulting in the integrals,

$$
\begin{equation*}
\mathbf{c}_{\nu}=-\frac{2 T^{2}}{\nu^{2} \pi^{2}} \int_{\tau^{\prime}=0}^{1} \sin \left(\nu \pi \tau^{\prime}\right) \mathbf{a}\left(\tau^{\prime} ; \mathbf{r}, \dot{\mathbf{r}}\right) d \tau^{\prime} \tag{5.13}
\end{equation*}
$$

### 5.2.2 Equation of Motion Based on the Linear Extended Newton Operator

If $L$ is the linear extended Newton operator,

$$
\begin{equation*}
L:=L_{E}=L_{N}+\mu^{2} \mathbf{r}(t) \tag{5.14}
\end{equation*}
$$

with

$$
\begin{equation*}
\mu=\sqrt{\frac{G M}{a^{3}}} T \tag{5.15}
\end{equation*}
$$

and a properly selected coefficient $a$ which approximates the major semi axis of the orbit, then the boundary value problem is equivalent to the integral equation,

$$
\begin{equation*}
\mathbf{r}(\tau)=\overline{\mathbf{r}}(\tau)-\frac{T^{2}}{m} \int_{\tau^{\prime}=0}^{1} K^{I I}\left(\tau, \tau^{\prime}\right) \mathbf{a}^{I I}\left(\tau^{\prime} ; \mathbf{r}, \dot{\mathbf{r}}\right) d \tau^{\prime} \tag{5.16}
\end{equation*}
$$

with the integral kernel

$$
K^{I I}\left(\tau, \tau^{\prime}\right)= \begin{cases}\frac{1}{\mu} \frac{\sin \mu(1-\tau) \sin \mu \tau^{\prime}}{\sin \mu}, & \tau^{\prime} \leq \tau  \tag{5.17}\\ \frac{1}{\mu} \frac{\sin \mu\left(1-\tau^{\prime}\right) \sin \mu \tau}{\sin \mu}, & \tau \leq \tau^{\prime}\end{cases}
$$

and the reduced force function (Fig. 5.2),

$$
\begin{equation*}
\mathbf{a}^{I I}(\tau ; \mathbf{r}, \dot{\mathbf{r}})=\mathbf{a}(\tau ; \mathbf{r}, \dot{\mathbf{r}})-\frac{\mu^{2}}{T^{2}} \mathbf{r}(\tau)=\mathbf{a}(\tau ; \mathbf{r}, \dot{\mathbf{r}})-\frac{G M}{a^{3}} \mathbf{r}(\tau) \tag{5.18}
\end{equation*}
$$



Figure 5.2: Representation of the orbit in the ellipse mode.
The solution of the boundary value problem reads again

$$
\begin{equation*}
\mathbf{r}(\tau)=\overline{\mathbf{r}}(\tau)+\mathbf{d}(\tau)=\overline{\mathbf{r}}(\tau)+\sum_{\nu=1}^{\infty} \mathbf{c}_{\nu} \sin (\nu \pi \tau) \tag{5.19}
\end{equation*}
$$

with

$$
\begin{equation*}
\overline{\mathbf{r}}(\tau)=\frac{\sin \mu(1-\tau)}{\sin \mu} \mathbf{r}_{A}+\frac{\sin \mu \tau}{\sin \mu} \mathbf{r}_{B} . \tag{5.20}
\end{equation*}
$$

The integral kernel $K^{I I}\left(\tau, \tau^{\prime}\right)$ can be expressed by its eigen values and its eigen functions,

$$
\begin{equation*}
K^{I I}\left(\tau, \tau^{\prime}\right)=2 \sum_{\nu=1}^{\infty} \frac{\sin (\nu \pi \tau) \sin \left(\nu \pi \tau^{\prime}\right)}{\nu^{2} \pi^{2}-\mu^{2}} \tag{5.21}
\end{equation*}
$$

and the coefficients can be derived by inserting Eq. (5.19) and Eq. (5.21) in Eq. (5.16) and comparison of the coefficients with the same eigen functions,

$$
\begin{equation*}
\sum_{\nu=1}^{\infty} \mathbf{c}_{\nu} \sin (\nu \pi \tau)=-\sum_{\nu=1}^{\infty} \sin (\nu \pi \tau) \frac{2 T^{2}}{\nu^{2} \pi^{2}-\mu^{2}} \int_{\tau^{\prime}=0}^{1} \sin \left(\nu \pi \tau^{\prime}\right) \mathbf{a}^{I I}(\tau ; \mathbf{r}, \dot{\mathbf{r}}) d \tau^{\prime} \tag{5.22}
\end{equation*}
$$

Then the coefficients read,

$$
\begin{equation*}
\mathbf{c}_{\nu}=-\frac{2 T^{2}}{\nu^{2} \pi^{2}-\mu^{2}} \int_{\tau^{\prime}=0}^{1} \sin \left(\nu \pi \tau^{\prime}\right) \mathbf{a}^{I I}(\tau ; \mathbf{r}, \dot{\mathbf{r}}) d \tau^{\prime} \tag{5.23}
\end{equation*}
$$

### 5.2.3 Solution of the Equation of Motion as Correction to a Reference Orbit

If the force function $\tilde{\mathbf{a}}\left(\tau^{\prime} ; \tilde{\mathbf{r}}, \dot{\tilde{\mathbf{r}}}\right):=\mathbf{a}\left(\tau^{\prime} ; \tilde{\mathbf{r}}, \dot{\tilde{\mathbf{r}}}\right)$ in Eq. (5.1) is well-known, then the satellite arc can be determined in the dynamic orbit determination mode. In this case the orbit can be represented in a semi-analytical way by Eq. (5.9)

$$
\begin{equation*}
\tilde{\mathbf{r}}(\tau)=\overline{\tilde{\mathbf{r}}}(\tau)+\sum_{\nu=1}^{\infty} \tilde{\mathbf{c}}_{\nu} \sin (\nu \pi \tau)=\overline{\tilde{\mathbf{r}}}(\tau)+\tilde{\mathbf{d}}(\tau) \tag{5.24}
\end{equation*}
$$

with (Eq. (5.10))

$$
\begin{equation*}
\overline{\tilde{\mathbf{r}}}(\tau)=(1-\tau) \tilde{\mathbf{r}}_{A}+\tau \tilde{\mathbf{r}}_{B}, \tag{5.25}
\end{equation*}
$$

and the coefficients (Eq. (5.13))

$$
\begin{equation*}
\tilde{\mathbf{c}}_{\nu}=-\frac{2 T^{2}}{\nu^{2} \pi^{2}} \int_{\tau^{\prime}=0}^{1} \sin \left(\nu \pi \tau^{\prime}\right) \tilde{\mathbf{a}}\left(\tau^{\prime} ; \tilde{\mathbf{r}}, \dot{\tilde{\mathbf{r}}}\right) d \tau^{\prime} \tag{5.26}
\end{equation*}
$$

Instead of Eq. (5.10) also Eq. (5.20) in case of the linear extended Newton operator could be selected alternatively,

$$
\begin{equation*}
\overline{\tilde{\mathbf{r}}}(\tau)=\frac{\sin \mu(1-\tau)}{\sin \mu} \tilde{\mathbf{r}}_{A}+\frac{\sin \mu \tau}{\sin \mu} \tilde{\mathbf{r}}_{B} \tag{5.27}
\end{equation*}
$$

Based on the dynamical reference orbit $\tilde{\mathbf{r}}(\tau)$, following the force function model $\tilde{\mathbf{a}}\left(\tau^{\prime} ; \tilde{\mathbf{r}}, \dot{\tilde{\mathbf{r}}}\right)$, the dynamical orbit for an improved force function model

$$
\begin{equation*}
\mathbf{a}\left(\tau^{\prime} ; \mathbf{r}, \dot{\mathbf{r}}\right)=\tilde{\mathbf{a}}\left(\tau^{\prime} ; \tilde{\mathbf{r}}, \dot{\tilde{\mathbf{r}}}\right)+\Delta \mathbf{a}\left(\tau^{\prime} ; \tilde{\mathbf{r}}+\mathbf{x}, \dot{\tilde{\mathbf{r}}}+\dot{\mathbf{x}}\right) \tag{5.28}
\end{equation*}
$$

can be formulated as difference motion,

$$
\begin{equation*}
\mathbf{r}(\tau)=\mathbf{x}(\tau)+\tilde{\mathbf{r}}(\tau) \tag{5.29}
\end{equation*}
$$

Based on the simple Newton operator $L$,

$$
\begin{equation*}
L:=L_{N}=\frac{d}{d t} \dot{\mathbf{x}}(t) \tag{5.30}
\end{equation*}
$$



Figure 5.3: Representation of the orbit in the reference orbit orbit.
the equation of motion for the difference motion $\mathbf{x}(\tau)$ reads (Fig. 5.3),

$$
\begin{equation*}
\frac{d}{d t} \dot{\mathbf{x}}(t)=\mathbf{a}\left(\tau^{\prime} ; \mathbf{r}, \dot{\mathbf{r}}\right)-\tilde{\mathbf{a}}\left(\tau^{\prime} ; \tilde{\mathbf{r}}, \dot{\tilde{\mathbf{r}}}\right)=\Delta \mathbf{a}\left(\tau^{\prime} ; \tilde{\mathbf{r}}+\mathbf{x}, \dot{\tilde{\mathbf{r}}}+\dot{\mathbf{x}}\right) \tag{5.31}
\end{equation*}
$$

The solution of the boundary value problem with the corrections $\overline{\mathbf{x}}_{A}, \overline{\mathbf{x}}_{B}$ to the boundary values $\mathbf{r}_{A}, \mathbf{r}_{B}$ reads

$$
\begin{equation*}
\mathbf{x}(\tau)=\overline{\mathbf{x}}(\tau)+\mathbf{d}(\tau)=\overline{\mathbf{x}}(\tau)+\sum_{\nu=1}^{\infty} \mathbf{x}_{\nu} \sin (\nu \pi \tau) \tag{5.32}
\end{equation*}
$$

with

$$
\begin{equation*}
\overline{\mathbf{x}}(\tau)=(1-\tau) \mathbf{x}_{A}+\tau \mathbf{x}_{B} \tag{5.33}
\end{equation*}
$$

and the corrections to the coefficients $\mathbf{c}_{\nu}$ of Eq. (5.13) or Eq. (5.23),

$$
\begin{equation*}
\mathbf{x}_{\nu}=-\frac{2 T^{2}}{\nu^{2} \pi^{2}} \int_{\tau^{\prime}=0}^{1} \sin \left(\nu \pi \tau^{\prime}\right) \Delta \mathbf{a}\left(\tau^{\prime} ; \tilde{\mathbf{r}}+\mathbf{x}, \dot{\tilde{\mathbf{r}}}+\dot{\mathbf{x}}\right) d \tau^{\prime} \tag{5.34}
\end{equation*}
$$

derived analogously to Eq. (5.13) or Eq. (5.23). The final solution can be written as follows

$$
\begin{equation*}
\mathbf{r}(\tau)=(\overline{\tilde{\mathbf{r}}}(\tau)+\overline{\mathbf{x}}(\tau))+\sum_{\nu=1}^{\infty}\left(\tilde{\mathbf{c}}_{\nu}+\mathbf{x}_{\nu}\right) \sin (\nu \pi \tau) \tag{5.35}
\end{equation*}
$$

corresponding to Eq. (5.9) or Eq. (5.19),

$$
\begin{equation*}
\mathbf{r}(\tau)=\overline{\mathbf{r}}(\tau)+\sum_{\nu=1}^{\infty} \mathbf{x}_{\nu} \sin (\nu \pi \tau)=\overline{\mathbf{r}}(\tau)+\mathbf{d}(\tau) \tag{5.36}
\end{equation*}
$$

with

$$
\begin{equation*}
\overline{\mathbf{r}}(\tau):=\tilde{\mathbf{r}}(\tau)+\overline{\mathbf{x}}(\tau)=\overline{\tilde{\mathbf{r}}}(\tau)+\overline{\mathbf{x}}(\tau)+\tilde{\mathbf{d}}(\tau) \tag{5.37}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{c}_{\nu}:=\tilde{\mathbf{c}}_{\nu}+\mathbf{x}_{\nu} . \tag{5.38}
\end{equation*}
$$

### 5.2.4 Interpretation of the Solution of Fredholm's Integral Equation as Fourier Series

It can be shown (ILK 1976), that the solution series Eq. (5.9) or Eq. (5.19) contain Fourier series of the difference function,

$$
\begin{equation*}
\mathbf{d}(\tau):=\mathbf{r}(\tau)-\overline{\mathbf{r}}(\tau)=\sum_{\nu=1}^{\infty} \mathbf{d}_{\nu} \sin (\nu \pi \tau)=: \mathbf{d}_{F}^{\infty}(\tau) \tag{5.39}
\end{equation*}
$$

with the coefficients $\mathbf{d}_{\nu}$ derived from the difference function,

$$
\begin{equation*}
\mathbf{d}_{\nu}=2 \int_{\tau^{\prime}=0}^{1} \mathbf{d}(\tau) \sin \left(\nu \pi \tau^{\prime}\right) d \tau^{\prime} \tag{5.40}
\end{equation*}
$$

It should be pointed out that the reference motion $\overline{\mathbf{r}}(\tau)$ can be also of the type of Eq. (5.37),

$$
\begin{equation*}
\overline{\mathbf{r}}(\tau)=\tilde{\mathbf{r}}(\tau)+\overline{\mathbf{x}}(\tau) \tag{5.41}
\end{equation*}
$$

Because of the uniqueness of both series in Eqs.(5.9), (5.19) and (5.39), it holds

$$
\begin{equation*}
\mathbf{d}_{\nu}=\mathbf{c}_{\nu} \quad \text { for } \quad \nu=1 \ldots . . \infty \tag{5.42}
\end{equation*}
$$

If the function $\mathbf{d}(\tau)$ is continued to an odd periodic function with the period $2 T$ or normalized to the interval $[-1,1]$, then it holds

$$
\begin{equation*}
\mathbf{d}(-\tau)=-\mathbf{d}(\tau) \tag{5.43}
\end{equation*}
$$

and all cosine terms become zero. Some important facts result from the theory of Fourier series and hold also for the solution of the boundary value problem as well:

- Because of the fact that the function $\mathbf{d}(\tau)$ is continuous in $[-1,1]$ together with its first derivatives, the series $\mathbf{D}_{\infty}(\tau)$ converges absolutely and uniformly and therefore represents the function $\mathbf{d}(\tau)$; the coefficients $d_{\nu, i}$ for $i=1,2,3$ build a zero sequence:

$$
\begin{equation*}
\lim _{\nu \rightarrow \infty} d_{\nu, i}=0 \tag{5.44}
\end{equation*}
$$

- Because of the fact that the functions $d_{i}(\tau)$ are continuous within [-1,1], the Fourier coefficients fulfill Parseval's equation,

$$
\begin{equation*}
\sum_{\nu=1}^{\infty} d_{\nu, i}^{2}=2 \int_{0}^{1} d_{i}^{2}(\tau) d \tau \tag{5.45}
\end{equation*}
$$

- The asymptotic behavior of the coefficients depends on the order of differentiability of the function $\mathbf{d}(\tau)$. Because of the specific characteristics of this function, it holds:

$$
\begin{equation*}
\left|d_{\nu, i}\right| \leq \frac{c}{\nu^{3}} \tag{5.46}
\end{equation*}
$$

with a constant $c>0$.

- The limitation of the series $\mathbf{D}_{\infty}(\tau)$ at a finite index $n$,

$$
\begin{equation*}
\mathbf{D}_{n}(\tau)=\sum_{\nu=1}^{n} \mathbf{d}_{\nu} \sin (\nu \pi \tau) \tag{5.47}
\end{equation*}
$$

is the best mean approximation of the function $\mathbf{d}(\tau)$ in the interval $\tau \in[-1,1]$.
The minimal quadratic error for the coordinates reads

$$
\begin{equation*}
\int_{0}^{1}\left(d_{i}(\tau)-D_{n, i}(\tau)\right)^{2} d \tau=\int_{0}^{1}\left(d_{i}(\tau)\right)^{2} d \tau-\frac{1}{2} \sum_{\nu=1}^{n} d_{\nu, i}^{2} \tag{5.48}
\end{equation*}
$$

and it holds for the residual terms of the series

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{0}^{1}\left(d_{i}(\tau)-D_{n, i}(\tau)\right) d \tau=0 \tag{5.49}
\end{equation*}
$$

The Fourier coefficients $\mathbf{d}_{\nu}$ of the function $\mathbf{d}(\tau)$,

$$
\begin{equation*}
\mathbf{d}_{\nu}=2 \int_{\tau^{\prime}=0}^{1} \mathbf{d}(\tau) \sin \left(\nu \pi \tau^{\prime}\right) d \tau^{\prime} \tag{5.50}
\end{equation*}
$$

can be determined approximately by

$$
\begin{equation*}
\mathbf{d}_{\nu} \approx \frac{2}{K+1} \sum_{k=1}^{K} \mathbf{d}\left(\tau_{k}\right) \sin \left(\frac{\nu \pi k}{K+1}\right) \tag{5.51}
\end{equation*}
$$

if the function $\mathbf{d}(\tau)$ is given discrete at a regular sampling rate of $\tau_{i}$,

$$
\begin{equation*}
\left.\mathbf{d}\left(\tau_{k}\right) \quad \text { with } \quad \tau_{k}=\frac{k}{K+1}, \quad k=1,2,3, \ldots \ldots, K, \quad \tau_{k} \in\right] 0,1[ \tag{5.52}
\end{equation*}
$$

This equidistant ephemeris of satellite positions $\mathbf{d}(\tau)$ can be considered to be given, derived by a geometrical orbit determination procedure based on carrier phase GPS-SST measurements.

$$
\mathbf{d}\left(\tau_{k}\right):=\mathbf{r}\left(\tau_{k}\right)-\overline{\mathbf{r}}\left(\tau_{k}\right) \quad \rightarrow \quad\left(\begin{array}{c}
d_{k, 1}  \tag{5.53}\\
d_{k, 2} \\
d_{k, 3}
\end{array}\right)=\left(\begin{array}{c}
x_{r}\left(\tau_{k}\right) \\
y_{r}\left(\tau_{k}\right) \\
z_{r}\left(\tau_{k}\right)
\end{array}\right)-\left(\begin{array}{c}
\bar{x}_{r}\left(\tau_{k}\right) \\
\bar{y}_{r}\left(\tau_{k}\right) \\
\bar{z}_{r}\left(\tau_{k}\right)
\end{array}\right) .
$$

The arc is divided by these points in $K+1$ equal parts of the arc. If the force function is known then the coefficients fulfill the Eq. (5.23) with the reduced force Eq. (5.18).

### 5.3 Series of Euler-and Bernoulli Polynomials

### 5.3.1 Continuous Position Function

### 5.3.1.1 From Fourier Series to Series of Euler and Bernoulli Polynomials

The orbit of a satellite can be represented in a semi-analytical way by one of the Eqs. (5.9), (5.19) or (5.36),

$$
\begin{equation*}
\mathbf{r}(\tau)=\overline{\mathbf{r}}(\tau)+\sum_{\nu=1}^{\infty} \mathbf{c}_{\nu} \sin (\nu \pi \tau) \tag{5.54}
\end{equation*}
$$

An alternative representation of the orbit can be derived starting from the Eq. (5.39) with the Fourier coefficients of Eq. (5.40). As already outlined, Eq. (5.39) can be written as

$$
\begin{equation*}
\mathbf{d}(\tau):=\mathbf{r}(\tau)-\overline{\mathbf{r}}(\tau)=\sum_{\nu=1}^{\infty} \mathbf{d}_{\nu} \sin (\nu \pi \tau)=\sum_{\nu=1}^{\infty} \mathbf{c}_{\nu} \sin (\nu \pi \tau) \tag{5.55}
\end{equation*}
$$

so that it holds

$$
\begin{equation*}
\mathbf{c}_{\nu} \triangleq \mathbf{d}_{\nu}=2 \int_{\tau^{\prime}=0}^{1} \mathbf{d}\left(\tau^{\prime}\right) \sin \left(\nu \pi \tau^{\prime}\right) d \tau^{\prime} \tag{5.56}
\end{equation*}
$$

If we apply a first integration by parts to this equation then we can write:

$$
\begin{equation*}
\mathbf{d}_{\nu}=2 \int_{\tau^{\prime}=0}^{1} \mathbf{d}\left(\tau^{\prime}\right) \sin \left(\nu \pi \tau^{\prime}\right) d \tau^{\prime}=-\left.2 \mathbf{d}\left(\tau^{\prime}\right) \frac{1}{\nu \pi} \cos \left(\nu \pi \tau^{\prime}\right)\right|_{\tau^{\prime}=0} ^{1}+2 \frac{1}{\nu \pi} \int_{\tau^{\prime}=0}^{1} \mathbf{d}^{[1]}\left(\tau^{\prime}\right) \cos \left(\nu \pi \tau^{\prime}\right) d \tau^{\prime} \tag{5.57}
\end{equation*}
$$

and by inserting the limits and considering $\mathbf{d}\left(\tau^{\prime}=0\right)=\mathbf{d}\left(\tau^{\prime}=1\right)=\mathbf{0}$,

$$
\begin{equation*}
\mathbf{d}_{\nu}=2 \int_{\tau^{\prime}=0}^{1} \mathbf{d}\left(\tau^{\prime}\right) \sin \left(\nu \pi \tau^{\prime}\right) d \tau^{\prime}=2 \frac{1}{\nu \pi} \int_{\tau^{\prime}=0}^{1} \mathbf{d}^{[1]}\left(\tau^{\prime}\right) \cos \left(\nu \pi \tau^{\prime}\right) d \tau^{\prime} \tag{5.58}
\end{equation*}
$$

with the first derivative of the orbit $\mathbf{d}^{[1]}(\tau)$ with respect to the normalized time $\tau$. A second integration by parts results in

$$
\begin{equation*}
\mathbf{d}_{\nu}=2 \frac{1}{\nu \pi} \int_{\tau^{\prime}=0}^{1} \mathbf{d}^{[1]}\left(\tau^{\prime}\right) \cos \left(\nu \pi \tau^{\prime}\right) d \tau^{\prime}=-2 \frac{1}{(\nu \pi)^{2}} \int_{\tau^{\prime}=0}^{1} \mathbf{d}^{[2]}\left(\tau^{\prime}\right) \sin \left(\nu \pi \tau^{\prime}\right) d \tau^{\prime} \tag{5.59}
\end{equation*}
$$

A third integration by parts gives

$$
\begin{align*}
\mathbf{d}_{\nu} & =-2 \frac{1}{(\nu \pi)^{2}} \int_{\tau^{\prime}=0}^{1} \mathbf{d}^{[2]}\left(\tau^{\prime}\right) \sin \left(\nu \pi \tau^{\prime}\right) d \tau^{\prime}= \\
& =\left.2 \mathbf{d}^{[2]}\left(\tau^{\prime}\right) \frac{1}{(\nu \pi)^{3}} \cos \left(\nu \pi \tau^{\prime}\right)\right|_{\tau^{\prime}=0} ^{1}-2 \frac{1}{(\nu \pi)^{3}} \int_{\tau^{\prime}=0}^{1} \mathbf{d}^{[3]}\left(\tau^{\prime}\right) \cos \left(\nu \pi \tau^{\prime}\right) d \tau^{\prime} \tag{5.60}
\end{align*}
$$

and a fourth integration by parts,

$$
\begin{equation*}
\mathbf{d}_{\nu}=\left.2 \mathbf{d}^{[2]}\left(\tau^{\prime}\right) \frac{1}{(\nu \pi)^{3}} \cos \left(\nu \pi \tau^{\prime}\right)\right|_{\tau^{\prime}=0} ^{1}+2 \frac{1}{(\nu \pi)^{4}} \int_{\tau^{\prime}=0}^{1} \mathbf{d}^{[4]}\left(\tau^{\prime}\right) \sin \left(\nu \pi \tau^{\prime}\right) d \tau^{\prime} \tag{5.61}
\end{equation*}
$$

The general expression reads after $2 J+2$ integrations by parts (Klose 1985),

$$
\begin{equation*}
\mathbf{d}_{\nu}=\left.\sum_{j=1}^{J} \mathbf{d}^{[2 j]}\left(\tau^{\prime}\right) \frac{2(-1)^{j+1}}{(\nu \pi)^{2 j+1}} \cos \left(\nu \pi \tau^{\prime}\right)\right|_{\tau^{\prime}=0} ^{1}+\beta \frac{2}{(\nu \pi)^{2 J+2}} \int_{\tau^{\prime}=0}^{1} \mathbf{d}^{[2 J+2]}\left(\tau^{\prime}\right) \sin \left(\nu \pi \tau^{\prime}\right) d \tau^{\prime} \tag{5.62}
\end{equation*}
$$

with

$$
\beta=\left\{\begin{array}{cc}
+1 & J=1,4,5,8,9,12,13, \cdots  \tag{5.63}\\
-1 & J=2,3,6,7,10,11, \cdots
\end{array}\right.
$$

and with the integration limits in the first term,

$$
\begin{equation*}
\mathbf{d}_{\nu}=\sum_{j=1}^{J} \frac{2(-1)^{j+1}}{(\nu \pi)^{2 j+1}}\left((-1)^{\nu} \mathbf{d}^{[2 j]}(1)-\mathbf{d}^{[2 j]}(0)\right)+\beta \frac{2}{(\nu \pi)^{2 J+2}} \int_{\tau^{\prime}=0}^{1} \mathbf{d}^{[2 J+2]}\left(\tau^{\prime}\right) \sin \left(\nu \pi \tau^{\prime}\right) d \tau^{\prime} \tag{5.64}
\end{equation*}
$$

Inserting Eq. (5.64) in Eq. (5.39) gives

$$
\begin{align*}
& \mathbf{d}(\tau):=\mathbf{r}(\tau)-\overline{\mathbf{r}}(\tau)=\sum_{\nu=1}^{\infty} \mathbf{d}_{\nu} \sin (\nu \pi \tau)=  \tag{5.65}\\
& =\sum_{\nu=1}^{\infty}\left(\sum_{j=1}^{J} \frac{2(-1)^{j+1}}{(\nu \pi)^{2 j+1}}\left((-1)^{\nu} \mathbf{d}^{[2 j]}(1)-\mathbf{d}^{[2 j]}(0)\right)+\beta \frac{2}{(\nu \pi)^{2 J+2}} \int_{\tau^{\prime}=0}^{1} \mathbf{d}^{[2 J+2]}\left(\tau^{\prime}\right) \sin \left(\nu \pi \tau^{\prime}\right) d \tau^{\prime}\right) \sin (\nu \pi \tau) .
\end{align*}
$$

The sine coefficients read in this case as follows:

$$
\begin{equation*}
\mathbf{d}_{\nu}=\sum_{j=1}^{J} \frac{2(-1)^{j+1}}{(\nu \pi)^{2 j+1}}\left((-1)^{\nu} \mathbf{d}^{[2 j]}(1)-\mathbf{d}^{[2 j]}(0)\right)+\beta \frac{2}{(\nu \pi)^{2 J+2}} \int_{\tau^{\prime}=0}^{1} \mathbf{d}^{[2 J+2]}\left(\tau^{\prime}\right) \sin \left(\nu \pi \tau^{\prime}\right) d \tau^{\prime} \tag{5.66}
\end{equation*}
$$

If we separate the inner sum of Eq. (5.65) in terms of even and odd indices $\nu$,

$$
\begin{align*}
\mathbf{d}(\tau): & =\mathbf{r}(\tau)-\overline{\mathbf{r}}(\tau)=\sum_{\nu=1}^{\infty} \mathbf{d}_{\nu} \sin (\nu \pi \tau)= \\
& =\sum_{j=1}^{J} \frac{2(-1)^{j+1}}{(2 \pi)^{2 j+1}}\left(\mathbf{d}^{[2 j]}(1)-\mathbf{d}^{[2 j]}(0)\right) \sum_{\nu=1}^{\infty} \frac{\sin (2 \nu \pi \tau)}{\nu^{2 j+1}}+  \tag{5.67}\\
& +\sum_{j=1}^{J} \frac{2(-1)^{j}}{\pi^{2 j+1}}\left(\mathbf{d}^{[2 j]}(1)+\mathbf{d}^{[2 j]}(0)\right) \sum_{\nu=1}^{\infty} \frac{\sin (2 \nu-1) \pi \tau}{(2 \nu-1)^{2 j+1}}+ \\
& +\beta \frac{2}{\pi^{2 J+2}} \sum_{\nu=1}^{\infty}\left(\frac{1}{\nu^{2 J+2}} \int_{\tau^{\prime}=0}^{1} \mathbf{d}^{[2 J+2]}\left(\tau^{\prime}\right) \sin \left(\nu \pi \tau^{\prime}\right) d \tau^{\prime} \sin (\nu \pi \tau)\right)
\end{align*}
$$

so that it holds for the coefficients according to Eq. (5.66) here for even coefficients,

$$
\begin{equation*}
\mathbf{d}_{2 \nu}=\sum_{j=1}^{J} \frac{2(-1)^{j+1}}{(2 \nu \pi)^{2 j+1}}\left(\mathbf{d}^{[2 j]}(1)-\mathbf{d}^{[2 j]}(0)\right)+\beta \frac{2}{(2 \nu \pi)^{2 J+2}} \int_{\tau^{\prime}=0}^{1} \mathbf{d}^{[2 J+2]}\left(\tau^{\prime}\right) \sin 2 \nu \pi \tau^{\prime} d \tau^{\prime} \tag{5.68}
\end{equation*}
$$

and for odd coefficients

$$
\begin{equation*}
\mathbf{d}_{2 \nu-1}=\sum_{j=1}^{J} \frac{2(-1)^{j}}{(2 \nu-1)^{2 j+1} \pi^{2 j+1}}\left(\mathbf{d}^{[2 j]}(1)+\mathbf{d}^{[2 j]}(0)\right)+\beta \frac{2}{(2 \nu-1)^{2 J+2} \pi^{2 J+2}} \int_{\tau^{\prime}=0}^{1} \mathbf{d}^{[2 J+2]}\left(\tau^{\prime}\right) \sin (2 \nu-1) \pi \tau^{\prime} d \tau^{\prime} \tag{5.69}
\end{equation*}
$$

The terms in Eq. (5.67) can be replaced by the absolutely and uniformly continuous series expansions of the Euler polynomials (Abramowitz and Stegun 1972),

$$
\begin{equation*}
E_{2 j}(\tau)=\frac{4(-1)^{j}(2 j)!}{\pi^{2 j+1}} \sum_{\nu=1}^{\infty} \frac{\sin (2 \nu-1) \pi \tau}{(2 \nu-1)^{2 j+1}} \tag{5.70}
\end{equation*}
$$

and the Bernoulli polynomials

$$
\begin{equation*}
B_{2 j+1}(\tau)=\frac{2(-1)^{j+1}(2 j+1)!}{(2 \pi)^{2 j+1}} \sum_{\nu=1}^{\infty} \frac{\sin (2 \nu \pi \tau)}{\nu^{2 j+1}} \tag{5.71}
\end{equation*}
$$

The Euler polynomials of even degree can be represented also as polynomials of the normalized time $\tau$ as follows, e.g. for $j=1,2,3,4,5,6$ (Abramowitz and Stegun 1972):

$$
\begin{align*}
& E_{2}(\tau)=-\tau+\tau^{2} \\
& E_{4}(\tau)=\tau-2 \tau^{3}+\tau^{4} \\
& E_{6}(\tau)=-3 \tau+5 \tau^{3}-3 \tau^{5}+\tau^{6}  \tag{5.72}\\
& E_{8}(\tau)=17 \tau-28 \tau^{3}+14 \tau^{5}-4 \tau^{7}+\tau^{8} \\
& E_{10}(\tau)=-155 \tau+255 \tau^{3}-126 \tau^{5}+30 \tau^{7}-5 \tau^{9}+\tau^{10} \\
& E_{12}(\tau)=2073 \tau-3410 \tau^{3}+1683 \tau^{5}-396 \tau^{7}+55 \tau^{9}-6 \tau^{11}+\tau^{12}
\end{align*}
$$

and the Bernoulli polynomials for odd degrees read for the indices $j=1,2,3,4,5,6$ :

$$
\begin{align*}
& B_{3}(\tau)=\frac{1}{2} \tau-\frac{3}{2} \tau^{2}+\tau^{3} \\
& B_{5}(\tau)=-\frac{1}{6} \tau+\frac{5}{3} \tau^{3}-\frac{5}{2} \tau^{4}+\tau^{5} \\
& B_{7}(\tau)=\frac{1}{6} \tau-\frac{7}{6} \tau^{3}+\frac{7}{2} \tau^{5}-\frac{7}{2} \tau^{6}+\tau^{7}  \tag{5.73}\\
& B_{9}(\tau)=-\frac{3}{10} \tau+2 \tau^{3}-\frac{21}{5} \tau^{5}+6 \tau^{7}-\frac{9}{2} \tau^{8}+\tau^{9} \\
& B_{11}(\tau)=\frac{5}{6} \tau-\frac{11}{2} \tau^{3}+11 \tau^{5}-11 \tau^{7}+\frac{55}{6} \tau^{9}-\frac{11}{2} \tau^{10}+\tau^{11} \\
& B_{13}(\tau)=-\frac{691}{210} \tau+\frac{65}{3} \tau^{3}-\frac{429}{10} \tau^{5}+\frac{286}{7} \tau^{7}-\frac{143}{6} \tau^{9}+13 \tau^{11}-\frac{13}{2} \tau^{12}+\tau^{13}
\end{align*}
$$

If the Eq. (5.70) and Eq. (5.71) are inserted in Eq. (5.67) then it holds:

$$
\begin{align*}
\mathbf{d}(\tau): & =\mathbf{r}(\tau)-\overline{\mathbf{r}}(\tau)=\sum_{\nu=1}^{\infty} \mathbf{d}_{\nu} \sin (\nu \pi \tau)=\sum_{j=1}^{J} \mathbf{e}_{2 j} E_{2 j}(\tau)+\sum_{j=1}^{J} \mathbf{b}_{2 j+1} B_{2 j+1}(\tau)+ \\
& +\beta \frac{2}{\pi^{2 J+2}} \sum_{\nu=1}^{\infty}\left(\frac{1}{\nu^{2 J+2}} \int_{\tau^{\prime}=0}^{1} \mathbf{d}^{[2 J+2]}\left(\tau^{\prime}\right) \sin \left(\nu \pi \tau^{\prime}\right) d \tau^{\prime} \sin (\nu \pi \tau)\right), \tag{5.74}
\end{align*}
$$

with the coefficients of the Euler polynomials,

$$
\begin{equation*}
\mathbf{e}_{2 j}:=\frac{1}{2(2 j)!}\left(\mathbf{d}^{[2 j]}(1)+\mathbf{d}^{[2 j]}(0)\right), \tag{5.75}
\end{equation*}
$$

and the coefficients of the Bernoulli polynomials,

$$
\begin{equation*}
\mathbf{b}_{2 j+1}:=\frac{1}{(2 j+1)!}\left(\mathbf{d}^{[2 j]}(1)-\mathbf{d}^{[2 j]}(0)\right) . \tag{5.76}
\end{equation*}
$$

The partial integration refers to the normalized time variable $\tau$. If the real time $t$ is used then it holds $d \tau / d t=1 / T$ with the arc length $T=t_{B}-t_{A}$ and the relation $\tau=\left(t-t_{A}\right) / T$ with $t \in\left[t_{A}, t_{B}\right]$,

$$
\begin{equation*}
\mathbf{d}^{(2 j)}=\frac{d^{2 j} \mathbf{d}(t)}{d t^{2 j}}=\frac{d^{2 j} \mathbf{d}(\tau)}{d \tau^{2 j}}\left(\frac{d \tau}{d t}\right)^{2 j}=\mathbf{d}^{[2 j]} \frac{1}{T^{2 j}}, \tag{5.77}
\end{equation*}
$$

and the coefficients of the Euler polynomials read

$$
\begin{equation*}
\mathbf{e}_{2 j}:=\frac{1}{2(2 j)!}\left(\mathbf{d}^{[2 j]}(1)+\mathbf{d}^{[2 j]}(0)\right)=\frac{T^{2 j}}{2(2 j)!}\left(\mathbf{d}^{(2 j)}\left(t_{B}\right)+\mathbf{d}^{(2 j)}\left(t_{A}\right)\right)=T^{2 j} \tilde{\mathbf{e}}_{2 j} \tag{5.78}
\end{equation*}
$$

with $\tilde{\mathbf{e}}_{2 j}$ as

$$
\begin{equation*}
\tilde{\mathbf{e}}_{2 j}:=\frac{1}{2(2 j)!}\left(\mathbf{d}^{(2 j)}\left(t_{B}\right)+\mathbf{d}^{(2 j)}\left(t_{A}\right)\right) \tag{5.79}
\end{equation*}
$$

and analogously the coefficients of the Bernoulli polynomials

$$
\begin{equation*}
\mathbf{b}_{2 j+1}=\frac{1}{(2 j+1)!}\left(\mathbf{d}^{[2 j]}(1)-\mathbf{d}^{[2 j]}(0)\right)=\frac{T^{2 j}}{(2 j+1)!}\left(\mathbf{d}^{(2 j)}\left(t_{B}\right)-\mathbf{d}^{(2 j)}\left(t_{A}\right)\right)=T^{2 j} \tilde{\mathbf{b}}_{2 j+1}, \tag{5.80}
\end{equation*}
$$

with $\tilde{\mathbf{b}}_{2 j+1}$ as

$$
\begin{equation*}
\tilde{\mathbf{b}}_{2 j+1}=\frac{1}{(2 j+1)!}\left(\mathbf{d}^{(2 j)}\left(t_{B}\right)-\mathbf{d}^{(2 j)}\left(t_{A}\right)\right) \tag{5.81}
\end{equation*}
$$

The factors are given according to Eqs. (5.75) and (5.76) with $J_{\max }=6$ as follows:

$$
\begin{align*}
& \mathbf{b}_{3}=\frac{1}{6}\left(\mathbf{d}^{[2]}(1)-\mathbf{d}^{[2]}(0)\right)=\frac{T^{2}}{6}\left(\mathbf{d}^{(2)}(1)-\mathbf{d}^{(2)}(0)\right) \\
& \mathbf{b}_{5}=\frac{1}{120}\left(\mathbf{d}^{[4]}(1)-\mathbf{d}^{[4]}(0)\right)=\frac{T^{4}}{120}\left(\mathbf{d}^{(4)}(1)-\mathbf{d}^{(4)}(0)\right), \\
& \mathbf{b}_{7}=\frac{1}{5040}\left(\mathbf{d}^{[6]}(1)-\mathbf{d}^{[6]}(0)\right)=\frac{T^{6}}{5040}\left(\mathbf{d}^{(6)}(1)-\mathbf{d}^{(6)}(0)\right),  \tag{5.82}\\
& \mathbf{b}_{9}=\frac{1}{362880}\left(\mathbf{d}^{[8]}(1)-\mathbf{d}^{[8]}(0)\right)=\frac{T^{8}}{362880}\left(\mathbf{d}^{(8)}(1)-\mathbf{d}^{(8)}(0)\right), \\
& \mathbf{b}_{11}=\frac{1}{39916800}\left(\mathbf{d}^{[10]}(1)-\mathbf{d}^{[10]}(0)\right)=\frac{T^{10}}{39916800}\left(\mathbf{d}^{(10)}(1)-\mathbf{d}^{(10)}(0)\right), \\
& \mathbf{b}_{13}=\frac{1}{6227020800}\left(\mathbf{d}^{[12]}(1)-\mathbf{d}^{[12]}(0)\right)=\frac{T^{12}}{6227020800}\left(\mathbf{d}^{(12)}(1)-\mathbf{d}^{(12)}(0)\right),
\end{align*}
$$

and

$$
\begin{align*}
& \mathbf{e}_{2}=\frac{1}{4}\left(\mathbf{d}^{[2]}(1)+\mathbf{d}^{[2]}(0)\right)=\frac{T^{2}}{4}\left(\mathbf{d}^{(2)}(1)+\mathbf{d}^{(2)}(0)\right), \\
& \mathbf{e}_{4}=\frac{1}{48}\left(\mathbf{d}^{[4]}(1)+\mathbf{d}^{[4]}(0)\right)=\frac{T^{4}}{48}\left(\mathbf{d}^{(4)}(1)+\mathbf{d}^{(4)}(0)\right), \\
& \mathbf{e}_{6}=\frac{1}{1440}\left(\mathbf{d}^{[6]}(1)+\mathbf{d}^{[6]}(0)\right)=\frac{T^{6}}{1440}\left(\mathbf{d}^{(6)}(1)+\mathbf{d}^{(6)}(0)\right),  \tag{5.83}\\
& \mathbf{e}_{8}=\frac{1}{80640}\left(\mathbf{d}^{[8]}(1)+\mathbf{d}^{[8]}(0)\right)=\frac{T^{8}}{80640}\left(\mathbf{d}^{(8)}(1)+\mathbf{d}^{(8)}(0)\right), \\
& \mathbf{e}_{10}=\frac{1}{7257600}\left(\mathbf{d}^{[10]}(1)+\mathbf{d}^{[10]}(0)\right)=\frac{T^{10}}{7257600}\left(\mathbf{d}^{(10)}(1)+\mathbf{d}^{(10)}(0)\right), \\
& \mathbf{e}_{12}=\frac{1}{958003200}\left(\mathbf{d}^{[12]}(1)+\mathbf{d}^{[12]}(0)\right)=\frac{T^{12}}{958003200}\left(\mathbf{d}^{(12)}(1)+\mathbf{d}^{(12)}(0)\right) .
\end{align*}
$$

The Eqs. (5.78) and (5.80) can be used to derive the time derivatives of the difference function $\mathbf{d}(\tau)$ with respect to the time $t$ at the boundary epochs $t_{A}$ and $t_{B}$ of the arc,

$$
\begin{equation*}
\mathbf{d}^{(2 j)}\left(t_{A}\right)=\frac{2(2 j)!\tilde{\mathbf{e}}_{2 j}-(2 j+1)!\tilde{\mathbf{b}}_{2 j+1}}{2}=\frac{2(2 j)!\mathbf{e}_{2 j}-(2 j+1)!\mathbf{b}_{2 j+1}}{2 T^{2 j}}=\frac{1}{T^{2 j}} \mathbf{d}^{[2 j]}(\tau=0) \tag{5.84}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{d}^{(2 j)}\left(t_{B}\right)=\frac{2(2 j)!\tilde{\mathbf{e}}_{2 j}+(2 j+1)!\tilde{\mathbf{b}}_{2 j+1}}{2}=\frac{2(2 j)!\mathbf{e}_{2 j}+(2 j+1)!\mathbf{b}_{2 j+1}}{2 T^{2 j}}=\frac{1}{T^{2 j}} \mathbf{d}^{[2 j]}(\tau=1) \tag{5.85}
\end{equation*}
$$

In the following, we will use both time variables; the differences can be seen from the functional dependencies either on $t$ or $\tau$ and from the boundary epochs $t_{A}, t_{B}$ or $\tau=0, \tau=1$, used. The Euler polynomial coefficients are written $\tilde{\mathbf{e}}_{2 j}$ or $\mathbf{e}_{2 j}$ and $\tilde{\mathbf{b}}_{2 j+1}$ or $\mathbf{b}_{2 j+1}$, whether they refer to the real time or the normalized one. The derivatives of the difference function $\mathbf{d}$ with respect to the real time is written as $\mathbf{d}^{(2 j)}$ and with respect to the normalized time as $\mathbf{d}^{[2 j]}$.

The sine coefficients can be written as

$$
\begin{equation*}
\mathbf{d}_{2 \nu}=\sum_{j=1}^{J} \frac{2(-1)^{j+1}(2 j+1)!}{(2 \nu \pi)^{2 j+1}} \mathbf{b}_{2 j+1}+\beta \frac{2}{(2 \nu \pi)^{2 J+2}} \int_{\tau^{\prime}=0}^{1} \mathbf{d}^{[2 J+2]}\left(\tau^{\prime}\right) \sin 2 \nu \pi \tau^{\prime} d \tau^{\prime}, \tag{5.86}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{d}_{2 \nu-1}=\sum_{j=1}^{J} \frac{4(-1)^{j}(2 j)!}{(2 \nu-1)^{2 j+1} \pi^{2 j+1}} \mathbf{e}_{2 j}+\beta \frac{2}{(2 \nu-1)^{2 J+2} \pi^{2 J+2}} \int_{\tau^{\prime}=0}^{1} \mathbf{d}^{[2 J+2]}\left(\tau^{\prime}\right) \sin (2 \nu-1) \pi \tau^{\prime} d \tau^{\prime} \tag{5.87}
\end{equation*}
$$

If we consider the asymptotic behaviors of the integrals in the Eqs. (5.74), (5.86) and (5.87),

$$
\begin{equation*}
\left|\frac{2}{(\nu \pi)^{2 J+2}} \int_{\tau^{\prime}=0}^{1} d_{i}^{[2 J+2]}\left(\tau^{\prime}\right) \sin \nu \pi \tau^{\prime} d \tau^{\prime}\right|=O\left(\frac{1}{\nu^{J+1}}\right) \tag{5.88}
\end{equation*}
$$

then it holds for a sufficient large $\nu \geq N$

$$
\begin{equation*}
\left|\frac{2}{(\nu \pi)^{2 J+2}} \int_{\tau^{\prime}=0}^{1} d_{i}^{[2 J+2]}\left(\tau^{\prime}\right) \sin \nu \pi \tau^{\prime} d \tau^{\prime}\right|<\delta \tag{5.89}
\end{equation*}
$$

with an error $\delta$ for the coefficients $d_{\nu, i}$ with $i=1,2,3$.

### 5.3.1.2 Finite Series and Remainder Terms

If the series in Eq. (5.55) and in Eq. (5.74) are summed up to infinity then we can write:

$$
\begin{equation*}
\mathbf{r}(\tau)=\overline{\mathbf{r}}(\tau)+\mathbf{d}_{F}^{\infty}(\tau)=\overline{\mathbf{r}}(\tau)+\mathbf{d}_{P}^{\infty}(\tau) \tag{5.90}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathbf{d}_{F}^{\infty}(\tau)=\mathbf{d}_{P}^{\infty}(\tau) \tag{5.91}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathbf{d}_{F}^{\infty}(\tau):=\sum_{\nu=1}^{n \rightarrow \infty} \mathbf{d}_{\nu} \sin (\nu \pi \tau) \tag{5.92}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{d}_{P}^{\infty}(\tau):=\sum_{j=1}^{J \rightarrow \infty} \mathbf{e}_{2 j} E_{2 j}(\tau)+\sum_{j=1}^{J \rightarrow \infty} \mathbf{b}_{2 j+1} B_{2 j+1}(\tau) \tag{5.93}
\end{equation*}
$$

If we restrict the upper summation indices to final numbers then we have to take into account remainder functions as follows,

$$
\begin{equation*}
\mathbf{d}_{F}^{\infty}(\tau)=\mathbf{d}_{F}^{n}(\tau)+\mathbf{R}_{F}(\tau)=\mathbf{r}(\tau)-\overline{\mathbf{r}}(\tau)=\mathbf{d}_{P}^{J}(\tau)+\mathbf{R}_{P}(\tau)=\mathbf{d}_{P}^{\infty}(\tau) \tag{5.94}
\end{equation*}
$$

The remainder term $\mathbf{R}_{F}(\tau)$ is simply the rest of the Fourier series from index $n+1$ to infinity,

$$
\begin{equation*}
\mathbf{R}_{F}(\tau)=\sum_{\nu=n+1}^{\infty} \mathbf{d}_{\nu} \sin (\nu \pi \tau) \tag{5.95}
\end{equation*}
$$

while the remainder term $\mathbf{R}_{P}(\tau)$ contains the Euler and Bernoulli polynomials from index $J+1$ to infinity or high order derivatives of the orbit at the boundaries according to Eq. (5.74),

$$
\begin{align*}
\mathbf{R}_{P}(\tau) & =\sum_{j=J+1}^{\infty} \mathbf{e}_{2 j} E_{2 j}(\tau)+\sum_{j=J+1}^{\infty} \mathbf{b}_{2 j+1} B_{2 j+1}(\tau)  \tag{5.96}\\
& =\beta \frac{2}{\pi^{2 J+2}} \sum_{\nu=1}^{\infty}\left(\frac{1}{\nu^{2 J+2}} \int_{\tau^{\prime}=0}^{1} \mathbf{d}^{[2 J+2]}\left(\tau^{\prime}\right) \sin \left(\nu \pi \tau^{\prime}\right) d \tau^{\prime} \sin (\nu \pi \tau)\right)
\end{align*}
$$

The Fourier series coefficients, here the sine coefficients $\mathbf{d}_{2 \nu}$ with even indices ( $\nu=1,2,3, \ldots$ ) can be expressed by the coefficients of the Bernoulli polynomials,

$$
\begin{equation*}
\mathbf{d}_{2 \nu}=\sum_{j=1}^{\infty} \frac{2(-1)^{j+1}(2 j+1)!}{(2 \nu \pi)^{2 j+1}} \mathbf{b}_{2 j+1} \tag{5.97}
\end{equation*}
$$

and the coefficients $\mathbf{d}_{2 \nu-1}$ with odd indices $(\nu=1,2,3, \ldots)$ by the coefficients of the Euler polynomials,

$$
\begin{equation*}
\mathbf{d}_{2 \nu-1}=\sum_{j=1}^{\infty} \frac{4(-1)^{j}(2 j)!}{(2 \nu-1)^{2 j+1} \pi^{2 j+1}} \mathbf{e}_{2 j} . \tag{5.98}
\end{equation*}
$$

If these series are restricted by an upper index $J$ then the remainder terms $\mathbf{R}_{2 \nu}$ and $\mathbf{R}_{2 \nu-1}$ of the series

$$
\begin{equation*}
\mathbf{d}_{2 \nu}=\sum_{j=1}^{J} \frac{2(-1)^{j+1}(2 j+1)!}{(2 \nu \pi)^{2 j+1}} \mathbf{b}_{2 j+1}+\mathbf{R}_{2 \nu} \tag{5.99}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{d}_{2 \nu-1}=\sum_{j=1}^{J} \frac{4(-1)^{j}(2 j)!}{(2 \nu-1)^{2 j+1} \pi^{2 j+1}} \mathbf{e}_{2 j}+\mathbf{R}_{2 \nu-1} \tag{5.100}
\end{equation*}
$$

can be written according to Eq. (5.86),

$$
\begin{equation*}
\mathbf{R}_{2 \nu}=\sum_{j=J+1}^{\infty} \frac{2(-1)^{j+1}(2 j+1)!}{(2 \nu \pi)^{2 j+1}} \mathbf{b}_{2 j+1}=\beta \frac{2}{(2 \nu \pi)^{2 J+2}} \int_{\tau^{\prime}=0}^{1} \mathbf{d}^{[2 J+2]}\left(\tau^{\prime}\right) \sin 2 \nu \pi \tau^{\prime} d \tau^{\prime} \tag{5.101}
\end{equation*}
$$

and Eq. (5.87), respectively,

$$
\begin{equation*}
\mathbf{R}_{2 \nu-1}=\sum_{j=J+1}^{\infty} \frac{4(-1)^{j}(2 j)!}{(2 \nu-1)^{2 j+1} \pi^{2 j+1}} \mathbf{e}_{2 j}=\beta \frac{2}{(2 \nu-1)^{2 J+2} \pi^{2 J+2}} \int_{\tau^{\prime}=0}^{1} \mathbf{d}^{[2 J+2]}\left(\tau^{\prime}\right) \sin (2 \nu-1) \pi \tau^{\prime} d \tau^{\prime} \tag{5.102}
\end{equation*}
$$

Because of the fact that there exists a functional dependency between the coefficients $\mathbf{d}_{\nu}$ of the Fourier series and the coefficients $\mathbf{e}_{2 j}$ and $\mathbf{b}_{2 j+1}$ of the Euler- and Bernoulli polynomials the latter ones can be restricted also by the dynamical model, because the Fourier coefficients must fulfil the conditions either according to Eq. (5.13),

$$
\mathbf{d}_{\nu} \equiv \mathbf{c}_{\nu}=-\frac{2 T^{2}}{\nu^{2} \pi^{2}} \int_{\tau^{\prime}=0}^{1} \sin \left(\nu \pi \tau^{\prime}\right) \mathbf{a}\left(\tau^{\prime} ; \mathbf{r}, \dot{\mathbf{r}}\right) d \tau^{\prime}
$$

or to Eq. (5.23)

$$
\mathbf{d}_{\nu} \equiv \mathbf{c}_{\nu}=-\frac{2 T^{2}}{\nu^{2} \pi^{2}-\mu^{2}} \int_{\tau^{\prime}=0}^{1} \sin \left(\nu \pi \tau^{\prime}\right) \mathbf{a}^{I I}(\tau ; \mathbf{r}, \dot{\mathbf{r}}) d \tau^{\prime}
$$

or according to Eq. (5.38), respectively,

$$
\mathbf{d}_{\nu} \equiv \mathbf{c}_{\nu}=\tilde{\mathbf{c}}_{\nu}+\mathbf{x}_{\nu}
$$

with Eq. (5.26)

$$
\tilde{\mathbf{c}}_{\nu}=-\frac{2 T^{2}}{\nu^{2} \pi^{2}} \int_{\tau^{\prime}=0}^{1} \sin \left(\nu \pi \tau^{\prime}\right) \tilde{\mathbf{a}}\left(\tau^{\prime} ; \tilde{\mathbf{r}}, \dot{\tilde{\mathbf{r}}}\right) d \tau^{\prime}
$$

and Eq. (5.34)

$$
\mathbf{x}_{\nu}=-\frac{2 T^{2}}{\nu^{2} \pi^{2}} \int_{\tau^{\prime}=0}^{1} \sin \left(\nu \pi \tau^{\prime}\right) \Delta \mathbf{a}\left(\tau^{\prime} ; \tilde{\mathbf{r}}+\mathbf{x}, \dot{\tilde{\mathbf{r}}}+\dot{\mathbf{x}}\right) d \tau^{\prime}
$$

Besides this functional dependency of the Fourier coefficients on the dynamical force model, the coefficients of the Euler polynomials are also connected to the dynamical model by the temporal derivatives of the orbit at the boundaries according to Eq. (5.78),

$$
\mathbf{e}_{2 j}:=\frac{T^{2 j}}{2(2 j)!}\left(\mathbf{d}^{(2 j)}\left(t_{B}\right)+\mathbf{d}^{(2 j)}\left(t_{A}\right)\right)
$$

and the coefficients of the Bernoulli polynomials according to Eq. (5.80),

$$
\mathbf{b}_{2 j+1}:=\frac{T^{2 j}}{(2 j+1)!}\left(\mathbf{d}^{(2 j)}\left(t_{B}\right)-\mathbf{d}^{(2 j)}\left(t_{A}\right)\right)
$$

Therefore, both representations of the satellite's orbit, either in form of the Fourier series or as a series in terms of Euler- and Bernoulli polynomials can be interpreted as a kinematical approximation for the orbit or as solution to the boundary value problem realizing the basis for a dynamical orbit determination.

### 5.3.2 Determination of the Euler and Bernoulli Polynomial Coefficients

### 5.3.2.1 Space Domain Representation of the Euler and Bernoulli Polynomial Coefficients

The approximation of the satellite's arc based on Euler and Bernoulli polynomials reads according to Eq. (5.74) by disregarding the remainder term $\mathbf{R}_{P}(\tau)$ according to Eq. (5.96),

$$
\begin{equation*}
\mathbf{d}(\tau)=\sum_{\nu=1}^{\infty} \mathbf{d}_{\nu} \sin (\nu \pi \tau) \approx \sum_{j=1}^{J} \mathbf{e}_{2 j} E_{2 j}(\tau)+\sum_{j=1}^{J} \mathbf{b}_{2 j+1} B_{2 j+1}(\tau) \tag{5.103}
\end{equation*}
$$

In the following, we will write the two sums at the right hand side in matrix notation,

$$
\begin{equation*}
\mathbf{d}(\tau) \approx \sum_{j=1}^{J} \mathbf{e}_{2 j} E_{2 j}(\tau)+\sum_{j=1}^{J} \mathbf{b}_{2 j+1} B_{2 j+1}(\tau)=\mathbf{e}^{\boldsymbol{\top}} \mathbf{E}+\mathbf{b}^{\boldsymbol{\top}} \mathbf{B} \tag{5.104}
\end{equation*}
$$

The matrices $\mathbf{E}$ and $\mathbf{B}$ are composed by the polynomials according to Eqs. (5.72) and (5.73), if we select the upper index $J_{\max }=6$, resulting in an upper polynomial degree of 13 without restricting the generality. An upper polynomial degree of 13 means more precisely, degree 12 for the Euler polynomials and degree 13 for the Bernoulli polynomials. The matrices will be labelled accordingly; because of the fact that an Euler polynomial of degree $2 j$ and a Bernoulli polynomial of degree $2 j+1$ belong together as a pair, we will select the upper most degree of such a pair of polynomials as $\mathbf{E}^{13}$ and $\mathbf{B}^{13}$. Furthermore, these polynomials are
written as matrix products of the coefficients and the increasing powers of the basic (normalized) time as shown in the following.

$$
\left(\begin{array}{c}
\tau  \tag{5.105}\\
\tau^{2} \\
\tau^{3} \\
\tau^{4} \\
\tau^{5} \\
\tau^{6} \\
\tau^{7} \\
\tau^{8} \\
\tau^{9} \\
\tau^{10} \\
\tau^{11} \\
\tau^{12} \\
\tau^{13}
\end{array}\right),
$$

and

$$
\mathbf{B}^{13}=\mathbf{B}_{c}^{13} \mathbf{t}^{13}=\left(\begin{array}{ccccccccccccc}
\frac{1}{2} & -\frac{3}{2} & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{5.106}\\
-\frac{1}{6} & 0 & \frac{5}{3} & -\frac{5}{2} & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\frac{1}{6} & 0 & -\frac{7}{6} & 0 & \frac{7}{2} & -\frac{7}{2} & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
-\frac{3}{10} & 0 & 2 & 0 & -\frac{21}{5} & 0 & 6 & -\frac{9}{2} & 1 & 0 & 0 & 0 & 0 \\
\frac{5}{6} & 0 & -\frac{11}{2} & 0 & 11 & 0 & -11 & 0 & \frac{55}{6} & -\frac{11}{2} & 1 & 0 & 0 \\
-\frac{691}{210} & 0 & \frac{65}{3} & 0 & -\frac{429}{10} & 0 & \frac{286}{7} & 0 & -\frac{143}{6} & 0 & 13 & -\frac{13}{2} & 1
\end{array}\right)\left(\begin{array}{c}
\tau \\
\tau^{2} \\
\tau^{3} \\
\tau^{4} \\
\tau^{5} \\
\tau^{6} \\
\tau^{7} \\
\tau^{8} \\
\tau^{9} \\
\tau^{10} \\
\tau^{11} \\
\tau^{12} \\
\tau^{13}
\end{array}\right) .
$$

The matrix of the coefficients of the Euler polynomials reads

$$
\mathbf{e}_{12}^{\top}=\left(\begin{array}{llllll}
\mathbf{e}_{2} & \mathbf{e}_{4} & \mathbf{e}_{6} & \mathbf{e}_{8} & \mathbf{e}_{10} & \mathbf{e}_{12} \tag{5.107}
\end{array}\right)
$$

and the matrix of the coefficients of the Bernoulli polynomials, respectively

$$
\mathbf{b}_{13}^{\top}=\left(\begin{array}{llllll}
\mathbf{b}_{3} & \mathbf{b}_{5} & \mathbf{b}_{7} & \mathbf{b}_{9} & \mathbf{b}_{11} & \mathbf{b}_{13} \tag{5.108}
\end{array}\right),
$$

so that Eq. (5.103) reads with the upper summation index $J_{\max }=6$

$$
\begin{equation*}
\mathbf{d}(\tau) \approx \sum_{j=1}^{J_{\max }=6} \mathbf{e}_{2 j} E_{2 j}(\tau)+\sum_{j=1}^{J_{\max }=6} \mathbf{b}_{2 j+1} B_{2 j+1}(\tau)=\mathbf{e}_{12}^{\boldsymbol{\top}} \mathbf{E}^{13}+\mathbf{b}_{13}^{\boldsymbol{\top}} \mathbf{B}^{13} \tag{5.109}
\end{equation*}
$$

or in rearranged form

$$
\mathbf{d}(\tau) \approx \sum_{j=1}^{J_{\max }=6} \mathbf{e}_{2 j} E_{2 j}(\tau)+\sum_{j=1}^{J_{\max }=6} \mathbf{b}_{2 j+1} B_{2 j+1}(\tau)=\left(\mathbf{e}_{12}^{\top} \mathbf{E}_{c}^{13}+\mathbf{b}_{13}^{\top} \mathbf{B}_{c}^{13}\right) \mathbf{t}^{13}=\left(\begin{array}{ll}
\mathbf{e}_{12}^{\top} & \mathbf{b}_{13}^{\top} \tag{5.110}
\end{array}\right)\binom{\mathbf{E}_{c}^{13}}{\mathbf{B}_{c}^{13}} \mathbf{t}^{13} .
$$

If we skip the maximal index of the Euler-Bernoulli polynomials and write Eq. (5.110) as follows,

$$
\begin{equation*}
\mathbf{d}(\tau) \approx \mathbf{p}^{\top} \mathbf{P} \mathbf{t}=\mathbf{t}^{\top} \mathbf{P}^{\top} \mathbf{p} \tag{5.111}
\end{equation*}
$$

with

$$
\mathbf{p}:=\binom{\mathbf{e}_{12}}{\mathbf{b}_{13}}, \quad \mathbf{P}:=\binom{\mathbf{E}_{c}^{13}}{\mathbf{B}_{c}^{13}}, \quad \mathbf{t} \equiv \mathbf{t}^{13}=\left(\begin{array}{c}
\tau  \tag{5.112}\\
\vdots \\
\tau^{13}
\end{array}\right)
$$

If the observational functionals $\mathbf{d}\left(\tau_{k}\right)$ are available at a sufficient number $K$ of epochs $\tau_{k}$,

$$
\mathbf{d}:=\left(\begin{array}{c}
\mathbf{d}\left(\tau_{1}\right)  \tag{5.113}\\
\vdots \\
\mathbf{d}\left(\tau_{K}\right)
\end{array}\right)
$$

then the system of linear observation equations reads,

$$
\begin{equation*}
\mathbf{d}=\mathbf{T}^{\mathbf{T}} \mathbf{P}^{\top} \mathbf{p} \tag{5.114}
\end{equation*}
$$

with the matrix of epochs

$$
\mathbf{T}=\left(\begin{array}{lll}
\mathbf{t}_{1} & \cdots & \mathbf{t}_{K}
\end{array}\right)=\left(\begin{array}{ccc}
\tau_{1} & \cdots & \tau_{K}  \tag{5.115}\\
\vdots & \cdots & \vdots \\
\tau_{1}^{13} & \cdots & \tau_{K}^{13}
\end{array}\right)
$$

or in detail,

$$
\left(\begin{array}{c}
\mathbf{d}\left(\tau_{1}\right)  \tag{5.116}\\
\vdots \\
\mathbf{d}\left(\tau_{K}\right)
\end{array}\right) \approx\left(\begin{array}{ccc}
\tau_{1} & \cdots & \tau_{1}^{13} \\
\vdots & \cdots & \vdots \\
\tau_{K} & \cdots & \tau_{K}^{13}
\end{array}\right)\left(\begin{array}{ll}
\left(\mathbf{E}_{c}^{13}\right)^{\mathbf{\top}} & \left(\mathbf{B}_{c}^{13}\right)^{\mathbf{\top}}
\end{array}\right)\binom{\mathbf{e}_{12}}{\mathbf{b}_{13}}
$$

The coefficients of the Euler and Bernoulli polynomials can be determined by a least squares solution as follows,

$$
\begin{equation*}
\mathbf{p}=\left(\mathbf{P} \mathbf{T} \mathbf{T}^{\mathbf{T}} \mathbf{P}^{\mathbf{T}}\right)^{-1} \mathbf{P} \mathbf{T} \mathbf{d} \tag{5.117}
\end{equation*}
$$

with the matrix

$$
\mathbf{T T}^{\mathbf{T}}=\left(\begin{array}{ccc}
\sum_{k=1}^{K}\left(\tau_{k}\right)^{2} & \cdots & \sum_{k=1}^{K} \tau_{k} \tau_{k}^{13}  \tag{5.118}\\
\vdots & \cdots & \vdots \\
\sum_{k=1}^{K} \tau_{k}^{13} \tau_{k} & \cdots & \sum_{k=1}^{K}\left(\tau_{k}^{13}\right)^{2}
\end{array}\right)
$$

and in detail, respectively,

$$
\begin{align*}
\binom{\mathbf{e}_{12}}{\mathbf{b}_{13}}= & \binom{\mathbf{E}_{c}^{13}}{\mathbf{B}_{c}^{13}}\left(\begin{array}{ccc}
\sum_{k=1}^{K}\left(\tau_{k}\right)^{2} & \cdots & \sum_{k=1}^{K} \tau_{k} \tau_{k}^{13} \\
\vdots & \cdots & \vdots \\
\sum_{k=1}^{K} \tau_{k}^{13} \tau_{k} & \cdots & \sum_{k=1}^{K}\left(\tau_{k}^{13}\right)^{2}
\end{array}\right)\left(\left(\begin{array}{ll}
\left(\mathbf{E}_{c}^{13}\right)^{\mathbf{T}} & \left(\mathbf{B}_{c}^{13}\right)^{\mathbf{T}}
\end{array}\right)\right)^{-1} \\
& \binom{\mathbf{E}_{c}^{13}}{\mathbf{B}_{c}^{13}}\left(\begin{array}{ccc}
\tau_{1} & \cdots & \tau_{K} \\
\vdots & \cdots & \vdots \\
\tau_{1}^{13} & \cdots & \tau_{K}^{13}
\end{array}\right)\left(\begin{array}{c}
\mathbf{d}\left(\tau_{1}\right) \\
\vdots \\
\mathbf{d}\left(\tau_{K}\right)
\end{array}\right) \tag{5.119}
\end{align*}
$$

### 5.3.2.2 Spectral Domain Representation of the Euler and Bernoulli Polynomial Coefficients

If the polynomial coefficients are determined within a least squares adjustment process of the GNSS observations, then the sine coefficients can be computed based on Eq. (5.40),

$$
\mathbf{d}_{\nu}=2 \int_{\tau^{\prime}=0}^{1} \mathbf{d}(\tau) \sin \left(\nu \pi \tau^{\prime}\right) d \tau^{\prime}
$$

and because of the identity, Eq. (5.42), we can write by inserting e.g. for the case given by Eq. (5.13),

$$
\begin{equation*}
\mathbf{d}_{\nu} \equiv \mathbf{c}_{\nu}=-\frac{2 T^{2}}{\nu^{2} \pi^{2}} \int_{\tau^{\prime}=0}^{1} \sin \left(\nu \pi \tau^{\prime}\right) \mathbf{a}\left(\tau^{\prime} ; \mathbf{r}, \dot{\mathbf{r}}\right) d \tau^{\prime} \tag{5.120}
\end{equation*}
$$

which interprets these coefficients directly in dependency of the force function model $\mathbf{a}\left(\tau^{\prime} ; \mathbf{r}, \dot{\mathbf{r}}\right)$. On the other hand, the coefficients $\mathbf{d}_{\nu}$ can be determined by the approximate orbit representation, Eq. (5.109),

$$
\begin{equation*}
\mathbf{d}_{\nu} \approx 2 \int_{\tau^{\prime}=0}^{1}\left(\sum_{j=1}^{J_{\max }=6} \mathbf{e}_{2 j} E_{2 j}(\tau)+\sum_{j=1}^{J_{\max }=6} \mathbf{b}_{2 j+1} B_{2 j+1}(\tau)\right) \sin \left(\nu \pi \tau^{\prime}\right) d \tau^{\prime} \tag{5.121}
\end{equation*}
$$

This equation can be written in matrix form with Eq. (5.110) as following

$$
\begin{equation*}
\mathbf{d}_{\nu} \approx 2 \int_{\tau^{\prime}=0}^{1}\left(\mathbf{e}_{12}^{\top} \mathbf{E}_{c}^{13}+\mathbf{b}_{13}^{\top} \mathbf{B}_{c}^{13}\right) \mathbf{t}^{13} \sin \left(\nu \pi \tau^{\prime}\right) d \tau^{\prime}=\left(\mathbf{e}_{12}^{\top} \mathbf{E}_{c}^{13}+\mathbf{b}_{13}^{\top} \mathbf{B}_{c}^{13}\right) \mathbf{I}_{\nu}^{13} \tag{5.122}
\end{equation*}
$$

The coefficients can be determined by the matrix relation,

$$
\begin{equation*}
\mathbf{d}_{n}^{\top} \approx\left(\mathbf{e}_{12}^{\top} \mathbf{E}_{c}^{13}+\mathbf{b}_{13}^{\top} \mathbf{B}_{c}^{13}\right) \mathbf{N}_{n}^{13} \tag{5.123}
\end{equation*}
$$

with

$$
\mathbf{d}_{n}^{\mathbf{\top}}=\left(\begin{array}{lllll}
\mathbf{d}_{1} & \cdots & \mathbf{d}_{\nu} & \cdots & \mathbf{d}_{n} \tag{5.124}
\end{array}\right)
$$

and

$$
\mathbf{N}_{n}^{13}=\left(\begin{array}{lllll}
\mathbf{I}_{1}^{13} & \cdots & \mathbf{I}_{\nu}^{13} & \cdots & \mathbf{I}_{n}^{13}
\end{array}\right)=\left(\begin{array}{ccccc}
I_{1}^{1} & \cdots & I_{\nu}^{1} & \cdots & I_{n}^{1}  \tag{5.125}\\
\vdots & \vdots & \vdots & \vdots & \vdots \\
I_{1}^{k} & \cdots & I_{\nu}^{k} & \cdots & I_{n}^{k} \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
I_{1}^{13} & \cdots & I_{\nu}^{13} & \cdots & I_{n}^{13}
\end{array}\right)
$$

with the integrals

$$
\begin{equation*}
I_{\nu}^{k}:=2 \int_{\tau^{\prime}=0}^{1} \tau^{\prime k} \sin \left(\nu \pi \tau^{\prime}\right) d \tau^{\prime} \tag{5.126}
\end{equation*}
$$

The formula,

$$
\mathbf{d}_{n}^{\top} \approx\left(\mathbf{e}_{12}^{\top} \mathbf{E}_{c}^{13}+\mathbf{b}_{13}^{\top} \mathbf{B}_{c}^{13}\right) \mathbf{N}_{n}^{13}=\left(\begin{array}{ll}
\mathbf{e}_{12}^{\top} & \mathbf{b}_{13}^{\top} \tag{5.127}
\end{array}\right)\binom{\mathbf{E}_{c}^{13}}{\mathbf{B}_{c}^{13}} \mathbf{N}_{n}^{13},
$$

represents conditions for the Euler polynomials coefficients $\mathbf{e}$ and the Bernoulli polynomial coefficients $\mathbf{b}$ to satisfy the force function $\mathbf{a}\left(\tau^{\prime} ; \mathbf{r}, \dot{\mathbf{r}}\right)$ contained in $\mathbf{d}_{n}$.

To show the structure of these condition equations, we will give an example with the upper limit 5 ( $\mathrm{J}=2$ ) instead of 13. In this case the equation reads as follows:

$$
\begin{align*}
& \left(\begin{array}{lllll}
\mathbf{d}_{1} & \cdots & \mathbf{d}_{\nu} & \cdots & \mathbf{d}_{n}
\end{array}\right) \approx \\
& =\left(\left(\begin{array}{ll}
\mathbf{e}_{2} & \mathbf{e}_{4}
\end{array}\right)\left(\begin{array}{ccccc}
-1 & 1 & 0 & 0 & 0 \\
1 & 0 & -2 & 1 & 0
\end{array}\right)+\left(\begin{array}{ll}
\mathbf{b}_{3} & \mathbf{b}_{5}
\end{array}\right)\left(\begin{array}{ccccc}
\frac{1}{2} & -\frac{3}{2} & 1 & 0 & 0 \\
-\frac{1}{6} & 0 & \frac{5}{3} & -\frac{5}{2} & 1
\end{array}\right)\right) . \\
& \cdot\left(\begin{array}{ccccc}
I_{1}^{1} & \cdots & I_{\nu}^{1} & \cdots & I_{n}^{1} \\
I_{1}^{2} & & I_{\nu}^{2} & & I_{n}^{2} \\
I_{1}^{3} & \cdots & I_{\nu}^{3} & \cdots & I_{n}^{3} \\
I_{1}^{4} & & I_{\nu}^{4} & & I_{n}^{4} \\
I_{1}^{5} & \cdots & I_{\nu}^{5} & \cdots & I_{n}^{5}
\end{array}\right) . \tag{5.128}
\end{align*}
$$

It reads for the sine coefficients $\mathbf{d}_{\nu}, \nu=1, \cdots, n$,

$$
\begin{align*}
\mathbf{d}_{\nu} & =-\mathbf{e}_{2} I_{\nu}^{1}+\mathbf{e}_{4} I_{\nu}^{1}+\mathbf{e}_{2} I_{\nu}^{2}-2 \mathbf{e}_{4} I_{\nu}^{3}+\mathbf{e}_{4} I_{\nu}^{4}+ \\
& +\frac{1}{2} \mathbf{b}_{3} I_{\nu}^{1}-\frac{1}{6} \mathbf{b}_{5} I_{\nu}^{1}-\frac{3}{2} \mathbf{b}_{3} I_{\nu}^{2}+\mathbf{b}_{3} I_{\nu}^{3}+\frac{5}{3} \mathbf{b}_{5} I_{\nu}^{3}-\frac{5}{2} \mathbf{b}_{5} I_{\nu}^{4}+\mathbf{b}_{5} I_{\nu}^{5} \tag{5.129}
\end{align*}
$$

If sufficient condition equations according to e.g. Eq. (5.120) are introduced into the observation equations to derive the Euler polynomials coefficients $\mathbf{e}$ and the Bernoulli polynomial coefficients $\mathbf{b}$ then a purely dynamic orbit will result. If only selected conditions with specific indices $\nu$ are introduced then the orbit will be of reduced-kinematical character with a dynamic information.

The Eq. (5.127) can be written in a compact form if we skip the maximal indices of the Euler-Bernoulli polynomials and the matrix of integrals $\mathbf{N}$ as follows,

$$
\begin{equation*}
\mathbf{d}_{n} \approx \mathbf{p}^{\top} \mathbf{P} \mathbf{N}=\mathbf{N}^{\top} \mathbf{P}^{\top} \mathbf{p} \tag{5.130}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathbf{p}:=\binom{\mathbf{e}_{12}}{\mathbf{b}_{13}}, \quad \mathbf{P}:=\binom{\mathbf{E}_{c}^{13}}{\mathbf{B}_{c}^{13}}, \quad \mathbf{N} \equiv \mathbf{N}_{n}^{13} \tag{5.131}
\end{equation*}
$$

Eq. (5.130) reads in detail,

$$
\left(\begin{array}{c}
\mathbf{d}_{1}  \tag{5.132}\\
\vdots \\
\mathbf{d}_{n}
\end{array}\right) \approx\left(\begin{array}{ccc}
I_{1}^{1} & \cdots & I_{1}^{13} \\
\vdots & \cdots & \vdots \\
I_{n}^{1} & \cdots & I_{n}^{13}
\end{array}\right)\left(\begin{array}{ll}
\left(\mathbf{E}_{c}^{13}\right)^{\mathbf{T}} & \left(\mathbf{B}_{c}^{13}\right)^{\mathbf{T}}
\end{array}\right)\binom{\mathbf{e}_{12}}{\mathbf{b}_{13}}
$$

It should be pointed out that the approximate sign " $\approx$ " holds for the sine coefficients of the real orbit as given by Eq. (5.66) or Eqs. (5.68) and (5.69). They could be determined by Eqs. (5.97) and (5.98) or by Eqs. (5.99) and (5.100). The sign " $\approx$ " has to be replaced by the equals sign " $=$ " in Eq. (5.132), if the sine coefficients $\mathbf{d}_{\nu}$ are understood as the coefficients of the Fourier series of the Euler-Bernoulli polynomials $\mathbf{d}_{P}^{J}(\tau)$, in the present case for $J_{\max }=6$. These coefficients can be computed rigorously by Eq. (5.132) or numerically by a discrete Fourier analysis procedure as given, e.g. in Sec. 5.2.4, (see also Sec. 5.4.2.2).
The coefficients of the Euler and Bernoulli polynomials can be determined by a least squares approximation in case of $n \geq p$ as follows,

$$
\begin{equation*}
\mathbf{p}=\left(\mathbf{P} \mathbf{N} \mathbf{N}^{\boldsymbol{\top}} \mathbf{P}^{\boldsymbol{\top}}\right)^{-1} \mathbf{P} \mathbf{N} \mathbf{d}_{n} \tag{5.133}
\end{equation*}
$$

with the matrices

$$
\mathbf{N}=\left(\begin{array}{ccc}
I_{1}^{1} & \cdots & I_{n}^{1}  \tag{5.134}\\
\vdots & \cdots & \vdots \\
I_{1}^{13} & \cdots & I_{n}^{13}
\end{array}\right), \quad \mathbf{N} \mathbf{N}^{\boldsymbol{\top}}=\left(\begin{array}{ccc}
\sum_{\nu=1}^{n}\left(I_{1}^{1}\right)^{2} & \ldots & \sum_{\nu=1}^{n} I_{1}^{1} I_{\nu}^{13} \\
\vdots & \cdots & \vdots \\
\sum_{\nu=1}^{n} I_{\nu}^{13} I_{1}^{1} & \cdots & \sum_{\nu=1}^{n}\left(I_{\nu}^{13}\right)^{2}
\end{array}\right)
$$

and in detail, respectively,

$$
\begin{align*}
\binom{\mathbf{e}_{12}}{\mathbf{b}_{13}}= & \binom{\mathbf{E}_{c}^{13}}{\mathbf{B}_{c}^{13}}\left(\begin{array}{ccc}
\sum_{\nu=1}^{n}\left(I_{1}^{1}\right)^{2} & \cdots & \sum_{\nu=1}^{n} I_{1}^{1} I_{\nu}^{13} \\
\vdots & \cdots & \vdots \\
\sum_{\nu=1}^{n} I_{\nu}^{13} I_{1}^{1} & \cdots & \sum_{\nu=1}^{n}\left(I_{\nu}^{13}\right)^{2}
\end{array}\right)\left(\left(\begin{array}{ll}
\left(\mathbf{E}_{c}^{13}\right)^{\mathbf{T}} & \left(\mathbf{B}_{c}^{13}\right)^{\mathbf{\top}}
\end{array}\right)\right)^{-1} \\
& \binom{\mathbf{E}_{c}^{13}}{\mathbf{B}_{c}^{13}}\left(\begin{array}{ccc}
I_{1}^{1} & \cdots & I_{n}^{1} \\
\vdots & \cdots & \vdots \\
I_{1}^{13} & \cdots & I_{n}^{13}
\end{array}\right)\left(\begin{array}{c}
\mathbf{d}_{1} \\
\vdots \\
\mathbf{d}_{n}
\end{array}\right) . \tag{5.135}
\end{align*}
$$

It shall be pointed out that the coefficients $\mathbf{d}_{\nu}$ can be determined either by Eq. (5.40) or by Eq. (5.120). For numerical tests refer to Sec. 5.4.

### 5.3.2.3 Numerical Quadrature

For the determination of the integrals

$$
\begin{equation*}
I_{\nu}^{k}:=2 S_{\nu}^{k}=2 \int_{\tau=0}^{1} \tau^{k} \sin (\nu \pi \tau) d \tau \tag{5.136}
\end{equation*}
$$

we apply a recursion formula similarly to that which has been proposed in (ILK 1976). It can be derived easily by applying a partial integration to Eq. (5.136):

$$
\begin{equation*}
S_{\nu}^{k}=\int_{\tau=0}^{1} \tau^{k} \sin (\nu \pi \tau) d \tau=-\left.\frac{\tau^{k}}{\nu \pi} \cos (\nu \pi \tau)\right|_{\tau=0} ^{1}+\frac{k}{\nu \pi} \int_{\tau=0}^{1} \tau^{k-1} \cos (\nu \pi \tau) d \tau \tag{5.137}
\end{equation*}
$$

If we insert the following abbreviations into Eq. (5.137),

$$
\begin{equation*}
C_{\nu}^{k}:=\int_{\tau=0}^{1} \tau^{k} \cos (\nu \pi \tau) d \tau \tag{5.138}
\end{equation*}
$$

then the integrals $S_{\nu}^{k}$ can be determine as follows

$$
\begin{equation*}
S_{\nu}^{k}=-\frac{(-1)^{\nu}}{\nu \pi}+\frac{k}{\nu \pi} C_{\nu}^{k-1} \tag{5.139}
\end{equation*}
$$

A similar relation can be derived for the integrals $C_{\nu}^{k}$,

$$
\begin{equation*}
C_{\nu}^{k}=\int_{\tau=0}^{1} \tau^{k} \cos (\nu \pi \tau) d \tau=\left.\frac{\tau^{k}}{\nu \pi} \sin (\nu \pi \tau)\right|_{\tau=0} ^{1}-\frac{k}{\nu \pi} \int_{\tau=0}^{1} \tau^{k-1} \sin (\nu \pi \tau) d \tau=-\frac{k}{\nu \pi} S_{\nu}^{k-1} \tag{5.140}
\end{equation*}
$$

The recursion formula will be applied for a fixed index $\nu$ and the set of powers of $\tau^{k}$ with $k=0, \ldots ., J+1$. The initial functionals are simply

$$
\begin{equation*}
C_{\nu}^{0}=C_{\nu}^{k=0}=\int_{\tau=0}^{1} \tau^{0} \cos (\nu \pi \tau) d \tau=0 \tag{5.141}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{\nu}^{0}=S_{\nu}^{k=0}=\int_{\tau=0}^{1} \tau^{0} \sin (\nu \pi \tau) d \tau=-\left.\frac{1}{\nu \pi} \cos (\nu \pi \tau)\right|_{\tau=0} ^{1}=\frac{1}{\nu \pi}\left(1-(-1)^{\nu}\right) \tag{5.142}
\end{equation*}
$$

so that the following recursion scheme follows,

$$
\begin{equation*}
S_{\nu}^{k}=-\frac{(-1)^{\nu}}{\nu \pi}+\frac{k}{\nu \pi} C_{\nu}^{k-1}, \quad C_{\nu}^{k}=-\frac{k}{\nu \pi} S_{\nu}^{k-1} \tag{5.143}
\end{equation*}
$$

The final results can be derived by a multiplication by the factor 2 ,

$$
\begin{equation*}
I_{\nu}^{k}:=2 S_{\nu}^{k} \tag{5.144}
\end{equation*}
$$

It should be pointed out that this integrals can be determined once for all and can be used for all orbit determination cases.

Unfortunately, these simple and fast formula show a very critical numerical behavior for high indices $k$ and small indices $\nu$. This can be seen if the Eq. (5.139) are written in closed form,

$$
\begin{equation*}
C_{\nu}^{k}=\sin \nu \pi F_{1}^{k}+\cos \nu \pi F_{2}^{k}+F_{3}^{k} \tag{5.145}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{\nu}^{k}=\sin \nu \pi F_{2}^{k}-\cos \nu \pi F_{1}^{k}+F_{4}^{k} \tag{5.146}
\end{equation*}
$$

with

$$
\begin{align*}
& F_{1}^{k}=\sum_{i=0}^{[k / 2]}(-1)^{i} \frac{1}{(\nu \pi)^{2 i+1}} \frac{k!}{(k-2 i)!},  \tag{5.147}\\
& F_{2}^{k}=\sum_{i=0}^{[k-1 / 2]}(-1)^{i} \frac{1}{(\nu \pi)^{2(2+1)}} \frac{k!}{(k-2 i-1)!}  \tag{5.148}\\
& F_{3}^{k}=\frac{1-(-1)^{k}}{2}(-1)^{\frac{k+1}{2}} \frac{k!}{(\nu \pi)^{k+1}},  \tag{5.149}\\
& F_{4}^{k}=\frac{(-1)^{k}+1}{2}(-1)^{\frac{k}{2}} \frac{k!}{(\nu \pi)^{k+1}} \tag{5.150}
\end{align*}
$$

These functions contain very large terms with alternating signs with the consequence that leading numbers cancel, because the absolute values of the integrals are small, fulfilling the inequalities,

$$
\begin{equation*}
\left|C_{\nu}^{k}\right| \leq \frac{1}{k+1}, \quad\left|S_{\nu}^{k}\right| \leq \frac{1}{k+1} \tag{5.151}
\end{equation*}
$$

The integrals $S_{\nu}^{k}$ can be determined alternatively by a series expansion of the sine function and a subsequent analytical integration and an insertion of the integration limits

$$
\begin{equation*}
S_{\nu}^{k}=I_{\nu}^{k}=\int_{\tau=0}^{1} \tau^{k} \sin (\nu \pi \tau) d \tau=\sum_{i=0}^{\infty}(-1)^{i} \frac{(\nu \pi)^{2 i+1}}{(2 i+1)!(2 i+2+k)} \tag{5.152}
\end{equation*}
$$

These series show a fast convergence with small index $\nu$ and large index $k$.

### 5.3.3 Temporal Derivatives of the Orbit Function

### 5.3.3.1 Velocity

In the following, we will use the hybrid version of the orbit representation, that means, we will represent the orbit by three terms, a first one represents a reference motion $\overline{\mathbf{r}}(\tau)$, a second one represents the Euler-Bernoulli polynomials $\mathbf{d}_{P}^{J}(\tau)$ and a third one the Fourier series $\mathbf{d}_{F}^{n}(\tau)$. The last two difference orbit representations
can be used alternatively or as combination representation. If we set one of the indices $J$ or $n$ zero then we get the specific alternatives as discussed in the last sections. The velocities along the orbit can be derived by a differentiation of the orbit function, Eq. (5.90),

$$
\begin{equation*}
\mathbf{r}(t)=\mathbf{r}(\tau) \approx \overline{\mathbf{r}}(\tau)+\mathbf{d}_{P}^{J}(\tau)+\mathbf{d}_{F}^{n}(\tau)+\mathbf{R}_{\mathrm{PF}}(\tau) \approx \overline{\mathbf{r}}(\tau)+\mathbf{d}_{P}^{J}(\tau)+\mathbf{d}_{F}^{n}(\tau) \tag{5.153}
\end{equation*}
$$

where the normalized time $\tau$ is related to the real time $t$ according to Eq. (5.3),

$$
\tau=\frac{t-t_{A}}{T} \quad \text { with } \quad T=t_{B}-t_{A}, \quad t \in\left[t_{A}, t_{B}\right]
$$

with respect to the time

$$
\begin{equation*}
\frac{d \mathbf{r}(\tau)}{d t}=\frac{d \overline{\mathbf{r}}(\tau)}{d t}+\frac{d \mathbf{d}_{P}^{J}(\tau)}{d t}+\frac{d \mathbf{d}_{F}^{n}(\tau)}{d t} \tag{5.154}
\end{equation*}
$$

and with $\mu$ according to Eq. (5.15),

$$
\begin{equation*}
\frac{d \overline{\mathbf{r}}(\tau)}{d t}=\frac{\mu}{T \sin \mu}\left(-\cos \mu(1-\tau) \mathbf{r}_{A}+\cos \mu \tau \mathbf{r}_{B}\right) \tag{5.155}
\end{equation*}
$$

and the terms

$$
\begin{align*}
\frac{d \mathbf{d}_{P}^{J}(\tau)}{d t} & =\frac{1}{T}\left(\sum_{j=1}^{J} 2 j \mathbf{e}_{2 j} E_{2 j-1}(\tau)+\sum_{j=1}^{J}(2 j+1) \mathbf{b}_{2 j+1} B_{2 j}(\tau)\right)  \tag{5.156}\\
\frac{d \mathbf{d}_{F}^{n}(\tau)}{d t} & =\frac{1}{T} \sum_{\nu=1}^{n} \mathbf{d}_{\nu} \nu \pi \cos (\nu \pi \tau) \tag{5.157}
\end{align*}
$$

Then the velocities can be determined by the function

$$
\begin{align*}
\frac{d \mathbf{r}(\tau)}{d t} & =\frac{\mu}{T \sin \mu}\left(-\cos \mu(1-\tau) \mathbf{r}_{A}+\cos \mu \tau \mathbf{r}_{B}\right)+ \\
& +\frac{1}{T}\left(\sum_{j=1}^{J} 2 j \mathbf{e}_{2 j} E_{2 j-1}(\tau)+\sum_{j=1}^{J}(2 j+1) \mathbf{b}_{2 j+1} B_{2 j}(\tau)\right)+\frac{1}{T} \sum_{\nu=1}^{n} \mathbf{d}_{\nu} \nu \pi \cos (\nu \pi \tau) \tag{5.158}
\end{align*}
$$

If the upper index $n$ is not sufficiently high then Gibbs' effects can cause errors especially at the boundaries of the arcs. If the force function $\mathbf{a}\left(\tau^{\prime}\right)$ is available, then it is preferable to determine first the velocity at the time $t_{A}$ according to (ILK 1976),

$$
\begin{equation*}
\dot{\mathbf{r}}_{A}=\frac{1}{T}\left(\mathbf{r}_{B}-\mathbf{r}_{A}\right)-T \int_{\tau^{\prime}=0}^{1}\left(1-\tau^{\prime}\right) \mathbf{a}\left(\tau^{\prime}\right) d \tau^{\prime} \tag{5.159}
\end{equation*}
$$

and then the velocity at an arbitrary time instant $t$ by an integration as follows,

$$
\begin{equation*}
\dot{\mathbf{r}}(t)=\dot{\mathbf{r}}_{A}+\left(t-t_{A}\right) \int_{\tau^{\prime}=0}^{1} \mathbf{a}\left(\tau^{\prime}\right) d \tau^{\prime} \tag{5.160}
\end{equation*}
$$

with

$$
\begin{equation*}
\tau^{\prime}=\frac{t^{\prime}-t_{A}}{t-t_{A}} \in[0,1], \quad t, t^{\prime} \in\left[t_{A}, t_{B}\right] \tag{5.161}
\end{equation*}
$$

or, by transformation of the integration interval,

$$
\begin{equation*}
\dot{\mathbf{r}}(\tau)=\dot{\mathbf{r}}_{A}+T \int_{\tau^{\prime}=0}^{\tau} \mathbf{a}\left(\tau^{\prime}\right) d \tau^{\prime} \tag{5.162}
\end{equation*}
$$

with

$$
\begin{equation*}
\tau^{\prime}=\frac{t^{\prime}-t_{A}}{T} \in[0,1], \quad \tau=\frac{t-t_{A}}{T} \in[0,1] \tag{5.163}
\end{equation*}
$$

### 5.3.3.2 Acceleration

The force function corresponds to the second derivative of the orbit with respect to the time according to Eq. (5.1) with Eq. (5.6)

$$
\begin{equation*}
L(\mathbf{r}(t))=\frac{d}{d t} \dot{\mathbf{r}}(t)=\mathbf{a}(\tau) \tag{5.164}
\end{equation*}
$$

It holds for the second derivatives

$$
\begin{equation*}
\frac{d \dot{\mathbf{r}}(\tau)}{d t}=\frac{d \dot{\mathbf{r}}(\tau)}{d t}+\frac{d \dot{\mathbf{d}}_{P}^{J}(\tau)}{d t}+\frac{d \dot{\mathbf{d}}_{F}^{n}(\tau)}{d t} \tag{5.165}
\end{equation*}
$$

with

$$
\begin{align*}
& \frac{d \dot{\mathbf{r}}(\tau)}{d t}=\frac{\mu^{2}}{T^{2} \sin \mu}\left(-\sin \mu(1-\tau) \mathbf{r}_{A}-\sin \mu \tau \mathbf{r}_{B}\right)  \tag{5.166}\\
& \frac{d \dot{\mathbf{d}}_{P}^{J}(\tau)}{d t}=\frac{1}{T^{2}}\left(\sum_{j=1}^{J} 2 j(2 j-1) \mathbf{e}_{2 j} E_{2 j-2}(\tau)+\sum_{j=1}^{J} 2 j(2 j+1) \mathbf{b}_{2 j+1} B_{2 j-1}(\tau)\right)  \tag{5.167}\\
& \frac{d \dot{\mathbf{d}}_{F}^{n}(\tau)}{d t}=-\frac{1}{T^{2}} \sum_{\nu=1}^{n} \mathbf{d}_{\nu}(\nu \pi)^{2} \sin (\nu \pi \tau) \tag{5.168}
\end{align*}
$$

The accelerations can be determined by

$$
\begin{align*}
\frac{d \dot{\mathbf{r}}(\tau)}{d t} & =\frac{\mu^{2}}{T^{2} \sin \mu}\left(-\sin \mu(1-\tau) \mathbf{r}_{A}-\sin \mu \tau \mathbf{r}_{B}\right)+  \tag{5.169}\\
& +\frac{1}{T^{2}}\left(\sum_{j=1}^{J} 2 j(2 j-1) \mathbf{e}_{2 j} E_{2 j-2}(\tau)+\sum_{j=1}^{J} 2 j(2 j+1) \mathbf{b}_{2 j+1} B_{2 j-1}(\tau)\right)-\frac{1}{T^{2}} \sum_{\nu=1}^{n} \mathbf{d}_{\nu}(\nu \pi)^{2} \sin (\nu \pi \tau)
\end{align*}
$$

which corresponds to the force function $\mathbf{a}(\tau)$.

### 5.3.3.3 Check

If this formula is inserted into Eq. (5.159) instead of the force function $\ddot{\mathbf{r}}(\tau)=\mathbf{a}(\tau)$ and with it in (5.160) then we arrive again at Eq. (5.158). This shall be demonstrated for the velocity at the time $t_{A}$. It holds

$$
\begin{equation*}
\dot{\mathbf{r}}_{A}=\frac{1}{T}\left(\mathbf{r}_{B}-\mathbf{r}_{A}\right)-T \int_{\tau^{\prime}=0}^{1}\left(1-\tau^{\prime}\right)\left(\frac{d \dot{\mathbf{r}}\left(\tau^{\prime}\right)}{d t}+\frac{d \dot{\mathbf{d}}_{P}^{J}\left(\tau^{\prime}\right)}{d t}+\frac{d \dot{\mathbf{d}}_{F}^{n}\left(\tau^{\prime}\right)}{d t}\right) d \tau^{\prime} \tag{5.170}
\end{equation*}
$$

with the integrals

$$
\begin{align*}
& \int_{\tau^{\prime}=0}^{1}\left(1-\tau^{\prime}\right) \frac{d \dot{\mathbf{r}}\left(\tau^{\prime}\right)}{d t} d \tau^{\prime}= \\
& =-\frac{\mu^{2}}{T^{2} \sin \mu}\left(\mathbf{r}_{A} \int_{\tau^{\prime}=0}^{1}\left(1-\tau^{\prime}\right) \sin \mu\left(1-\tau^{\prime}\right) d \tau^{\prime}+\mathbf{r}_{B} \int_{\tau^{\prime}=0}^{1}\left(1-\tau^{\prime}\right) \sin \mu \tau^{\prime} d \tau^{\prime}\right)=  \tag{5.171}\\
& =-\frac{1}{T^{2} \sin \mu}\left(\mathbf{r}_{A}(\sin \mu-\mu \cos \mu)+\mathbf{r}_{B}(\mu-\sin \mu)\right)
\end{align*}
$$

and

$$
\begin{align*}
& \int_{\tau^{\prime}=0}^{1}\left(1-\tau^{\prime}\right) \frac{d \dot{\mathbf{d}}_{P}^{J}\left(\tau^{\prime}\right)}{d t} d \tau^{\prime}= \\
& =\frac{1}{T^{2}} \int_{\tau^{\prime}=0}^{1}\left(\sum_{j=1}^{J} 2 j(2 j-1) \mathbf{e}_{2 j} E_{2 j-2}\left(\tau^{\prime}\right)+\sum_{j=1}^{J} 2 j(2 j+1) \mathbf{b}_{2 j+1} B_{2 j-1}\left(\tau^{\prime}\right)\right)\left(1-\tau^{\prime}\right) d \tau^{\prime}  \tag{5.172}\\
& =\frac{1}{T^{2}}\left(\sum_{j=1}^{J} 2 j(2 j-1) \mathbf{e}_{2 j} \int_{\tau^{\prime}=0}^{1}\left(1-\tau^{\prime}\right) E_{2 j-2}\left(\tau^{\prime}\right) d \tau^{\prime}+\sum_{j=1}^{J} 2 j(2 j+1) \mathbf{b}_{2 j+1} \int_{\tau^{\prime}=0}^{1}\left(1-\tau^{\prime}\right) B_{2 j-1}\left(\tau^{\prime}\right) d \tau^{\prime}\right) \\
& =-\frac{1}{T^{2}}\left(\sum_{j=1}^{J}\left(E_{2 j}\left(\tau^{\prime}=0\right)-E_{2 j}\left(\tau^{\prime}=1\right)+2 j E_{2 j-1}\left(\tau^{\prime}=0\right)\right) \mathbf{e}_{2 j}+\sum_{j=1}^{J}(2 j+1) B_{2 j}\left(\tau^{\prime}=1\right) \mathbf{b}_{2 j+1}\right),
\end{align*}
$$

as well as with

$$
\begin{align*}
\int_{\tau^{\prime}=0}^{1}\left(1-\tau^{\prime}\right) \frac{d \dot{\mathbf{d}}_{F}^{n}\left(\tau^{\prime}\right)}{d t} d \tau^{\prime} & =-\frac{1}{T^{2}} \sum_{\nu=1}^{n} \mathbf{d}_{\nu}(\nu \pi)^{2} \int_{\tau^{\prime}=0}^{1}\left(1-\tau^{\prime}\right) \sin \left(\nu \pi \tau^{\prime}\right) d \tau^{\prime} \\
& =-\frac{1}{T^{2}} \sum_{\nu=1}^{n} \mathbf{d}_{\nu}(\nu \pi-\sin (\nu \pi)) \tag{5.173}
\end{align*}
$$

The velocity at the starting point can be determined by the formula,

$$
\begin{align*}
\dot{\mathbf{r}}_{A} & =\frac{\mu}{T \sin \mu}\left(-\cos \mu \mathbf{r}_{A}+\mathbf{r}_{B}\right)+  \tag{5.174}\\
& +\frac{1}{T}\left(\sum_{j=1}^{J} 2 j E_{2 j-1}(\tau=0) \mathbf{e}_{2 j}+\sum_{j=1}^{J}(2 j+1) B_{2 j}(\tau=0) \mathbf{b}_{2 j+1}\right)+\frac{1}{T} \sum_{\nu=1}^{n} \mathbf{d}_{\nu} \nu \pi .
\end{align*}
$$

This equation coincides with Eq. (5.158) for the time $\tau=0$.

### 5.4 Numerical Verifications

In this section, various numerical tests are performed which shall demonstrate the approximation characteristics and the numerical properties of the formulae derived so far. Furthermore, these tests shall be helpful for the subsequent developments to construct procedures for the kinematical and reduced kinematical orbit determination. The computations are performed based on noise-free simulated data sets; details will be given in the different sub-sections. In a first subsection, the approximation properties of the Fourier series, the series in terms of Euler and Bernoulli polynomials as well as combinations of them are tested. The latter modification is the most promising and will be used later on for the construction of a proper orbit determination technique. In a second subsection, the dynamical restrictions on the various parameters, which model the kinematical orbits are tested. This is important in so far as these restrictions force some kinematical orbit parameters to fulfill a selected dynamical model. Selected dynamical restrictions will be used to construct "reduced" kinematical orbit determination modifications.

### 5.4.1 Approximation Tests

### 5.4.1.1 The Approximation by a Finite Fourier Series

If the sine series is limited by a finite upper index $n$ according to Eq. (5.94), then it holds,

$$
\begin{equation*}
\mathbf{r}(\tau)=\overline{\mathbf{r}}(\tau)+\mathbf{d}_{F}^{\infty}(\tau)=\overline{\mathbf{r}}(\tau)+\mathbf{d}_{F}^{n}(\tau)+\mathbf{R}_{F}(\tau) \tag{5.175}
\end{equation*}
$$

with the approximation function

$$
\begin{equation*}
\mathbf{d}_{F}^{n}(\tau)=\sum_{\nu=1}^{n} \mathbf{d}_{\nu} \sin (\nu \pi \tau) \tag{5.176}
\end{equation*}
$$

and the remainder term $\mathbf{R}_{F}(\tau)$,

$$
\begin{equation*}
\mathbf{R}_{F}(\tau)=\sum_{\nu=n+1}^{\infty} \mathbf{d}_{\nu} \sin (\nu \pi \tau) \tag{5.177}
\end{equation*}
$$

The function $\mathbf{d}_{F}^{n}(\tau)$ itself as well as the remainder function $\mathbf{R}_{F}(\tau)$ depend on the reference motions $\overline{\mathbf{r}}(\tau)$. It can be modelled by $\overline{\mathbf{r}}(\tau)$ either according to Eq. (5.10) as a straight line (Fig. 5.1),

$$
\overline{\mathbf{r}}(\tau)=(1-\tau) \mathbf{r}_{A}+\tau \mathbf{r}_{B}
$$

or according to Eq. (5.20) as an ellipse with the center at the origin of the reference system (Fig. 5.2),

$$
\overline{\mathbf{r}}(\tau)=\frac{\sin \mu(1-\tau)}{\sin \mu} \mathbf{r}_{A}+\frac{\sin \mu \tau}{\sin \mu} \mathbf{r}_{B}
$$

or according to Eq. (5.37),

$$
\overline{\mathbf{r}}(\tau):=\tilde{\mathbf{r}}(\tau)+\overline{\mathbf{x}}(\tau)
$$

as a dynamical reference orbit $\tilde{\mathbf{r}}(\tau)$ until to a specified degree of the gravity field model in addition to a linear combination of the boundary values of the difference function $\overline{\mathbf{x}}(\tau)$, according to Eq. (5.33) (Fig. 5.3),

$$
\overline{\mathbf{x}}(\tau)=(1-\tau) \mathbf{x}_{A}+\tau \mathbf{x}_{B}
$$

To show the approximation characteristics in case of the various choices of reference motions, a 30 minute arc has been simulated based on a gravity field model up to a maximal spherical harmonic degree of $N_{F}=300$. In case of a reference orbit as reference motion a gravity field model up to a spherical harmonic degree of $N_{R}=30$ has been selected. The remainder functions will depend on the approximation functions and the various modes of the reference motions $\overline{\mathbf{r}}(\tau)$. They are shown for different maximal upper indices of the Fourier series. If the maximal index $n$ is too small then a pronounced Gibb's effect will occur. The Figs. $5.4,5.6$ and 5.8 show the spectra of the various reference motions divided in various spectral bounds for a better visibility and Figs. 5.5, 5.7 and 5.9 the corresponding remainder functions for different upper series indices $n$.

It becomes clear that the kind of reference motion $\overline{\mathbf{r}}(\tau)$ is important for the size of the amplitudes but also for the size of the remainder functions. A reference motion based on a gravity field of a maximal upper degree and order of $N_{R}=30$ models the (pseudo) real orbit with an accuracy of less than a meter. If, in addition, the sine series is restricted by an upper index of 50 then the remainder function deviates from the real orbit by less than a $m m$. In summary, we can state that the accuracy becomes much better by using as reference motion a dynamically determined arc than a straight line or an elliptic motion. On the other hand, one has to keep in mind that the determination of a dynamical reference arc is more costly than the use of an elliptic reference. Therefore, the latter one might be an acceptable compromise.

### 5.4.1.2 The Approximation by a Finite Series of Euler and Bernoulli Polynomials

If the solution series in terms of Euler and Bernoulli polynomials are limited by a finite upper index $J$ according to Eq. (5.94), then it holds

$$
\begin{equation*}
\mathbf{r}(\tau)=\overline{\mathbf{r}}(\tau)+\mathbf{d}_{P}^{\infty}(\tau)=\overline{\mathbf{r}}(\tau)+\mathbf{d}_{P}^{J}(\tau)+\mathbf{R}_{P}(\tau) \tag{5.178}
\end{equation*}
$$





Figure 5.5: Remainder function $\mathbf{R}_{F}(\tau)$ based on $\overline{\mathbf{r}}(\tau)$ selected as reference motion in the straight line mode for different Fourier indices $n$ for an Earth gravity field model up to degree and order $N_{F}=300$.
with the approximation function

$$
\begin{equation*}
\mathbf{d}_{P}^{J}(\tau)=\sum_{j=1}^{J} \mathbf{e}_{2 j} E_{2 j}(\tau)+\sum_{j=1}^{J} \mathbf{b}_{2 j+1} B_{2 j+1}(\tau) \tag{5.179}
\end{equation*}
$$

and the remainder term $\mathbf{R}_{P}(\tau)$,

$$
\begin{equation*}
\mathbf{R}_{P}(\tau)=\sum_{j=J+1}^{\infty} \mathbf{e}_{2 j} E_{2 j}(\tau)+\sum_{j=J+1}^{\infty} \mathbf{b}_{2 j+1} B_{2 j+1}(\tau) \tag{5.180}
\end{equation*}
$$

Analogously to the last section, the function $\mathbf{d}_{P}^{J}(\tau)$ itself as well as the remainder function $\mathbf{R}_{P}(\tau)$ depend on the reference motion $\overline{\mathbf{r}}(\tau)$, either according to Eq. (5.10) as a straight line, according to Eq. (5.20) as an ellipse or according to Eq. (5.37) as a dynamical reference orbit $\tilde{\mathbf{r}}(\tau)$.

To show the approximation characteristics in case of the various choices of reference motions, again a 30 minute arc has been simulated based on a gravity field model up to a maximal spherical harmonic degree of $N_{F}=300$. In case of a reference orbit as reference motion a gravity field model up to a spherical harmonic degree of $N_{R}=30$ has been selected. The remainder functions will depend on the approximation functions and the various modes of the reference motion $\overline{\mathbf{r}}(\tau)$. In the following, they are shown for different maximal


Figure 5.6: Spectrum of $\mathbf{d}_{F}^{n}(\tau)$ based on $\overline{\mathbf{r}}(\tau)$ selected as reference motion in the ellipse mode for an Earth gravity field model up to degree and order $N_{F}=300$.


Figure 5.7: Remainder function $\mathbf{R}_{F}(\tau)$ based on $\overline{\mathbf{r}}(\tau)$ selected as reference motion in the ellipse mode for different Fourier indices $n$ for an Earth gravity field model up to degree and order $N_{F}=300$.
upper indices of the series in terms of Euler-Bernoulli polynomials. It became clear in Sec. 5.3 that the Euler polynomials of degree $2 j$ and the Bernoulli polynomials of degree $2 j+1$ belong together for a specific index $j$. Figs. $5.11,5.13$ and 5.15 show the remainder functions for various maximal series indices $J=1,2,3,4,5$ based on the reference motions (i.e. straight line, ellipse and reference orbit degree and order 30 modes) as discussed before. Figs. $5.10,5.12$ and 5.14 show the series contributions for the indices $j=1,2,3,4,5$ of an Euler-Bernoulli polynomial approximation with a maximal index $J_{\max }=5$ for the different reference motions. It is interesting to note that the approximation quality increases with increasing upper index $J$. Nevertheless, the series contributions of the separate polynomial degrees $J=1,2,3,4$ and 5 to the series $\mathbf{d}_{P}^{J_{\text {max }}=5}(\tau)$ do not become smaller. The reason is not completely clear; it seems that the convergence of the Euler-Bernoulli polynomials require a large upper index $J$ until the convergence can be directly seen.

### 5.4.1.3 The Approximation by a Combination of Fourier Series and Series of Euler-Bernoulli Polynomials

In the last section, it is demonstrated that the upper index $J$ of the series in terms of Euler-Bernoulli polynomials should be very high to achieve an approximation accuracy at the sub millimeter level. But it should be pointed out once again that a pure representation by a series of Euler-Bernoulli polynomials is not in the focus of this approach. Rather a fit of a series in terms of Euler-Bernoulli polynomials to the geometrically determined arc at a reasonable upper degree (e.g. $J_{\max }=4$ ) should guarantee a sufficient


Figure 5.8: Spectrum of $\mathbf{d}_{F}^{n}(\tau)$ based on $\overline{\mathbf{r}}(\tau)$ selected as reference motion in the reference orbit up to degree and order 30 mode for an Earth gravity field model up to degree and order $N_{F}=300$.


Figure 5.9: Remainder function $\mathbf{R}_{F}(\tau)$ based on $\overline{\mathbf{r}}(\tau)$ selected as reference motion in the reference orbit up to degree and order 30 mode for different Fourier indices $n$ for an Earth gravity field model up to degree and order $N_{F}=300$.
confident determination of the Euler-Bernoulli coefficients, corresponding to sufficiently precise arc derivatives at the arc boundary epochs. In that case, the residual sine series should show a fast convergence and low residuals of the combined series when compared to the true ephemerides. Detailed investigations to this facts are performed in Sec. 5.4.2.2. To demonstrate the numerical characteristics of the combined series the simulation cases as used in the above section have been considered in the straight line, elliptic and reference orbit mode. Then a series of Euler-Bernoulli polynomials up to degree $J_{\max }=4$ has been fitted to the difference function $\mathbf{d}(\tau)$ and subsequently a sine series has been determined for the Euler-Bernoulli remainder function. Fig. 5.16 shows the various spectral bands of the amplitudes for the "straight line" mode. Fig. 5.17 shows the residuals of the combined series "Euler-Bernoulli polynomials" plus "sine series" up to different upper summation limits. The figure shows from top to bottom the residuals of the approximation cases, where the sine series are limited by the upper indices $20,30,50,70,90,100,150$ and 178 and finally by the index 179 which represents the interpolation case; the residuals are very small and caused only by rounding errors. Similar cases are shown in Figs. 5.18 and 5.19 for the "elliptic mode" and Figs. 5.20 and 5.21 for the "reference orbit mode". The combination of a series in terms of Euler-Bernoulli polynomials up to degree $J_{\max }=4$ and a series of sine functions shows a very good approximation quality for all modes of reference motions. This is especially the case for the straight line mode but also for the ellipse mode. This is a consequence of the similar convergence charactistics of the spectra of the real orbit and the approximation by Euler-Bernoulli polynomials (refer to Sec. 5.4.2.2). The case of a dynamical reference orbit up to degree


Figure 5.10: Series contributions of the separate degrees $j=1,2,3,4$ and 5 to the sum $\mathbf{d}_{P}^{J}(\tau)$ based on $\overline{\mathbf{r}}(\tau)$ (reference motion: straight line mode) for an Earth gravity field model up to degree and order $N_{F}=300$.


Figure 5.11: Remainder function $\mathbf{R}_{P}(\tau)$ based on $\overline{\mathbf{r}}(\tau)$ (reference motion: straight line mode) for least squares fits of $\mathbf{d}_{P}^{J}(\tau)$ with indices $J=1,2,3,4,5$ for an Earth gravity field model up to degree and order $N_{F}=300$.
$N_{R}=30$ shows similar results as in the case of a pure sine series approximation. In that case, the reference orbit obviously shows a similar approximation quality as the Euler-Bernoulli polynomial series up to degree $J_{\max }=4$ so that the approximation of the remainder function in terms of sine series is approximately identical. Because of the fact that the computation of the dynamical reference orbit is much more costly than the use of an ellipse as reference motion the latter one should be preferred.

### 5.4.2 Dynamical Restrictions on the Kinematical Orbit Parameters

### 5.4.2.1 Euler and Bernoulli Polynomial Coefficients and the Derivatives of the Position Function at the Orbit Boundaries

As outlined in sections 5.2 and 5.3 , there is a functional dependency between the coefficients of the Euler and Bernoulli polynomials and the derivatives of the difference function $\mathbf{d}(t)$ at the boundaries of a satellite arc. This is a first dynamical restriction on the coefficients of the Euler-Bernoulli polynomials if these derivatives are derived from the force function acting on the satellite. This is obvious for the second derivatives which


Figure 5.12: Series contributions of the separate degrees $j=1,2,3,4$ and 5 to the sum $\mathbf{d}_{P}^{J}(\tau)$ based on $\overline{\mathbf{r}}(\tau)$ (reference motion: ellipse mode) for an Earth gravity field model up to degree and order $N_{F}=300$.


Figure 5.13: Remainder function $\mathbf{R}_{P}(\tau)$ based on $\overline{\mathbf{r}}(\tau)$ (reference motion: ellipse mode) for least squares fits of $\mathbf{d}_{P}^{J}(\tau)$ with indices $J=1,2,3,4,5$ for an Earth gravity field model up to degree and order $N_{F}=300$.
correspond to the force functions at the boundaries. Higher derivatives can be derived from the force function model as well. The relations are given by Eq. (5.75) for the coefficients of the Euler polynomials,

$$
\mathbf{e}_{2 j}=\frac{1}{2(2 j)!}\left(\mathbf{d}^{[2 j]}(1)+\mathbf{d}^{[2 j]}(0)\right),
$$

and by Eq. (5.76) for the coefficients of the Bernoulli polynomials,

$$
\mathbf{b}_{2 j+1}=\frac{1}{(2 j+1)!}\left(\mathbf{d}^{[2 j]}(1)-\mathbf{d}^{[2 j]}(0)\right)
$$

From these formulae it is easy to derive the derivatives of $\mathbf{d}(t), \mathbf{d}^{(2 j)}(t)$ with $j=1,2,3,4, \ldots$, at $t_{A}$ of the arc, Eq. (5.84),

$$
\mathbf{d}^{(2 j)}\left(t_{A}\right)=\frac{2(2 j)!\mathbf{e}_{2 j}-(2 j+1)!\mathbf{b}_{2 j+1}}{2 T^{2 j}}
$$

and at $t_{B}$, Eq. (5.85),

$$
\mathbf{d}^{(2 j)}\left(t_{B}\right)=\frac{2(2 j)!\mathbf{e}_{2 j}+(2 j+1)!\mathbf{b}_{2 j+1}}{2 T^{2 j}}
$$



Figure 5.14: Series contributions of the separate degrees $j=1,2,3,4$ and 5 to the $\operatorname{sum} \mathbf{d}_{P}^{J}(\tau)$ based on $\overline{\mathbf{r}}(\tau)$ (reference motion: reference orbit $N_{R}=30$ mode) for an Earth gravity field model up to degree and order $N_{F}=300$.


Figure 5.15: Remainder function $\mathbf{R}_{P}(\tau)$ based on $\overline{\mathbf{r}}(\tau)$ (reference motion: dynamical reference orbit $N_{R}=30$ mode) for least squares fits of $\mathbf{d}_{P}^{J}(\tau)$ with indices $J=1,2,3,4,5$ for an Earth gravity field model up to degree and order $N_{F}=300$.

The Euler and Bernoulli polynomials of degree $2 j$ and $2 j+1$, respectively, are closely related to the time derivatives of the orbit function at the boundaries of the arc. This is the reason that these polynomials have to be considered together and should be characterized by the index $j$. Unfortunately, it is not easy to determine analytically higher derivatives in a simple straight forward way, except as mentioned in the case of the first derivatives, which correspond to the velocity and in the case of the second derivatives, the accelerations, which coincide with the specific force function at the arc boundaries. Numerically, one could approximate the differential quotients by the difference quotients. Because of subtractive cancellation and the resulting loss of significance the computations require a very high number of digits. Here the computations are performed by Martin Ettl (Fundamental Station Wettzell) who developed a computer code based on the LiDIA library with 200 digits after the comma (personal communication). This is certainly no possibility in real case applications but a way to check the numerical characteristics in this research. Therefore, in the following, we will determine the coefficients $\mathbf{e}_{2 j}$ and $\mathbf{b}_{2 j+1}$ by a least squares fit of the Euler-Bernoulli polynomials to a specific orbit limited by an upper index $J_{\max }=6$ according to Eq. (5.109),

$$
\begin{equation*}
\mathbf{d}_{P}^{6}(\tau):=\sum_{j=1}^{6} \mathbf{e}_{2 j} E_{2 j}(\tau)+\sum_{j=1}^{6} \mathbf{b}_{2 j+1} B_{2 j+1}(\tau) \approx \mathbf{r}(\tau)-\overline{\mathbf{r}}(\tau) \tag{5.181}
\end{equation*}
$$








Figure 5.16: Spectrum of the Euler Bernoulli remainder function (reference motion: straight line mode, $J_{\max }=4$ ).


Figure 5.17: Residuals for the combined series Euler Bernoulli polynomials and sine series with various upper limits (reference motion: straight line mode, $J_{\max }=4$ ).






Figure 5.18: Spectrum of the Euler Bernoulli remainder function (reference motion: ellipse mode, $J_{\max }=4$ ).


Figure 5.19: Residuals for the combined series Euler Bernoulli polynomials and sine series with various upper limits (reference motion: ellipse $\left.\operatorname{mode}, J_{\max }=4\right)$.


Figure 5.20: Spectrum of the Euler Bernoulli remainder function (reference motion: dynamical reference orbit up to degree and order 30 ( $N_{R}=30$ ), $J_{\text {max }}=4$ ).


Figure 5.21: Residuals for the combined series Euler Bernoulli polynomials and sine series with various upper limits (reference motion: $d y$ namical reference orbit up to degree and order $\left.30\left(N_{R}=30\right), J_{\max }=4\right)$.

Then the derivatives $\mathbf{d}^{(2 j)}(t)$ at $t_{A}$ and $t_{B}$ up to the $12^{\text {th }}$ order are determined from the Eqs. (5.84) and (5.85) and compared to the analytically or numerically precisely determined derivatives $\mathbf{d}^{(2 j)}\left(t_{A}\right)$ and $\mathbf{d}^{(2 j)}\left(t_{B}\right)$.

A simple first example of an orbit is a circular orbit. In this case, the derivatives can be derived analytically and, therefore, the numerical values can be considered as error free "true" values. Here, a circular orbit with radius $r=6774383.56175931 \mathrm{~m}$ and an arc length of 30 minute has been selected. The arc is located in the $y-z-$ plane. To derive the arc derivatives from the coefficients of the Euler and Bernoulli polynomials, the 30 minute arc is approximated by an Euler-Bernoulli polynomial with a maximum index $J_{\max }=6, \mathbf{d}_{P}^{6}(\tau)$. As reference motion, the "straight line" modification has been selected. The approximation quality of the circular arc by the Euler-Bernoulli polynomials is shown in Fig. 5.22(a). The residuals show an oscillating structure as expected but the mean deviations are very small and, therefore, the polynomial coefficients (Table 5.1) can be considered as reliable. The derivatives $\mathbf{d}^{(2 j)}\left(t_{A}\right)$ and $\mathbf{d}^{(2 j)}\left(t_{B}\right)$ are given in Table 5.2. This table shows that the derivatives become not acceptable from the index $j=6$ upwards. Because of the fact that the "true" values are error-free, in this case the deviations are caused by the restricted numerical accuracy of the determination of the Euler-Bernoulli polynomial coefficients derived from the least squares fit.

(a)

(b)

Figure 5.22: (a) Differences between the circular orbit and the approximations by a series in terms of EulerBernoulli polynomials, limited by an upper degree $J_{\max }=6, \mathbf{d}_{P}^{6}(\tau)$ (reference motion: straight line mode) (b)Differences between the Keplerian orbit and the approximations by a series in terms of Euler-Bernoulli polynomial $\mathbf{d}_{P}^{6}(\tau)$ (reference motion: ellipse mode).

Another example is a Keplerian orbit. In this case, the derivatives can be derived only numerically but with a very high reliability as mentioned above and, therefore, the numerical values can be considered also as error free "true" values, compared to the derivatives derived from the polynomial coefficients. Again, a 30 minute arc of the (nearly circular) Keplerian orbit has been selected. To determine the derivatives from the coefficients of the Euler and Bernoulli polynomials, the 30 minute arc is again approximated by an EulerBernoulli polynomial with a maximum index $J_{\max }=6, \mathbf{d}_{P}^{6}(\tau)$. The approximation quality of the Keplerian

Table 5.1: Coefficients of the Euler and Bernoulli polynomials for the circular orbit (reference motion: straight line).

| $j$ | $\mathbf{e}_{2 j}$ |  |  | $\mathbf{b}_{2 j+1}$ |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | $x$ | $y$ | $z$ | $x$ | $z$ | $y$ |
| 1 | $0.000000 \mathrm{E}+00$ | $-0.386570 \mathrm{E}+07$ | $-0.628086 \mathrm{E}+07$ | $0.000000 \mathrm{E}+00$ | $0.680327 \mathrm{E}+07$ | $-0.418724 \mathrm{E}+07$ |
| 2 | $0.000000 \mathrm{E}+00$ | $0.133820 \mathrm{E}+07$ | $0.217425 \mathrm{E}+07$ | $0.000000 \mathrm{E}+00$ | $-0.141306 \mathrm{E}+07$ | $0.869703 \mathrm{E}+06$ |
| 3 | $0.000000 \mathrm{E}+00$ | $-0.185296 \mathrm{E}+06$ | $-0.301063 \mathrm{E}+06$ | $0.000000 \mathrm{E}+00$ | $0.139760 \mathrm{E}+06$ | $-0.860191 \mathrm{E}+05$ |
| 4 | $0.000000 \mathrm{E}+00$ | $0.137653 \mathrm{E}+05$ | $0.223653 \mathrm{E}+05$ | $0.000000 \mathrm{E}+00$ | $-0.806437 \mathrm{E}+04$ | $0.496341 \mathrm{E}+04$ |
| 5 | $0.000000 \mathrm{E}+00$ | $-0.593884 \mathrm{E}+03$ | $-0.964921 \mathrm{E}+03$ | $0.000000 \mathrm{E}+00$ | $0.302395 \mathrm{E}+03$ | $-0.186116 \mathrm{E}+03$ |
| 6 | $0.000000 \mathrm{E}+00$ | $0.373499 \mathrm{E}+02$ | $0.606847 \mathrm{E}+02$ | $0.000000 \mathrm{E}+00$ | $-0.952765 \mathrm{E}+01$ | $0.586402 \mathrm{E}+01$ |

Table 5.2: Derivatives of a circular arc at the arc boundaries: derived from the Euler-Bernoulli polynomial coefficients and the analytically derived values (reference motion: straight line).

| $j$ | $\mathbf{r}^{(2 j)}\left(t_{A}\right)$ derived |  |  | $\mathbf{r}^{(2 j)}\left(t_{B}\right)$ derived |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: |
|  | $x$ | $y$ | $z$ | $x$ | $y$ | $z$ |  |
| 1 | $0.000000 \mathrm{E}+00$ | $-0.868556 \mathrm{E}+01$ | $0.171679 \mathrm{E}-09$ | $0.000000 \mathrm{E}+00$ | $0.391308 \mathrm{E}+01$ | $-0.775414 \mathrm{E}+01$ |  |
| 2 | $0.000000 \mathrm{E}+00$ | $0.111359 \mathrm{E}-04$ | $0.209661 \mathrm{E}-12$ | $0.000000 \mathrm{E}+00$ | $-0.501704 \mathrm{E}-05$ | $0.994174 \mathrm{E}-05$ |  |
| 3 | $0.000000 \mathrm{E}+00$ | $-0.142775 \mathrm{E}-10$ | $0.769952 \mathrm{E}-16$ | $0.000000 \mathrm{E}+00$ | $0.643249 \mathrm{E}-11$ | $-0.127464 \mathrm{E}-10$ |  |
| 4 | $0.000000 \mathrm{E}+00$ | $0.183142 \mathrm{E}-16$ | $0.109670 \mathrm{E}-19$ | $0.000000 \mathrm{E}+00$ | $-0.824126 \mathrm{E}-17$ | $0.163551 \mathrm{E}-16$ |  |
| 5 | $0.000000 \mathrm{E}+00$ | $-0.229393 \mathrm{E}-22$ | $0.596783 \mathrm{E}-24$ | $0.000000 \mathrm{E}+00$ | $0.108675 \mathrm{E}-22$ | $-0.202105 \mathrm{E}-22$ |  |
| 6 | $0.000000 \mathrm{E}+00$ | $0.411080 \mathrm{E}-28$ | $0.934484 \mathrm{E}-29$ | $0.000000 \mathrm{E}+00$ | $-0.101776 \mathrm{E}-28$ | $0.409098 \mathrm{E}-28$ |  |
| $j$ | $\mathbf{r}^{(2 j)}\left(t_{A}\right)$ true |  |  |  | $\mathbf{r}^{(2 j)}\left(t_{B}\right)$ true |  |  |
| 1 | $0.000000 \mathrm{E}+00$ | $-0.868556 \mathrm{E}+01$ | $0.000000 \mathrm{E}+00$ | $0.000000 \mathrm{E}+00$ | $0.391308 \mathrm{E}+01$ | $-0.775414 \mathrm{E}+01$ |  |
| 2 | $0.000000 \mathrm{E}+00$ | $0.111359 \mathrm{E}-04$ | $0.000000 \mathrm{E}+00$ | $0.000000 \mathrm{E}+00$ | $-0.501704 \mathrm{E}-05$ | $0.994174 \mathrm{E}-05$ |  |
| 3 | $0.000000 \mathrm{E}+00$ | $-0.142775 \mathrm{E}-10$ | $0.000000 \mathrm{E}+00$ | $0.000000 \mathrm{E}+00$ | $0.643244 \mathrm{E}-11$ | $-0.127464 \mathrm{E}-10$ |  |
| 4 | $0.000000 \mathrm{E}+00$ | $0.183055 \mathrm{E}-16$ | $0.000000 \mathrm{E}+00$ | $0.000000 \mathrm{E}+00$ | $-0.824716 \mathrm{E}-17$ | $0.163425 \mathrm{E}-16$ |  |
| 5 | $0.000000 \mathrm{E}+00$ | $-0.234699 \mathrm{E}-22$ | $0.000000 \mathrm{E}+00$ | $0.000000 \mathrm{E}+00$ | $0.105738 \mathrm{E}-22$ | $-0.209530 \mathrm{E}-22$ |  |
| 6 | $0.000000 \mathrm{E}+00$ | $0.300912 \mathrm{E}-28$ | $0.000000 \mathrm{E}+00$ | $0.000000 \mathrm{E}+00$ | $-0.135569 \mathrm{E}-28$ | $0.268643 \mathrm{E}-28$ |  |

Table 5.3: Coefficients of the Euler and Bernoulli polynomials for the Keplerian orbit (reference motion: ellipse mode).

| $j$ | $\mathbf{e}_{2 j}$ |  |  | $\mathbf{b}_{2 j+1}$ |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | $x$ |  | $y$ | $z$ | $x$ | $y$ |
| 1 | $-0.122329 \mathrm{E}+05$ | $0.128078 \mathrm{E}+03$ | $0.837430 \mathrm{E}+04$ | $0.735920 \mathrm{E}+04$ | $-0.106743 \mathrm{E}+03$ | $-0.846907 \mathrm{E}+04$ |
| 2 | $-0.466065 \mathrm{E}+04$ | $-0.704263 \mathrm{E}+02$ | $-0.105860 \mathrm{E}+05$ | $-0.765793 \mathrm{E}+04$ | $0.111088 \mathrm{E}+03$ | $0.881414 \mathrm{E}+04$ |
| 3 | $0.558174 \mathrm{E}+04$ | $0.238045 \mathrm{E}+02$ | $0.568256 \mathrm{E}+04$ | $0.318583 \mathrm{E}+04$ | $-0.462239 \mathrm{E}+02$ | $-0.366791 \mathrm{E}+04$ |
| 4 | $-0.167750 \mathrm{E}+04$ | $-0.530766 \mathrm{E}+01$ | $-0.149444 \mathrm{E}+04$ | $-0.750597 \mathrm{E}+03$ | $0.109150 \mathrm{E}+02$ | $0.867000 \mathrm{E}+03$ |
| 5 | $0.693424 \mathrm{E}+03$ | $0.153336 \mathrm{E}+01$ | $0.541414 \mathrm{E}+03$ | $0.979518 \mathrm{E}+02$ | $-0.138269 \mathrm{E}+01$ | $-0.108324 \mathrm{E}+03$ |
| 6 | $0.900661 \mathrm{E}+02$ | $0.221174 \mathrm{E}+00$ | $0.728656 \mathrm{E}+02$ | $-0.216322 \mathrm{E}+02$ | $0.338186 \mathrm{E}+00$ | $0.277158 \mathrm{E}+02$ |



Figure 5.23: Spectrum of the Euler Bernoulli orbit based on the discrete Fourier analysis (reference motion: straight line mode, $J_{\max }=6$ ).


Figure 5.24: Residuals of the Euler Bernoulli orbit analyzed by the discrete Fourier (reference motion: straight line mode, $J_{\max }=6$ ).

Table 5.4: Derivatives of the Keplerian orbit at the arc boundaries: derived from the Euler-Bernoulli polynomial coefficients and the "true" values (reference motion: ellipse mode).

| $j$ | $\mathbf{r}^{(2 j)}\left(t_{A}\right)$ derived |  |  | $\mathbf{r}^{(2 j)}\left(t_{B}\right)$ derived |  |  |  |  |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $x$ | $y$ |  |  |  |  |  |  | $z$ | $x$ | $y$ | $z$ |
| 1 | $0.643729 \mathrm{E}+01$ | $-0.797184 \mathrm{E}-01$ | $-0.583043 \mathrm{E}+01$ | $0.231242 \mathrm{E}+01$ | $0.620382 \mathrm{E}-01$ | $0.838333 \mathrm{E}+01$ |  |  |  |  |  |  |
| 2 | $-0.825714 \mathrm{E}-05$ | $0.101869 \mathrm{E}-06$ | $0.743413 \mathrm{E}-05$ | $-0.302679 \mathrm{E}-05$ | $-0.792694 \mathrm{E}-07$ | $-0.107496 \mathrm{E}-04$ |  |  |  |  |  |  |
| 3 | $0.105349 \mathrm{E}-10$ | $-0.127994 \mathrm{E}-12$ | $-0.925649 \mathrm{E}-11$ | $0.417364 \mathrm{E}-11$ | $0.995477 \mathrm{E}-13$ | $0.136952 \mathrm{E}-10$ |  |  |  |  |  |  |
| 4 | $-0.130665 \mathrm{E}-16$ | $0.149604 \mathrm{E}-18$ | $0.104239 \mathrm{E}-16$ | $-0.675750 \mathrm{E}-17$ | $-0.115640 \mathrm{E}-18$ | $-0.169121 \mathrm{E}-16$ |  |  |  |  |  |  |
| 5 | $0.191618 \mathrm{E}-22$ | $-0.124952 \mathrm{E}-24$ | $-0.437365 \mathrm{E}-23$ | $0.188294 \mathrm{E}-22$ | $0.107486 \mathrm{E}-24$ | $0.223108 \mathrm{E}-22$ |  |  |  |  |  |  |
| 6 | $0.729120 \mathrm{E}-28$ | $-0.538715 \mathrm{E}-30$ | $-0.239522 \mathrm{E}-28$ | $-0.290320 \mathrm{E}-28$ | $0.784369 \mathrm{E}-30$ | $0.753867 \mathrm{E}-28$ |  |  |  |  |  |  |
| $j$ | $\mathbf{r}^{(2 j)}\left(t_{A}\right)$ true |  |  |  | $\mathbf{r}^{(2 j)}\left(t_{B}\right)$ true |  |  |  |  |  |  |  |
| 1 | $0.643734 \mathrm{E}+01$ | $-0.797181 \mathrm{E}-01$ | $-0.583038 \mathrm{E}+01$ | $0.231226 \mathrm{E}+01$ | $0.620393 \mathrm{E}-01$ | $0.838337 \mathrm{E}+01$ |  |  |  |  |  |  |
| 2 | $-0.825720 \mathrm{E}-05$ | $0.101868 \mathrm{E}-06$ | $0.743405 \mathrm{E}-05$ | $-0.302658 \mathrm{E}-05$ | $-0.792709 \mathrm{E}-07$ | $-0.107497 \mathrm{E}-04$ |  |  |  |  |  |  |
| 3 | $0.105345 \mathrm{E}-10$ | $-0.127993 \mathrm{E}-12$ | $-0.925664 \mathrm{E}-11$ | $0.417294 \mathrm{E}-11$ | $0.995482 \mathrm{E}-13$ | $0.136949 \mathrm{E}-10$ |  |  |  |  |  |  |
| 4 | $-0.131410 \mathrm{E}-16$ | $0.149651 \mathrm{E}-18$ | $0.103901 \mathrm{E}-16$ | $-0.681237 \mathrm{E}-17$ | $-0.115932 \mathrm{E}-18$ | $-0.169746 \mathrm{E}-16$ |  |  |  |  |  |  |
| 5 | $0.147863 \mathrm{E}-22$ | $-0.117499 \mathrm{E}-24$ | $-0.581068 \mathrm{E}-23$ | $0.161046 \mathrm{E}-22$ | $0.862902 \mathrm{E}-25$ | $0.184302 \mathrm{E}-22$ |  |  |  |  |  |  |
| 6 | $-0.747261 \mathrm{E}-29$ | $-0.217763 \mathrm{E}-30$ | $-0.290883 \mathrm{E}-28$ | $-0.572537 \mathrm{E}-28$ | $0.223415 \mathrm{E}-30$ | $-0.425683 \mathrm{E}-29$ |  |  |  |  |  |  |



Figure 5.25: Spectrum of the Euler Bernoulli orbit based on the discrete Fourier analysis (reference motion: ellipse mode, $J_{\max }=6$ ).


Figure 5.26: Residuals of the Euler Bernoulli orbit analyzed by the discrete Fourier (reference motion: ellipse mode, $J_{\max }=6$ ).

Table 5.5: Coefficients of the Euler and Bernoulli polynomials for the orbit for a gravity field complete up to degree and order 20 (reference motion: ellipse mode).

| $j$ | $\mathbf{e}_{2 j}$ |  |  | $\mathbf{b}_{2 j+1}$ |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | $x$ |  | $y$ | $z$ | $x$ | $z$ |
| 1 | $-0.207985 \mathrm{E}+05$ | $-0.222995 \mathrm{E}+03$ | $-0.134916 \mathrm{E}+05$ | $0.261890 \mathrm{E}+04$ | $-0.304429 \mathrm{E}+03$ | $-0.608830 \mathrm{E}+04$ |
| 2 | $0.155647 \mathrm{E}+06$ | $-0.837390 \mathrm{E}+04$ | $0.121316 \mathrm{E}+06$ | $-0.130295 \mathrm{E}+05$ | $-0.960638 \mathrm{E}+04$ | $0.572999 \mathrm{E}+05$ |
| 3 | $0.235208 \mathrm{E}+07$ | $-0.823831 \mathrm{E}+05$ | $0.191847 \mathrm{E}+07$ | $-0.574036 \mathrm{E}+06$ | $-0.254568 \mathrm{E}+06$ | $0.136351 \mathrm{E}+07$ |
| 4 | $0.955080 \mathrm{E}+07$ | $-0.370319 \mathrm{E}+06$ | $0.820270 \mathrm{E}+07$ | $-0.346470 \mathrm{E}+07$ | $-0.133560 \mathrm{E}+07$ | $0.666286 \mathrm{E}+07$ |
| 5 | $0.669390 \mathrm{E}+07$ | $-0.307651 \mathrm{E}+06$ | $0.579023 \mathrm{E}+07$ | $-0.402014 \mathrm{E}+07$ | $-0.148441 \mathrm{E}+07$ | $0.716359 \mathrm{E}+07$ |
| 6 | $0.425513 \mathrm{E}+06$ | $-0.200816 \mathrm{E}+05$ | $0.368384 \mathrm{E}+06$ | $-0.729290 \mathrm{E}+06$ | $-0.266599 \mathrm{E}+06$ | $0.127179 \mathrm{E}+07$ |



Figure 5.27: Spectrum of the Euler Bernoulli orbit based on the discrete Fourier analysis (reference motion: dynamical reference orbit $N_{R}=30$ mode, $\left.J_{\text {max }}=6\right)$.


Figure 5.28: Residuals of the Euler Bernoulli orbit analyzed by the discrete Fourier (reference motion: dynamical reference orbit $N_{R}=30$ mode, $J_{\max }=6$ ).

Table 5.6: Derivatives of the orbit for a gravitational field complete up to degree and order 20 at the arc boundaries: derived from the Euler-Bernoulli polynomial coefficients and the "true" values (ellipse mode).

| $j$ | $\mathbf{r}^{(2 j)}\left(t_{A}\right)$ derived |  |  | $\mathbf{r}^{(2 j)}\left(t_{B}\right)$ derived |  |  |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | $x$ | $y$ |  | $z$ | $x$ | $y$ |
| 1 | $0.642626 \mathrm{E}+01$ | $-0.796266 \mathrm{E}-01$ | $-0.583696 \mathrm{E}+01$ | $0.229820 \mathrm{E}+01$ | $0.616869 \mathrm{E}-01$ | $0.836091 \mathrm{E}+01$ |
| 2 | $-0.783392 \mathrm{E}-05$ | $0.138104 \mathrm{E}-06$ | $0.743500 \mathrm{E}-05$ | $-0.268048 \mathrm{E}-05$ | $-0.153731 \mathrm{E}-06$ | $-0.101398 \mathrm{E}-04$ |
| 3 | $0.102924 \mathrm{E}-09$ | $0.169859 \mathrm{E}-10$ | $-0.700151 \mathrm{E}-10$ | $0.110598 \mathrm{E}-10$ | $-0.205029 \mathrm{E}-10$ | $0.155421 \mathrm{E}-09$ |
| 4 | $0.918537 \mathrm{E}-14$ | $0.206370 \mathrm{E}-14$ | $-0.795665 \mathrm{E}-14$ | $-0.221492 \mathrm{E}-14$ | $-0.233465 \mathrm{E}-14$ | $0.139537 \mathrm{E}-13$ |
| 5 | $0.292770 \mathrm{E}-18$ | $0.798495 \mathrm{E}-19$ | $-0.341602 \mathrm{E}-18$ | $-0.156681 \mathrm{E}-18$ | $-0.861031 \mathrm{E}-19$ | $0.459305 \mathrm{E}-18$ |
| 6 | $0.213899 \mathrm{E}-23$ | $0.709214 \mathrm{E}-24$ | $-0.327035 \mathrm{E}-23$ | $-0.178664 \mathrm{E}-23$ | $-0.725844 \mathrm{E}-24$ | $0.357541 \mathrm{E}-23$ |
| $j$ | $\mathbf{r}^{(2 j)}\left(t_{A}\right)$ true |  |  | $\mathbf{r}^{(2 j)}\left(t_{B}\right)$ true |  |  |
| 1 | $0.642595 \mathrm{E}+01$ | $-0.796355 \mathrm{E}-01$ | $-0.583684 \mathrm{E}+01$ | $0.229793 \mathrm{E}+01$ | $0.617670 \mathrm{E}-01$ | $0.836053 \mathrm{E}+01$ |
| 2 | $-0.815142 \mathrm{E}-05$ | $0.102101 \mathrm{E}-06$ | $0.759544 \mathrm{E}-05$ | $-0.284848 \mathrm{E}-05$ | $-0.782383 \mathrm{E}-07$ | $-0.106185 \mathrm{E}-04$ |
| 3 | $0.100836 \mathrm{E}-10$ | $-0.313140 \mathrm{E}-12$ | $-0.124344 \mathrm{E}-10$ | $0.248519 \mathrm{E}-11$ | $-0.315073 \mathrm{E}-12$ | $0.136226 \mathrm{E}-10$ |
| 4 | $0.626784 \mathrm{E}-16$ | $0.583655 \mathrm{E}-16$ | $0.365874 \mathrm{E}-15$ | $-0.157287 \mathrm{E}-15$ | $0.117856 \mathrm{E}-15$ | $-0.115508 \mathrm{E}-14$ |
| 5 | $-0.163904 \mathrm{E}-18$ | $-0.146297 \mathrm{E}-19$ | $-0.679462 \mathrm{E}-19$ | $0.103142 \mathrm{E}-18$ | $-0.271902 \mathrm{E}-19$ | $0.760713 \mathrm{E}-18$ |
| 6 | $0.139661 \mathrm{E}-21$ | $0.272801 \mathrm{E}-23$ | $0.316305 \mathrm{E}-24$ | $-0.493618 \mathrm{E}-22$ | $0.434053 \mathrm{E}-23$ | $-0.450464 \mathrm{E}-21$ |

arc by the Euler-Bernoulli polynomials is shown in Fig. 5.22(b) (ellipse mode). The mean deviations are very small and, therefore, the polynomial coefficients can be considered as reliable. The deviations show an oscillating character as expected, and are more or less identical for the straight line mode and the ellipse mode of the reference motion. The Euler-Bernoulli coefficients and the derivatives $\mathbf{r}^{(2 j)}\left(t_{A}\right), \mathbf{r}^{(2 j)}\left(t_{B}\right)$ are shown in Tables 5.3 and 5.4. These tables show that the derivatives become not acceptable already from the index $j=5$ upwards. The reason might be the same as above.
If the degree of the gravitational field is increased, resulting in a "rough" orbit then the least squares fit of the series in terms of Euler-Bernoulli polynomials becomes increasingly worse. In these cases, the derivatives of the arc at the boundary epochs do not coincide well with the derivatives based on a very precise numerical differentiation. This can be observed already in case of the "Main problem". Here the Euler-Bernoulli polynomial fit is still sufficient (Fig. 5.36), but the derivatives differ already for $J_{\text {max }}=4$ in contrast to the Keplerian orbit. In case of an orbit example determined for a gravitational field complete up to a spherical harmonic degree 20 , the situation does not change very much. The derivatives differ again for an index $J_{\max }=4$ and upwards. The results are given in Tables 5.5 and 5.6 for the ellipse mode of the reference motion. Fig. 5.37 demonstrates that the approximation quality of the series in terms of the Euler-Bernoulli polynomials up to degree $J_{\max }=6$ is not better than a couple of centimeters.

### 5.4.2.2 Comparisons of Fourier Series Computations

The coefficients of the Fourier series convey directly a relation to the force function model, see e.g. Eq. (5.13). A similar relation is important also for the representation of the orbit in terms of Euler and Bernoulli polynomials. In Sec. 5.3 .2 .2 , it is shown that the Fourier coefficients can be expressed in terms of the coefficients of the Euler and Bernoulli polynomials, e.g. theoretically by Eqs. (5.99) and (5.100), and as an example by Eq. (5.129) for an upper polynomial degree 5 (i.e. $J_{\max }=2$ ), and finally for the general case in Eq. (5.132). It should be pointed out already here, that the series in terms of Euler-Bernoulli polynomials can be represented by an infinite series of sine coefficients. The approximation quality of this sine series to represent the real orbit is certainly limited by the approximation quality of the Euler-Bernoulli polynomials. In the following, the numerical properties of the direct Fourier analysis and the procedure based on a prior determination of the Euler-Bernoulli polynomial coefficients will be investigated.

Sine analysis of the difference function: According to Eq. (5.39), the solution series Eq. (5.9) or Eq. (5.19) represents a Fourier series of the difference function,

$$
\mathbf{d}(\tau)=\mathbf{r}(\tau)-\overline{\mathbf{r}}(\tau)=\sum_{\nu=1}^{\infty} \mathbf{d}_{\nu} \sin (\nu \pi \tau)=\mathbf{d}_{F}^{\infty}(\tau)
$$

The Fourier coefficients $\mathbf{d}_{\nu}$ of the function $\mathbf{d}(\tau)$,

$$
\mathbf{d}_{\nu}=2 \int_{\tau^{\prime}=0}^{1} \mathbf{d}(\tau) \sin \left(\nu \pi \tau^{\prime}\right) d \tau^{\prime}
$$

can be directly determined by a Fourier analysis according to Eq. (5.51)

$$
\mathbf{d}_{\nu} \approx \frac{2}{K+1} \sum_{k=1}^{K} \mathbf{d}\left(\tau_{k}\right) \sin \left(\frac{\nu \pi k}{K+1}\right)
$$

if the function $\mathbf{d}(\tau)$ is given discrete at a regular sampling rate of $\tau_{k}$ (see Eq. (5.52)),

$$
\left.\mathbf{d}\left(\tau_{k}\right) \quad \text { with } \quad \tau_{k}=\frac{k}{K+1}, \quad k=1,2,3, \ldots \ldots, K, \quad \tau_{k} \in\right] 0,1[.
$$

Because of the orthogonality relation of the discretized sine functions as basis functions, the coefficients $\mathbf{d}_{\nu}$ up to an upper index of $n=K$ can be determined rigorously in case of a regular equidistant sampling. In case of an upper summation index $n$ and a remainder term $\mathbf{R}_{F}(\tau)$, we can write according to Eq. (5.94),

$$
\mathbf{d}(\tau)=\mathbf{r}(\tau)-\overline{\mathbf{r}}(\tau)=\mathbf{d}_{F}^{n}(\tau)+\mathbf{R}_{F}(\tau)=\mathbf{d}_{F}^{\infty}(\tau)
$$

with the remainder term $\mathbf{R}_{F}(\tau)$ according to Eq. (5.95),

$$
\mathbf{R}_{F}(\tau)=\sum_{\nu=n+1}^{\infty} \mathbf{d}_{\nu} \sin (\nu \pi \tau)
$$

The minimal quadratic error for the coordinates reads in this case according to Eq. (5.48),

$$
\begin{equation*}
\int_{0}^{1}\left(d_{i}(\tau)-d_{F, i}^{n}(\tau)\right)^{2} d \tau=\int_{0}^{1} R_{F, i}^{2} d \tau=\int_{0}^{1}\left(d_{i}(\tau)\right)^{2} d \tau-\frac{1}{2} \sum_{\nu=1}^{n} d_{\nu, i}^{2} \tag{5.182}
\end{equation*}
$$

It should be pointed out that the sine coefficients derived from an "error free" orbit model corresponding to a gravitational field model are rigorous because of the orthogonality properties of the (discrete) sine functions. This means, they fulfill also the Eq. (5.13) etc. and can be considered as "true" reference values for the following considerations.

Spectral representation of Euler and Bernoulli polynomials: If the coefficients of the Euler and Bernoulli polynomials are determined, e.g. by an approximation procedure according to Eq. (5.119), then the Fourier coefficients can be determined according to Eqs. (5.99) and (5.100), respectively,

$$
\mathbf{d}_{2 \nu}=\sum_{j=1}^{J} \frac{2(-1)^{j+1}(2 j+1)!}{(2 \nu \pi)^{2 j+1}} \mathbf{b}_{2 j+1}+\mathbf{R}_{2 \nu}
$$

and

$$
\mathbf{d}_{2 \nu-1}=\sum_{j=1}^{J} \frac{4(-1)^{j}(2 j)!}{(2 \nu-1)^{2 j+1} \pi^{2 j+1}} \mathbf{e}_{2 j}+\mathbf{R}_{2 \nu-1}
$$

with the remainder terms $\mathbf{R}_{2 \nu}$ and $\mathbf{R}_{2 \nu-1}$. In practical applications, one has to disregard these remainder terms. The coefficients up to index $J_{\max }=6$ can be written for even indices $2 \nu$ :

$$
\begin{align*}
\mathbf{d}_{2 \nu} & \approx \sum_{j=1}^{6} \frac{2(-1)^{j+1}(2 j+1)!}{(2 \nu \pi)^{2 j+1}} \mathbf{b}_{2 j+1}=  \tag{5.183}\\
& =\frac{3}{2(\nu \pi)^{3}} \mathbf{b}_{3}-\frac{15}{2(\nu \pi)^{5}} \mathbf{b}_{5}+\frac{315}{4(\nu \pi)^{7}} \mathbf{b}_{7}-\frac{2835}{2(\nu \pi)^{9}} \mathbf{b}_{9}+\frac{155925}{4(\nu \pi)^{11}} \mathbf{b}_{11}-\frac{6081075}{4(\nu \pi)^{13}} \mathbf{b}_{13}
\end{align*}
$$

and for coefficients with odd indices $2 \nu-1$,

$$
\begin{align*}
\mathbf{d}_{2 \nu-1} & \approx \sum_{j=1}^{6} \frac{4(-1)^{j}(2 j)!}{(2 \nu-1)^{2 j+1} \pi^{2 j+1}} \mathbf{e}_{2 j}= \\
& =-\frac{8}{(2 \nu-1)^{3} \pi^{3}} \mathbf{e}_{2}+\frac{96}{(2 \nu-1)^{5} \pi^{5}} \mathbf{e}_{4}-\frac{2880}{(2 \nu-1)^{7} \pi^{7}} \mathbf{e}_{6}+  \tag{5.184}\\
& +\frac{161280}{(2 \nu-1)^{9} \pi^{9}} \mathbf{e}_{8}-\frac{14515200}{(2 \nu-1)^{11} \pi^{11}} \mathbf{e}_{10}+\frac{1916006400}{(2 \nu-1)^{13} \pi^{13}} \mathbf{e}_{12}
\end{align*}
$$

Because of the fact that the remainder terms of the direct Fourier analysis, Eq. (5.95),

$$
\begin{equation*}
\mathbf{R}_{F}(\tau)=\sum_{\nu=n+1}^{\infty} \mathbf{d}_{\nu} \sin (\nu \pi \tau) \tag{5.185}
\end{equation*}
$$

and those of the spectra of the Euler-Bernoulli polynomials, Eq. (5.101), for $J_{\max }=6$

$$
\begin{equation*}
\mathbf{R}_{2 \nu}=\sum_{j=7}^{\infty} \frac{2(-1)^{j+1}(2 j+1)!}{(2 \nu \pi)^{2 j+1}} \mathbf{b}_{2 j+1}=\beta \frac{2}{(2 \nu \pi)^{14}} \int_{\tau^{\prime}=0}^{1} \mathbf{d}^{[14]}\left(\tau^{\prime}\right) \sin 2 \nu \pi \tau^{\prime} d \tau^{\prime} \tag{5.186}
\end{equation*}
$$

and Eq. (5.102), respectively, for $J_{\max }=6$

$$
\begin{equation*}
\mathbf{R}_{2 \nu-1}=\sum_{j=7}^{\infty} \frac{4(-1)^{j}(2 j)!}{(2 \nu-1)^{2 j+1} \pi^{2 j+1}} \mathbf{e}_{2 j}=\beta \frac{2}{(2 \nu-1)^{14} \pi^{14}} \int_{\tau^{\prime}=0}^{1} \mathbf{d}^{[14]}\left(\tau^{\prime}\right) \sin (2 \nu-1) \pi \tau^{\prime} d \tau^{\prime} \tag{5.187}
\end{equation*}
$$

are different, we cannot expect identical results as derived from either the force function or by a sine analysis, Eq. (5.185).

Before we discuss the "real orbit" simulations, we will investigate the error of a simplified determination of the coefficients $\mathbf{d}_{2 \nu}$ and $\mathbf{d}_{2 \nu-1}$ according to the Eqs. (5.183) and (5.184). As already mentioned in Sec. 5.3.2.2, the coefficients of the Fourier series up to index $n$ can be determined from the coefficients of the Euler-Bernoulli, e.g. up to degree $J_{\max }=6$ according to Eq. (5.132)

$$
\left(\begin{array}{c}
\mathbf{d}_{1} \\
\vdots \\
\mathbf{d}_{n}
\end{array}\right)=\left(\begin{array}{ccc}
I_{1}^{1} & \cdots & I_{1}^{13} \\
\vdots & \cdots & \vdots \\
I_{n}^{1} & \cdots & I_{n}^{13}
\end{array}\right)\left(\begin{array}{ll}
\left(\mathbf{E}_{c}^{13}\right)^{T} & \left(\mathbf{B}_{c}^{13}\right)^{T}
\end{array}\right)\binom{\mathbf{e}_{12}}{\mathbf{b}_{13}}
$$

in principle, up to an arbitrarily chosen upper index $n$. The same results can be achieved by determining the coefficients $\mathbf{d}_{\nu}$ numerically by a discrete Fourier analysis according to Eq. (5.51). In the following, a 30 minute arc has been simulated based on a gravity field model up to a maximal spherical harmonic degree of $N_{F}=300$. As reference motions, the straight line, the ellipse mode and a dynamical reference arc based on a gravity field up to degree $N_{R}=30$ has been selected. To these three cases, an Euler-Bernoulli polynomial with $J_{\max }=6$ has been fitted by a least squares adjustment procedure. Then only the Euler-Bernoulli function has been developed in a Fourier series. This has been performed first by the analytical determination according to Eqs. (5.183) and (5.184) and then directly. The direct Fourier analysis has been performed, based on a sampling rate of 10 seconds. For the present example, the interpolation case has been applied, so that $n=K=179$ nodal points (except the boundary values) are available according to Eq. (5.52),

$$
\left.\mathbf{d}\left(\tau_{k}\right) \quad \text { with } \quad \tau_{k}=\frac{k}{K+1}, \quad k=1,2,3, \ldots \ldots, K, \quad \tau_{k} \in\right] 0,1[
$$

resulting in 179 amplitudes according to Eq. (5.51),

$$
\mathbf{d}_{\nu} \approx \frac{2}{K+1} \sum_{k=1}^{K} \mathbf{d}\left(\tau_{k}\right) \sin \left(\frac{\nu \pi k}{K+1}\right)
$$

The differences for the straight line mode, the ellipse mode and the dynamical reference orbit mode are shown in Figs. 5.29(a), 5.29(b) and 5.29(c). The figures clearly show increasing differences with increasing index $\nu$. The absolute differences depend also on the size of the amplitudes. But it is interesting to note that the relation between the approximated coefficients, derived according to Eqs. (5.183) and (5.184), $\mathbf{d}_{\nu, i}^{a}(i=1,2,3)$ and derived numerically by discrete Fourier analysis, $\mathbf{d}_{\nu, i}^{c}(i=1,2,3)$,

$$
\begin{equation*}
\frac{\mathbf{d}_{\nu, i}^{a}}{\mathbf{d}_{\nu, i}^{c}}=f(\nu) \tag{5.188}
\end{equation*}
$$

follows the same error characteristic $f(\nu)$, independent of the coordinates and the mode of the reference motion and also independent of the coefficient, whether it is odd or even (Figs. 5.30 to 5.35 ). This result corresponds approximately with the functional dependency of the remainder functions Eqs. (5.186) and (5.187).

The convergence behavior of the Fourier series should be similar to the convergence of the simulated orbit. To demonstrate this, the differences are shown between the amplitudes of the orbit, determined on the one hand by discrete Fourier analysis according to Eq. (5.51) and on the other hand from the discrete Fourier analysis of the Euler-Bernoulli orbit $\left(J_{\max }=6\right)$. Fig. 5.38 shows the case for the straight line mode and Fig. 5.39 for the ellipse mode. The differences start with zero and become slightly larger with increasing


Figure 5.29: Effects of the remainder terms Eqs. (5.186) and (5.187): Differences of the spectra of an Euler-Bernoulli polynomial of degree $J_{\max }=6$, determined by Eqs. (5.183) and (5.184) on the one hand and by discrete Fourier analysis according to Eq. (5.51) on the other hand ((a) for straight line mode (b) for ellipse mode (c) for dynamical reference orbit $N_{R}=30$ mode).
index of the Fourier series. The residuals in the space domain derived by a Fourier synthesis are shown in Fig. 5.40; the upper index is selected in this case to $n=179$. The residuals are rather large up to 2 cm at the boundaries of the arc in accordance with the fact that the amplitudes differ especially in the high frequency part of the spectrum. If the limit of the Fourier series is extended to $n=400$, then the residuals become smaller by one order as shown in Fig. 5.41. The residuals in these figures reflect the remainder term of the Fourier series (Eq. (5.94)). The test computations demonstrate the possibility to derive the Fourier spectrum based on the Euler-Bernoulli polynomial coefficients, in principle, up to an arbitrary degree.
On the other hand the inverse procedure can be used to determine also the coefficients of the Euler and Bernoulli polynomials according to Eq. (5.135) based on the spectrum of the satellite's arc in terms of directly derived Fourier amplitudes according to Eq. (5.51). This is an over-determined problem, because only $3 \cdot 12=24$ coefficients in case of an upper limit of $J_{\max }=6$ have to be determined by $3 \cdot 179$ amplitudes. The results are shown in the Tables 5.7 and 5.8 together with the (true) polynomial coefficients derived by a numerically very precise technique for the straight line and ellipse modes as explained in Sec. 5.4.2.1. If the Euler-Bernoulli polynomials are used to determine the ephemerides of the arc, then the result will slightly differ from the original positions as shown in Figs. 5.43 and 5.45 for the straight line and an ellipse modes, respectively.


Figure 5.30: Error characteristic $f(\nu)$ of odd amplitudes (reference motion: straight line mode, $\left.J_{\text {max }}=6, N_{F}=300\right)$.


Figure 5.32: Error characteristic $f(\nu)$ of odd amplitudes (reference motion: ellipse mode, $\left.J_{\max }=6, N_{F}=300\right)$.


Figure 5.31: Error characteristic $f(\nu)$ of even amplitudes (reference motion: straight line mode, $\left.J_{\max }=6, N_{F}=300\right)$.


Figure 5.33: Error characteristic $f(\nu)$ of even amplitudes (reference motion: ellipse mode, $\left.J_{\max }=6, N_{F}=300\right)$.


Figure 5.34: Error characteristic $f(\nu)$ of odd amplitudes (reference motion: dynamical reference orbit mode $\left.N_{R}=30, J_{\text {max }}=6, N_{F}=300\right)$.


Figure 5.36: Differences between the orbit for a gravitational field complete up to degree 2 order 0 and the approximations by a series in terms of Euler-Bernoulli polynomial $\mathbf{d}_{P}^{6}(\tau)$ (reference motion: ellipse mode).


Figure 5.35: Error characteristic $f(\nu)$ of even amplitudes (reference motion: reference orbit $N_{R}=30$ mode, $J_{\max }=6, N_{F}=300$ ).


Figure 5.37: Differences between the orbit for a gravitational field complete up to degree and order 20 and the approximations by a series in terms of Euler-Bernoulli polynomial $\mathbf{d}_{P}^{6}(\tau)$ (reference motion: ellipse mode).

Table 5.7: Coefficients of the Euler-Bernoulli polynomials either determined by a least squares fit based on the (error free) ephemerides and derived from the sine coefficient according to Eq. (5.135) (reference motion: straight line mode, $\left.J_{\max }=6, N_{F}=300\right)$.

| $j$ | $\mathbf{e}_{(2 j)}($ derived $)$ |  |  | $\mathbf{b}_{(2 j+1)}($ derived $)$ |  |  |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | $x$ | $x$ | $z$ | $x$ | $y$ | $z$ |
| 1 | $0.706691 \mathrm{E}+07$ | $-0.144490 \mathrm{E}+05$ | $0.204437 \mathrm{E}+07$ | $-0.222914 \mathrm{E}+07$ | $0.763672 \mathrm{E}+05$ | $0.766694 \mathrm{E}+07$ |
| 2 | $-0.228500 \mathrm{E}+07$ | $0.170542 \mathrm{E}+05$ | $-0.589279 \mathrm{E}+06$ | $0.455433 \mathrm{E}+06$ | $-0.186582 \mathrm{E}+05$ | $-0.152528 \mathrm{E}+07$ |
| 3 | $0.290107 \mathrm{E}+07$ | $0.347438 \mathrm{E}+06$ | $0.220624 \mathrm{E}+07$ | $-0.575009 \mathrm{E}+06$ | $-0.119336 \mathrm{E}+06$ | $0.175057 \mathrm{E}+07$ |
| 4 | $0.101018 \mathrm{E}+08$ | $0.122968 \mathrm{E}+07$ | $0.917694 \mathrm{E}+07$ | $-0.347575 \mathrm{E}+07$ | $-0.727632 \mathrm{E}+06$ | $0.756752 \mathrm{E}+07$ |
| 5 | $0.703160 \mathrm{E}+07$ | $0.793302 \mathrm{E}+06$ | $0.654846 \mathrm{E}+07$ | $-0.416333 \mathrm{E}+07$ | $-0.844703 \mathrm{E}+06$ | $0.803898 \mathrm{E}+07$ |
| 6 | $0.446182 \mathrm{E}+06$ | $0.497304 \mathrm{E}+05$ | $0.417257 \mathrm{E}+06$ | $-0.762230 \mathrm{E}+06$ | $-0.153599 \mathrm{E}+06$ | $0.142108 \mathrm{E}+07$ |
| $j$ | $\mathbf{e}_{(2 j)}($ true $)$ |  |  |  |  |  |
| 1 | $0.706576 \mathrm{E}+07$ | $-0.144466 \mathrm{E}+05$ | $0.204404 \mathrm{E}+07$ | $-0.222849 \mathrm{E}+07$ | $0.763449 \mathrm{E}+05$ | $0.766471 \mathrm{E}+07$ |
| 2 | $-0.245745 \mathrm{E}+07$ | $0.174060 \mathrm{E}+05$ | $-0.639163 \mathrm{E}+06$ | $0.535126 \mathrm{E}+06$ | $-0.213886 \mathrm{E}+05$ | $-0.179938 \mathrm{E}+07$ |
| 3 | $-0.296136 \mathrm{E}+06$ | $0.353960 \mathrm{E}+06$ | $0.128134 \mathrm{E}+07$ | $0.929421 \mathrm{E}+06$ | $-0.170880 \mathrm{E}+06$ | $-0.342394 \mathrm{E}+07$ |
| 4 | $-0.133528 \mathrm{E}+07$ | $0.125301 \mathrm{E}+07$ | $0.586838 \mathrm{E}+07$ | $0.296407 \mathrm{E}+07$ | $-0.948271 \mathrm{E}+06$ | $-0.145824 \mathrm{E}+08$ |
| 5 | $-0.741895 \mathrm{E}+06$ | $0.809158 \mathrm{E}+06$ | $0.429972 \mathrm{E}+07$ | $0.234782 \mathrm{E}+07$ | $-0.106779 \mathrm{E}+07$ | $-0.143562 \mathrm{E}+08$ |
| 6 | $-0.458014 \mathrm{E}+05$ | $0.507340 \mathrm{E}+05$ | $0.274934 \mathrm{E}+06$ | $0.371884 \mathrm{E}+06$ | $-0.192455 \mathrm{E}+06$ | $-0.247972 \mathrm{E}+07$ |



Figure 5.38: Differences between the amplitudes of the orbit, determined on the one hand by direct Fourier analysis according to Eq. (5.51) and on the other hand from the discrete Fourier analysis of the Euler-Bernoulli orbit (reference motion: straight line mode, $J_{\max }=6$, gravitational field degree $N_{F}=300$ ).


Figure 5.39: Differences between the amplitudes of the orbit, determined on the one hand by direct Fourier analysis according to Eq. (5.51) and on the other hand from the discrete Fourier analysis of the Euler-Bernoulli orbit (reference motion: ellipse mode, $J_{\text {max }}=6$, gravitational field degree $N_{F}=300$ ).

Table 5.8: Coefficients of the Euler-Bernoulli polynomials either determined by a least squares fit based on the (error free) ephemerides and derived from the sine coefficient according to Eq. (5.135) (reference motion: ellipse mode, $J_{\max }=6, N_{F}=300$ ).

| $j$ | $\mathbf{e}_{(2 j)}$ (derived) |  |  | $\mathbf{b}_{(2 j+1)}($ derived) |  |  |  |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: |
|  | $y$ |  |  | $y$ | $z$ | $x$ |  |
| $z$ | $y$ | $z$ |  |  |  |  |  |
| 1 | $-0.206947 \mathrm{E}+05$ | $-0.141918 \mathrm{E}+03$ | $-0.135193 \mathrm{E}+05$ | $0.265025 \mathrm{E}+04$ | $-0.247473 \mathrm{E}+03$ | $-0.600679 \mathrm{E}+04$ |  |
| 2 | $0.170146 \mathrm{E}+06$ | $0.120982 \mathrm{E}+05$ | $0.123577 \mathrm{E}+06$ | $-0.842299 \mathrm{E}+04$ | $-0.273456 \mathrm{E}+04$ | $0.694690 \mathrm{E}+05$ |  |
| 3 | $0.256089 \mathrm{E}+07$ | $0.348125 \mathrm{E}+06$ | $0.210747 \mathrm{E}+07$ | $-0.529101 \mathrm{E}+06$ | $-0.120912 \mathrm{E}+06$ | $0.159274 \mathrm{E}+07$ |  |
| 4 | $0.101271 \mathrm{E}+08$ | $0.122963 \mathrm{E}+07$ | $0.918428 \mathrm{E}+07$ | $-0.347840 \mathrm{E}+07$ | $-0.727541 \mathrm{E}+06$ | $0.757663 \mathrm{E}+07$ |  |
| 5 | $0.703051 \mathrm{E}+07$ | $0.793304 \mathrm{E}+06$ | $0.654814 \mathrm{E}+07$ | $-0.416323 \mathrm{E}+07$ | $-0.844707 \mathrm{E}+06$ | $0.803864 \mathrm{E}+07$ |  |
| 6 | $0.446251 \mathrm{E}+06$ | $0.497303 \mathrm{E}+05$ | $0.417277 \mathrm{E}+06$ | $-0.762233 \mathrm{E}+06$ | $-0.153598 \mathrm{E}+06$ | $0.142109 \mathrm{E}+07$ |  |
| $j$ | $\mathbf{e}_{(2 j)}($ true) |  |  |  | $\mathbf{b}_{(2 j+1)}($ true) |  |  |
| 1 | $-0.206914 \mathrm{E}+05$ | $-0.141900 \mathrm{E}+03$ | $-0.135171 \mathrm{E}+05$ | $0.264948 \mathrm{E}+04$ | $-0.247403 \mathrm{E}+03$ | $-0.600510 \mathrm{E}+04$ |  |
| 2 | $0.170640 \mathrm{E}+06$ | $0.121009 \mathrm{E}+05$ | $0.123904 \mathrm{E}+06$ | $-0.851752 \mathrm{E}+04$ | $-0.272596 \mathrm{E}+04$ | $0.696755 \mathrm{E}+05$ |  |
| 3 | $0.257006 \mathrm{E}+07$ | $0.348175 \mathrm{E}+06$ | $0.211354 \mathrm{E}+07$ | $-0.530885 \mathrm{E}+06$ | $-0.120749 \mathrm{E}+06$ | $0.159663 \mathrm{E}+07$ |  |
| 4 | $0.101599 \mathrm{E}+08$ | $0.122980 \mathrm{E}+07$ | $0.920601 \mathrm{E}+07$ | $-0.348604 \mathrm{E}+07$ | $-0.726847 \mathrm{E}+06$ | $0.759328 \mathrm{E}+07$ |  |
| 5 | $0.705278 \mathrm{E}+07$ | $0.793424 \mathrm{E}+06$ | $0.656291 \mathrm{E}+07$ | $-0.417095 \mathrm{E}+07$ | $-0.844005 \mathrm{E}+06$ | $0.805547 \mathrm{E}+07$ |  |
| 6 | $0.447660 \mathrm{E}+06$ | $0.497379 \mathrm{E}+05$ | $0.418211 \mathrm{E}+06$ | $-0.763578 \mathrm{E}+06$ | $-0.153476 \mathrm{E}+06$ | $0.142402 \mathrm{E}+07$ |  |



Figure 5.40: Residuals of the Fourier series with an upper summation limit of $n=179$ in space domain based on Eq. (5.132) with a maximal Euler-Bernoulli index $J_{\max }=6$ (reference motion: ellipse mode).


Figure 5.42: Residuals based on the least squares fit: observed orbit-E.B. polynomials (reference motion: straight line mode, $J_{\max }=6$, $N_{F}=300$ ).


Figure 5.41: Residuals of the Fourier series with an upper summation limit of $n=400$ in space domain based on Eq. (5.132) with a maximal Euler-Bernoulli index $J_{\max }=6$ (reference motion: ellipse mode).


Figure 5.43: Residuals: observed orbit-E.B. polynomials based on Eq. (5.135)(reference motion: straight line mode, $\left.J_{\text {max }}=6, N_{F}=300\right)$.


Figure 5.44: Residuals based on the least squares fit: observed orbit-E.B. polynomials (reference motion: ellipse mode, $J_{\max }=6$, $\left.N_{F}=300\right)$.


Figure 5.46: Position residuals of the ephemerides derived from the Euler-Bernoulli polynomials based on the least squares fit (reference motion: dynamical reference orbit $N_{R}=30$, $\left.J_{\max }=6, N_{F}=300\right)$.


Figure 5.45: Residuals: observed orbit-E.B. polynomial based on Eq. (5.135)(reference motion: ellipse mode, $\left.J_{\max }=6, N_{F}=300\right)$.


Figure 5.47: Position residuals of the ephemerides derived from the Euler-Bernoulli polynomials based on Eq. (5.135) (reference motion: dynamical reference orbit $N_{R}=30$, $\left.J_{\max }=6, N_{F}=300\right)$.

Table 5.9: Coefficients of the Euler-Bernoulli polynomials either determined by a least squares fit based on the (error free) ephemerides and derived from the sine coefficient according to Eq. (5.135) (reference motion: dynamical reference orbit $N_{R}=30$ mode, $\left.J_{\max }=6, N_{F}=300\right)$.

| $j$ | $\mathbf{e}_{(2 j)}($ derived $)$ |  |  | $\mathbf{b}_{(2 j+1)}($ derived $)$ |  |  |  |  |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $x$ | $y$ |  |  |  |  |  |  | $z$ | $x$ | $y$ | $z$ |
| 1 | $0.359618 \mathrm{E}-01$ | $0.330090 \mathrm{E}+02$ | $0.181584 \mathrm{E}+02$ | $-0.405017 \mathrm{E}+02$ | $-0.246965 \mathrm{E}+02$ | $0.434717 \mathrm{E}+01$ |  |  |  |  |  |  |
| 2 | $-0.808657 \mathrm{E}+03$ | $0.417723 \mathrm{E}+04$ | $0.502471 \mathrm{E}+04$ | $-0.752098 \mathrm{E}+04$ | $-0.659277 \mathrm{E}+04$ | $0.508468 \mathrm{E}+03$ |  |  |  |  |  |  |
| 3 | $-0.130014 \mathrm{E}+05$ | $0.629410 \mathrm{E}+05$ | $0.111405 \mathrm{E}+06$ | $-0.182863 \mathrm{E}+06$ | $-0.175187 \mathrm{E}+06$ | $0.430465 \mathrm{E}+04$ |  |  |  |  |  |  |
| 4 | $-0.425381 \mathrm{E}+05$ | $0.189597 \mathrm{E}+06$ | $0.427631 \mathrm{E}+06$ | $-0.897313 \mathrm{E}+06$ | $-0.901560 \mathrm{E}+06$ | $-0.800662 \mathrm{E}+03$ |  |  |  |  |  |  |
| 5 | $-0.280497 \mathrm{E}+05$ | $0.117783 \mathrm{E}+06$ | $0.298447 \mathrm{E}+06$ | $-0.967525 \mathrm{E}+06$ | $-0.994583 \mathrm{E}+06$ | $-0.122277 \mathrm{E}+05$ |  |  |  |  |  |  |
| 6 | $-0.176688 \mathrm{E}+04$ | $0.734101 \mathrm{E}+04$ | $0.189671 \mathrm{E}+05$ | $-0.172109 \mathrm{E}+06$ | $-0.178230 \mathrm{E}+06$ | $-0.283041 \mathrm{E}+04$ |  |  |  |  |  |  |
| $j$ | $\mathbf{e}_{(2 j)}($ true $)$ |  |  |  |  |  |  |  |  |  |  |  |
| 1 | $0.360998 \mathrm{E}-01$ | $0.329994 \mathrm{E}+02$ | $0.181520 \mathrm{E}+02$ | $-0.404794 \mathrm{E}+02$ | $-0.246847 \mathrm{E}+02$ | $0.434584 \mathrm{E}+01$ |  |  |  |  |  |  |
| 2 | $-0.808635 \mathrm{E}+03$ | $0.417576 \mathrm{E}+04$ | $0.502371 \mathrm{E}+04$ | $-0.751816 \mathrm{E}+04$ | $-0.659128 \mathrm{E}+04$ | $0.508304 \mathrm{E}+03$ |  |  |  |  |  |  |
| 3 | $-0.130010 \mathrm{E}+05$ | $0.629134 \mathrm{E}+05$ | $0.111387 \mathrm{E}+06$ | $-0.182809 \mathrm{E}+06$ | $-0.175159 \mathrm{E}+06$ | $0.430155 \mathrm{E}+04$ |  |  |  |  |  |  |
| 4 | $-0.425366 \mathrm{E}+05$ | $0.189498 \mathrm{E}+06$ | $0.427564 \mathrm{E}+06$ | $-0.897080 \mathrm{E}+06$ | $-0.901438 \mathrm{E}+06$ | $-0.813930 \mathrm{E}+03$ |  |  |  |  |  |  |
| 5 | $-0.280487 \mathrm{E}+05$ | $0.117716 \mathrm{E}+06$ | $0.298401 \mathrm{E}+06$ | $-0.967289 \mathrm{E}+06$ | $-0.994459 \mathrm{E}+06$ | $-0.122411 \mathrm{E}+05$ |  |  |  |  |  |  |
| 6 | $-0.176682 \mathrm{E}+04$ | $0.733673 \mathrm{E}+04$ | $0.189641 \mathrm{E}+05$ | $-0.172068 \mathrm{E}+06$ | $-0.178209 \mathrm{E}+06$ | $-0.283275 \mathrm{E}+04$ |  |  |  |  |  |  |

## 6. Integrated Kinematic-Dynamic Orbit Determination

### 6.1 Kinematical Orbit Determination

In the preceding sections, the theoretical foundation of the integrated kinematical-dynamical orbit determination procedure is presented. Some additional more application oriented aspects but important as pre-requisite for the following developments are discussed as well. The proposed orbit determination approach is characterized by the fact that the semi-analytical representation of the satellite's arc can be considered as solution to Newton's equation of motion on the one hand or by an empirical approximation of the satellite's arc on the other hand. In the former case, the boundary vectors are computed by a least squares fitting process to the (pseudo) observations while the orbit parameters have to fulfill the restrictions caused by the force function acting on the satellite. In the latter case, the orbit parameters are determined together with the boundary vectors of the specific arc by an adjustment process, where the parameters are determined such that the square sum of the residuals is minimized. As outlined in detail, the satellite's arc can be represented by a sine series on the one hand and by a combination of Euler and Bernoulli polynomials on the other hand. Preferable is a combinations between both representations, which allow to take advantage by the specific features of these two semi-analytical orbit representations. There are various modes of the orbit representation and different alternatives of a kinematical orbit determination, which shall be discussed in the following. First of all, an overview is given which repeats some essential facts from the preceding sections of this thesis.

The satellite's arc is represented by the function:

$$
\begin{equation*}
\mathbf{r}(\tau)=\overline{\mathbf{r}}(\tau)+\mathbf{d}(\tau) \tag{6.1}
\end{equation*}
$$

where the reference motion can be modeled by $\overline{\mathbf{r}}(\tau)$ either according to Eq. (5.10),

$$
\overline{\mathbf{r}}(\tau)=(1-\tau) \mathbf{r}_{A}+\tau \mathbf{r}_{B}
$$

or according to Eq. (5.20),

$$
\overline{\mathbf{r}}(\tau)=\frac{\sin \mu(1-\tau)}{\sin \mu} \mathbf{r}_{A}+\frac{\sin \mu \tau}{\sin \mu} \mathbf{r}_{B}
$$

or according to Eq. (5.37),

$$
\begin{equation*}
\overline{\mathbf{r}}(\tau)=\tilde{\mathbf{r}}(\tau)+\overline{\mathbf{x}}(\tau) \tag{6.2}
\end{equation*}
$$

The difference function $\mathbf{d}(\tau)$ can be formulated as solution to the respective boundary value problem as treated in Sec. 5.2, based on Eqs. (5.9), (5.19) or (5.32) and interpreted as Fourier series or sine series, respectively, according to Eq. (5.39),

$$
\begin{equation*}
\mathbf{d}(\tau) \equiv \mathbf{d}_{F}^{\infty}(\tau)=\sum_{\nu=1}^{\infty} \mathbf{d}_{\nu} \sin (\nu \pi \tau) \approx \sum_{\nu=1}^{n} \mathbf{d}_{\nu} \sin (\nu \pi \tau)=\mathbf{d}_{F}^{n}(\tau) \tag{6.3}
\end{equation*}
$$

This series can be used as pure kinematical orbit representation with the kinematical orbit parameters $\mathbf{d}_{\nu}$ as treated in detail in Sec. 6.1.1.

In Sec. 5.3, we transformed this Fourier series into a series of Euler and Bernoulli polynomials,

$$
\begin{equation*}
\mathbf{d}(\tau) \equiv \mathbf{d}_{F}^{\infty}(\tau)=\mathbf{d}_{P}^{\infty}(\tau) \tag{6.4}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathbf{d}(\tau) \equiv \mathbf{d}_{P}^{\infty}(\tau)=\sum_{j=1}^{\infty} \mathbf{e}_{2 j} E_{2 j}(\tau)+\sum_{j=1}^{\infty} \mathbf{b}_{2 j+1} B_{2 j+1}(\tau) \quad \approx \sum_{j=1}^{J} \mathbf{e}_{2 j} E_{2 j}(\tau)+\sum_{j=1}^{J} \mathbf{b}_{2 j+1} B_{2 j+1}(\tau)=\mathbf{d}_{P}^{J}(\tau) \tag{6.5}
\end{equation*}
$$

Here, the coefficients of the Euler and Bernoulli polynomials, $\mathbf{e}_{2 j}$ and $\mathbf{b}_{2 j+1}$, can be used as kinematical parameters of the orbit representation but they can be related also to the force function acting on the satellite. The different possibilities are discussed in Sec. 6.1.2.
Besides these two principle possibilities, another hybrid or combined version is possible where some specific advantageous features of these two representations can be exploited. The function $\mathbf{d}(\tau)$ and its corresponding series representation is split into a modified Fourier series $\overline{\mathbf{d}}_{F}^{n}(\tau)$ and a series $\mathbf{d}_{P}^{J}(\tau)$ in terms of Euler- and Bernoulli polynomials, Eq. (5.90), with properly selected upper indices $n$ and $J$,

$$
\begin{equation*}
\mathbf{d}(\tau) \equiv \overline{\mathbf{d}}_{F}^{n}(\tau)+\mathbf{d}_{P}^{J}(\tau) \tag{6.6}
\end{equation*}
$$

There are various possibilities to combine these two solution series as will be shown in Sec. 6.1.3.
If $K$ positions at the discrete epochs $\tau_{1}, \cdots, \tau_{K}$ are available, derived from GNSS observations as treated in chapter 4 , then we can use the following matrix notation,

$$
\begin{equation*}
\mathbf{r}=\overline{\mathbf{r}}+\mathbf{d}, \tag{6.7}
\end{equation*}
$$

with the ephemerides of satellite positions at the observed epochs,

$$
\mathbf{r}:=\left(\begin{array}{c}
\mathbf{r}\left(\tau_{1}\right)  \tag{6.8}\\
\vdots \\
\mathbf{r}\left(\tau_{K}\right)
\end{array}\right)
$$

the contribution of the reference motion according to Eqs. (5.10), (5.20), or (5.37)

$$
\overline{\mathbf{r}}:=\left(\begin{array}{c}
\overline{\mathbf{r}}\left(\tau_{1}\right)  \tag{6.9}\\
\vdots \\
\overline{\mathbf{r}}\left(\tau_{K}\right)
\end{array}\right)=\left(\begin{array}{c}
a\left(\tau_{1}\right) \\
\vdots \\
a\left(\tau_{K}\right)
\end{array}\right) \mathbf{r}\left(\tau_{A}\right)+\left(\begin{array}{c}
b\left(\tau_{1}\right) \\
\vdots \\
b\left(\tau_{K}\right)
\end{array}\right) \mathbf{r}\left(\tau_{B}\right)=: \mathbf{a r}\left(\tau_{A}\right)+\mathbf{b} \mathbf{r}\left(\tau_{B}\right),
$$

and the linear factors $\mathbf{a}$ and $\mathbf{b}$ according to the reference motion terms and the discrete constituents of the difference function,

$$
\mathbf{a}:=\left(\begin{array}{c}
a\left(\tau_{1}\right)  \tag{6.10}\\
\vdots \\
a\left(\tau_{K}\right)
\end{array}\right), \quad \mathbf{b}:=\left(\begin{array}{c}
b\left(\tau_{1}\right) \\
\vdots \\
b\left(\tau_{K}\right)
\end{array}\right), \quad \mathbf{d}:=\left(\begin{array}{c}
\mathbf{d}\left(\tau_{1}\right) \\
\vdots \\
\mathbf{d}\left(\tau_{K}\right)
\end{array}\right)
$$

The latter matrix can be represented either by the sine coefficients or by the Euler and Bernoulli coefficients or by a combination of them, as discussed in the following.

### 6.1.1 Fourier Series

The difference function $\mathbf{d}(\tau)$ - in principle an infinite series - is approximated by a sine series with an upper limit $n$, $\mathbf{d}_{F}^{n}(\tau)$. The $3 n$ series coefficients $\mathbf{d}_{\nu}$, together with the 6 coordinates of the boundary vectors $\mathbf{r}_{A}$ and $\mathbf{r}_{B}$ are the parameters, which have to be determined, based on the observations of the satellite's motion. These observations can be provided as ephemerides of positions as treated in chapter 5 or as direct GNSS observables as treated in chapter 4. The foundation of the observation equations are presented in chapter 5. If this is done without any additional dynamic information, then a continuous approximation function is available which is of pure kinematical character, because any further derivative with respect to the time can be determined as shown, at least theoretically, in Sec. 5.3 .3 in a straight forward way.
The determination of the kinematical orbit parameters can be determined from positions, derived in a first preparation step by a geometrical orbit determination procedure (see chapter 4), or directly by the carrier phase GPS-SST observations, together with observation specific corrections. Both procedures are presented in the following.

### 6.1.1.1 Position Observations

The orbit of a satellite can be represented in a semi-analytical way by one of the Eqs. (5.9), (5.19) or (5.36),

$$
\begin{equation*}
\mathbf{r}(\tau)=\overline{\mathbf{r}}(\tau)+\sum_{\nu=1}^{\infty} \mathbf{c}_{\nu} \sin (\nu \pi \tau)=\overline{\mathbf{r}}(\tau)+\mathbf{d}(\tau)=\overline{\mathbf{r}}(\tau)+\mathbf{d}_{F}^{\infty}(\tau) \tag{6.11}
\end{equation*}
$$

If the upper index $\nu$ is limited by a sufficient high number $n$, then the difference function reads,

$$
\begin{equation*}
\mathbf{d}(\tau) \equiv \mathbf{d}_{F}^{\infty}(\tau)=\sum_{\nu=1}^{\infty} \mathbf{d}_{\nu} \sin (\nu \pi \tau) \approx \sum_{\nu=1}^{n} \mathbf{d}_{\nu} \sin (\nu \pi \tau)=\mathbf{d}_{F}^{n}(\tau) \tag{6.12}
\end{equation*}
$$

and the LEO orbit can be represented as,

$$
\begin{equation*}
\mathbf{r}(\tau)=\overline{\mathbf{r}}(\tau)+\sum_{\nu=1}^{n} \mathbf{d}_{\nu} \sin (\nu \pi \tau) \tag{6.13}
\end{equation*}
$$

This formula can be considered as a linear approximation of the satellite's arc. If the absolute position of the LEO at the epoch $\tau$ is derived geometrically (see chapter 4) with its variance-covariance matrix, then the linear observation equation reads,

$$
\mathbf{r}(\tau)=\overline{\mathbf{r}}(\tau)+\sum_{\nu=1}^{n} \mathbf{d}_{\nu} \sin (\nu \pi \tau), \quad \mathbf{C}(\tau)=\left(\begin{array}{ccc}
\sigma_{x_{r}}^{2} & \sigma_{x_{r} y_{r}} & \sigma_{x_{r} z_{r}}  \tag{6.14}\\
& \sigma_{y_{r}}^{2} & \sigma_{y_{r} z_{r}} \\
\operatorname{Sym} . & & \sigma_{z_{r}}^{2}
\end{array}\right)
$$

If the LEO positions are observed at the epochs $\tau_{1}, \ldots, \tau_{K}$, then the matrix of observation equations reads together with the a-priori variance-covariance matrix $\mathbf{C}_{\mathbf{r}}$,

$$
\mathbf{r}=\overline{\mathbf{r}}+\mathbf{d}, \quad \mathbf{C}_{\mathbf{r}}=\left(\begin{array}{ccc}
\mathbf{C}\left(\tau_{1}\right) & \cdots & \mathbf{0}  \tag{6.15}\\
\vdots & \ddots & \vdots \\
\mathbf{0} & \cdots & \mathbf{C}\left(\tau_{K}\right)
\end{array}\right)
$$

with the contribution of the reference motion $\overline{\mathbf{r}}$, derived by an expression of the form of Eqs. (5.10), (5.20) or (5.37), and the discrete constituents of the difference function,

$$
\mathbf{d}=\left(\begin{array}{c}
\mathbf{d}\left(\tau_{1}\right)  \tag{6.16}\\
\vdots \\
\mathbf{d}\left(\tau_{K}\right)
\end{array}\right)=\left(\begin{array}{ccc}
\sin \left(\pi \tau_{1}\right) & \cdots & \sin \left(n \pi \tau_{1}\right) \\
\vdots & \vdots & \vdots \\
\sin \left(\pi \tau_{K}\right) & \cdots & \sin \left(n \pi \tau_{K}\right)
\end{array}\right)\left(\begin{array}{c}
\mathbf{d}_{1} \\
\vdots \\
\mathbf{d}_{n}
\end{array}\right)=: \mathbf{S}^{\mathrm{T}} \mathbf{d}_{n}
$$

so that it reads with Eqs. (6.9) and (6.10),

$$
\begin{equation*}
\mathbf{r}=\mathbf{a r}\left(\tau_{A}\right)+\mathbf{b} \mathbf{r}\left(\tau_{B}\right)+\mathbf{S}^{\mathrm{T}} \mathbf{d}_{n}, \quad \mathbf{C}_{\mathbf{r}} \tag{6.17}
\end{equation*}
$$

Gauss-Markov model for observed positions: In a pure kinematical orbit determination application, the boundary vectors $\mathbf{r}_{A}$ and $\mathbf{r}_{B}$ as well as the Fourier coefficients $\mathbf{d}_{\nu}$ are the unknown parameters so that the observation model reads,

$$
\left(\begin{array}{c}
\mathbf{r}\left(\tau_{1}\right)  \tag{6.18}\\
\vdots \\
\mathbf{r}\left(\tau_{K}\right)
\end{array}\right)=\left(\begin{array}{lll}
\mathbf{a} & \mathbf{b} & \mathbf{S}^{\mathrm{T}}
\end{array}\right)\left(\begin{array}{c}
\mathbf{r}_{A} \\
\mathbf{r}_{B} \\
\mathbf{d}_{1} \\
\vdots \\
\mathbf{d}_{n}
\end{array}\right), \quad \mathbf{C}_{\mathbf{r}}
$$

or reformulated with the observation vector, the design matrix and the unknown parameters as,

$$
\mathbf{I}=\left(\begin{array}{c}
\mathbf{r}\left(\tau_{1}\right)  \tag{6.19}\\
\vdots \\
\mathbf{r}\left(\tau_{K}\right)
\end{array}\right), \quad \mathbf{A}=\left(\begin{array}{lll}
\mathbf{a} & \mathbf{b} & \mathbf{S}^{\mathrm{T}}
\end{array}\right), \quad \mathbf{x}=\left(\begin{array}{c}
\mathbf{r}_{A} \\
\mathbf{r}_{B} \\
\mathbf{d}_{1} \\
\vdots \\
\mathbf{d}_{n}
\end{array}\right)
$$

or, respectively, with the dimensions $l=3 K$ and $u=3 n+6$

$$
\begin{equation*}
\mathbf{I}_{l}=\mathbf{A}_{l \times u} \mathbf{x}_{u}, \quad \mathbf{C}_{\mathbf{r}} \tag{6.20}
\end{equation*}
$$

The unknown parameters and its a-posteriori variance-covariance matrix can be estimated directly as usual by,

$$
\begin{equation*}
\hat{\mathbf{x}}=\left(\mathbf{A}^{\mathrm{T}} \mathbf{C}_{\mathbf{r}}^{-1} \mathbf{A}\right)^{-1} \mathbf{A}^{\mathrm{T}} \mathbf{C}_{\mathbf{r}}^{-1} \mathbf{I}, \quad \mathbf{C}_{\hat{\mathbf{x}}}=\left(\mathbf{A}^{\mathrm{T}} \mathbf{C}_{\mathbf{r}}^{-1} \mathbf{A}\right)^{-1} \tag{6.21}
\end{equation*}
$$

Either in case of a kinematical orbit determination or in case of the dynamical orbit determination concept as discussed later, the upper index $n$ has to be selected sufficiently high to avoid Gibbs' effects especially at the boundaries of the satellite's arcs. In Sec. 5.4.1.1, the approximation characteristics of the Fourier series based on different reference motions (straight line, ellipse, reference orbit) are discussed for the error free case. Usually, the number of observed three dimensional positions very often is not sufficient to provide a safe redundancy in the least squares adjustment of the orbit determination process. This is the reason that a modification to this approach is necessary.

### 6.1.1.2 SST Carrier Phase Observations

The Fourier amplitudes as well as the boundary positions of the satellite's arc can be directly estimated from the GPS-SST observations. The carrier phase observations at the frequency $i$ between the GPS satellite $s$ and the GPS receiver $r$ on-board LEO at the normalized epoch $\tau$ can be formulated as (refer to chapter 4 for details),

$$
\begin{equation*}
\Phi_{r, i}^{s}(\tau)=\left\|\mathbf{r}_{m}^{s}(\tau)-\mathbf{r}(\tau)\right\|+c \delta t_{r}(\tau)+\lambda_{i} A_{r, i}^{s}+d_{M, \Phi_{i}}(\tau)+e_{r, \Phi_{i}}^{s}(\tau)+\varepsilon_{r, \Phi_{i}}^{s} \tag{6.22}
\end{equation*}
$$

If the LEO orbit representation Eq. (6.13) is inserted in the Eq. (6.22), then the carrier phase observation equation reads as follows

$$
\begin{equation*}
\Phi_{r, i}^{s}(\tau)=\left\|\mathbf{r}_{m}^{s}(\tau)-\overline{\mathbf{r}}(\tau)-\sum_{\nu=1}^{n} \mathbf{d}_{\nu} \sin (\nu \pi \tau)\right\|+c \delta t_{r}(\tau)+\lambda_{i} A_{r, i}^{s}+d_{M, \Phi_{i}}(\tau)+e_{r, \Phi_{i}}^{s}(\tau)+\varepsilon_{r, \Phi_{i}}^{s} \tag{6.23}
\end{equation*}
$$

The GPS-SST carrier phase observation equations are linear with respect to the LEO clock offsets and the GPS ambiguity parameters but are non-linear with respect to the LEO orbit representation parameters, namely the LEO boundary positions and the Fourier amplitudes. The carrier phase observation equation can be linearized with respect to the LEO orbit representation parameters at frequency $i$ as,

$$
\begin{equation*}
\Phi_{r, i}^{s}(\tau)=\Phi_{r, i, 0}^{s}(\tau)+\left.\frac{\partial \Phi_{r, i}^{s}(\tau)}{\partial \mathbf{x}}\right|_{\mathbf{x}=\mathbf{x}_{0}}\left(\mathbf{x}-\mathbf{x}_{0}\right) \tag{6.24}
\end{equation*}
$$

with

$$
\mathbf{x}:=\left(\begin{array}{c}
\mathbf{x}_{r}  \tag{6.25}\\
\mathbf{x}_{t} \\
\mathbf{x}_{A}
\end{array}\right), \quad \mathbf{x}_{r}:=\left(\begin{array}{c}
\mathbf{r}_{A} \\
\mathbf{r}_{B} \\
\mathbf{d}_{1} \\
\vdots \\
\mathbf{d}_{n}
\end{array}\right), \quad \mathbf{x}_{t}:=\left(\begin{array}{c}
c \delta t_{r}\left(\tau_{1}\right) \\
\vdots \\
c \delta t_{r}\left(\tau_{K}\right)
\end{array}\right), \quad \mathbf{x}_{A}:=\left(\begin{array}{c}
\lambda_{i} A^{s_{1}} \\
\vdots \\
\lambda_{i} A^{s_{m}}
\end{array}\right)
$$

$\mathbf{x}$ contains the LEO boundary positions, the Fourier amplitudes up to the Fourier index $n$, the LEO clock offsets at every of the $K$ observations and the GPS ambiguity parameters for $m$ tracked GPS satellites. If the ionosphere-free carrier phase observations (index $i=3$ ) are used in the procedure (see Sec. 2.7.3), then the multiplication of the design matrix by the corrections to the approximations of the unknowns reads

$$
\frac{\partial \Phi_{r, 3}^{s}(\tau)}{\partial \mathbf{x}}\left(\mathbf{x}-\mathbf{x}_{0}\right)=\left(\frac{\partial \Phi_{r, 3}^{s}(\tau)}{\partial \mathbf{x}_{r}} \frac{\partial \Phi_{r, 3}^{s}(\tau)}{\partial \mathbf{x}_{t}} \frac{\partial \Phi_{r, 3}^{s}(\tau)}{\partial \mathbf{x}_{A}}\right)\left(\begin{array}{c}
\mathbf{x}_{r}-\mathbf{x}_{r, 0}  \tag{6.26}\\
\mathbf{x}_{t}-\mathbf{x}_{t, 0} \\
\mathbf{x}_{A}-\mathbf{x}_{A, 0}
\end{array}\right)
$$

The partial derivatives of the ionosphere-free carrier phase GPS-SST observation $\Phi_{r, 3}^{s}$ with respect to the non-linear parameters can be determined by applying the chain rule.

Partial derivatives of the carrier phase observations with respect to the LEO boundary positions and Fourier amplitudes: The partial derivatives of the ionosphere-free carrier phase GPS-SST observations with respect to the LEO boundary positions and the Fourier amplitudes, $\mathbf{x}_{r}$, can be written as follows,

$$
\begin{equation*}
\frac{\partial \Phi_{r, 3}^{s}(\tau)}{\partial \mathbf{x}_{r}}=\frac{\partial \Phi_{r, 3}^{s}(\tau)}{\partial \mathbf{r}(\tau)} \frac{\partial \mathbf{r}(\tau)}{\partial \mathbf{x}_{r}} \tag{6.27}
\end{equation*}
$$

or in matrix notation,

$$
\begin{equation*}
\mathbf{A}_{\mathbf{x}_{r}}^{s}(\tau)=\mathbf{a}_{\mathbf{r}}^{s}(\tau) \mathbf{A}_{\mathbf{x}_{r}}^{\mathrm{r}}(\tau) \tag{6.28}
\end{equation*}
$$

according to Eqs. (4.25) and (4.31),

$$
\begin{aligned}
& \mathbf{a}_{\mathbf{r}}^{s}(\tau)=\frac{\partial \Phi_{r, 3}^{s}(\tau)}{\partial \mathbf{r}(\tau)}=\left(\begin{array}{ll}
e_{r, x}^{s}(\tau) & \left.e_{r, y}^{s}(\tau) \quad e_{r, z}^{s}(\tau)\right) \\
e_{r, x}^{s}(\tau)=\frac{x_{r}(\tau)-x^{s}\left(\tau-\tau_{r}^{s}\right)}{\rho_{r}^{s}(\tau)}, \quad e_{r, y}^{s}(\tau)=\frac{y_{r}(\tau)-y^{s}\left(\tau-\tau_{r}^{s}\right)}{\rho_{r}^{s}(\tau)}, \quad e_{r, z}^{s}(\tau)=\frac{z_{r}(\tau)-z^{s}\left(\tau-\tau_{r}^{s}\right)}{\rho_{r}^{s}(\tau)}
\end{array},=\right.\text {, }
\end{aligned}
$$

with $\tau_{r}^{s}$ as the GPS signal travel time between the GPS satellite $s$ and the GPS receiver $r$ on-board LEO and with the factors $a(\tau)$ and $b(\tau)$ according to Eq. (6.9) and the sine coefficients in $\mathbf{H}^{\mathrm{T}}(\tau)$ according to Eq. (6.16),

$$
\mathbf{A}_{\mathbf{x}_{r}}^{\mathrm{r}}(\tau)=\left(\begin{array}{llll}
\mathrm{a}(\tau) \mathbf{l} & \mathrm{b}(\tau) \mathbf{l} & \mathbf{H}^{\mathrm{T}}(\tau)
\end{array}\right), \quad \mathbf{H}^{\mathrm{T}}(\tau)=\left(\begin{array}{lll}
\sin \pi \tau \mathbf{I} & \ldots & \sin n \pi \tau \mathbf{I}
\end{array}\right), \quad \mathbf{I}=\left(\begin{array}{lll}
1 & 0 & 0  \tag{6.29}\\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right) .
$$

Partial derivatives of the carrier phase observation with respect to the LEO clock offset: A carrier phase GPS-SST observation is linear with respect to the LEO clock offset. The partial derivatives of the ionosphere-free carrier phase observation with respect to the LEO clock offset reads for an observation epoch $\tau$,

$$
\begin{equation*}
\frac{\partial \Phi_{r, 3}^{s}(\tau)}{\partial \mathbf{x}_{t}}=\mathbf{a}_{\mathbf{x}_{t}}^{s}(\tau) \tag{6.30}
\end{equation*}
$$

with

$$
\mathbf{a}_{\mathbf{x}_{t}}^{s}(\tau)=\left(\begin{array}{lllll}
0 & \ldots & 1 & \ldots & 0 \tag{6.31}
\end{array}\right)
$$

Partial derivatives of the carrier phase observation with respect to the GPS ambiguity terms: A carrier phase GPS-SST observation is linear with respect to the GPS ambiguity term. Therefore, the partial derivative of the ionosphere-free carrier phase observation equation with respect to the ambiguity term of GPS satellite $s$ at the observed epoch reads,

$$
\begin{equation*}
\frac{\partial \Phi_{r, 3}^{s}(\tau)}{\partial \mathbf{x}_{A}}=\mathbf{a}_{\mathbf{x}_{A}}^{s}(\tau), \tag{6.32}
\end{equation*}
$$

with

$$
\mathbf{a}_{\mathbf{x}_{A}}^{s}(\tau)=\left(\begin{array}{lllll}
0 & \ldots & 1 & \ldots & 0 \tag{6.33}
\end{array}\right) .
$$

Gauss-Markov model for SST carrier phase observations: A pure kinematical orbit determination from SST carrier phase observations requires the determination of the kinematical orbit parameters and additional observation specific corrections. The ionosphere-free observation equation for the GPS satellite $s$ and the GPS receiver $r$ on-board LEO reads for an epoch $\tau$ as follows,

$$
\begin{equation*}
\Delta \Phi_{r, 3}^{s}(\tau)=\mathbf{a}_{\mathbf{r}}^{s}(\tau) \mathbf{A}_{\mathbf{x}_{r}}^{\mathbf{r}}(\tau)\left(\mathbf{x}_{r}-\mathbf{x}_{r, 0}\right)+\mathbf{a}_{\mathbf{x}_{t}}^{s}(\tau)\left(\mathbf{x}_{t}-\mathbf{x}_{t, 0}\right)+\mathbf{a}_{A}^{s}(\tau)\left(\mathbf{x}_{A}-\mathbf{x}_{A, 0}\right), \quad w_{r, \Phi_{3}}^{s}(\tau)=\frac{\sigma_{0}^{2}}{\sigma_{\Phi_{r, 3}^{s}(\tau)}^{2}} \cos ^{2}\left(z_{r}^{s}(\tau)\right) \tag{6.34}
\end{equation*}
$$

with the initial standard deviation $\sigma_{0}$, the standard deviation of the ionosphere-free carrier phase observation $\sigma_{\Phi_{r, 3}^{s}(\tau)}$ and the zenith distance $z_{r}^{s}(\tau)$ from the GPS receiver $r$ on-board LEO to the GPS satellite $s$ at time $\tau . w_{r, \Phi_{3}}^{s}(\tau)$ is the weight of the carrier phase observation $\Phi_{r, 3}^{s}(\tau)$.
If $m_{\tau}$ is the total number of carrier phase observations at time $\tau$ from the GPS satellites $s_{1}, \ldots, s_{m_{\tau}}$ to the GPS receiver $r$ on-board LEO, the Gauss-Markov model for the three unknown groups can be summarized as follows,

$$
\left(\begin{array}{c}
\Delta \Phi_{r, 3}^{s_{1}}(\tau)  \tag{6.35}\\
\vdots \\
\Delta \Phi_{r, 3}^{s_{j}}(\tau) \\
\vdots \\
\Delta \Phi_{r, 3}^{s_{m_{\tau}}}(\tau)
\end{array}\right)=\left(\begin{array}{c}
\mathbf{a}_{\mathbf{r}}^{s_{1}}(\tau) \mathbf{A}_{\mathbf{x}_{r}}^{\mathbf{r}}(\tau) \\
\vdots \\
\mathbf{a}_{\mathbf{r}}^{s_{j}}(\tau) \mathbf{A}_{\mathbf{x}_{r}}^{\mathbf{r}}(\tau) \\
\vdots \\
\mathbf{a}_{\mathbf{r}}^{s_{m_{\tau}}}(\tau) \mathbf{A}_{\mathbf{x}_{r}}^{\mathbf{r}}(\tau)
\end{array}\right)\left(\mathbf{x}_{r}-\mathbf{x}_{r, 0}\right)+\left(\begin{array}{c}
\mathbf{a}_{\mathbf{x}_{t}}^{s_{1}}(\tau) \\
\vdots \\
\mathbf{a}_{\mathbf{x}_{t}}^{s_{j}}(\tau) \\
\vdots \\
\mathbf{a}_{\mathbf{x}_{t}}^{s_{m}}(\tau)
\end{array}\right)\left(\mathbf{x}_{t}-\mathbf{x}_{t, 0}\right)+\left(\begin{array}{c}
\mathbf{a}_{\mathbf{x}_{A}}^{s_{1}}(\tau) \\
\vdots \\
\mathbf{a}_{\mathbf{x}_{A}}^{s_{j}}(\tau) \\
\vdots \\
\mathbf{a}_{\mathbf{x}_{A}}^{s_{m}}(\tau)
\end{array}\right)\left(\mathbf{x}_{A}-\mathbf{x}_{A, 0}\right),
$$

or in matrix notation at the epoch $\tau$ as,

$$
\begin{equation*}
\Delta \mathbf{l}(\tau)=\mathbf{A}(\tau) \Delta \mathbf{x} \tag{6.36}
\end{equation*}
$$

with the weight matrix of the carrier phase observation at the epoch $\tau$ (inverse of the variance-covariance matrix of the carrier phase observations, see Sec. 3.3),

$$
\mathbf{W}(\tau)=\left(\begin{array}{ccccc}
w_{r, \Phi_{3}}^{s_{1}}(\tau) & \ldots & 0 & \ldots & 0  \tag{6.37}\\
\vdots & \ddots & \vdots & \ddots & \vdots \\
0 & \ldots & w_{r, \Phi_{3}}^{s_{j}}(\tau) & \ldots & 0 \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
0 & \ldots & 0 & \ldots & w_{r, \Phi_{3}}^{s_{m}}(\tau)
\end{array}\right)
$$

If $l$ and $u(l \geq u)$ are the total numbers of the ionosphere-free carrier phase GPS-SST observations at epochs $\tau_{1}, \ldots, \tau_{K}$ and the unknown parameters, respectively, then the Gauss-Markov model for all tracked GPS satellites and all observation epochs reads

$$
\left(\begin{array}{c}
\Delta \mathbf{l}\left(\tau_{1}\right)  \tag{6.38}\\
\vdots \\
\Delta \mathbf{l}\left(\tau_{K}\right)
\end{array}\right)=\left(\begin{array}{c}
\mathbf{A}\left(\tau_{1}\right) \\
\vdots \\
\mathbf{A}\left(\tau_{K}\right)
\end{array}\right)(\Delta \mathbf{x})
$$

or in matrix notation as,

$$
\Delta \mathbf{I}_{(l)}=\mathbf{A}_{(l \times u)} \Delta \mathbf{x}_{(u)}, \quad \mathbf{W}_{l}=\left(\begin{array}{ccc}
\mathbf{W}\left(\tau_{1}\right) & \cdots & \mathbf{0}  \tag{6.39}\\
\vdots & \ddots & \vdots \\
\mathbf{0} & \cdots & \mathbf{W}\left(\tau_{K}\right)
\end{array}\right)
$$

with
$l$ the total number of carrier phase GPS-SST observations at epochs $\tau_{1}, \ldots, \tau_{K}$,
$u$ the total number of unknowns as $u=u_{r}+u_{t}+u_{A}$,
$u_{r} \quad$ the number of LEO boundary position coordinates and the number of Fourier amplitudes for an upper index $n\left(u_{r}=6+3 n\right)$,
$u_{t}$ the total number of the LEO clock offsets except the first epoch $\left(u_{t}=K-1\right)$,
$u_{A}$ the GPS ambiguity parameters.
The corrections to the approximate unknown parameters and its a-posteriori variance-covariance matrix can be determined according to

$$
\begin{equation*}
\Delta \hat{\mathbf{x}}=\left(\mathbf{A}^{\mathrm{T}} \mathbf{W}_{l} \mathbf{A}\right)^{-1} \mathbf{A}^{\mathrm{T}} \mathbf{W}_{l} \Delta \mathbf{I}, \quad \mathbf{C}_{\Delta \hat{\mathbf{x}}}=\left(\mathbf{A}^{\mathrm{T}} \mathbf{W}_{l} \mathbf{A}\right)^{-1} \tag{6.40}
\end{equation*}
$$

The estimated unknown parameters in Eq. (6.40), $\Delta \hat{\mathbf{x}}$, are the corrections to the initial LEO boundary positions, the Fourier amplitudes, the initial LEO clock offsets and the initial ambiguities of all observed GPS satellites from the GPS receiver $r$ on-board LEO. Because of the non linearized observation model, an iteration procedure is necessary. The convergence of the unknowns can be achieved after a few iterations,

$$
\begin{equation*}
\hat{\mathbf{x}}_{(i)}=\hat{\mathbf{x}}_{(i-1)}+\Delta \hat{\mathbf{x}}_{(i)}=\hat{\mathbf{x}}_{(i-1)}+\left(\mathbf{A}_{(i)}^{\mathrm{T}} \mathbf{W}_{l} \mathbf{A}_{(i)}\right)^{-1} \mathbf{A}_{(i)}^{\mathrm{T}} \mathbf{W}_{l} \Delta \mathbf{l}_{(i)} \tag{6.41}
\end{equation*}
$$

### 6.1.2 Euler- and Bernoulli Polynomials

As shown in Eq. (5.74), the sine series can be transformed in a series of Euler- and Bernoulli polynomials. In case of an infinite series it holds

$$
\begin{equation*}
\mathbf{d}(\tau):=\mathbf{r}(\tau)-\overline{\mathbf{r}}(\tau)=\sum_{j=1}^{\infty} \mathbf{e}_{2 j} E_{2 j}(\tau)+\sum_{j=1}^{\infty} \mathbf{b}_{2 j+1} B_{2 j+1}(\tau)=\mathbf{d}_{P}^{\infty}(\tau) \tag{6.42}
\end{equation*}
$$

If the upper index $j$ is limited by a sufficient high number $J$, then the difference function reads,

$$
\begin{equation*}
\mathbf{d}(\tau) \equiv \mathbf{d}_{P}^{\infty}(\tau)=\sum_{j=1}^{\infty} \mathbf{e}_{2 j} E_{2 j}(\tau)+\sum_{j=1}^{\infty} \mathbf{b}_{2 j+1} B_{2 j+1}(\tau) \approx \sum_{j=1}^{J} \mathbf{e}_{2 j} E_{2 j}(\tau)+\sum_{j=1}^{J} \mathbf{b}_{2 j+1} B_{2 j+1}(\tau)=\mathbf{d}_{P}^{J}(\tau) \tag{6.43}
\end{equation*}
$$

This formula can be considered as a linear approximation of the satellite's arc. In this case, the $6 J$ coefficients $\mathbf{e}_{2 j}$ and $\mathbf{b}_{2 j+1}, j=1, \ldots, J$, of the Euler- and Bernoulli polynomials together with the 6 coordinates of the boundary vectors $\mathbf{r}_{A}$ and $\mathbf{r}_{B}$ are the parameters to be determined based on the observations. In the following, again both cases of observation types for the kinematical orbit determination procedure are outlined.

### 6.1.2.1 Position Observations

If the observations are represented by absolute positions derived according to the geometrical orbit determination procedure as outlined in chapter 4 , then the observation model reads

$$
\begin{equation*}
\mathbf{r}(\tau)=\overline{\mathbf{r}}(\tau)+\sum_{j=1}^{J} \mathbf{e}_{2 j} E_{2 j}(\tau)+\sum_{j=1}^{J} \mathbf{b}_{2 j+1} B_{2 j+1}(\tau) \tag{6.44}
\end{equation*}
$$

with the variance-covariance matrix for the position coordinates

$$
\mathbf{C}(\tau)=\left(\begin{array}{ccc}
\sigma_{x_{r}}^{2} & \sigma_{x_{r} y_{r}} & \sigma_{x_{r_{r}} z_{r}}  \tag{6.45}\\
& \sigma_{y_{r}}^{2} & \sigma_{y_{y_{r}} z_{r}} \\
\text { Sym. } & & \sigma_{z_{r}}^{2}
\end{array}\right)
$$

The observation model for all observations at the epochs $\tau_{1}, \ldots, \tau_{K}$ reads in matrix notation,

$$
\mathbf{r}=\overline{\mathbf{r}}+\mathbf{d}, \quad \mathbf{C}_{\mathbf{r}}=\left(\begin{array}{ccc}
\mathbf{C}\left(\tau_{1}\right) & \cdots & \mathbf{0}  \tag{6.46}\\
\vdots & \ddots & \vdots \\
\mathbf{0} & \cdots & \mathbf{C}\left(\tau_{K}\right)
\end{array}\right)
$$

with the contribution of the reference motion $\overline{\mathbf{r}}$, derived by an expression of the form of Eqs. (5.10), (5.20) or (5.37), and the discrete constituents of the difference function,

$$
\mathbf{d}:=\left(\begin{array}{c}
\mathbf{d}\left(\tau_{1}\right)  \tag{6.47}\\
\vdots \\
\mathbf{d}\left(\tau_{K}\right)
\end{array}\right)=\mathbf{T}^{\boldsymbol{\top}}\left(\begin{array}{ll}
\left(\mathbf{E}_{c}^{2 J+1}\right)^{\boldsymbol{\top}} & \left(\mathbf{B}_{c}^{2 J+1}\right)^{\mathbf{\top}}
\end{array}\right)\binom{\mathbf{e}_{2 J}}{\mathbf{b}_{2 J+1}},
$$

with the matrix,

$$
\mathbf{T}=\left(\begin{array}{lll}
\mathbf{t}_{1} & \cdots & \mathbf{t}_{K}
\end{array}\right)=\left(\begin{array}{ccc}
\tau_{1} & \cdots & \tau_{K}  \tag{6.48}\\
\vdots & \cdots & \vdots \\
\tau_{1}^{2 J+1} & \cdots & \tau_{K}^{2 J+1}
\end{array}\right)
$$

so that it reads with Eqs. (6.8) and (6.9),

$$
\mathbf{r}=\mathbf{a r}\left(\tau_{A}\right)+\mathbf{b} \mathbf{r}\left(\tau_{B}\right)+\mathbf{T}^{\mathbf{T}}\left(\begin{array}{ll}
\left(\mathbf{E}_{c}^{2 J+1}\right)^{\mathbf{\top}} & \left(\mathbf{B}_{c}^{2 J+1}\right)^{\mathbf{\top}} \tag{6.49}
\end{array}\right)\binom{\mathbf{e}_{2 J}}{\mathbf{b}_{2 J+1}} .
$$

Gauss-Markov model for observed positions: If the LEO absolute positions are geometrically determined at the epochs $\tau_{1}, \ldots, \tau_{K}$, then the Gauss-Markov model reads in matrix notation,

$$
\left(\begin{array}{c}
\mathbf{r}\left(\tau_{1}\right)  \tag{6.50}\\
\vdots \\
\mathbf{r}\left(\tau_{K}\right)
\end{array}\right)=\left(\begin{array}{llll}
\mathbf{a} & \mathbf{b} & \mathbf{T}^{\mathbf{\top}}\left(\begin{array}{ll}
\left(\mathbf{E}_{c}^{2 J+1}\right)^{\mathbf{\top}} & \left(\mathbf{B}_{c}^{2 J+1}\right)^{\mathbf{\top}}
\end{array}\right)
\end{array}\right)\left(\begin{array}{c}
\mathbf{r}_{A} \\
\mathbf{r}_{B} \\
\mathbf{e}_{2 J} \\
\mathbf{b}_{2 J+1}
\end{array}\right), \quad \mathbf{C}_{\mathbf{r}} .
$$

The observation model reads,

$$
\begin{equation*}
\mathbf{I}_{3 K}=\mathbf{A}_{3 K \times(6 J+6)} \mathbf{x}_{(6 J+6)}, \quad \mathbf{C}_{\mathbf{r}}, \tag{6.51}
\end{equation*}
$$

with

$$
\mathbf{I}=\left(\begin{array}{c}
\mathbf{r}\left(\tau_{1}\right)  \tag{6.52}\\
\vdots \\
\mathbf{r}\left(\tau_{K}\right)
\end{array}\right), \quad \mathbf{A}=\left(\begin{array}{llll}
\mathbf{a} & \mathbf{b} & \mathbf{T}^{\boldsymbol{\top}}\left(\begin{array}{ll}
\left(\mathbf{E}_{c}^{2 J+1}\right)^{\boldsymbol{\top}} & \left(\mathbf{B}_{c}^{2 J+1}\right)^{\boldsymbol{T}}
\end{array}\right)
\end{array}\right), \quad \mathbf{x}=\left(\begin{array}{c}
\mathbf{r}_{A} \\
\mathbf{r}_{B} \\
\mathbf{e}_{2 J} \\
\mathbf{b}_{2 J+1}
\end{array}\right)
$$

The LEO boundary positions and the Euler-Bernoulli polynomials coefficients can be directly estimated as usual by,

$$
\begin{equation*}
\hat{\mathbf{x}}=\left(\mathbf{A}^{\mathrm{T}} \mathbf{C}_{\mathbf{r}}^{-1} \mathbf{A}\right)^{-1} \mathbf{A}^{\mathrm{T}} \mathbf{C}_{\mathbf{r}}^{-1} \mathbf{I}, \quad \mathbf{C}_{\hat{\mathbf{x}}}=\left(\mathbf{A}^{\mathrm{T}} \mathbf{C}_{\mathbf{r}}^{-1} \mathbf{A}\right)^{-1} \tag{6.53}
\end{equation*}
$$

This system of linear observation equation can serve for a pure kinematical orbit determination, if the coefficients $\mathbf{e}_{2 J}$ of the Euler polynomials and the coefficients of the Bernoulli polynomials $\mathbf{b}_{2 J+1}$ are derived
from the observations by a least squares adjustment process without any dynamical information, together with the boundary values

$$
\begin{equation*}
\mathbf{r}_{A}:=\mathbf{r}\left(t_{A}\right), \quad \mathbf{r}_{B}:=\mathbf{r}\left(t_{B}\right), \quad t_{A}<t_{B} \tag{6.54}
\end{equation*}
$$

contained in the reference motion $\overline{\mathbf{r}}(\tau)$. In Sec. 5.4.1.2, it is demonstrated that the approximation quality by a series in terms of Euler and Bernoulli polynomials is limited. Even in case of an upper limit of $J_{\text {max }}=5$ (corresponding to a maximal degree 11 of the Euler and Bernoulli polynomials) the remainder function is in the size of about 15 cm in case of the straight line and ellipse modes of the reference motion. It can be reduced in the case of a dynamical reference orbit as reference motion down to about 2 cm . Additional computations demonstrate that an increase of $J$ does not improve the approximation quality.

### 6.1.2.2 SST Carrier Phase Observations

The Euler-Bernoulli coefficients can be derived again directly from the carrier phase GPS-SST observations between the GPS satellites and the LEO. The carrier phase observations between the GPS satellite $s$ and the GPS receiver $r$ on-board LEO at frequency $i$ (Eq. (4.27)) at the normalized epoch $\tau$ can be written as

$$
\Phi_{r, i}^{s}(\tau)=\left\|\mathbf{r}_{m}^{s}(\tau)-\mathbf{r}(\tau)\right\|+c \delta t_{r}(\tau)+\lambda_{i} A_{r, i}^{s}+d_{M, \Phi_{i}}(\tau)+e_{r, \Phi_{i}}^{s}(\tau)+\varepsilon_{r, \Phi_{i}}^{s}(\tau)
$$

If the LEO orbit representation Eq. (6.44) with the approximation Eq. (6.43) is inserted in Eq. (6.22), then the carrier phase SST observation equation reads

$$
\begin{align*}
\Phi_{r, i}^{s}(\tau) & =\left\|\mathbf{r}_{m}^{s}(\tau)-\overline{\mathbf{r}}(\tau)-\sum_{j=1}^{J} \mathbf{e}_{2 j} E_{2 j}(\tau)-\sum_{j=1}^{J} \mathbf{b}_{2 j+1} B_{2 j+1}(\tau)\right\|+c \delta t_{r}(\tau)+\lambda_{i} A_{r, i}^{s}+  \tag{6.55}\\
& +d_{M, \Phi_{i}}(\tau)+e_{r, \Phi_{i}}^{s}(\tau)+\varepsilon_{r, \Phi_{i}}^{s}(\tau)
\end{align*}
$$

The carrier phase GPS-SST observations are non-linear with respect to the LEO boundary positions and the unknown Euler-Bernoulli coefficients, but linear with respect to the GPS ambiguity terms and the LEO clock offsets. The linear observation equation (Eq. (6.55)) reads as follows,

$$
\begin{equation*}
\Phi_{r, i}^{s}(\tau)=\Phi_{r, i, 0}^{s}(\tau)+\left.\frac{\partial \Phi_{r, i}^{s}(\tau)}{\partial \mathbf{x}}\right|_{\mathbf{x}=\mathbf{x}_{0}}\left(\mathbf{x}-\mathbf{x}_{0}\right) \tag{6.56}
\end{equation*}
$$

with,

$$
\mathbf{x}:=\left(\begin{array}{c}
\mathbf{x}_{e b}  \tag{6.57}\\
\mathbf{x}_{t} \\
\mathbf{x}_{A}
\end{array}\right), \quad \mathbf{x}_{e b}=\left(\begin{array}{c}
\mathbf{r}_{A} \\
\mathbf{r}_{B} \\
\mathbf{e}_{2 J} \\
\mathbf{b}_{2 J+1}
\end{array}\right), \quad \mathbf{x}_{t}:=\left(\begin{array}{c}
c \delta t_{r}\left(\tau_{1}\right) \\
\vdots \\
c \delta t_{r}\left(\tau_{K}\right)
\end{array}\right), \quad \mathbf{x}_{A}:=\left(\begin{array}{c}
\lambda_{i} A^{s_{1}} \\
\vdots \\
\lambda_{i} A^{s_{m}}
\end{array}\right)
$$

$\mathbf{x}$ contains the LEO boundary positions, the Euler-Bernoulli coefficients, the LEO clock offsets at every of the $K$ observed epochs and the GPS ambiguity parameters for $m$ observed GPS satellites. The design matrix for the ionosphere-free carrier phase GPS-SST observations multiplied by the corrections to the approximations of the unknowns reads

$$
\frac{\partial \Phi_{r, 3}^{s}(\tau)}{\partial \mathbf{x}}\left(\mathbf{x}-\mathbf{x}_{0}\right)=\left(\frac{\partial \Phi_{r, 3}^{s}(\tau)}{\partial \mathbf{x}_{e b}} \frac{\partial \Phi_{r, 3}^{s}(\tau)}{\partial \mathbf{x}_{t}} \frac{\partial \Phi_{r, 3}^{s}(\tau)}{\partial \mathbf{x}_{A}}\right)\left(\begin{array}{c}
\mathbf{x}_{e b}-\mathbf{x}_{e b}^{0}  \tag{6.58}\\
\mathbf{x}_{t}-\mathbf{x}_{t, 0} \\
\mathbf{x}_{A}-\mathbf{x}_{A, 0}
\end{array}\right)
$$

The partial derivatives of the carrier phase observations with respect to the LEO clock offsets and the ambiguity parameters were discussed in Sec. 6.1.1.2. The partial derivatives of the carrier phase GPS-SST observations with respect to the Euler-Bernoulli coefficients can be performed by applying the chain rule.

Partial derivatives of the carrier phase observations with respect to the Euler-Bernoulli coefficients: The partial derivatives of ionosphere-free carrier phase SST observations between the GPS satellite $s$ and the GPS receiver $r$ on-board LEO with respect to the Euler-Bernoulli parameters can be written as follows,

$$
\begin{equation*}
\frac{\partial \Phi_{r, 3}^{s}(\tau)}{\partial \mathbf{x}_{e b}}=\frac{\partial \Phi_{r, 3}^{s}(\tau)}{\partial \mathbf{r}(\tau)} \frac{\partial \mathbf{r}(\tau)}{\partial \mathbf{x}_{e b}} \tag{6.59}
\end{equation*}
$$

or in a matrix form,

$$
\begin{equation*}
\mathbf{A}_{\mathbf{x}_{e b}}^{s}(\tau)=\mathbf{a}_{\mathbf{r}}^{s}(\tau) \mathbf{A}_{\mathbf{x}_{e b}}^{\mathbf{r}}(\tau), \tag{6.60}
\end{equation*}
$$

according to Eqs. (4.25) and (4.31),

$$
\begin{aligned}
& \mathbf{a}_{\mathbf{r}}^{s}(\tau)=\frac{\partial \Phi_{r, 3}^{s}(\tau)}{\partial \mathbf{r}(\tau)}=\left(\begin{array}{ll}
e_{r, x}^{s}(\tau) & e_{r, y}^{s}(\tau) \quad e_{r, z}^{s}(\tau)
\end{array}\right) \\
& e_{r, x}^{s}(\tau)=\frac{x_{r}(\tau)-x^{s}\left(\tau-\tau_{r}^{s}\right)}{\rho_{r}^{s}(\tau)}, \quad e_{r, y}^{s}(\tau)=\frac{y_{r}(\tau)-y^{s}\left(\tau-\tau_{r}^{s}\right)}{\rho_{r}^{s}(\tau)}, \quad e_{r, z}^{s}(\tau)=\frac{z_{r}(\tau)-z^{s}\left(\tau-\tau_{r}^{s}\right)}{\rho_{r}^{s}(\tau)},
\end{aligned}
$$

and

$$
\mathbf{c}(\tau):=\mathbf{t}_{\tau}^{\mathrm{T}}\left(\begin{array}{ll}
\left(\mathbf{E}_{c}^{2 J+1}\right)^{\mathbf{\top}} & \left(\mathbf{B}_{c}^{2 J+1}\right)^{\mathbf{T}}
\end{array}\right)=\left(\begin{array}{lll}
c_{1} & \cdots & c_{2 J}
\end{array}\right), \quad \mathbf{t}_{\tau}=\left(\begin{array}{c}
\tau  \tag{6.61}\\
\vdots \\
\tau^{2 J+1}
\end{array}\right)
$$

with $\tau_{r}^{s}$ as the GPS signal travel time between the GPS satellite $s$ and the GPS receiver $r$ on-board LEO and with the factors $a(\tau)$ and $b(\tau)$ according to Eq. (6.9) and the Euler-Bernoulli coefficients in $\mathbf{c}(\tau)$ according to Eq. (6.47),

$$
\mathbf{A}_{\mathbf{x}_{e b}}^{\mathbf{r}}(\tau)=\left(\begin{array}{lllll}
a(\tau) \mathbf{I} & b(\tau) \mathbf{l} & c_{1} \mathbf{l} & \cdots & c_{2 J} \mathbf{l}
\end{array}\right), \quad \mathbf{I}=\left(\begin{array}{lll}
1 & 0 & 0  \tag{6.62}\\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right) .
$$

Gauss-Markov model for SST carrier phase observations: The linearized Gauss Markov model of the ionosphere-free carrier phase observations for the GPS satellite $s$ at epoch $\tau$ can be written as,

$$
\begin{equation*}
\Delta \Phi_{r, 3}^{s}(\tau)=\mathbf{a}_{\mathbf{r}}^{s}(\tau) \mathbf{A}_{\mathbf{x}_{e b}}^{\mathbf{r}}(\tau)\left(\mathbf{x}_{e b}-\mathbf{x}_{e b}^{0}\right)+\mathbf{a}_{\mathbf{x}_{t}}^{s}(\tau)\left(\mathbf{x}_{t}-\mathbf{x}_{t}^{0}\right)+\mathbf{a}_{A}^{s}(\tau)\left(\mathbf{x}_{A}-\mathbf{x}_{A, 0}\right) \tag{6.63}
\end{equation*}
$$

with the weight of the ionosphere-free carrier phase observations from the LEO $r$ to the GPS satellite $s$,

$$
\begin{equation*}
w_{r, \Phi_{3}}^{s}(\tau)=\frac{\sigma_{0}^{2}}{\sigma_{\Phi_{r, 3}^{s}(\tau)}^{2}} \cos ^{2}\left(z_{r}^{s}(\tau)\right) \tag{6.64}
\end{equation*}
$$

If $m_{\tau}$ is the total number of carrier phase observations at time $\tau$ from the GPS receiver $r$ on-board LEO to GPS satellites $s_{1}, \ldots, s_{m_{\tau}}$ to , the Gauss-Markov model for all unknowns reads,

$$
\left(\begin{array}{c}
\Delta \Phi_{r, 3}^{s_{1}}(\tau)  \tag{6.65}\\
\vdots \\
\Delta \Phi_{r, 3}^{s_{j}}(\tau) \\
\vdots \\
\Delta \Phi_{r, 3}^{s_{m}}(\tau)
\end{array}\right)=\left(\begin{array}{c}
\mathbf{a}_{\mathbf{r}}^{s_{1}}(\tau) \mathbf{A}_{\mathbf{x}_{e b}}^{\mathbf{r}}(\tau) \\
\vdots \\
\mathbf{a}_{\mathbf{r}}^{s_{j}}(\tau) \mathbf{A}_{\mathbf{x}_{e b}}^{\mathbf{r}}(\tau) \\
\vdots \\
\mathbf{a}_{\mathbf{r}}^{s_{m}}(\tau) \mathbf{A}_{\mathbf{x}_{e b}}^{\mathbf{r}}(\tau)
\end{array}\right)\left(\mathbf{x}_{e b}-\mathbf{x}_{e b, 0}\right)+\left(\begin{array}{c}
\mathbf{a}_{\mathbf{x}_{t}}^{s_{1}}(\tau) \\
\vdots \\
\mathbf{a}_{\mathbf{x}_{t}}^{s_{j}}(\tau) \\
\vdots \\
\mathbf{a}_{\mathbf{x}_{t}}^{s_{m}}(\tau)
\end{array}\right)\left(\mathbf{x}_{t}-\mathbf{x}_{t, 0}\right)+\left(\begin{array}{c}
\mathbf{a}_{\mathbf{x}_{A}}^{s_{1}}(\tau) \\
\vdots \\
\mathbf{a}_{\mathbf{x}_{A}}^{s_{j}}(\tau) \\
\vdots \\
\mathbf{a}_{\mathbf{x}_{A}}^{s_{m}}(\tau)
\end{array}\right)\left(\mathbf{x}_{A}-\mathbf{x}_{A, 0}\right),
$$

or in matrix notation as,

$$
\begin{equation*}
\Delta \mathbf{l}(\tau)=\mathbf{A}(\tau) \Delta \mathbf{x} \tag{6.66}
\end{equation*}
$$

with the weight matrix of all ionosphere-free carrier phase observations at the epoch $\tau$,

$$
\mathbf{W}(\tau)=\left(\begin{array}{ccccc}
w_{r, \Phi_{3}}^{s_{1}}(\tau) & \ldots & 0 & \ldots & 0  \tag{6.67}\\
\vdots & \ddots & \vdots & \ddots & \vdots \\
0 & \ldots & w_{r, \Phi_{3}}^{s_{3}}(\tau) & \ldots & 0 \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
0 & \ldots & 0 & \ldots & w_{r, \Phi_{3}}^{s_{5}}(\tau)
\end{array}\right)
$$

If the total number of the carrier phase observations at epochs $\tau_{1}, \ldots, \tau_{K}$ is $l(l \geq u)$, then the Gauss-Markov model for all tracked GPS satellites and all observed epochs reads,

$$
\left(\begin{array}{c}
\Delta \mathbf{l}\left(\tau_{1}\right)  \tag{6.68}\\
\vdots \\
\Delta \mathbf{l}\left(\tau_{K}\right)
\end{array}\right)=\left(\begin{array}{c}
\mathbf{A}\left(\tau_{1}\right) \\
\vdots \\
\mathbf{A}\left(\tau_{K}\right)
\end{array}\right)(\Delta \mathbf{x})
$$

or

$$
\Delta \mathbf{I}_{(l)}=\mathbf{A}_{(l \times u)} \Delta \mathbf{x}_{(u)}, \quad \mathbf{W}_{l}=\left(\begin{array}{ccc}
\mathbf{W}\left(\tau_{1}\right) & \cdots & \mathbf{0}  \tag{6.69}\\
\vdots & \ddots & \vdots \\
\mathbf{0} & \cdots & \mathbf{W}\left(\tau_{K}\right)
\end{array}\right)
$$

where it holds for the matrix dimensions
$l \quad$ the total number of carrier phase observations at epochs $\tau_{1}, \ldots, \tau_{K}$,
$u \quad$ the total number of the unknowns as $u=u_{e b}+u_{t}+u_{A}$,
$u_{e b}$ the number of Euler-Bernoulli coefficients for an upper index $J\left(u_{e b}=6 J\right)$,
$u_{t} \quad$ the total number of the LEO clock offsets $\left(u_{t}=K-1\right)$, except the first epoch,
$u_{A} \quad$ the GPS ambiguity parameters.
The corrections to the approximate unknown parameters and the a-posteriori variance-covariance matrix can be determined in the batch processing of all carrier phase SST observations according to

$$
\begin{equation*}
\Delta \hat{\mathbf{x}}=\left(\mathbf{A}^{\mathrm{T}} \mathbf{W}_{l} \mathbf{A}\right)^{-1} \mathbf{A}^{\mathrm{T}} \mathbf{W}_{l} \Delta \mathbf{I}, \quad \mathbf{C}_{\Delta \hat{\mathbf{x}}}=\left(\mathbf{A}^{\mathrm{T}} \mathbf{W}_{l} \mathbf{A}\right)^{-1} \tag{6.70}
\end{equation*}
$$

The estimated unknows in Eq. (6.70) are the corrections to the initial Euler-Bernoulli coefficients, the initial LEO clock offsets and the initial ambiguities of all observed GPS satellites from GPS receiver $r$ on-board LEO. Because of the linearization, the estimation procedure has to be performed in an iterative manner. The convergence of the unknowns can be achieved after a few iterations as,

$$
\begin{equation*}
\hat{\mathbf{x}}_{(i)}=\hat{\mathbf{x}}_{(i-1)}+\Delta \hat{\mathbf{x}}_{(i)}=\hat{\mathbf{x}}_{(i-1)}+\left(\mathbf{A}_{(i)}^{\mathrm{T}} \mathbf{W}_{l} \mathbf{A}_{(i)}\right)^{-1} \mathbf{A}_{(i)}^{\mathrm{T}} \mathbf{W}_{l} \Delta \mathbf{I}_{(i)} \tag{6.71}
\end{equation*}
$$

### 6.1.3 The Hybrid Case: Fourier Series and Euler-Bernoulli Polynomials

In the hybrid or combination version, the function $\mathbf{d}(\tau)$ is represented by a finite series in terms of Eulerand Bernoulli polynomials and a residual finite Fourier series,

$$
\begin{equation*}
\mathbf{d}(\tau) \equiv \overline{\mathbf{d}}_{F}^{\bar{n}}(\tau)+\mathbf{d}_{P}^{J_{\max }}(\tau) \tag{6.72}
\end{equation*}
$$

## Observed arc given by:

 K discrete not necessarily equidistant positions derived from a geometrical orbit determination strategy$$
\begin{gathered}
\mathbf{r}\left(\tau_{k}\right)=\overline{\mathbf{r}}\left(\tau_{k}\right)+\mathbf{d}\left(\tau_{k}\right) \\
\tau_{k} \quad \text { with } \quad k=1,2,3, \ldots \ldots, K, \quad \tau_{k} \in[0,1]
\end{gathered}
$$

Determination of the Euler-Bernoulli coefficients up to degree $J_{\text {max }}$ from the discrete satellite's positions by a least squares adjustment Eqs. (6.50) and (6.53) without correcting the boundary vectors
$I=A x$,

$$
\mathbf{I}=\left(\begin{array}{c}
\mathbf{d}\left(\tau_{1}\right) \\
\vdots \\
\mathbf{d}\left(\tau_{K}\right)
\end{array}\right), \mathbf{A}=\left(\mathbf{T}^{\boldsymbol{\top}}\left(\left(\mathbf{E}_{c}^{2 J_{\max }+1}\right)^{\boldsymbol{\top}} \quad\left(\mathbf{B}_{c}^{2 J_{\max }+1}\right)^{\boldsymbol{\top}}\right)\right), \mathbf{x}=\binom{\mathbf{e}_{2 J_{\max }}}{\mathbf{b}_{2 J_{\max }+1}}, \mathbf{C}_{\mathbf{r}}
$$

$$
\hat{x}=\left(A^{\top} C_{r}^{-1} A\right)^{-1} A^{\top} C_{r}^{-1} I, C_{\hat{x}}=\left(A^{\top} C_{r}^{-1} A\right)^{-1}
$$

Determination of the Fourier coefficients up to degree n from the discrete satellites's positions by a least squares adjustment - Eqs. (6.18) and (6.21)

$$
I=A x
$$

$$
\mathbf{I}=\left(\begin{array}{c}
\mathbf{r}\left(t_{1}\right) \\
\vdots \\
\mathbf{r}\left(t_{K}\right)
\end{array}\right), \mathbf{A}=\left(\begin{array}{lll}
\mathbf{a} & \mathbf{b} & \mathbf{S}^{\top}
\end{array}\right), \mathbf{x}=\left(\begin{array}{c}
\mathbf{r}\left(t_{1}\right) \\
\mathbf{r}\left(t_{K}\right) \\
\mathbf{d}_{1} \\
\vdots \\
\mathbf{d}_{n}
\end{array}\right), \mathbf{C}_{\mathbf{r}}
$$

$$
\hat{\mathbf{x}}=\left(A^{\top} C_{r}^{-1} A\right)^{-1} A^{\top} C_{r}^{-1} I, C_{\hat{x}}=\left(A^{\top} C_{r}^{-1} A\right)^{-1}
$$

Determination of the coefficients of the residual Fourier series up to degree $\bar{n}$

$$
\begin{gathered}
\left(\begin{array}{c}
\overline{\mathbf{d}}\left(\tau_{1}\right) \\
\vdots \\
\overline{\mathbf{d}}\left(\tau_{K}\right)
\end{array}\right)=\overline{\mathbf{d}}=\mathbf{S}^{\top} \mathbf{d}_{n}-\mathbf{T}^{\top}\left(\left(\mathbf{E}_{c}^{2 J_{\max }+1}\right)^{\top} \quad\left(\mathbf{B}_{c}^{2 J_{\max }+1}\right)^{\top}\right)\binom{\mathbf{e}_{2 J_{\max }}}{\mathbf{b}_{2 J_{\max }+1}} \\
\left(\begin{array}{c}
\overline{\mathbf{d}}_{1} \\
\vdots \\
\overline{\mathbf{d}}_{\bar{n}}
\end{array}\right)=\left(\overline{\mathbf{S}} \overline{\mathbf{S}}^{\top}\right)^{-1}\left(\begin{array}{c}
\overline{\mathbf{d}}\left(\tau_{1}\right) \\
\vdots \\
\overline{\mathbf{d}}\left(\tau_{K}\right)
\end{array}\right), \quad \mathbf{d}_{n}=\left(\begin{array}{c}
\mathbf{d}_{1} \\
\vdots \\
\mathbf{d}_{n}
\end{array}\right) \\
\mathbf{r}(\tau)=\overline{\mathbf{r}}(\tau)+\mathbf{d}_{P}^{J_{\max }}(\tau)+\overline{\mathbf{d}}_{F}^{\bar{n}}(\tau) \\
\overline{\mathbf{r}}(\tau)=\frac{\sin \mu(1-\tau)}{\sin \mu} \mathbf{r}\left(\tau_{1}\right)+\frac{\sin \mu \tau}{\sin \mu} \mathbf{r}\left(\tau_{K}\right) \\
\mathbf{d}_{P}^{J_{\max }}(\tau)=\sum_{j=1}^{J_{\max }} \mathbf{e}_{2 j} E_{2 j}(\tau)+\sum_{j=1}^{J_{\max }} \mathbf{b}_{2 j+1} B_{2 j+1}(\tau) \\
\overline{\mathbf{d}}_{F}^{\bar{n}}(\tau)=\sum_{v=1}^{\bar{n}} \overline{\mathbf{d}}_{v} \sin (v \pi \tau)
\end{gathered}
$$

Figure 6.1: Computation scheme of the kinematical orbit determination procedure, with Euler-Bernoulli coefficients calculated from given LEO absolute positions.

Observed arc given by:
K discrete not necessarily equidistant positions, derived from a geometrical orbit determination strategy

$$
\mathbf{r}\left(\tau_{k}\right)=\overline{\mathbf{r}}\left(\tau_{k}\right)+\mathbf{d}\left(\tau_{k}\right)
$$

$$
\tau_{k} \quad \text { with } \quad k=1,2,3, \ldots \ldots, K, \quad \tau_{k} \in[0,1]
$$

Determination of the Euler-Bernoulli coefficients up to degree $J_{\text {max }}$ from the discrete satellite's positions by a least squares adjustment - Eq. (5.135)

$$
\begin{gathered}
\mathbf{p}=\left(\mathbf{P N N}^{\top} \mathbf{P}^{\top}\right)^{-1} \mathbf{P N d}_{n}, \\
\mathbf{p}=\binom{\mathbf{e}_{2 J_{\max }}}{\mathbf{b}_{2 J_{\max }+1}}, \quad \mathbf{P}=\binom{\mathbf{E}_{c}^{2 J_{\max }+1}}{\mathbf{B}_{c}^{2 J_{\max }+1}}, \quad \mathbf{N}=\left(\begin{array}{ccc}
I_{1}^{1} & \cdots & I_{n}^{1} \\
\vdots & \cdots & \vdots \\
I_{1}^{2 J_{\max }+1} & \cdots & I_{n}^{2 J_{\max }+1}
\end{array}\right), \\
\mathbf{d}_{n}=\left(\begin{array}{c}
\mathbf{d}_{1} \\
\vdots \\
\mathbf{d}_{n}
\end{array}\right)
\end{gathered}
$$

Determination of the Fourier coefficients up to degree n from the discrete satellites's positions by a least squares adjustment - Eqs. (6.18) and (6.21)

$$
I=A x
$$

$$
\mathbf{I}=\left(\begin{array}{c}
\mathbf{r}\left(\tau_{1}\right) \\
\vdots \\
\mathbf{r}\left(\tau_{K}\right)
\end{array}\right), \mathbf{A}=\left(\begin{array}{lll}
\mathbf{a} & \mathbf{b} & \mathbf{S}^{\top}
\end{array}\right), \mathbf{x}=\left(\begin{array}{c}
\mathbf{r}\left(\tau_{1}\right) \\
\mathbf{r}\left(\tau_{K}\right) \\
\mathbf{d}_{1} \\
\vdots \\
\mathbf{d}_{n}
\end{array}\right), \mathbf{C}_{\mathbf{r}}
$$

$$
\hat{x}=\left(A^{\top} C_{r}^{-1} A\right)^{-1} A^{\top} C_{r}^{-1} I, C_{\hat{x}}=\left(A^{\top} C_{r}^{-1} A\right)^{-1} .
$$

Determination of the coefficients of the residual Fourier series up to degree $\bar{n}$

$$
\begin{gathered}
\left(\begin{array}{c}
\overline{\mathbf{d}}\left(\tau_{1}\right) \\
\vdots \\
\overline{\mathbf{d}}\left(\tau_{K}\right)
\end{array}\right)=\overline{\mathbf{d}}=\mathbf{S}^{\top} \mathbf{d}_{n}-\mathbf{T}^{\boldsymbol{\top}}\left(\left(\mathbf{E}_{c}^{2 J_{\max }+1}\right)^{\top}\right. \\
\left.\left(\mathbf{B}_{c}^{2 J_{\max }+1}\right)^{\top}\right)\binom{\mathbf{e}_{2 J_{\max }}}{\mathbf{b}_{2 J_{\max }+1}} \\
\left(\begin{array}{c}
\overline{\mathbf{d}}_{1} \\
\vdots \\
\overline{\mathbf{d}}_{\bar{n}}
\end{array}\right)=\left(\overline{\mathbf{S}} \overline{\mathbf{S}}^{\top}\right)^{-1}\left(\begin{array}{c}
\overline{\mathbf{d}}\left(\tau_{1}\right) \\
\vdots \\
\overline{\mathbf{d}}\left(\tau_{K}\right)
\end{array}\right), \quad \mathbf{d}_{n}=\left(\begin{array}{c}
\mathbf{d}_{1} \\
\vdots \\
\mathbf{d}_{n}
\end{array}\right)
\end{gathered}
$$

Solution

$$
\begin{gathered}
\mathbf{r}(\tau)=\overline{\mathbf{r}}(\tau)+\mathbf{d}_{P}^{J_{\text {max }}}(\tau)+\overline{\mathbf{d}}_{F}^{\bar{\pi}}(\tau) \\
\overline{\mathbf{r}}(\tau)=\frac{\sin \mu(1-\tau)}{\sin \mu} \mathbf{r}\left(\tau_{1}\right)+\frac{\sin \mu \tau}{\sin \mu} \mathbf{r}\left(\tau_{K}\right) \\
\mathbf{d}_{P}^{J_{\text {max }}}(\tau)=\sum_{j=1}^{J_{\max }} \mathbf{e}_{2 j} E_{2 j}(\tau)+\sum_{j=1}^{J_{\text {max }}} \mathbf{b}_{2 j+1} B_{2 j+1}(\tau) \\
\overline{\mathbf{d}}_{F}^{\bar{\pi}}(\tau)=\sum_{v=1}^{\bar{n}} \overline{\mathbf{d}}_{v} \sin (v \pi \tau)
\end{gathered}
$$

Figure 6.2: Computation scheme of the kinematical orbit determination procedure, with Euler-Bernoulli coefficients calculated from amplitudes of Fourier series.

The residual Fourier series is restricted by an upper index $\bar{n}$ and the Euler-Bernoulli polynomials by an upper index $J_{\max }$. As demonstrated in Sec. 5.4.1.3, the approximation quality of a combination of both series is superior compared to the approximation of either one of these series as discussed in the Secs. 6.1.1 and 6.1.2.

Because of the fact that both orbit representations could be used exclusively, the combination of both series requires a specific strategy, otherwise a linear dependency occurs in the observation equation. As demonstrated in Sec. 5.4.1.3, a fit of a series in terms of Euler-Bernoulli polynomials to the orbit up to a reasonable upper degree $J_{\max }$ (e.g. $J_{\max }=4$ ) will guarantee a sufficient confident determination of the Euler-Bernoulli coefficients. In that case, the residual sine series $\overline{\mathbf{d}}_{F}^{\bar{n}}(\tau)$ will show an improved fast convergence and low residuals of the combined series when compared to the true ephemerides. Therefore, in a first step, the Euler-Bernoulli polynomial coefficients are derived based on the geometrically determined positions (Sec. 6.1.2.1) or by using directly the carrier phase GPS-SST observations (Sec. 6.1.2.2). Because of the reduced approximation accuracy of the orbit by a series in terms of Euler-Bernoulli polynomials up to a maximum degree $J_{\max }=4$ according to the Eq. (5.119), it is sufficient to determine the coefficients of the Euler-Bernoulli polynomials without correcting the boundary vectors but taking the observation weights into account. Another possibility is to perform a least squares fit of the Fourier series to the pseudo observed positions or based on the observed carrier phase GPS-SST observations, respectively, following the procedures as described in Sec. 6.1.1, and to determine the coefficients of the Euler-Bernoulli polynomials subsequently from the coefficients of the sine functions according to Eq. (5.135). The coefficients of the Euler-and Bernoulli polynomials differ slightly depending on the selected procedure. But the differences will be compensated by the residual sine series. Both alternatives are illustrated in the flowcharts Fig. 6.1 and Fig. 6.2. The flowcharts show only the case where the observations are given as $K$ discrete not necessarily equidistant positions, derived from geometrical orbit determination strategy. The use of the carrier phase GPS-SST measurements is similar but not shown here.

With the Euler-Bernoulli coefficients, the Euler-Bernoulli part of the difference function can be determined:

$$
\begin{equation*}
\mathbf{d}_{P}^{J_{\max }}(\tau)=\sum_{j=1}^{J_{\max }} \mathbf{e}_{2 j} E_{2 j}(\tau)+\sum_{j=1}^{J_{\max }} \mathbf{b}_{2 j+1} B_{2 j+1}(\tau) \tag{6.73}
\end{equation*}
$$

and the difference function,

$$
\begin{equation*}
\overline{\mathbf{d}}(\tau)=\mathbf{d}(\tau)-\mathbf{d}_{P}^{J_{\max }}(\tau)=\sum_{\nu=1}^{\bar{n}} \overline{\mathbf{d}}_{\nu} \sin (\nu \pi \tau) \tag{6.74}
\end{equation*}
$$

is modelled by a sine series $\overline{\mathbf{d}}_{F}^{\bar{n}}(\tau)$, again by a least squares adjustment fitting to the difference function $\overline{\mathbf{d}}(\tau)$. The upper degree $\bar{n}$ of this series depends on its convergence behaviour. It will depend on the smoothness conditions at the boundaries of this function, if it is periodically continued. The system of equations reads for the epochs $\tau_{1}, \ldots, \tau_{K}$,

$$
\left(\begin{array}{c}
\overline{\mathbf{d}}\left(\tau_{1}\right)  \tag{6.75}\\
\vdots \\
\overline{\mathbf{d}}\left(\tau_{K}\right)
\end{array}\right)=\overline{\mathbf{d}}=\mathbf{S}^{\mathrm{T}} \mathbf{d}_{n}-\mathbf{T}^{\mathrm{T}}\left(\begin{array}{ll}
\left(\mathbf{E}_{c}^{2 J_{\max }+1}\right)^{\mathrm{T}} & \left(\mathbf{B}_{c}^{2 J_{\max }+1}\right)^{\mathrm{T}}
\end{array}\right)\binom{\mathbf{e}_{2 J_{\max }}}{\mathbf{b}_{2 J_{\max }+1}}
$$

and the Fourier amplitudes up to the index $\bar{n}$ are derived based on the sine analysis of the difference function,

$$
\left(\begin{array}{c}
\overline{\mathbf{d}}_{1}  \tag{6.76}\\
\vdots \\
\overline{\mathbf{d}}_{\bar{n}}
\end{array}\right)=\left(\overline{\mathbf{S}} \overline{\mathbf{S}}^{\mathrm{T}}\right)^{-1}\left(\begin{array}{c}
\overline{\mathbf{d}}\left(\tau_{1}\right) \\
\vdots \\
\overline{\mathbf{d}}\left(\tau_{K}\right)
\end{array}\right), \quad \overline{\mathbf{S}}^{\mathrm{T}}=\left(\begin{array}{ccc}
\sin \left(\pi \tau_{1}\right) & \cdots & \sin \left(\bar{n} \pi \tau_{1}\right) \\
\vdots & \vdots & \vdots \\
\sin \left(\pi \tau_{K}\right) & \cdots & \sin \left(\bar{n} \pi \tau_{K}\right)
\end{array}\right)
$$

The smoothness is defined by the degree of differentiability of the periodically continued function $\overline{\mathbf{d}}(\tau)$. If the (unknown) real orbit and the Euler-Bernoulli polynomials have identical derivatives up to a high degree, then the difference function $\overline{\mathbf{d}}(\tau)$ shows differentiability up to this degree as well. The convergence behaviour
of the Fourier series $\overline{\mathbf{d}}_{F}^{\bar{n}}(\tau)$ is closely related to this degree of differentiability. Because of the fact that the Euler-Bernoulli polynomials are constructed such that the derivatives of the satellite's arcs coincide with those of the Euler-Bernoulli polynomials, the coincidence should be realized up to a high degree. But this holds only theoretically, because the quality of the approximation depends on the maximum index $J_{\max }$ of $\mathbf{d}_{P}^{J_{\max }}(\tau)$ and of the accuracy of the real orbit which is known only point-wise by carrier phase GPS-SST observations. The Fig. 5.13 shows the residual functions $\overline{\mathbf{d}}(\tau)=\mathbf{d}(\tau)-\mathbf{d}_{P}^{J_{\max }}(\tau)$ for various upper indices $J_{\max }=1,2,3,4,5$ and Fig. 5.19 shows the residuals of the sum of both functions for the Euler-Bernoulli up to $J_{\max }=4$ and different upper indices $\bar{n}$ compared to the error-free values in the ellipse mode.

### 6.2 Reduced-Kinematical and Dynamical Orbit Determination

The kinematical orbit determination is based on discrete measurements, either positions derived from a GNSS processing strategy as described in chapter 4, or used directly as observations to derive the parameters of any of the kinematical orbit determination modes described in Sec. 6.1. The kinematical orbit parameters contain no dynamic information of the force function model; they are only based on empirical observations, taken at discrete epochs of the satellite's motion along the orbit. In the following, we will extend the hybrid case of the kinematical orbit determination procedures as treated in Sec. 6.1.3 in such a way that dynamical restrictions can be introduced in the orbit determination procedure. This dynamical information is contained in the orbit coefficients $\mathbf{d}_{\nu}$ which are related to the force function according to Eqs. (5.13), (5.23) or (5.34) and the respective reference motion types Eqs. (5.10), (5.20) or (5.37). To show the principle behind this idea, we demonstrate it in case of Eq. (5.23),

$$
\tilde{\mathbf{d}}_{\nu}=-\frac{2 T^{2}}{\nu^{2} \pi^{2}-\mu^{2}} \int_{\tau^{\prime}=0}^{1} \sin \left(\nu \pi \tau^{\prime}\right) \mathbf{a}^{I I}(\tau ; \mathbf{r}, \dot{\mathbf{r}}) d \tau^{\prime}
$$

If we restrict the dynamical model to the gravitational field of the Earth, expressed by a spherical harmonics expansion up to degree $l_{\text {max }}$, then it holds,

$$
\begin{equation*}
\mathbf{a}^{I I}(\tau ; \mathbf{r}, \dot{\mathbf{r}})=\mathbf{a}(\tau ; \mathbf{r}, \dot{\mathbf{r}})-\frac{G M}{a^{3}} \mathbf{r}(\tau), \quad \mathbf{a}(\tau ; \mathbf{r}, \dot{\mathbf{r}})=\nabla V(\tau ; \mathbf{r}, \dot{\mathbf{r}}), \tag{6.77}
\end{equation*}
$$

with the gravitational potential,

$$
\begin{equation*}
V=\frac{G M}{\|\mathbf{r}\|} \sum_{l=0}^{l_{\max }} \sum_{m=0}^{l}\left(\frac{R}{\|\mathbf{r}\|}\right)^{l}\left(c_{l m} C_{l m}(\vartheta, \lambda)+s_{l m} S_{l m}(\vartheta, \lambda)\right) \tag{6.78}
\end{equation*}
$$

the surface spherical harmonics of degree $l$ and order $m$,

$$
\begin{equation*}
C_{l m}(\vartheta, \lambda)=P_{l}^{m}(\cos \vartheta) \sin (m \lambda), \quad S_{l m}(\vartheta, \lambda)=P_{l}^{m}(\cos \vartheta) \cos (m \lambda) \tag{6.79}
\end{equation*}
$$

and the associated Legendre functions $P_{l}^{m}(\cos \vartheta)$. The dynamical restrictions can be introduced in the system of observation equations as a-priori information and an appropriate a-priori variance-covariance matrix. If we consider for simplification the case of pseudo observed positions, then it reads according to Eq. (6.18),

$$
\left(\begin{array}{c}
\mathbf{r}\left(\tau_{1}\right) \\
\vdots \\
\mathbf{r}\left(\tau_{K}\right) \\
\tilde{\mathbf{d}}_{i} \\
\vdots \\
\tilde{\mathbf{d}}_{j}
\end{array}\right)=\left(\begin{array}{ccccccccc}
a\left(\tau_{1}\right) & b\left(\tau_{1}\right) & \sin \left(\pi \tau_{1}\right) & \cdots & \sin \left(i \pi \tau_{1}\right) & \cdots & \sin \left(j \pi \tau_{1}\right) & \cdots & \sin \left(n \pi \tau_{1}\right) \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
a\left(\tau_{K}\right) & b\left(\tau_{K}\right) & \sin \left(\pi \tau_{K}\right) & \cdots & \sin \left(i \pi \tau_{K}\right) & \cdots & \sin \left(j \pi \tau_{K}\right) & \cdots & \sin \left(n \pi \tau_{K}\right) \\
0 & 0 & 0 & \cdots & 1 & \cdots & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & 0 & \cdots & 1 & \cdots & 0
\end{array}\right)\left(\begin{array}{c}
\mathbf{r}\left(\tau_{1}\right) \\
\mathbf{r}\left(\tau_{K}\right) \\
\mathbf{d}_{1} \\
\vdots \\
\mathbf{d}_{i} \\
\vdots \\
\mathbf{d}_{j} \\
\vdots \\
\mathbf{d}_{n}
\end{array}\right)
$$

with the variance-covariance matrix

$$
\mathbf{C}_{\mathbf{I}}=\left(\begin{array}{cccccc}
\mathbf{C}\left(\tau_{1}\right) & \cdots & \mathbf{0} & \mathbf{0} & \cdots & \mathbf{0}  \tag{6.81}\\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \cdots & \mathbf{C}\left(\tau_{K}\right) & \mathbf{0} & \cdots & 0 \\
\mathbf{0} & \cdots & \mathbf{0} & \mathbf{C}\left(\tilde{\mathbf{d}}_{i}\right) & \cdots & \mathbf{0} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \cdots & \mathbf{0} & \mathbf{0} & \cdots & \mathbf{C}\left(\tilde{\mathbf{d}}_{j}\right)
\end{array}\right)
$$

The quantities $\tilde{\mathbf{d}}_{i}$ to $\tilde{\mathbf{d}}_{j}$ are considered as a-priori information with the variance-covariance matrices $\mathbf{C}\left(\tilde{\mathbf{d}}_{i}\right)$ to $\mathbf{C}\left(\tilde{\mathbf{d}}_{j}\right)$. The indices $i$ and $j$ define the sine coefficients with a-priori information and can be selected so that they cover the total index domain $i=1$ and $j=n$ or some specific amplitudes. If we split up the design matrix Eq. (6.80) with the variance-covariance matrix $\mathbf{C}_{\mathbf{1}}$,

$$
\begin{equation*}
\mathbf{I}=\mathbf{A} \mathbf{x}, \tag{6.82}
\end{equation*}
$$

in the following way (do not mix up the observation column matrix $\mathbf{I}$ in Eq. (6.82) with the unit matrix $\mathbf{I}$ in Eq. (6.83)),

$$
\binom{\mathbf{I}_{1}}{\mathbf{I}_{2}}=\left(\begin{array}{cc}
\mathbf{A}_{1} & \mathbf{A}_{2}  \tag{6.83}\\
\mathbf{0} & \mathbf{I}
\end{array}\right)\binom{\mathbf{x}_{1}}{\mathbf{x}_{2}},
$$

with the a-priori variance-covariance matrix Eq. (6.81),

$$
\mathbf{C}_{\mathbf{I}}=\left(\begin{array}{cc}
\mathbf{C}_{1} & \mathbf{0}  \tag{6.84}\\
\mathbf{0} & \mathbf{C}_{2}
\end{array}\right)
$$

with

$$
\begin{align*}
& \mathbf{I}_{1}=\left(\begin{array}{ccc}
\mathbf{r}\left(\tau_{1}\right) & \cdots & \mathbf{r}\left(\tau_{K}\right)
\end{array}\right)^{\mathrm{T}}, \quad \mathbf{I}_{2}=\left(\begin{array}{lll}
\tilde{\mathbf{d}}_{i} & \cdots & \tilde{\mathbf{d}}_{j}
\end{array}\right)^{\mathrm{T}}, \quad \mathbf{A}_{1}=\left(\begin{array}{ll}
\mathbf{a} & \mathbf{b}
\end{array}\right), \quad \mathbf{A}_{2}=\mathbf{S}^{\mathrm{T}},  \tag{6.85}\\
& \mathbf{C}_{1}=\left(\begin{array}{ccc}
\mathbf{C}\left(\tau_{1}\right) & \cdots & \mathbf{0} \\
\vdots & \ddots & \vdots \\
\mathbf{0} & \cdots & \mathbf{C}\left(\tau_{K}\right)
\end{array}\right), \quad \mathbf{C}_{2}=\mathbf{C}(\tilde{\mathbf{d}})=\left(\begin{array}{ccc}
\mathbf{C}\left(\tilde{\mathbf{d}}_{i}\right) & \cdots & \mathbf{0} \\
\vdots & \ddots & \vdots \\
\mathbf{0} & \cdots & \mathbf{C}\left(\tilde{\mathbf{d}}_{j}\right)
\end{array}\right) . \tag{6.86}
\end{align*}
$$

The least squares solution reads (ILk 1977, Eq. (90))

$$
\begin{equation*}
\binom{\hat{\mathbf{x}}_{1}}{\hat{\mathbf{x}}_{2}}=\mathbf{N}^{-1}\binom{\mathbf{A}_{1}^{\mathrm{T}} \mathbf{C}_{1}^{-1} \mathbf{I}_{1}}{\mathbf{A}_{2}^{\mathrm{T}} \mathbf{C}_{1}^{-1} \mathbf{I}_{1}+\mathbf{C}_{2}^{-1} \mathbf{I}_{2}}, \tag{6.87}
\end{equation*}
$$

with the inverse normal matrix

$$
\mathbf{N}^{-1}=\left(\begin{array}{ll}
\mathbf{Q}_{\hat{\mathbf{1}}_{1} \hat{\mathbf{x}}_{1}} & \mathbf{Q}_{\hat{\mathbf{x}}_{1} \hat{\mathbf{x}}_{2}}  \tag{6.88}\\
\mathbf{Q}_{\hat{\mathbf{x}}_{2} \mathbf{x}_{1}} & \mathbf{Q}_{\mathbf{x}_{2} \mathbf{x}_{2}}
\end{array}\right),
$$

and its sub-matrices

$$
\begin{align*}
& \mathbf{Q}_{\hat{\mathbf{x}}_{1} \hat{\mathbf{x}}_{1}}=\left(\mathbf{A}_{1}^{\mathrm{T}} \overline{\mathbf{C}}^{-1} \mathbf{A}_{1}\right)^{-1},  \tag{6.89}\\
& \mathbf{Q}_{\hat{\mathbf{x}}_{1} \hat{\mathbf{x}}_{2}}=-\mathbf{Q}_{\hat{\mathbf{x}}_{1} \hat{\mathbf{x}}_{1}} \mathbf{A}_{1}^{\mathrm{T}} \overline{\mathbf{C}}^{-1} \mathbf{A}_{2} \mathbf{C}_{2},  \tag{6.90}\\
& \mathbf{Q}_{\hat{\mathbf{x}}_{2} \hat{\mathbf{x}}_{1}}=-\mathbf{C}_{2} \mathbf{A}_{2}^{\mathrm{T}} \overline{\mathbf{C}}^{-1} \mathbf{A}_{1} \mathbf{Q}_{\hat{\mathbf{x}}_{1} \hat{\mathbf{x}}_{1}}, \tag{6.91}
\end{align*}
$$

$$
\begin{align*}
& \mathbf{Q}_{\hat{\mathbf{x}}_{2} \hat{\mathbf{x}}_{2}}=\mathbf{C}_{2}-\mathbf{C}_{2} \mathbf{A}_{2}^{\mathrm{T}} \overline{\mathbf{C}}^{-1} \mathbf{A}_{2} \mathbf{C}_{2}+\mathbf{C}_{2} \mathbf{A}_{2}^{\mathrm{T}} \overline{\mathbf{C}}^{-1} \mathbf{A}_{1} \mathbf{Q}_{\hat{\mathbf{x}}_{1} \hat{\mathbf{x}}_{1}} \mathbf{A}_{1}^{\mathrm{T}} \overline{\mathbf{C}}^{-1} \mathbf{A}_{2} \mathbf{C}_{2}  \tag{6.92}\\
& \overline{\mathbf{C}}=\mathbf{C}_{1}+\mathbf{A}_{2} \mathbf{C}_{2} \mathbf{A}_{2}^{\mathrm{T}} \tag{6.93}
\end{align*}
$$

The unknowns can be written explicitly,

$$
\begin{align*}
& \hat{\mathbf{x}}_{1}=\mathbf{Q}_{\hat{\mathbf{x}}_{1} \hat{\mathbf{x}}_{1}} \mathbf{A}_{1}^{\mathrm{T}} \mathbf{C}_{1}^{-1} \mathbf{I}_{1}+\mathbf{Q}_{\hat{\mathbf{x}}_{1} \hat{\mathbf{x}}_{2}} \mathbf{A}_{2}^{\mathrm{T}} \mathbf{C}_{1}^{-1} \mathbf{I}_{1}+\mathbf{Q}_{\hat{\mathbf{x}}_{1} \hat{\mathbf{x}}_{2}} \mathbf{C}_{2}^{-1} \mathbf{I}_{2}  \tag{6.94}\\
& \hat{\mathbf{x}}_{2}=\mathbf{Q}_{\hat{\mathbf{x}}_{2} \hat{\mathbf{x}}_{1}} \mathbf{A}_{1}^{\mathrm{T}} \mathbf{C}_{1}^{-1} \mathbf{I}_{1}+\mathbf{Q}_{\hat{\mathbf{x}}_{2} \hat{\mathbf{x}}_{2}} \mathbf{A}_{2}^{\mathrm{T}} \mathbf{C}_{1}^{-1} \mathbf{I}_{1}+\mathbf{Q}_{\hat{\mathbf{x}}_{2} \hat{\mathbf{x}}_{2}} \mathbf{C}_{2}^{-1} \mathbf{I}_{2} \tag{6.95}
\end{align*}
$$

The last terms of these equations can be written with the respective sub-matrices from Eq. (6.89) to Eq. (6.93),

$$
\begin{align*}
& \mathbf{Q}_{\hat{\mathbf{x}}_{1} \hat{\mathbf{x}}_{2}} \mathbf{C}_{2}^{-1} \mathbf{I}_{2}=-\mathbf{Q}_{\hat{\mathbf{x}}_{1} \hat{\mathbf{x}}_{1}} \mathbf{A}_{1}^{\mathrm{T}} \overline{\mathbf{C}}^{-1} \mathbf{A}_{2} \mathbf{I}_{2},  \tag{6.96}\\
& \mathbf{Q}_{\hat{\mathbf{x}}_{2} \hat{\mathbf{x}}_{2}} \mathbf{C}_{2}^{-1} \mathbf{I}_{2}=\mathbf{I}_{2}-\mathbf{C}_{2} \mathbf{A}_{2}^{\mathrm{T}} \overline{\mathbf{C}}_{1}^{-1} \mathbf{A}_{2} \mathbf{I}_{2}+\mathbf{C}_{2} \mathbf{A}_{2}^{\mathrm{T}} \overline{\mathbf{C}}^{-1} \mathbf{A}_{1} \mathbf{Q}_{\hat{\mathbf{x}}_{1} \hat{\mathbf{x}}_{1}} \mathbf{A}_{1}^{\mathrm{T}} \overline{\mathbf{C}}^{-1} \mathbf{A}_{2} \mathbf{I}_{2} \tag{6.97}
\end{align*}
$$

If the pseudo observations $\mathbf{I}_{2}$ are determined based on the integrals Eq. (5.23) with a specific gravitational potential and the a-priori variance-covariance matrix $\mathbf{C}_{2} \rightarrow \mathbf{0}$ then it follows,

$$
\begin{align*}
& \hat{\mathbf{x}}_{1}=\left(\mathbf{A}_{1}^{\mathrm{T}} \mathbf{C}_{1}^{-1} \mathbf{A}_{1}\right)^{-1} \mathbf{A}_{1}^{\mathrm{T}} \mathbf{C}_{1}^{-1}\left(\mathbf{l}_{1}-\mathbf{A}_{2} \mathbf{I}_{2}\right),  \tag{6.98}\\
& \hat{\mathbf{x}}_{2}=\mathbf{I}_{2} \tag{6.99}
\end{align*}
$$

In that case, the amplitudes are fixed according to the gravitational potential used and only the boundary values are corrected. The result corresponds to the result of a dynamical orbit determination. Besides this strict dynamical restrictions, there are basically three different possibilities to influence the kinematical orbit determination by dynamical information and to come up with a reduced kinematical orbit determination modification,

1. introduction of an approximate force function for the determination of the values $\left(\mathbf{d}_{i} \cdots \mathbf{d}_{j}\right)$, combined with an approximate a-priori variance-covariance matrix $\mathbf{C}_{2}=\mathbf{C}(\tilde{\mathbf{d}})$,
2. fixing only some orbit parameters $\left(\mathbf{d}_{i} \cdots \mathbf{d}_{j}\right)$ by setting a low variance-covariance matrix for $\mathbf{C}_{2}=$ $\mathbf{C}(\tilde{d}) \rightarrow \mathbf{0}$,
3. down- or up-weighting of the a-priori variance-covariance matrix $\mathbf{C}_{2}$ in relation to $\mathbf{C}_{1}$.

Because of these various possibilities to adopt the character of the orbit to a variety of applications covering the spectrum from a pure kinematical on the one end to a pure dynamical orbit determination on the other end makes this approach very flexible.

Fig. 6.3 shows a flowchart of the computation steps. Because of the fact that the force function depends on the knowledge of the orbit, the procedure requires an iteration. Therefore, a kinematical orbit determination has to be performed first, and subsequently a reduced-kinematical modification can be performed as shown in the flowchart.
Observed arc given by: K discrete not necessarily equidistant positions, derived from a geometrical orbit determination strategy

$$
\mathbf{r}\left(\tau_{k}\right)=\overline{\mathbf{r}}\left(\tau_{k}\right)+\mathbf{d}\left(\tau_{k}\right)
$$

$\tau_{k} \quad$ with $\quad k=1,2,3, \ldots \ldots ., K, \quad \tau_{k} \in[0,1]$

Dynamical restrictions

Determination of the Euler-Bernoulli coefficients up to degree $J_{\text {max }}$ from the discrete satellite's positions by a least squares adjustment - Eq. (5.135)

$$
\mathbf{p}=\left(\mathbf{P N N}^{\top} \mathbf{P}^{\boldsymbol{\top}}\right)^{-1} \mathbf{P N d}_{n}
$$

$$
\mathbf{p}=\binom{\mathbf{e}_{2 J_{\max }}}{\mathbf{b}_{2 J_{\max }+1}}, \quad \mathbf{P}=\binom{\mathbf{E}_{c}^{2 J_{\text {max }}+1}}{\mathbf{B}_{c}^{2} \int_{\operatorname{mex}}+1}, \quad \mathbf{N}=\left(\begin{array}{ccc}
I_{1}^{1} & \cdots & I_{n}^{1} \\
\vdots & \cdots & \vdots \\
I_{1}^{2 J_{\max }+1} & \cdots & I_{n}^{2 J_{\text {max }}+1}
\end{array}\right),
$$

$$
\mathbf{d}_{n}=\left(\begin{array}{c}
\mathbf{d}_{1} \\
\vdots \\
\mathbf{d}_{n}
\end{array}\right)
$$

Determination of the Fourier coefficients up to degree n from the discrete satellites's positions by a least squares adjustment - Eqs. (6.83), (6.84), (6.94) and (6.95)

$$
\binom{I_{1}}{I_{2}}=\left(\begin{array}{cc}
A_{1} & A_{2} \\
0 & I
\end{array}\right)\binom{x_{1}}{x_{2}}, C_{1}=\left(\begin{array}{cc}
C_{1} & 0 \\
0 & C_{2}
\end{array}\right)
$$

$$
\mathbf{I}_{1}=\left(\begin{array}{c}
\mathbf{r}\left(\tau_{1}\right) \\
\vdots \\
\mathbf{r}\left(\tau_{K}\right)
\end{array}\right), \mathbf{I}_{2}=\left(\begin{array}{c}
\tilde{\mathbf{d}}_{i} \\
\vdots \\
\tilde{\mathbf{d}}_{j}
\end{array}\right), \mathbf{A}_{1}=\left(\begin{array}{ll}
\mathbf{a} & \mathbf{b}
\end{array}\right), \mathbf{A}_{2}=\mathbf{S}^{\top}
$$

$$
\mathbf{x}_{1}=\binom{\mathbf{r}\left(\tau_{1}\right)}{\mathbf{r}\left(\tau_{K}\right)}, \mathbf{x}_{2}=\left(\begin{array}{c}
\mathbf{d}_{1} \\
\vdots \\
\mathbf{d}_{n}
\end{array}\right)
$$

Determination of the coefficients of the residual Fourier series up to degree $\bar{n}$

$$
\begin{gathered}
\left.\left(\begin{array}{c}
\overline{\mathbf{d}}\left(\tau_{1}\right) \\
\vdots \\
\overline{\mathbf{d}}\left(\tau_{K}\right)
\end{array}\right)={\overline{\mathbf{d}}=\mathbf{S}^{\boldsymbol{\top}} \mathbf{d}_{n}-\mathbf{T}^{\boldsymbol{\top}}\left(\left(\mathbf{E}_{c}^{2 J_{\max }+1}\right)^{\top}\right.}\left(\mathbf{B}_{c}^{2 J_{\max }+1}\right)^{\top}\right)\binom{\mathbf{e}_{2 J_{\max }}}{\mathbf{b}_{2 J_{\max }+1}} \\
\left(\begin{array}{c}
\overline{\mathbf{d}}_{1} \\
\vdots \\
\overline{\mathbf{d}}_{\bar{n}}
\end{array}\right)=\left(\overline{\mathbf{S}} \overline{\mathbf{S}}^{\top}\right)^{-1}\left(\begin{array}{c}
\overline{\mathbf{d}}\left(\tau_{1}\right) \\
\vdots \\
\overline{\mathbf{d}}\left(\tau_{K}\right)
\end{array}\right), \quad \mathbf{d}_{n}=\left(\begin{array}{c}
\mathbf{d}_{1} \\
\vdots \\
\mathbf{d}_{n}
\end{array}\right)
\end{gathered}
$$

Solution

$$
\begin{gathered}
\mathbf{r}(\tau)=\overline{\mathbf{r}}(\tau)+\mathbf{d}_{P}^{J_{\operatorname{mx}}}(\tau)+\overline{\mathbf{d}}_{F}^{\bar{n}}(\tau) \\
\overline{\mathbf{r}}(\tau)=\frac{\sin \mu(1-\tau)}{\sin \mu} \mathbf{r}\left(\tau_{1}\right)+\frac{\sin \mu \tau}{\sin \mu} \mathbf{r}\left(\tau_{K}\right) \\
\mathbf{d}_{P}^{J_{\max }}(\tau)=\sum_{j=1}^{J_{\max }} \mathbf{e}_{2 j} E_{2 j}(\tau)+\sum_{j=1}^{J_{\max }} \mathbf{b}_{2 j+1} B_{2 j+1}(\tau) \\
\overline{\mathbf{d}}_{F}^{\bar{n}}(\tau)=\sum_{v=1}^{\bar{n}} \overline{\mathbf{d}}_{v} \sin (v \pi \tau)
\end{gathered}
$$

Figure 6.3: Computation scheme of the reduced-kinematical orbit determination strategy, with EulerBernoulli calculated from amplitudes of Fourier series.

## 7. Test Computations

### 7.1 GPS-SST Observation Preparations

### 7.1.1 SC7 Dataset

To determine the LEO's orbits, code pseudo-range and carrier phase Satellite-to-Satellite Tracking (SST) measurements between a sufficient number of GNSS satellites and the LEO will be used in the following. To simulate the geometrical precise orbit determination procedure, the ephemerides of the GNSS satellites and the LEO are necessary. In this research, the simulated SC7 data set (Special Commission of IAG-SC7, www.geod.uni-bonn.de) has been used. In this data set, the mission scenarios of CHAMP, GRACE and GOCE as LEOs have been simulated to provide a unique easily accessible data set for various comparisons. The SC7 data set covers a time period of 30 days and includes the absolute positions, velocities and accelerations of the GPS satellites as well as the LEOs and reference frame specifications. The simulation scenarios are simplified in so far as there is no noise in the data for the LEOs and GPS orbits. The files of the GPSsatellites and CHAMP contain observation epochs in Modified Julian Date ( $M J D$ ), absolute positions (r), velocities ( $(\mathbf{r})$ and accelerations ( $(\mathbf{\mathbf { r }}$ ) of LEOs and GPS satellites. The absolute coordinates refer to a (quasi) inertial system with origin in the center of mass of the Earth and the axes directed to the principal axes of inertia. The relation of this quasi-inertial system to the Earth fixed coordinate system is defined by the sidereal time as rotation angle between the two specified coordinate systems.

### 7.1.2 GPS-SST Observation in the RINEX

Standard format for the GPS observations in case of ground-tracked and space-tracked GPS satellites is the Receiver INdependent Exchange (RINEX) format. To unify the simulation cases with the real cases and to enable a simple processing of the GPS data, the GPS observation file for the simulated observations have to be provided in the RINEX format. To mitigate the effect of low elevated GPS satellites on the accuracy of a point-wise positioning of LEOs, a proper cut-off angle is necessary in the processing. The elevation angle of the GPS receiver on-board LEO has to be applied in the data preparation of the simulated observations.

To generate the observation file which contains the GPS-SST observations in the simulated case, the ephemerides of the GPS satellites and the LEOs have been selected with an interval of 30 sec . Some comparisons are performed with a 10 sec. sampling rate. With the application of a $15^{\circ}$ cut-off angle, the code pseudo-range observations as GPS-SST observations read in the RINEX format as shown in Fig. 7.1. In this observation file, only code pseudo-range observations between the GPS satellites (as sender) and GPS receiver on-board LEO (as receiver) have been simulated.

### 7.1.3 Simulation Scenarios

To test the proposed orbit determination strategies, different scenarios have been simulated in the undifferenced (zero difference) observation mode. The simulation of a geometrical scenario has been designed based on error free zero difference GPS-SST observations. Then errors (white noise) in the GPS-SST observations simulate the real geometrical orbit determination environment. The geometrically determined orbits will be used as pseudo observations together with the error variance-covariance matrices for the sub-sequent kinematical and reduced-kinematical orbit determination modes. But also the direct GPS-SST observations can be used as original observations for the different orbit determination modifications, as shown in the following.

The geometrical precise orbit determination strategy has been tested in the simulation case with the SC7 data set. For the tests based on real observations, data sets of CHAMP have been used, which are provided by the ISDC-GFZ Potsdam, Germany.

```
    C C1
                                    # / TYPES OF OBSERV
                                    END OF HEADER
00 7 17 8 0 0.0000000 0 8G30G25G23G21G 9G 6G 5G 1
    20091106.04000
    22984660.68300
    22519093.24900
    21541999.37800
    23806393.26700
    22435297.82200
    21862286.32400
    20615971.76500
00 7 17 8 0 10.0000000 0 8G30G25G23G21G 9G 6G 5G 1
    20114432.91800
    23004950.85600
    22462466.03500
    21514728.30300
    23840276.93100
    22377084.79500
    21916119.78200
    20652183.74400
00 7 17 8 0 20.0000000 0 8G30G25G23G21G 9G 6G 5G 1
    20139060.24400
    23025917.81700
    22406273.42500
    21488097.59600
    23874499.96800
    22319618.98900
    21970748.29200
    20689166.69300
00 7 17 8 0 30.0000000 0 7G30G25G23G21G 6G 5G 1
    20164979.31900
    23047558.81400
    22350524.93100
    21462113.07900
    22262914.59900
    22026156.75000
    20726912.93300
```

Figure 7.1: GPS observation file in the RINEX format

### 7.2 Geometrical Precise Orbit Determination (GPOD)

### 7.2.1 Simulated Case

To test the proposed geometrical orbit determination strategy to estimate the LEOs absolute positions from code pseudo-range and carrier phase observations in the zero differenced mode, a simulation example will be considered. Based on the SC7 data set, one satellite revolution has been selected and carrier phase observations have been simulated. In the pre-processing step, a cut off angle of $15^{\circ}$ has been applied to the GPS-SST observations to simulate the real case of a geometrical orbit determination. The GPS-SST observations are contaminated with white noise of a standard deviation of $1 \mathrm{~cm}, 2 \mathrm{~cm}$ and 5 cm , respectively. In Fig. 7.2, a simulated CHAMP orbit is shown.

In Fig. 7.3, the number of processed GPS satellites and the position dilution of precision (PDOP) is shown. This gives an impression of the geometrical strength of the GPS satellite configuration. There are always at least 5 GPS satellites available and occasionally up to 10 GPS satellites. The PDOP remains between 1 and 1.5 , which represents a strong geometrical satellite configuration. In Fig. 7.4, elevation of the GPS satellites and PDOP values at every observation epoch are shown. It should be pointed out that PODP values are used to estimate the position precision.

The results of the processing of the GPS-SST observations in the simulation case are shown in Fig. 7.6 as differences of the point-wise estimated and given absolute positions. In Fig. 7.5, the corresponding GPS-SST observation residuals are presented. As can be seen, the differences between the estimated LEO absolute


Figure 7.2: One revolution ground track of CHAMP.


Figure 7.3: The number of processed GPS satellites and PDOPs at the observed epochs.


Figure 7.5: The GPS-SST observation residuals (error free case).


Figure 7.4: Elevation of tracked GPS satellites.


Figure 7.6: The differences of point-wise estimated and given absolute positions (error free case).
positions and the given positions as well as the corresponding GPS-SST observation residuals are in the range of the calculation accuracy of the computer.

To test the proposed geometrical LEO orbit determination strategy in the error case, the GPS-SST observations have to be contaminated with different white noise levels. In the following white noise levels of 1 cm , 2 cm and finally 5 cm in the GPS-SST observations have been selected. In Fig. 7.7, the absolute position differences referred to the SC 7 positions are shown for a white noise of 1 cm . As can be seen, most of the differences are in the range of the observation noise of 1 cm . It should be pointed out that in the GPS data processing, especially in zero difference mode of data processing, there is a linear dependency between the observation precision and the estimated absolute position precision. For example, if the GPS observations are preprocessed and the precision of observations is in the range of 1 cm , then the precision of estimated absolute position is in the range of 1 cm as well. But it is clear that the configuration of tracked GPS satellites plays an important role in the precision of the estimated positions as well (which is expressed by the PDOP
value). Therefore, the PDOP value is a factor, which indicates the factor of precision of the position (XU 2007). It can reduce the accuracy of the estimated positions in case of a high PDOP value. In Fig. 7.8 the GPS-SST observation residuals are shown for the white noise case of 1 cm . Figs. 7.9 and 7.10 show the situation for a white noise level of 2 cm . Nowadays, the accuracy of the estimated LEO orbit is in the size between 2 cm to 5 cm . Figs. 7.11 and 7.12 show the corresponding results for a white noise level of 5 cm .

It should be mentioned that the geometrical orbit determination produces an ephemerid of position coordinates where the accuracy depends on the configuration of the GPS satellites and on the precision of the GPS-SST observations. For the simulation cases, the processing of the GPS-SST observations can be performed either in the single epoch processing mode or in the batch processing mode. The single and batch processing modes have to deliver the same results.


Figure 7.7: The GPS-SST observation residuals (white noise of 1 cm ).


Figure 7.9: The GPS-SST observation residuals (white noise of 2 cm ).


Figure 7.11: The GPS-SST observation residuals (white noise of 5 cm ).


Figure 7.8: Point-wise estimated CHAMP orbit minus SC 7 absolute positions (white noise of $1 \mathrm{~cm})$.


Figure 7.10: Point-wise estimated CHAMP orbit minus SC7 absolute positions (white noise of 2 cm ).


Figure 7.12: Point-wise estimated CHAMP orbit minus SC7 absolute positions (white noise of 5 cm ).

### 7.2.2 Analysis of Real GPS-SST Observations

The precise absolute positions of the LEOs can be determined either from the carrier phase GPS-SST observations or from the subsequent time differenced carrier phase GPS-SST observations at two sequential epochs in the batch processing mode. If the difference between two carrier phase GPS-SST observations at subsequent epochs has been built and the observation epochs are close together, then the GPS ambiguity parameters are canceled out. Additionally, many errors in the ZD mode of GPS-SST observations can be eliminated or mitigated with the corresponding models (e.g. ionosphere error, antenna phase center offsets and its variations, multi-path, etc.). Therefore, besides the batch processing of carrier phase GPS-SST observations, the sequential time differenced carrier phase observations have been proved to be very efficient for the geometrical LEO precise orbit determination. To determine the geometrical LEO precise orbits, in the real case, initial LEO absolute positions with an accuracy of a few meters have to be estimated based on the Bancroft method with the code pseudo-ranges as a first step. These absolute positions can be used subsequently as initial values for the LEOs absolute positions based on the ionosphere-free code pseudo-range observations to reduce the number of iterations in the data processing. To avoid the GPS satellites with low elevations, at first, a $15^{\circ}$ elevation cut-off angle has to be applied to the GPS-SST observations. With the estimated absolute positions in the code pseudo-range process and with the help of the GPS receiver clock offset between two subsequent epochs, the outliers (or cycle slips) are detected and removed in the iteration process. In this method, the estimated LEO orbit is determined point-wise. The geometrical configuration (expressed by the Position Dilution Of Precision, PDOP) of the GPS satellites plays an important role for the GPS data processing accuracy.

To verify the proposed geometrical orbit determination procedure, a 30 minute arc of CHAMP (2002 0720 12h $48 \mathrm{~m} 00.0 \mathrm{~s}-20020720$ 13h 18m 00.0s) with an interval rate of 30 sec . has been selected. The CHAMP ground track is shown in Fig. 7.13(b). The number of the GPS satellites, the corresponding PDOPs and the elevations of the GPS satellites are shown in Figs. 7.14 and 7.15 , respectively. In a first step, the approximate estimation of absolute LEO positions are determined based on the Bancroft method (Bancroft 1985). Fig. 7.16 shows the absolute position differences and Fig. 7.17 the corresponding code pseudo-range observation residuals. The precision of the estimated LEO positions are in the range of a few meters.


Figure 7.13: The ground track of the 30 minute CHAMP short arc for the time: (a) 2002032113 h 30 m $0.0 s-14 h 00 m 0.0 s$ (b) $2002072012 h 48 m 0.0 s-13 h 18 m 0.0 s$ (c) $2003032117 h 20 m 0.0 s-17 h 50 m 0.0 s$ (d) $200303311^{7} \mathrm{~h} ~ 00 \mathrm{~m} 0.0 \mathrm{~s}-17 \mathrm{~h} 30 \mathrm{~m}$ 0.0s.

To improve the accuracy of the LEO positions, the approximate positions are used as initial values to screen the GPS-SST observations for outliers (as described in chapter 3). Then they are used as initial values to estimate the LEO absolute positions with the code pseudo-range GPS-SST observations. In Figs. 7.18 and 7.19, the absolute position differences and the observation residuals are shown. The position differences are in the range of the accuracy of the code pseudo-range GPS-SST observations in the size of smaller than two meter.


Figure 7.14: The number of tracked GPS satellites and the corresponding PDOPs.


Figure 7.16: GPS-SST observation residuals with the Bancroft method at every observation epochs ( 30 sec. sampling)


Figure 7.18: Code pseudo-range GPS-SST observation residuals.


Figure 7.15: Elevations of the tracked GPS satellites applying a $15^{\circ}$ cut-off angle.


Figure 7.17: Estimated CHAMP absolute positions with the Bancroft method - CHAMP PSO orbit at the observation epochs (30 sec. sampling).


Figure 7.19: Estimated CHAMP absolute position with the code pseudo-range observations CHAMP PSO orbit at at the observation epochs (30 sec. sampling).

Final improvements can be performed based on the carrier phase GPS-SST observations between the GPS satellites and the GPS receiver on-board LEO. The carrier phase observations are very precise (in the size of $m m$ ) and play an important role in the precise point positioning ( PPP or 3 P ), either in the static or in the kinematical mode of the geometrical point positioning.

Because of the fact that the accuracy of carrier phase observations are in the range of some millimeters, one can expect millimeter accuracy of GPS receiver positions. In case of GPS receivers at the ground stations, the problematic modeling of atmospheric parameters can reduce the accuracy of the estimated positions. The situation is less critical for GPS receivers at satellite altitude. There is no troposphere in the altitude of LEOs, but at this altitude the ionosphere can affect the GPS-SST observations. The multi-path is another problem in the data processing. Therefore, the LEO absolute positions based on the carrier phase GPS-SST observations can be estimated with an accuracy of 2 to 5 cm . The absolute position differences with respect to the CHAMP PSO dynamical orbit provided by GFZ as well as the corresponding GPS-SST residuals are shown in Fig. 7.20(b) to Fig. 7.23(b).

To validate the geometrically determined point-wise CHAMP orbits, different short arcs of 30 minutes are selected. In Figs. 7.20 (b) and 7.20 (c), the CHAMP absolute position differences with respect to the PSO CHAMP orbit and the dynamical orbits (provided by Švehla, 2003) are shown for the time window of 200203 21 13h $30 \mathrm{~m} 0.0 \mathrm{~s}-14 \mathrm{~h} 00 \mathrm{~m} 0.0 \mathrm{~s}$. Fig. 7.20 (d) shows the position differences of the PSO CHAMP dynamical orbit with respect to Švehla's dynamical orbit and Fig. 7.20(a) the carrier phase GPS-SST observation residuals. The difference plots show a clear systematic deviation pattern caused by the fact that the GFZ PSO as well as Švehla's solution are based on dynamical models. If these systematic effects are removed by a polynomial of degree 5, then the trend reassessed RMS values can be determined. The trend reassessed RMS values for the three coordinates $x, y$ and $z$ are given for the comparisons $b, c$ and $d$. To show the validation of geometrically determined CHAMP orbit, another three examples at different times are selected. Figs. $7.21(\mathrm{a}), 7.21(\mathrm{~b}), 7.21$ (c) and 7.21 (d) show the carrier phase GPS-SST observation residuals and the position differences for the different CHAMP reference orbits for the time window $2002072012 \mathrm{~h} 48 \mathrm{~m} 0.0 \mathrm{~s}-13 \mathrm{~h}$ 18 m 0.0 s . An approximate trend reassessed RMS value of about 1 cm is achieved for the CHAMP absolute positions with respect to the PSO CHAMP orbit. Figs. 7.22 (a) to $7.23(\mathrm{~d})$ show the carrier phase GPS-SST observation results and position differences for the time windows $2003032112 \mathrm{~h} 00 \mathrm{~m} 0.0 \mathrm{~s}-12 \mathrm{~h} 30 \mathrm{~m} 0.0 \mathrm{~s}$ and $2003033117 \mathrm{~h} 00 \mathrm{~m} 0.0 \mathrm{~s}-17 \mathrm{~h} 30 \mathrm{~m} 0.0 \mathrm{~s}$, respectively. In all cases, the trend reassessed RMS values with respect to PSO and Švehla's dynamical orbits are in the range of 1 to 2 cm , but the GPS-SST observation residuals show the smallest observation residuals.

(c)

Figure 7.20: Geometrically determined CHAMP arc (a) carrier phase GPS-SST observation residuals (b) position differences: IGG solution - CHAMP PSO orbit (c) IGG solution TUM dynamic solution (Švehla, 2002) (d) TUM dynamic solution (Švehla, 2003) - CHAMP PSO orbit for the time $2002032113 \mathrm{~h} 30 \mathrm{~m} 0.0 \mathrm{~s}-14 \mathrm{~h}$ 00m 0.0s.


Figure 7.21: Geometrically determined CHAMP arc (a) carrier phase GPS-SST observation residuals (b) position differences: IGG solution - CHAMP PSO orbit (c) IGG solution TUM dynamic solution (Švehla, 2002) (d) TUM dynamic solution (Švehla, 2003) - CHAMP PSO orbit for the time $2002072012 \mathrm{~h} 48 \mathrm{~m} \mathrm{0.0s-13h}$ 18 m 0.0 s .

(b)

(d)
trend reassessed RMS

| method | $\mathrm{x}(m)$ | $\mathrm{y}(m)$ | $\mathrm{z}(m)$ |
| :---: | :---: | :---: | :---: |
| b | 0.0047 | 0.0096 | 0.0122 |
| c | 0.0038 | 0.0102 | 0.0120 |
| d | 0.0024 | 0.0023 | 0.0030 |


(b)

(d)
trend reassessed RMS

| method | $\mathrm{x}(m)$ | $\mathrm{y}(m)$ | $\mathrm{z}(m)$ |
| :---: | :---: | :---: | :---: |
| b | 0.0024 | 0.0062 | 0.0075 |
| c | 0.0024 | 0.0065 | 0.0080 |
| d | 0.0019 | 0.0033 | 0.0024 |


(c)

Figure 7.22: Geometrically determined CHAMP arc (a) carrier phase GPS-SST observation residuals (b) position differences: IGG solution - CHAMP PSO orbit (c) IGG solution TUM dynamic solution (Švehla, 2002) (d) TUM dynamic solution (Švehla, 2003) - CHAMP PSO orbit for the time $200303211^{17 h} 20 \mathrm{~m} 0.0 \mathrm{~s}-1^{7} \mathrm{~h}$ 50 m 0.0 s .


Figure 7.23: Geometrically determined CHAMP arc (a) carrier phase GPS-SST observation residuals (b) position differences: IGG solution - CHAMP PSO orbit (c) IGG solution TUM dynamic solution (Švehla, 2002) (d) TUM dynamic solution (Švehla, 2003) - CHAMP PSO orbit for the time 20030331 17h 00m 0.0s-17h 30 m 0.0s.

(b)

(d)
trend reassessed RMS

| method | $\mathrm{x}(m)$ | $\mathrm{y}(m)$ | $\mathrm{z}(m)$ |
| :---: | :---: | :---: | :---: |
| b | 0.0140 | 0.0171 | 0.0085 |
| c | 0.0142 | 0.0174 | 0.0088 |
| d | 0.0027 | 0.0019 | 0.0028 |


(b)

(d)
trend reassessed RMS

| method | $\mathrm{x}(m)$ | $\mathrm{y}(m)$ | $\mathrm{z}(m)$ |
| :---: | :---: | :---: | :---: |
| b | 0.0087 | 0.0073 | 0.0105 |
| c | 0.0082 | 0.0072 | 0.0116 |
| d | 0.0020 | 0.0017 | 0.0043 |

### 7.3 Kinematical Precise Orbit Determination (KPOD)

As described in Sec. 6.1, the proposed kinematical orbit determination approach can be interpreted as continuous representation of the LEO's arc. The continuous representation of the satellite's arc is realized by a combination of the Euler-Bernoulli polynomials up to degree $J_{\max }$ and the sine series up to index $\bar{n}$. This procedure can be performed either based on the GPS-SST observations directly or based on the LEO's geometrically determined absolute positions. Both methods have to deliver the same results if the full variance-covariance information (with the correlation information between the points in case of positions as pseudo observations) are used in both cases. To verify the proposed kinematical precise orbit determination strategy, different scenarios are simulated based on the SC7 data set. After the verification, the proposed strategy is used for the real case, i.e. the CHAMP's data which are provided by the ISDC-GFZ, Potsdam.

### 7.3.1 Simulated Case

The orbit determination approach is tested based on a simulation scenario for a 30 minute arc of a simulated CHAMP orbit, adapted from the SC7 simulation scenarios as described in Sec. 7.1. To be as close as possible to the reality, a $15^{\circ}$ cut-off angle has been chosen for the measurements between the GPS receiver, fixed to CHAMP, and the GPS satellites. In a first test based on simulated data, the error-free case is investigated (Sec. 7.3.1.1) and, in a second simulation test, the case of a white noise of 2 cm for the GPSSST measurements to derive positions so that they are used as pseudo-observations for the subsequent kinematical orbit determination procedure (Sec. 7.3.1.2). In the case of high-low GPS-SST observations (e.g. as carrier phase observations) for the kinematical orbit determination, a white noise corresponding to 2 cm pseudo-range accuracy has been modeled. This GPS-SST observation error produces also an error of approximately 2 cm in each of the position coordinates. The Table 7.1 shows the various simulation examples. Despite the fact that the computation procedure shown in Fig. 6.1 and Fig. 6.2 are very similar, they are considered separately. For each computation alternative, the observations for the determination of the kinematical orbit are considered either as positions (introduced as pseudo observations) or directly as carrier phase GPS-SST observations. In many applications of kinematical orbits, the position coordinates derived from the geometrical orbit determination procedure are used instead of the high-low GPS-SST observations. Therefore, the difference of both solutions shall be discussed.

Table 7.1: Summary of all kinematical precise orbit determination cases.

| error case | noise free |  |  |  | white noise 2cm |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| computation type | Fig. 6.1 |  | Fig. 6.2 |  | Fig. 6.1 |  | Fig. 6.2 |  |
| observation type | SST | Pos. | SST | Pos. | SST | Pos. | SST | Pos. |
| Figure | Fig.7.24 | Fig.7.25 | Fig.7.26 | Fig.7.27 | Fig.7.28 | Fig.7.29 | Fig.7.30 | Fig.7.31 |

### 7.3.1.1 Noise Free Case

In a first step, the GPS-SST observations with the corresponding variance-covariance information are used to estimate the kinematical precise orbit of CHAMP as described in the flowchart of Fig. 6.1. As shown in Fig. 6.1, the LEO arc boundary positions and the sine amplitudes are estimated based on the GPS-SST observations. The Euler-Bernoulli polynomial coefficients up to degree $J_{\max }=4$ are estimated independently from the GPS-SST observations as well. In a first step, the residual sine series are estimated by a least squares estimation. Figs. 7.24 (a) to 7.27 (a) show the absolute position differences at a time interval of 10 sec., while the orbit determination is based on a sampling rate of 30 sec . The upper limit of the sine series are chosen as $\bar{n}=20,30,30$, and 59 . The latter case represents the interpolation case, that means no redundancy exists.

In judging the results in the following figures, we want to point out that the orbits are determined from observations sampled at a 30 seconds rate while the comparisons with the true values are performed at every

10 seconds. This is the reason that we see RMS values different from zero also in the interpolation cases. To avoid the influence of remaining Gibb's effects in the RMS results as shown in the RMS tables to each orbit determination example, the boundary sections in the size of $5 \%$ of the total arc are blanked out. We will see later that this is important only in the error-free cases; in case of noisy observations the Gibb's effects are not visible anymore compared to the general errors in the orbit determination results (compare the Fig. 7.32 for the error-free case and the Fig. 7.33 for the noise case).

The RMS table of Fig. 7.24 shows, as expected, that the best result is achieved for the interpolation case. As mentioned before, the RMS values represent the differences of the computed coordinates and the true values given at every 10 second. This holds also for the velocities (shown in Fig. 7.24(b)) and for the accelerations (shown in Fig. 7.24(c)). The velocities and accelerations can be determined by analytical differentiation as outlined in Sec. 5.3.3. Especially, the interpolation cases demonstrate the high accuracy of the orbit representation by the mixed series approximation of sine series and Euler-Bernoulli polynomials. As expected, these differences will be larger in the error examples as discussed in Sec. 7.3.1.2.

If the point-wise LEOs positions are determined with the geometrical orbit determination strategy based on the GPS-SST observations (see Chapter 4), then the estimated absolute positions and their variancecovariance can be used as pseudo-observations in the kinematical data processing procedure. As shown in Fig. 6.1, the boundary positions as well as the sine amplitudes are estimated based on the point-wise absolute positions with their variance-covariance information. The Euler-Bernoulli coefficients up to degree $J_{\max }=4$ are estimated from the geometrically determined positions independently. Finally, the residual sine amplitudes are estimated based on the sine analysis of the residual function. The LEO orbit can be represented with the boundary positions, the Euler-Bernoulli polynomials up to degree $J_{\max }=4$ and the residual sine series (with the upper indices $20,30,40$ or 59 ).

The results shown in Fig. 7.25 correspond to the results shown in Fig. 7.24 with the only difference that they are derived from a position ephemeris with a 30sec. sampling rate, derived geometrically in a prior step from the GPS-SST observations. The variance-covariance matrices of the three coordinates $\mathrm{x}, \mathrm{y}$ and z of the absolute positions are used in the kinematical orbit determination procedure as well. The results are similar to those of Fig. 7.24, with the minimal RMS values in the positions, velocities and accelerations for the interpolation case. The comparison of the cases shown in the Figs. 7.24 and 7.25 show that there are slightly smaller RMS values for the case where the positions and its variance-covariance matrices are introduced in the computation procedure as pseudo observations than in case of using directly the GPS-SST observations.

The flowchart in Fig. 6.2 shows the procedure, where the Euler-Bernoulli polynomial coefficients are estimated based on the sine series amplitudes. In the other words, the Euler-Bernoulli coefficients are estimated in the spectral domain. This procedure can again be performed either based on the GPS-SST observations or based on the geometrically determined LEO absolute positions. The results shown in the Figs. 7.26 and 7.27 correspond to the results shown in the Figs. 7.24 and 7.25 with the only difference that the Euler-Bernoulli polynomials are determined from the amplitudes of the sine series as shown in the flowchart of Fig. 6.2. This procedure differs slightly from the procedure as shown in the flowchart of Fig. 6.1, because in the case of Fig. 6.2, the Euler-Bernoulli coefficients are determined implicitly also under a simultaneous correction of the boundary vectors of the short arc. The comparison of the results in the Figs 7.26 and 7.27 shows identical results (at least in the RMS values of the positions, velocities and accelerations) with the minimal RMS values for the interpolation case (as expected) and also slightly better than the results shown in Fig. 7.25 .

Summarizing the results of the error-free simulation cases, we conclude that the best case with minimal RMS values for a 10sec. ephemeris (in the positions, velocities and accelerations) based on an observation series with a 30 sec sampling rate is that of using either GPS-SST observations directly or positions as pseudo observations indirectly by following the determination procedure as shown in the flowchart of Fig. 6.2. Obviously, it is preferable to derive the Euler-Bernoulli series from the sine series coefficients, which are determined in a prior least squares adjustment step by simultaneous correcting the boundary values together with the sine coefficients.
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(c)


Figure 7.24: (a) Position differences (b) velocity differences (c) acceleration differences (d) Fourier spectrum (reference motion: ellipse mode, $J_{\max }=4, N_{F}=300$, error free case, observation type: SST, method: flowchart Fig. 6.1, observation sampling rate: 30 sec., test sampling rate: 10 sec., without $\approx 5 \%$ at boundaries $\equiv 9$ points or 80 sec .).

RMS

| index | Pos. $(m)$ | Vel. $(\mathrm{m} / \mathrm{s})$ | Acc. $\left(\mathrm{m} / \mathrm{s}^{2}\right)$ |
| :---: | :---: | :---: | :---: |
| 20 | 0.008742 | 0.000322 | 0.000012 |
| 30 | 0.003012 | 0.000159 | 0.000009 |
| 40 | 0.002163 | 0.000164 | 0.000011 |
| 59 | 0.000149 | 0.000016 | 0.000002 |
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Figure 7.25: (a) Position differences (b) velocity differences (c) acceleration differences (d) Fourier spectrum (reference motion: ellipse mode, $J_{\max }=4, N_{F}=300$, error free case, observation type: Positions, method: flowchart Fig. 6.1, observation sampling rate: 30 sec ., test sampling rate: 10 sec., without $\approx 5 \%$ at boundaries $\equiv 9$ points or 80 sec .).

RMS

| index | Pos. $(m)$ | Vel. $(m / s)$ | Acc. $\left(m / s^{2}\right)$ |
| :---: | :---: | :---: | :---: |
| 20 | 0.008496 | 0.000319 | 0.000012 |
| 30 | 0.002708 | 0.000144 | 0.000008 |
| 40 | 0.001077 | 0.000081 | 0.000006 |
| 59 | 0.000126 | 0.000014 | 0.000001 |


(a)

 MJD (days)
 JJ (days)
(c)


Figure 7.26: (a) Position differences (b) velocity differences (c) acceleration differences (d) Fourier spectrum (reference motion: ellipse mode, $J_{\max }=4, N_{F}=300$, error free case, observation type: SST, method: flowchart Fig. 6.2, observation sampling rate: 30 sec., test sampling rate: 10 sec., without $\approx 5 \%$ at boundaries $\equiv 9$ points or 80 sec .).

RMS

| index | Pos. $(\mathrm{m})$ | Vel. $(\mathrm{m} / \mathrm{s})$ | Acc. $\left(\mathrm{m} / \mathrm{s}^{2}\right)$ |
| :---: | :---: | :---: | :---: |
| 20 | 0.007975 | 0.000296 | 0.000011 |
| 30 | 0.002480 | 0.000134 | 0.000008 |
| 40 | 0.000999 | 0.000074 | 0.000005 |
| 59 | 0.000116 | 0.000013 | 0.000001 |
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Figure 7.27: (a) Position differences (b) velocity differences (c) acceleration differences (d) Fourier spectrum (reference motion: ellipse mode, $J_{\max }=4, N_{F}=300$, error free case, observation type: Positions, method: flowchart Fig. 6.2, observation sampling rate: 30 sec ., test sampling rate: 10 sec., without $\approx 5 \%$ at boundaries $\equiv 9$ points or 80 sec .).

RMS

| index | Pos. $(m)$ | Vel. $(m / s)$ | Acc. $\left(m / s^{2}\right)$ |
| :---: | :---: | :---: | :---: |
| 20 | 0.007975 | 0.000296 | 0.000011 |
| 30 | 0.002479 | 0.000134 | 0.000008 |
| 40 | 0.000999 | 0.000074 | 0.000005 |
| 59 | 0.000116 | 0.000013 | 0.000001 |

### 7.3.1.2 Error Case

In a second simulation test, the orbit determination examples presented in the Figs. 7.24 to 7.27 are repeated with noise contaminated observations. These examples are shown in the Figs. 7.28 to 7.31 and will be compared in the following with the results in case of error-free simulation scenarios. A white noise of 2 cm is modeled for the GPS-SST observations to derive positions so that they are used as pseudo-observations for the subsequent kinematical orbit determination procedure. In the case of high-low GPS-SST observations (e.g. carrier phase observations) for the kinematical orbit determination, a white noise corresponding to 2 cm pseudo-range accuracy has been modeled. This GPS-SST observation error produces also an error of approximately 2 cm in each of the position coordinates.

The orbit determination case, shown in Fig. 7.28, corresponds to the example of Fig. 7.24 for the error-free scenario. Two aspects are of interest: first of all, the minimum RMS values for the positions, velocities and accelerations are not achieved for the so-called interpolation case (by extending the upper summation index of the sine series to 59) but for a much lower upper index, namely about 30 . Obviously, the restriction to a lower upper index acts as a filtering. Secondly, we observe that the influence of white noise of the observations is reduced with the number of differentiations. While the RMS value for the positions is about four times larger for the noise case relative to the error-free case, for the accelerations this factor is reduced to only 2 , in case of an upper limit of the residual sine series of 30 . Furthermore, it is interesting to note (the expected result) that for an upper index of 59 (interpolation case), the RMS value represents a certain basic noise level which corresponds to the white noise level of the observations. These values can only be reduced by an additional filtering procedure, as it is realized in case of reducing the upper summation index to 30 , but alternative filtering techniques might be even more successful.

The comparisons of the examples presented in the Figs. 7.28 and 7.29 show similar characteristics as in case of the Figs. 7.24 and 7.25 . Obviously, the use of the geometrically determined positions as pseudo-observations has slight advantages compared to the case where the high-low GPS-SST observations are introduced directly, at least if the computation sequence of the flowchart of Fig. 6.1 is applied. The results shown in the Figs. 7.30 and 7.31 correspond to the results shown in the Figs. 7.28 and 7.29 again with the difference that the Euler-Bernoulli polynomials are determined from the amplitudes of the sine series as shown in the flowchart of Fig. 6.2. We want to repeat that this procedure differs only in the procedure as shown in the flowchart of Fig. 6.1 by a different computation of the Euler-Bernoulli coefficients. The comparison of the results in the Figs. 7.30 and 7.31 again show identical results (at least in the RMS values of the positions, velocities and accelerations) with the minimal RMS values for an upper index of about 30 to 40 and also slightly better than the results shown in Figs. 7.28 and 7.29, respectively.

### 7.3.1.3 Gibb's Effect

The Gibb's phenomenon, named after the American physicist J. Willard Gibbs, is the peculiar manner in which the Fourier series of a piecewise continuously differentiable periodic function $f$ behaves at a jump discontinuity. The $n$th partial sum of the Fourier series has large oscillations near the jump. The overshoot becomes smaller as the frequency increases. The overshoot is a consequence of trying to approximate a discontinuous function with a finite sum of continuous functions. A finite sum of continuous functions is necessarily continuous, and therefore cannot approximate the discontinuity to within any arbitrarily chosen accuracy. An infinite sum of continuous functions can be discontinuous, and the point-wise limit of the partial sums of a Fourier series does not exhibit an overshoot near a jump discontinuity as do the partial sums themselves (CARSLAW 1930).

The orbit determination approach based on a combined representation of the short arc by a series in terms of Euler and Bernoulli polynomials, $\mathbf{d}_{P}^{J_{\max }}(\tau)$ and a residual Fourier series $\overline{\mathbf{d}}_{F}^{\bar{n}}(\tau)$ (which becomes a sine series because of the fact that the residual function $\overline{\mathbf{d}}_{F}^{\bar{n}}(\tau)$ is an odd periodic function if continued with the period $2 T$ ) has the property that the Gibb's effect of the sine series $\overline{\mathbf{d}}_{F}^{\bar{n}}(\tau)$ is significantly reduced. Because of the fact that the Euler-Bernoulli series is constructed such that the derivatives of $\mathbf{d}_{P}^{J_{\text {max }}}(\tau)$ coincide up to the maximum index $J_{\max }$ with the corresponding number of derivatives of the difference function $\mathbf{d}(\tau)$
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Figure 7.28: (a) Position differences (b) velocity differences (c) acceleration differences (d) Fourier spectrum (reference motion: ellipse mode, $J_{\max }=4, N_{F}=300$, white noise of 2 cm , observation type: SST, method: flowchart Fig. 6.1, observation sampling rate: 30 sec., test sampling rate: 10 sec., without $\approx 5 \%$ at boundaries $\equiv 9$ points or 80 sec .).

## RMS

| index | Pos. $(m)$ | Vel. $(m / s)$ | Acc. $\left(m / s^{2}\right)$ |
| :---: | :---: | :---: | :---: |
| 20 | 0.016681 | 0.000381 | 0.000013 |
| 30 | 0.013784 | 0.000427 | 0.000021 |
| 40 | 0.012959 | 0.000541 | 0.000031 |
| 59 | 0.024851 | 0.000802 | 0.000060 |
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Figure 7.29: (a) Position differences (b) velocity differences (c) acceleration differences (d) Fourier spectrum (reference motion: ellipse mode, $J_{\max }=4, N_{F}=300$, white noise of 2 cm , observation type: Positions, method: flowchart Fig. 6.1, observation sampling rate: 30 sec., test sampling rate: 10 sec., without $\approx 5 \%$ at boundaries $\equiv 9$ points or 80 sec .).

## RMS

| index | Pos. $(\mathrm{m})$ | Vel. $(\mathrm{m} / \mathrm{s})$ | Acc. $\left(\mathrm{m} / \mathrm{s}^{2}\right)$ |
| :---: | :---: | :---: | :---: |
| 20 | 0.010397 | 0.000330 | 0.000012 |
| 30 | 0.011339 | 0.000351 | 0.000015 |
| 40 | 0.011133 | 0.000500 | 0.000029 |
| 59 | 0.011348 | 0.000724 | 0.000059 |
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Figure 7.30: (a) Position differences (b) velocity differences (c) acceleration differences (d) Fourier spectrum (reference motion: ellipse mode, $J_{\max }=4, N_{F}=300$, white noise of 2 cm , observation type: SST, method: flowchart Fig. 6.2, observation sampling rate: 30 sec., test sampling rate: 10 sec., without $\approx 5 \%$ at boundaries $\equiv 9$ points or 80 sec .).

RMS

| index | Pos. $(m)$ | Vel. $(m / s)$ | Acc. $\left(m / s^{2}\right)$ |
| :---: | :---: | :---: | :---: |
| 20 | 0.011638 | 0.000342 | 0.000012 |
| 30 | 0.008821 | 0.000239 | 0.000010 |
| 40 | 0.011581 | 0.000531 | 0.000031 |
| 59 | 0.013065 | 0.000823 | 0.000065 |


(a)



(c)


Figure 7.31: (a) Position differences (b) velocity differences (c) acceleration differences (d) Fourier spectrum (reference motion: ellipse mode, $J_{\max }=4, N_{F}=300$, white noise of 2 cm , observation type: Positions, method: flowchart Fig. 6.2, observation sampling rate: 30 sec., test sampling rate: 10 sec., without $\approx 5 \%$ at boundaries $\equiv 9$ points or 80 sec .).

RMS

| index | Pos. $(m)$ | Vel. $(m / s)$ | Acc. $\left(m / s^{2}\right)$ |
| :---: | :---: | :---: | :---: |
| 20 | 0.012644 | 0.000353 | 0.000012 |
| 30 | 0.010717 | 0.000397 | 0.000018 |
| 40 | 0.011997 | 0.000463 | 0.000025 |
| 59 | 0.014737 | 0.000941 | 0.000077 |

(refer to Eq. (6.72), all derivatives up to the index $J_{\max }$ of the residual function $\overline{\mathbf{d}}_{F}^{\bar{n}}(\tau)$ become zero and a smooth function results, if $\overline{\mathbf{d}}_{F}^{\bar{n}}(\tau)$ is periodically continued with the period $2 T$. This property does not hold rigorously because of the fact that the Euler-Bernoulli polynomial coefficients are derived only approximately (refer to Secs. 5.4.1.3 and 6.1.3). On the other hand, it is important that the Gibb's effect can be reduced down to a level of the maximum orbit representation accuracy of approximately 1 cm . Fig. 7.33 demonstrates that in case of noisy observations, the Gibb's effects are not visible anymore already in case of an upper sine series index of 30 compared to the general errors in the orbit determination results as a consequence of the observations errors, while in the error-free case, the Gibb's effect is still clearly visible at the boundaries (Fig. 7.32). In any case it is useful to blank out the boundary regions in the size of $5 \%$ of the total arc length.


Figure 7.32: Gibb's effect, $N_{F}=300$, error free case, Fourier upper index $\bar{n}=30$ ((a) absolute position differences (b) velocity differences (c) acceleration differences).


Figure 7.33: Gibb's effect, $N_{F}=300$, white noise of 2 cm , Fourier upper index $\bar{n}=30$ ((a) absolute position differences (b) velocity differences (c) acceleration differences).

### 7.3.2 Real Case

The tests of the kinematical precise orbit determination technique for simulation scenarios give satisfactory results. In this section, we try to validate the orbit determination approach based on real high-low GPS-SST observations. Generally, it is very difficult to find an objective criterion to validate the results. We selected two different possibilities, all of them describe the quality imperfectly, but may give a first impression of the quality of the kinematical precise orbit determination results:

- Validation by comparisons with the PSO (Post-processed Scientific Orbits) results provided by GFZ Potsdam,
- Validation by inspection of carrier phase GPS-SST observation residual at interpolated epochs.

For comparison reasons, the orbit determination examples are restricted also to 30 minute short arcs of the CHAMP satellite. The Table 7.2 shows the various real CHAMP short arc examples for the different estimated time periods. These examples correspond to those which are used in Sec. 7.2.2 for the geometrical orbit determination and shown in the Figs. 7.20 to 7.23 .

Table 7.2: Summary of all real kinematical precise orbit determination cases.

| Figure | Observation Type | Computation Type | Time |
| :---: | :---: | :---: | :---: |
| Fig. 7.34 | Positions | flowchart Fig. 6.1 | 20020321 13h 30m 0.0s-14h 00m 0.0s |
| Fig. 7.35 | Positions | flowchart Fig. 6.1 | 20020720 12h 48m 0.0s-13h 18m 0.0s |
| Fig. 7.36 | Positions | flowchart Fig. 6.1 | 20030321 17h 20m 0.0s-17h 50m 0.0s |
| Fig. 7.37 | Positions | flowchart Fig. 6.1 | 20030331 17h 00m 0.0s-17h 30m 0.0s |

### 7.3.2.1 Comparison with the PSO Dynamical Ephemerides

In the simulated case, the proposed kinematical precise orbit determination strategy has been proved to be an efficient method to determine the LEO orbit based on the high-low GPS-SST observations. Therefore, to test the proposed kinematical orbit determination strategy based on the real data, four different CHAMP short arcs are selected (Table 7.2). To simplify the problem, the point-wise absolute positions of the selected short arcs are estimated with the geometrical orbit determination strategy based on the carrier phase observations. Subsequently, the estimated CHAMP positions with their variance-covariance information are used in the kinematical precise orbit determination procedure.

As described in Fig. 6.1, as a first step, the CHAMP boundary positions and the sine series amplitudes of the short arc are estimated based on geometrically determined CHAMP positions. In a second step, the EulerBernoulli polynomial coefficients up to degree $J_{\max }=4$ are estimated based on the positions independently. The residual sine amplitudes with the index $20,30,40$ and 59 are estimated based on a sine analysis of the remaining function (or by a least squares adjustment procedure) in a third step.

As a first test example, the CHAMP arc with the time period $2002032113 \mathrm{~h} 30 \mathrm{~m} 0.0 \mathrm{~s}-14 \mathrm{~h} 00 \mathrm{~m} 0.0 \mathrm{~s}$ is selected (ground track (a) in Fig. 7.13). The absolute positions are determined for this short arc based on the carrier phase GPS-SST observations. It should be mentioned that in the geometrical orbit determination procedure, a cut off angle $15^{\circ}$ is applied to the GPS-SST observations on-board the CHAMP satellite and subsequently the code pseudo-range and carrier phase GPS-SST observations are screened with respect to outliers and cycle slips. As a result, Fig. 7.34(a) shows the calculated carrier phase GPS-SST observation residuals after the kinematical orbit determination procedure for the different residual sine series with the upper indices 20, 30, 40 and 59. The bottom graph of Fig. 7.34(a) corresponds to the graph 7.20(a). The three graphs at the top reflect also the additional errors caused by the sine series of the residual function
limited by the respective upper index 20,30 and 40 . Figs. $7.34(\mathrm{~b})$ and $7.34(\mathrm{c})$ show the corresponding position and velocity differences from the positions and velocities given for the CHAMP PSO arcs at the interpolated epochs (at every 10 sec .). The results show the accuracy of the estimated kinematical orbit based on the geometrical orbit as input. Fig. 7.34(b), bottom, corresponds to the geometrical position differences at the observation epochs shown in Fig. 7.20(b). In Fig. 7.34(d), the residual sine series amplitudes for the index 59 are shown. The RMS values in the Table of Fig. 7.34 show the results for the residual sine series for different upper indices at the interpolation epochs. The results are more or less identical for the different upper indices because of the large systematic derivations. The differences (bias or/and trend) between the kinematical solution and the PSO in the positions and velocities show probably systematical mis-modeling effects of the CHAMP dynamical PSO orbits.

The Figs. 7.35 to 7.37 correspond to the results of the geometrical orbit determination results as shown in Figs 7.21 to 7.23 . Despite the large systematic differences in the positions and velocities, the small residuals in panels (a) of the Figures demonstrate the quality of the kinematical orbit determination procedure, so that the systematic deviations are caused mainly by the dynamical model used for the PSO orbits.
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Figure 7.34: (a) Carrier phase GPS-SST observation residuals after KPOD at observation epochs (b) position differences at interpolated epochs (refer to PSO ephemerides) (c) velocity differences at interpolated epochs (refer to PSO velocities)(d) Fourier spectrum (reference motion: ellipse mode, $J_{\max }=4$, method: flowchart Fig. 6.1, without $\approx 5 \%$ at boundaries $\equiv 9$ points or 80 sec .) for the time of $2002032113 \mathrm{~h} \mathrm{30m} \mathrm{0.0s-14h}$ 00m 0.0s.

RMS

| index | Pos. $(m)$ | Vel. $(m / s)$ |
| :---: | :---: | :---: |
| 20 | 0.0513 | 0.0017 |
| 30 | 0.0513 | 0.0017 |
| 40 | 0.0515 | 0.0018 |
| 59 | 0.0520 | 0.0019 |




Figure 7.35: (a) Carrier phase GPS-SST observation residuals after KPOD at observation epochs (b) position differences at interpolated epochs (refer to PSO ephemerides) (c) velocity differences at interpolated epochs (refer to PSO velocities) (d) Fourier spectrum (reference motion: ellipse mode, $J_{\max }=4$, method: flowchart Fig. 6.1 , without $\approx 5 \%$ at boundaries $\equiv 9$ points or 80 sec .) for the time of $2002072012 \mathrm{~h} 48 \mathrm{~m} 0.0 \mathrm{~s}-13 \mathrm{~h}$ 18 m 0.0 s .

## RMS

| index | Pos. $(m)$ | Vel. $(m / s)$ |
| :---: | :---: | :---: |
| 20 | 0.0503 | 0.0019 |
| 30 | 0.0455 | 0.0018 |
| 40 | 0.0449 | 0.0017 |
| 59 | 0.0449 | 0.0017 |
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Figure 7.36: (a) Carrier phase GPS-SST observation residuals after KPOD at observation epochs (b) position differences at interpolated epochs (refer to PSO ephemerides) (c) velocity differences at interpolated epochs (refer to PSO velocities)(d) Fourier spectrum (reference motion: ellipse mode, $J_{\max }=4$, method: flowchart Fig. 6.1 , without $\approx 5 \%$ at boundaries $\equiv 9$ points or 80 sec .) for the time of $200303211^{7} \mathrm{hh} 20 \mathrm{~m} 0.0 \mathrm{~s}-17 \mathrm{~h}$ 50 m 0.0 s .

RMS

| index | Pos. $(m)$ | Vel. $(m / s)$ |
| :---: | :---: | :---: |
| 20 | 0.1402 | 0.0019 |
| 30 | 0.1402 | 0.0019 |
| 40 | 0.1403 | 0.0019 |
| 59 | 0.1404 | 0.0020 |
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Figure 7.37: (a) Carrier phase GPS-SST observation residuals after KPOD at observation epochs (b) position differences at interpolated epochs (refer to PSO ephemerides) (c) velocity differences at interpolated epochs (refer to PSO velocities)(d) Fourier spectrum (reference motion: ellipse mode, $J_{\max }=4$, method: flowchart Fig. 6.1 , without $\approx 5 \%$ at boundaries $\equiv 9$ points or 80 sec.) for the time of $2003033117 \mathrm{~h} 00 \mathrm{~m} \mathrm{0.0s-17h}$ 30 m 0.0 s .

RMS

| index | Pos. $(m)$ | Vel. $(m / s)$ |
| :---: | :---: | :---: |
| 20 | 0.1202 | 0.0018 |
| 30 | 0.1201 | 0.0017 |
| 40 | 0.1204 | 0.0018 |
| 59 | 0.1204 | 0.0019 |

### 7.3.2.2 Comparison with Carrier Phase GPS-SST Observation at Interpolated Epochs

The proposed kinematical precise orbit determination approach is tested based on the simulated SC7 data set and on the real data from the GPS receiver on-board CHAMP. Both cases show the capabilities of the procedure. In the real case, the comparison with kinematically estimated short arcs, the PSO dynamical orbits and Švehla's dynamical solutions are used for comparison. In both cases, the comparisons show systematic differences. They can be the effects of the dynamical mis-modelings of the CHAMP orbits.

Therefore, as an additional quality check, the carrier phase GPS-SST observations at every 10 sec. are compared with the kinematically determined carrier phase observations. For this task, the GPS satellite position and velocity coordinates are interpolated with a polynomial of degree 9 at epochs with a time difference of 10 sec . To avoid the non-linear effect of the CHAMP clock offsets at the interpolated epochs, the clock offset are estimated based on the geometrical precise orbit determination technique and used in the following test. At the interpolation epochs, the carrier phase GPS-SST observations between the CHAMP and the GPS satellites can be calculated based on the interpolated GPS satellites ephemerides, the kinematically determined CHAMP positions and, under consideration of the CHAMP and GPS clock offsets, the GPS ambiguity parameters as well as the relativistic effects of the satellites. To simplify the problem, the ionosphere-free carrier phase observations are used in the computation. This comparison method is applied for the four selected CHAMP short arcs (ground tracks (a) to (d) in Fig. 7.13). Figs. 7.38(a) to 7.38(d) show the carrier phase GPS-SST observation difference at the interpolation epochs (at every 10 sec ) for the four selected short arcs (30 minute) separately for the different residual sine series indices, respectively. The residual sine series with an upper index of 40 shows already sufficient good results in case of all four CHAMP short arcs. It should be mentioned that the kinematical positions are calculated based on the estimated kinematical parameters for the different residual sine series $20,30,40$ and 59 . Therefore, the Gibb's effect may be the reason for some jumps at the beginning and the end of the short arcs especially for the lower indices.


Figure 7.38: Carrier phase GPS-SST observation differences at every 10 sec . (at interpolation epochs) for the time periods of (a) $2002032113 h 30 \mathrm{~m} 0.0 \mathrm{~s}-14 \mathrm{~h} 00 \mathrm{~m} 0.0 \mathrm{~s}$ (b) $2002072012 \mathrm{~h} 48 \mathrm{~m} 0.0 \mathrm{~s}-13 \mathrm{~h} 18 \mathrm{~m} 0.0 \mathrm{~s}$ (c) 20030321 17h $20 \mathrm{~m} 0.0 \mathrm{~s}-17 \mathrm{~h} 50 \mathrm{~m} 0.0 \mathrm{~s}$ (d) 20030331 17h $00 \mathrm{~m} 0.0 \mathrm{~s}-1$ 'h 30 m 0.0s.

### 7.4 Reduced-Kinematical Precise Orbit Determination (RKPOD)

The sine coefficients $\mathbf{d}_{\nu}$ can be considered as coefficients of a linear approximation of the satellite's orbit. If we determine these coefficients by a least squares fitting based on the geometrically determined satellite's positions then we end up with a pure kinematical orbit determination. But the quantities $\tilde{\mathbf{d}}_{i}$ to $\tilde{\mathbf{d}}_{j}$ can be considered also as a-priori information for the amplitudes $\mathbf{d}_{i} \cdots \mathbf{d}_{j}$ in Eq. (6.80) with the variance-covariance matrices $\mathbf{C}\left(\tilde{\mathbf{d}}_{i}\right)$ to $\mathbf{C}\left(\tilde{\mathbf{d}}_{j}\right)$ in Eq. (6.81). The indices $i$ to $j$ define the sine coefficients with a-priori information and can be selected so that they cover the total index domain $i=1$ and $j=n$ or some specific amplitudes. Then the unknowns $\mathbf{x}_{2}\left(\mathbf{d}_{i}, \cdots, \mathbf{d}_{j}\right)$ can be determined according to Eq. (6.97),

$$
\mathbf{Q}_{\hat{\mathbf{x}}_{2} \hat{\mathbf{x}}_{2}} \mathbf{C}_{2}^{-1} \mathbf{I}_{2}=\mathbf{I}_{2}-\mathbf{C}_{2} \mathbf{A}_{2}^{\mathrm{T}} \overline{\mathbf{C}}_{1}^{-1} \mathbf{A}_{2} \mathbf{I}_{2}+\mathbf{C}_{2} \mathbf{A}_{2}^{\mathrm{T}} \overline{\mathbf{C}}^{-1} \mathbf{A}_{1} \mathbf{Q}_{\hat{\mathbf{x}}_{1} \hat{\mathbf{x}}_{1}} \mathbf{A}_{1}^{\mathrm{T}} \overline{\mathbf{C}}^{-1} \mathbf{A}_{2} \mathbf{I}_{2}
$$

with the 'pseudo observation', Eq (6.85)

$$
\mathbf{I}_{2}=\left(\begin{array}{lll}
\tilde{\mathbf{d}}_{i} & \cdots & \tilde{\mathbf{d}}_{j}
\end{array}\right)^{\mathrm{T}}
$$

and the a-priori variance-covariance matrix Eq. (6.86)

$$
\mathbf{C}_{2}=\mathbf{C}(\tilde{\mathbf{d}})=\left(\begin{array}{ccc}
\mathbf{C}\left(\tilde{\mathbf{d}}_{i}\right) & \cdots & \mathbf{0} \\
\vdots & \ddots & \vdots \\
\mathbf{0} & \cdots & \mathbf{C}\left(\tilde{\mathbf{d}}_{j}\right)
\end{array}\right)
$$

If all coefficients are determined as pseudo-observations,

$$
\mathbf{I}_{2}=\left(\begin{array}{lll}
\tilde{\mathbf{d}}_{1} & \cdots & \tilde{\mathbf{d}}_{n}
\end{array}\right)^{\mathrm{T}}
$$

based on a specific gravitational potential and the a-priori variance-covariance matrix $\mathbf{C}_{2} \rightarrow \mathbf{0}$ then it follows, Eq. (6.99)

$$
\hat{\mathbf{x}}_{2}=\mathbf{I}_{2}
$$

In that case, the amplitudes are fixed according to the gravitational potential used and only the boundary values are corrected. The result corresponds to the result of a dynamical orbit determination. Besides this strict dynamical restrictions, there are basically three different possibilities to influence the kinematical orbit determination by dynamical information and to come up with a reduced-kinematical orbit determination modification, as outlined in Sec. 6.2. The dynamical restrictions can be defined by

1. introduction of an approximate force function for the determination of the values $\left(\mathbf{d}_{i} \cdots \mathbf{d}_{j}\right)$, combined with an approximate a-priori variance-covariance matrix $\mathbf{C}_{2}=\mathbf{C}(\tilde{\mathbf{d}})$,
2. fixing only some orbit parameters $\left(\mathbf{d}_{i} \cdots \mathbf{d}_{j}\right)$ by setting a low variance-covariance matrix for $\mathbf{C}_{2}=$ $\mathbf{C}(\tilde{\mathbf{d}}) \rightarrow \mathbf{0}$,
3. down- or up-weighting of the a-priori variance-covariance matrix $\mathbf{C}_{2}$ in relation to $\mathbf{C}_{1}$.

Because of these various possibilities to adopt the character of the orbit to a variety of applications covering the spectrum from a pure kinematical on the one end to a pure dynamical orbit determination on the other end makes this approach very flexible. Table 7.3 summarizes all investigated examples. The results of the pure kinematical orbit determination (KPOD) are shown in Fig. 7.27 (see Sec. 7.3) for the orbit characteristics and for the determination mode.

Table 7.3: Summary of all reduced-kinematical precise orbit determination cases.

| rest. type | error case | noise free |  | white noise(2cm) |  |  | white noise (5 cm) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | gravity field | 300 | 300 | 300 |  | 60 | 60 |
| 2 | dynamical restriction | $[1-5]$ | $[1-59]$ | $[1-5]$ | $[1-59]$ | $[1-59]$ | $[1-59]$ |
| 3 | var.-cov. matrix | $\left\\|\mathbf{C}_{2}\right\\| \ll\left\\|\mathbf{C}_{1}\right\\|$ |  | $\left\\|\mathbf{C}_{2}\right\\| \ll\left\\|\mathbf{C}_{1}\right\\|$ | variance $\left\\|\mathbf{C}_{2}\right\\|$ |  |  |
|  | Figure | Fig.7.39 | Fig.7.40 | Fig.7.41 | Fig.7.42 | Fig.7.43 | Fig.7.44 |

### 7.4.1 Noise Free Case

As first example demonstrates the effect of fixing sine coefficients for the indices $\nu=1$ to $\nu=5$. This example corresponds to the restriction type 2 based on 'true' gravity field introduced with a large weight (small variance). Fig. 7.39 shows the results in case of different upper index limits for the sine series. Fig. 7.39(a) shows the position differences, Fig. 7.39(b) the velocity and Fig. 7.39(c) the acceleration differences between the solutions and the SC7 'true' data. The comparison with the kinematical orbit determination (Fig. 7.27) shows more or less identical results; the restriction of the amplitudes with the indices $\nu=1$ to $\nu=5$ has no improvement effect and degrades the results in the positions slightly. The dynamical orbit determination case is achieved in case of an upper index of 59 (Fig. 7.40), if all amplitudes are restricted by the force function model. The differences of all cases show similar results in terms of RMS values for positions, velocities and accelerations with slightly better results for the dynamical orbit determination case. In judging the results, one has to keep in mind that, similar to the results for the KPOD cases in Sec. 7.3, the orbit determination is performed by positions with a sampling rate of 30 sec., while the sampling rate of the comparisons with the SC7 'true' data is 10 sec . Therefore, the RMS values contain also interpolation errors.
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Figure 7.39: (a) Position differences (b) velocity differences (c) acceleration differences (d) Fourier spectrum (dynamical restriction index window [1-5], reference motion: ellipse mode, $J_{\max }=4$, $N_{F}=300$, error free case, observation type: Positions, method: flowchart Fig. 6.2, observation sampling rate: 30 sec., test sampling rate: 10 sec., without $\approx 5 \%$ at boundaries $\equiv 9$ points or 80 sec .).

RMS

| index | Pos. $(m)$ | Vel. $(m / s)$ | Acc. $\left(m / s^{2}\right)$ |
| :---: | :---: | :---: | :---: |
| 20 | 0.007975 | 0.000296 | 0.000011 |
| 30 | 0.002924 | 0.000135 | 0.000008 |
| 40 | 0.001019 | 0.000074 | 0.000005 |
| 59 | 0.000169 | 0.000013 | 0.000001 |
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Figure 7.40: (a) Position differences (b) velocity differences (c) acceleration differences (d) Fourier spectrum (dynamical restriction index window [1-59], reference motion: ellipse mode, $J_{\max }=4$, $N_{F}=300$, error free case, observation type: Positions, method: flowchart Fig. 6.2, observation sampling rate: 30 sec., test sampling rate: 10 sec., without $\approx 5 \%$ at boundaries $\equiv 9$ points or 80 sec.$)$.

RMS

| index | Pos. $(\mathrm{m})$ | Vel. $(\mathrm{m} / \mathrm{s})$ | Acc. $\left(\mathrm{m} / \mathrm{s}^{2}\right)$ |
| :---: | :---: | :---: | :---: |
| 20 | 0.007974 | 0.000296 | 0.000011 |
| 30 | 0.002486 | 0.000134 | 0.000008 |
| 40 | 0.000999 | 0.000074 | 0.000005 |
| 59 | 0.000157 | 0.000013 | 0.000001 |

### 7.4.2 Error Case

To show the reduced-kinematical orbit determination strategy in the error case, the GPS-SST observations are contaminated with different levels of white noise ( 2 cm and 5 cm ). The same CHAMP arcs as in Sec. 7.4.1 are considered here. The GPS-SST observations are contaminated with a white noise of 2 cm . Then the dynamical restriction windows $\left[\tilde{\mathbf{d}}_{1}\right.$ to $\left.\tilde{\mathbf{d}}_{5}\right]$ and $\left[\tilde{\mathbf{d}}_{1}\right.$ to $\left.\tilde{\mathbf{d}}_{59}\right]$ are added to the observations equations. Figs. 7.41 (a) to (c) show the position coordinate, velocity and acceleration differences between the orbit determination results and the SC7 'true' values. This case corresponds to the kinematical orbit determination case shown in Fig. 7.31. The dynamical restrictions only have a small improvement effect. Figs. 7.42(a) to (c) show the dynamical case with a full dynamically restricted spectrum. If the results are compared with the unrestricted case, then we see a clear improvement with respect to the case shown in Fig. 7.31. The systematic effects in the position differences are caused by small corrections of the boundary vectors as a result of the least squares adjustment.

In theses two simulation cases, an Earth gravity field up to degree and order 300 is used for the reducedkinematical orbit determination. It represents a full and accurate dynamical information of the Earth gravity field at the altitude of the low flying satellite. To investigate the effect of an approximate dynamical information, an Earth gravity field up to degree and order $N_{F}=60$ is selected. Fig. 7.43, based on a white noise level of 2 cm , shows the results of a reduced-kinematical orbit determination by restricting all amplitudes based on this approximate gravity field. The panels of the Figs. 7.43(a) to (c) show the results with different weights. A low weight (top panel) produces a low dynamical restriction while a high weight (bottom panel) generates a dynamical orbit with the respective gravity field. To get an impression about the size of the influence of the band limited gravity field on a short 30 minute arc, Fig. 7.45 shows the deviations of the CHAMP arc determined dynamically up to a varying upper degree and order of the spherical harmonics expansion and compared to an orbit determined with a gravity field up to degree and order 300. The boundary vectors are selected to be identical for all cases. In case of degree and order 60, the systematic deviations are in the size of 0 to 15 cm for the coordinates $\mathrm{x}, \mathrm{y}$ and z and corresponds approximately to the differences shown in the bottom panel of Fig. 7.43(a). The differences shown in the top panel are approximately in the size of the observation noise of 2 cm . The case shown in Fig. 7.44 corresponds to the case shown in Fig. 7.43 with only difference that the white noise level is 5 cm . The qualitative character of the difference graphs are identical while the overall accuracy is lower corresponding to the lower observation accuracy.
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Figure 7.41: (a) Position differences (b) velocity differences (c) acceleration differences (d) Fourier spectrum (dynamical restriction index window [1-5], reference motion: ellipse mode, $J_{\max }=4$, $N_{F}=300$, white noise of 2 cm , observation type: Positions, method: flowchart Fig. 6.2, observation sampling rate: 30 sec., test sampling rate: 10 sec., without $\approx 5 \%$ at boundaries $\equiv 9$ points or 80 sec .).

RMS

| index | Pos. $(m)$ | Vel. $(m / s)$ | Acc. $\left(m / s^{2}\right)$ |
| :---: | :---: | :---: | :---: |
| 20 | 0.012831 | 0.000316 | 0.000012 |
| 30 | 0.008873 | 0.000337 | 0.000016 |
| 40 | 0.014034 | 0.000402 | 0.000021 |
| 59 | 0.011553 | 0.000721 | 0.000056 |
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Figure 7.42: (a) Position differences (b) velocity differences (c) acceleration differences (d) Fourier spectrum (dynamical restriction index window [1-59], reference motion: ellipse mode, $J_{\max }=4$, $N_{F}=300$, white noise of 2 cm , observation type: Positions, method: flowchart Fig. 6.2, observation sampling rate: 30 sec., test sampling rate: 10 sec., without $\approx 5 \%$ at boundaries $\equiv 9$ points or 80 sec .).

RMS

| index | Pos. $(m)$ | Vel. $(m / s)$ | Acc. $\left(m / s^{2}\right)$ |
| :---: | :---: | :---: | :---: |
| 20 | 0.016108 | 0.000299 | 0.000011 |
| 30 | 0.003113 | 0.000134 | 0.000008 |
| 40 | 0.008375 | 0.000076 | 0.000005 |
| 59 | 0.010821 | 0.000016 | 0.000001 |
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Figure 7.43: (a) Position differences (b) velocity differences (c) acceleration differences (d) Fourier spectrum (dynamical restriction index window [1-59], reference motion: ellipse mode, $J_{\max }=4$, $N_{F}=60$, white noise of 2 cm , observation type: Positions, method: flowchart Fig. 6.2, observation sampling rate: 30 sec., test sampling rate: 10 sec., without $\approx 5 \%$ at boundaries $\equiv 9$ points or 80 sec.).

RMS

| $\sigma_{\tilde{\mathbf{d}}_{\nu}}^{2}$ | Pos. $(m)$ | Vel. $(m / s)$ | Acc. $\left(m / s^{2}\right)$ |
| :---: | :---: | :---: | :---: |
| $10^{-1}$ | 0.013007 | 0.000777 | 0.000061 |
| $10^{-3}$ | 0.017380 | 0.000987 | 0.000080 |
| $10^{-5}$ | 0.024032 | 0.000681 | 0.000051 |
| $10^{-9}$ | 0.052265 | 0.000150 | 0.000004 |
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Figure 7.44: (a) Position differences (b) velocity differences (c) acceleration differences (d) Fourier spectrum (dynamical restriction index window [1-59], reference motion: ellipse mode, $J_{\max }=4$, $N_{F}=60$, white noise of 5 cm , observation type: Positions, method: flowchart Fig. 6.2, observation sampling rate: 30 sec., test sampling rate: 10 sec., without $\approx 5 \%$ at boundaries $\equiv 9$ points or 80 sec .).

RMS

| $\sigma_{\tilde{\mathbf{d}}_{\nu}}^{2}$ | Pos. $(\mathrm{m})$ | Vel. $(\mathrm{m} / \mathrm{s})$ | Acc. $\left(\mathrm{m} / \mathrm{s}^{2}\right)$ |
| :---: | :---: | :---: | :---: |
| $10^{-1}$ | 0.033348 | 0.002076 | 0.000167 |
| $10^{-3}$ | 0.029720 | 0.001674 | 0.000138 |
| $10^{-5}$ | 0.049789 | 0.000932 | 0.000077 |
| $10^{-9}$ | 0.070613 | 0.000166 | 0.000002 |



Figure 7.45: Difference between CHAMP dynamical orbit of different degree and order of the Earth gravity field and full CHAMP dynamical orbit with an Earth gravity field degree and order $N_{F}=300$ without $\approx 5 \%$ at boundaries.

## 8. Discussion and Conclusions

In this dissertation, a new approach for the determination of satellite orbits based on densely and homogeneously distributed observations is presented. These observations are code pseudo-range and carrier phase measurements between a Low Earth Orbiter (LEO) and the satellites of any of the Global Navigation Satellite Systems (GNSS) such as GPS, GLONASS or in future GALILEO. The orbit determination is restricted to short arcs; the use of precise short arcs of low-flying satellites has been demonstrated recently to be the proper tool for various applications in Satellite Geodesy, especially for the determination of static and temporal gravity field models, based on the observations related to the new satellite gravity missions such as CHAMP and the twin satellite mission GRACE.

The approach investigated in this research is characterized by the fact that the satellite arcs are represented by a semi-analytical series. This kind of orbit representation not only allows to determine arbitrary functionals of the satellite's orbit, such as velocities and accelerations of the satellite, but it is also possible to use geometrical, kinematical, but also dynamical observations for the determination of the orbit parameters. The interpretation of the term "kinematical" is different from that what is usually understood by kinematical positioning in the context of GPS positioning methods. Here, the notion "kinematics" used as in physics which is defined as the theory of the motion of mass points and closely related to terms such as velocity and acceleration. While the definition of the term "geometrical" is reserved for the point-wise determination of positions by purely geometric observations. In that case, there is no connection between subsequent positions, and consequently, no information about the velocity or the acceleration of the satellite.

The orbit determination approach is based on the formulation of a boundary value problem to Newton-Euler's equation of motion, either as absolute or relative orbit, in form of an integral equation of Fredholm type. The solution of this integral equation is formulated as a function which consists of three parts: a first one describing a linear combination of the boundary position vectors (either a straight line or an ellipse connecting the end points of the arc or a dynamical reference orbit), a second one which consists of polynomials of Euler and Bernoulli type of various degrees and a third one consisting of a series of sine functions, described by an - in principle - infinite number of terms. Because of the limited number of observations in an orbit determination process, the number of parameters has to be restricted adequately, ensuring the envisaged accuracy. Theoretically, the series in terms of Euler and Bernoulli polynomials could completely represent the orbit in addition to the linear combination of the boundary vectors. But it turned out that this is not possible with sufficient numerical accuracy. Also, the sine series as the solution of the Fredholm integral equation could be used to represent the orbit in addition to the linear combination of the boundary vectors. This is possible also numerically by extending the upper summation index of the sine series to a sufficient high number. But in that case, there are not enough observations to determine a sufficient number of series terms, on the one hand, or the Gibb's effect is too large, if the summation index is selected corresponding to the number of equally distributed observations, on the other hand. A compromise is achieved by combining both representations. Because of the fact that the Euler-Bernoulli polynomial series are constructed such that its derivatives coincide up to a sufficient high degree with the number of derivatives of the satellite arc at the boundaries, the derivatives of the difference function becomes zero at the arc's boundaries and a smooth difference function results. This function can be represented by a very fast converging sine series with small resulting Gibb's effect at the arc boundaries, if periodically continued with the period of twice of the arc length.

Because of the close relation of the series coefficients with the force function model, the orbit determination can be designed as a pure dynamical but also as a pure kinematical orbit determination technique. If only weak dynamical restrictions are introduced in the adjustment process then a reduced kinematical orbit results. The series coefficients of this approximation function can be fixed by the adapted force function model and the boundary vectors can be determined as free parameters by fitting the observations in a best possible way representing a dynamical orbit. If all free parameters are determined completely by a least squares adjustment procedure then a kinematical orbit results. The observations are based on precise GNSS measurements of various types. GNSS provides accurate code pseudo-range and carrier phase observations that can be used to estimate the geometrical absolute positions of the LEOs.

In Chapter 1, the subject of orbit determination was introduced along with its applications especially in the field of Satellite Geodesy. Then the pre-requisites of the orbit determination were treated in Chapter 2, including some essentials of the GNSS, the reference systems and transformation issues as well as a discussion of various error sources of the GNSS point positioning.
In Chapter 3, some important aspects of the pre-processing of code pseudo-range and carrier phase GPS-SST observations were represented. Among various observation techniques to determine the LEO orbit, the GNSS observations especially the high-low GPS-SST observations play an important role. Among the GPS-SST observations, the code pseudo-range GPS-SST observations are frequently used to determine initial LEO orbits. Final improvements are performed based on high-low GPS-SST carrier phase observations. The code pseudo-range and carrier phase GPS-SST observations have to be cleaned from outliers and cycle slips, respectively. Therefore, the outliers in the code pseudo-range observations were screened using the majorityvoting strategy, which was described in Sec. 3.1.2. With this method, the outliers in the code pseudo-range observations could be detected. It was found in this research that some of the low elevated GPS satellites show outliers, and it is recommended for the zero difference data processing mode if only GPS satellites with a sufficient high elevation are used. Therefore, a cut-off angle of $15^{\circ}$ was applied to the GPS-SST processing procedure. The same screening algorithm can be applied for the subsequent time differenced carrier phase observations. In this case, the limiting criterion of the performance of the screening algorithm is the quality of the LEO absolute positions which are determined based on the code pseudo-range observations. Therefore, alternative observation combination techniques (described in Sec. 3.2.4) have to be used along with the screening algorithm to ensure the removal of the outliers (or cycle slips) in the carrier phase GPS-SST observations. In case of the GPS-SST data processing, proper observation weights have to be used in the adjustment. Different weighting methods were proposed in Sec. 3.3. The GPS-SST data weighting has to be based on geometrical or physical criteria, or both of them. One useful criterion is the weighting according to the zenith distance. Especially in case of the CHAMP and the GRACE satellites, SNR (Signal to Noise Ratio) values are given in RINEX format. Therefore, they can be used as a physical interpretation of the GPS signal strength of the GPS-SST observations. The geometrical and physical weighting methods show approximately the same results for the LEO precise orbit determination. Because of the dependency of the SNR values on the GPS receiver, their interpretation in case of CHAMP is difficult with respect to the geometrical criteria, e.g. based on the zenith distance. Therefore, in this research, only the zenith distance weighting method was used in the GPS-SST data processing.
In Chapter 4, the geometrical precise orbit determination strategy was discussed. In this method, only geometrical connections (in the sense of distances) between the GPS satellites and the LEOs are used to determine the position coordinates of the LEOs. With this approach, the absolute positions are determined point-wise based on the code pseudo-range and carrier phase observations. With the ionosphere-free code pseudo-range GPS-SST observations, the absolute positions are estimated with meter-accuracy. Improved LEO positions can be estimated based on the accurate carrier phase GPS-SST observations. If the correction models are applied to the observation equation then an accuracy of $2-3 \mathrm{~cm}$ can be expected for low-flying satellites like CHAMP. From the various important key factors, the accuracy of the h-l GPS-SST carrier phase observations, the geometrical strength of the GPS satellites and the number of GPS satellites at every epoch are the most important pre-requisites to estimate successfully the geometrical orbit with high precision. From the different GPS-SST data processing techniques, the zero difference mode proved to be an efficient choice for the LEO precise orbit determination using only undifferenced GPS-SST observations. To externally validate and compare the estimated geometrical results, the PSO CHAMP dynamical orbit of the GFZ Potsdam and Švehla's CHAMP dynamical solution orbit were used. The geometrical results show systematic differences from both dynamical reference orbits. They can be interpreted as dynamical mis-modelings of the PSO orbits and Švehla's solution in the years 2002 and 2003 as described in Chapter 7.

In Chapter 5, various important theoretical and numerical features related to the representation of the short arc of the proposed integrated orbit determination approach were presented. The geometrically estimated LEO orbit is given point-wise; therefore there is no connection between subsequent positions, and consequently, no information about the velocity or even the acceleration of the LEO is available. To describe the time dependency of the satellite motion, the semi-analytical orbit representation based on the boundary positions, the Euler-Bernoulli polynomials and the residual sine series was used. The semi-analytical representation function is based on the reference motion (a straight line, an ellipse or a dynamical reference orbit)
of the LEO. It was found in this research that the type of reference motion is important for the size of the sine amplitudes, and also for the size of the remainder function of the approximate orbit representation. The accuracy of the LEO is much better when using the dynamically determined arc as reference motion than a straight line or an ellipse reference motion. Because of the fact that the computation of the dynamical reference LEO orbit is much more costly than the use of an ellipse reference motion, the ellipse reference motion was used as an acceptable compromise.

As already pointed out, the LEO arc can be represented by the reference motion and the Fourier series up to index $n$ or by the reference motion and the Euler-Bernoulli polynomials up to an upper index $J_{\max }$, or by a combination of them. For the representation of the LEO arc by the boundary positions and the Fourier series, it was shown that this combination causes large Gibb's effect at the arc boundaries in case of a low Fourier upper index. Due to the fact that there exists a functional dependency between the Fourier amplitudes and the Euler-Bernoulli coefficients, a series in terms of Euler-Bernoulli up to a sufficient high degree can be used to represent the LEO arc as well. It could be shown that the convergence of the Euler-Bernoulli polynomials requires a large upper index $J_{\max }$. In the practical application, the Euler-Bernoulli series has to be limited because of stability problems by a rather low index $J_{\max }$. But it was found that the orbit approximation of the series in terms of the Euler-Bernoulli polynomials is not better than a couple of centimeters in case of a maximum index $J_{\max }=4$. Both orbit representation can be used exclusively. Because of the disadvantages of both alternatives, a combined solution was proposed. A series in terms of Euler-Bernoulli polynomials has to be fitted to the geometrically determined arc with a reasonable upper degree $J_{\max }=4$, corresponding to sufficiently precise arc derivatives at the arc boundaries. In that case, the residual sine series shows a fast convergence and low residuals of the combined series when compared to the true ephemerides. Concluding it was proposed that the LEO short arc should be represented by the LEO arc boundary positions (connected by an ellipse), the Euler-Bernoulli polynomials up to degree $J_{\max }=4$ and a residual sine series up to a properly selected index $\bar{n}$.

In Chapter 6, the integrated kinematic-dynamic orbit determination approach was formulated explicitly as well as different determination algorithms. In this chapter, it was found that the determination of the kinematical or dynamical orbits (or any reduced-kinematical orbit modification) can be performed based on the positions, derived in a first preparation step by a geometrical precise orbit determination procedure, or directly by the carrier phase GPS-SST observations, together with observation specific corrections. Both observation types have to deliver the same results if the full variance-covariance information (with the correlation information between the points in case of positions as pseudo-observation) are used in both algorithms. The estimated kinematical orbit is not only a continuous approximation of the LEO orbit in a kinematical sense, but it is also a solution of Newton-Euler's equation of motion. If the LEO representation parameters are estimated by a least squares procedure only based on the carrier phase GPS-SST observations (or positions) without any dynamical information, then the LEO short arc is determined kinematically. By introducing dynamical information for the solution, a reduced-kinematical or a pure dynamical orbit determination can be realized. It was shown that a smooth transition from a kinematical orbit determination procedure to a dynamical orbit determination is possible by adding dynamical information (in the sense of Fourier amplitudes) together with its variance-covariance matrices to the observation equations. In other words, the estimated kinematical LEO short arc can be reduced with respect to the introduced dynamical information to the observation equation by loosing continuously the empirical orbit character.

In this research, two LEO short arc determination strategies were proposed. In a first step, the EulerBernoulli polynomial coefficients up to degree $J_{\max }=4$ were derived based on the geometrically determined positions or directly by the carrier phase GPS-SST observations together with its variance-covariance matrices. Because of the reduced approximation accuracy of the orbit by a series in terms of the Euler-Bernoulli polynomials up to a maximum degree $J_{\max }=4$, it is sufficient to determine the coefficients of the EulerBernoulli polynomials without correcting the boundary positions. Another possibility is to perform a least squares fit of the Fourier series to the (pseudo) observations to determine the Euler-Bernoulli coefficients from the Fourier series amplitudes. The coefficients of the Euler-Bernoulli coefficients differ slightly depending on the estimation procedure, but the differences can be compensated by the residual sine series. In other words, the Euler-Bernoulli estimation procedure in the first case is performed in the space domain, and in the second estimation procedure, it is performed in the spectral domain.

Chapter 7 was dedicated to test computations, partly based on CHAMP orbit information of the SC7 simulation data set, partly based on real CHAMP data provided by GFZ Potsdam. In this chapter, geometrical, kinematical, reduced-kinematical and dynamical precise orbit determination modifications were tested. To unify the simulated cases with the real ones, the GPS-SST observations were provided in the RINEX format. A $15^{\circ}$ cut-off angle was used to avoid the processing of low elevated GPS satellites, and the zero difference GPS data processing mode was used for the orbit determination procedures.

It was found in the geometrical test computations of the real CHAMP data that the point-wise LEO orbit can be estimated based on the carrier phase GPS-SST observations with an accuracy of $2-3 \mathrm{~cm}$. It should be mentioned that the geometrical strength of the GPS satellites, the accuracy of the GPS-SST observations, and the number of GPS satellites plays an important role in the GPS data processing, especially for the geometrical orbit determination procedure. In all real geometrical orbit determination cases, the trend reassessed RMS values with respect to PSO and Švehla's dynamical orbits are in the range of 1 to 2 cm , but the GPS-SST observation residuals show the smallest observation residuals. It should be mentioned that the geometrical orbit determination methods can not deliver directly the LEO kinematical parameters such as velocity and acceleration.

In Sec. 7.3.1, the kinematical orbit determination strategy was tested based on a 30 minute CHAMP short arc simulation scenario. Based on the results of the error-free simulation cases, it was concluded that the best case with minimal RMS values for ephemerides of positions, velocities and accelerations of 10 sec time difference based on observation series with a 30 sec sampling rate are achieved of using either GPS-SST observations directly or positions as pseudo observations indirectly by following the determination procedure as shown in the flowchart of Fig. 6.2. It is preferable to derive the Euler-Bernoulli series from the sine series coefficients, which are determined in a prior least squares adjustment step by simultaneous correcting the boundary values together with the sine coefficients.

If the observations (carrier phase GPS-SST observations or positions) are contaminated with white noise, two outcomes are of interest: first of all, the minimum RMS values for the positions, velocities and accelerations are not achieved for the so-called interpolation case (by extending the upper summation index of the sine series corresponding to the number of equi-distant observations) but for a much lower upper index, e.g. 30 . Obviously, the restriction to a lower upper index acts as a filtering. Secondly, it was observed that the influence of white noise in the observations is reduced with the number of differentiations. While the RMS value for the positions is about four times larger for the noise case relative to the error-free case, for the accelerations this factor is reduced to only two, in case of an upper limit of the residual sine series of 30 . Furthermore, it was noted that for an upper index of 59 (interpolation case), the RMS value represents a certain basic noise level which corresponds to the white noise level of the observations. These values can only be reduced by an additional filtering procedure, as it is realized in case of reducing the upper summation index to e.g. 30, but alternative filtering techniques might be even more successful.

The Gibb's effect in the kinematical orbit determination procedure can be reduced down to a level of the maximum orbit representation accuracy of approximately 1 cm . It should be mentioned that in case of noisy observations, the Gibb's effect is not visible anymore in the residuals; already in case of an upper sine series index of 30 compared to the general errors in the orbit determination results as a consequence of the observations errors. In the error-free case the Gibb's effect is still clearly visible at the boundaries. In any case, it is useful to blank out the boundary regions in the size of $5 \%$ of the total arc length.

In Sec. 7.3.2, four examples of kinematical orbit determinations are discussed. All cases document the efficiency of the kinematical orbit determination strategy for the LEO short arcs. The results are more or less identical for the different upper indices of the residual sine series because of the large systematic derivations. The differences (bias and/or trend) between the results of the kinematical orbit determination and the PSO in the positions and velocities show (most probably) systematic mis-modeling effects of the dynamical CHAMP PSO orbits. Despite the large systematic differences in the positions and velocities, the small carrier phase observation residuals demonstrate the quality of the kinematical orbit determination procedure, so that the systematic deviations are caused mainly by the dynamical model used for the PSO orbits.

To show the flexibility of the proposed orbit determination strategy to vary between a kinematical orbit determination and a pure dynamical orbit determination by covering all levels of reduced-kinematical orbit determination cases, different simulation scenarios were tested in the error-free and error cases based on a 30 minute CHAMP short arc in Sec. 7.4. In the error-free case, no improvement of the orbit accuracy could be observed. In the error cases, an Earth gravity field up to degree and order 300 was used for the reduced-kinematical orbit determination. It represents a full and accurate dynamical information of the Earth gravity field at the altitude of the low-flying satellite.

The geometrical, kinematical, reduced-kinematical and dynamical precise orbit determination of low-flying satellites based on only high-low GPS-SST observations can be performed with sufficient accuracy. Further test with real data, based on the relative motion of the GRACE twin satellites, on Satellite Laser Ranging (SLR) data and altimetry cross-over tests are necessary. The proposed orbit determination strategy opens also new applications in the case of kinematical and dynamical observables in connection with satellite formation flight configurations.
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