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”
Wenn die moderne Physik in zunehmendem Maße sich damit abfinden

muß, daß ihr Vorstellungsbereich unanschaulich bleibt, dann ist dieser Ver-
zicht nicht von irgendeiner Kommission von Forschern diktiert. Er ist vom

Walten des Ge-stells herausgefordert, das die Bestellbarkeit der Natur als
Bestand verlangt. Darum kann die Physik bei allem Rückzug aus dem

bis vor kurzem allein maßgebenden, nur den Gegenständen zugewandten
Vorstellen auf eines niemals verzichten: daß sich die Natur in irgendeiner
rechnerisch feststellbaren Weise meldet und als ein System von Informa-

tionen bestellbar bleibt.“

Martin Heidegger, Die Technik und die Kehre ∗

∗Verlag Günther Neske, Stuttgart, 1962.
Zur Erläuterung: Als Ge-stell bezeichnet Heidegger

”
das Wesen der Technik“, deren

”
Wegbereiterin“

die
”
neuzeitliche physikalische Theorie der Natur ist“.





Topics in three flavor chiral dynamics

In this work, we investigate several processes in low-energy hadron physics by combining
chiral perturbation theory (ChPT), the effective field theory of quantum chromodynam-
ics (QCD) at low energies, with a unitarization method based on the Bethe-Salpeter
equation. Such so-called chiral unitary approaches are capable of describing processes
in the three flavor sector of the strong interaction which involve substantial effects from
final-state interactions and the excitation of (subthreshold) resonances, a domain where
the perturbative framework of ChPT is not applicable.

In part I of this work we study η and η′ decays which constitute a perfect tool to
examine symmetries and symmetry breaking patterns of QCD being incorporated in a
model-independent fashion in ChPT. In particular, these decays allow to investigate the
breaking of isospin symmetry due to the light quark mass difference md − mu as well
as effects of anomalies stemming from the quantum nature of QCD. For these reasons
the decays of η and η′ have also attracted considerable experimental interest. They are
currently under investigation at several facilities including KLOE@DAΦNE, Crystal Ball
at MAMI, WASA-at-COSY, VES at IHEP, and CLEO at CESR.

In part II we investigate low-energy meson-baryon scattering in the strangeness S =
−1 sector which is dominated by the Λ(1405) resonance immediately below the K̄N
threshold. The K̄N interaction below threshold is of relevance for the quest of possible
deeply bound K̄-nuclear clusters and has recently received an additional tight constraint:
the K−p scattering length as determined from kaonic hydrogen by the KEK and the
DEAR collaborations.

Apart from successfully describing a large amount of experimental data and furnishing
predictions for yet unmeasured quantities, our calculations allow to interrelate different
experimental observables providing important consistency tests of experiments. E.g.
the DEAR results are shown to be inconsistent with previous K−p scattering data and
we demonstrate that the Dalitz plot parameters of the two decay modes η → 3π0,
η → π+π−π0 as determined in the (first) analysis of the KLOE Collaboration are not
compatible. In fact, they violate an important isospin rule. By performing a large
number of fits to experimental data with randomized starting points we are furthermore
able to give for the first time in chiral unitary approaches error estimates for our results
and predictions.

Most of the contents of this thesis have been published under the following references:

• B. Borasoy and R. Nißler, Hadronic η and η′ decays,
Eur. Phys. J. A 26 (2005) 383 [arXiv:hep-ph/0510384].

• B. Borasoy, U.-G. Meißner and R. Nißler, On the extraction of the quark mass ratio
(md −mu)/ms from Γ(η′ → π0π+π−)/Γ(η′ → ηπ+π−),
Phys. Lett. B 643 (2006) 41 [arXiv:hep-ph/0609010].

• B. Borasoy and R. Nißler, η, η′ → π+π−l+l− in a chiral unitary approach,
Eur. Phys. J. A 33 (2007) 95 [arXiv:0705.0954 [hep-ph]].

• B. Borasoy, R. Nißler and W. Weise, Kaonic hydrogen and K−p scattering,
Phys. Rev. Lett. 94 (2005) 213401 [arXiv:hep-ph/0410305].



• B. Borasoy, R. Nißler and W. Weise, Chiral dynamics of kaon nucleon interactions,
revisited,
Eur. Phys. J. A 25 (2005) 79 [arXiv:hep-ph/0505239].

• B. Borasoy, U.-G. Meißner and R. Nißler, K−p scattering length from scattering
experiments,
Phys. Rev. C 74 (2006) 055201 [arXiv:hep-ph/0606108].
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1

Introduction

The interaction of hadrons at low energies is still one of the less well understood fields
of physics. The reason can be traced back to the fact that the fundamental field theory
of the strong interaction, quantum chromodynamics (QCD), features a running coupling
“constant” which varies according to the energy scale of the process under considera-
tion. While at high energies† the coupling constant is small—a phenomenon known as
asymptotic freedom [1]—at low energies one enters the strongly coupled regime where
perturbation theory cannot be applied. However, based on the symmetry properties of
QCD it is possible to construct in a model-independent way a low-energy effective field
theory of QCD whose active degrees of freedom are those observed in experiment, the
(non-elementary) hadrons, instead of quarks and gluons which are the fundamental par-
ticles in QCD. This effective theory is called chiral perturbation theory (ChPT). It was
initiated by Weinberg [2] and later on systematized and brought to its present-day form
by Gasser and Leutwyler [3, 4].

Apart from Lorentz invariance and the discrete symmetries parity, time-reversal, and
charge conjugation, ChPT is predicated on the approximate symmetry of QCD under
chiral rotations of the quark fields, which is exact in the (hypothetical) limit of massless
quarks, and on the spontaneous breakdown of chiral symmetry due to a non-invariant
ground state. In ChPT Green functions are expanded in powers of quark masses and
small momenta giving rise to a consistent power counting of the low-energy expansion.
The high-energy behavior of QCD is encoded in the coupling constants occurring in the
chiral effective Lagrangian; they have to be determined from experimental input or—
possibly—lattice simulations of QCD. Clearly, the chiral expansion is only meaningful if
the masses of the quarks are in fact small compared to the QCD scale ΛQCD ≈ 200 MeV
which is certainly true for the up- and down-quarks, but may be questioned in case of
the strange quark which happens to be considerably heavier than the up- and down-
quarks. The remaining quarks charm, bottom, and top are much heavier and thus
not relevant for the dynamics at low energies. While ChPT works well in the non-
strange sector at very low energies, e.g. for ππ scattering, the convergence of the chiral
expansion is generally worse at higher energies where the strange quark has to be taken
into account. The question whether the strange quark is still in the chiral regime may be
addressed by carefully investigating processes involving strange particles such as kaon-
nucleon scattering.

The quantum field theory QCD exhibits characteristic anomalies which manifest
themselves in hadronic reactions, e.g. in specific η and η′ decays, and in the large mass

†To be more precise, the perturbative treatment of QCD is usually applicable for energies of at least
a few GeV.
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of the η′ compared to the rest of the light pseudoscalar mesons. The latter is related
to the axial U(1) anomaly of QCD. Apart from sharing the symmetries of QCD, ChPT
also includes the anomalies of QCD in a model-independent way. For instance, the chiral
anomalies are incorporated at the level of the effective theory in the Wess-Zumino-Witten
Lagrangian [5, 6] whose coupling constants are fixed by the fundamental parameter Nc,
the number of colors in QCD.

In this work we study several hadronic reactions in the three flavor sector of the strong
interaction which reflect fundamental low-energy properties of QCD: some important
decay modes of the η and the η′ as well as K̄N scattering. It is an experimental fact
that in the respective energy regime strong final-state interactions and resonances can
play an essential role rendering the perturbative expansion of ChPT inapplicable. For
example the K̄N interaction at low energies is dominated by the Λ(1405) resonance
only slightly below the K̄N threshold and the ρ(770) yields significant contributions to
final-state interactions in many η′ decays. One thus has to resort to non-perturbative
techniques which are able to resum the relevant contributions and generate resonances
dynamically. To this end we employ the Bethe-Salpeter equation (BSE) which involves
relativistic kinematics and guarantees exact two-particle unitarity of the S-matrix. The
interaction kernel, that is iterated in the BSE, is derived up to a given chiral order from
the chiral effective Lagrangian ensuring the perturbative matching of the unitarized and
the ChPT amplitudes. Such so-called chiral unitary approaches have proven successful
in describing many hadronic reactions involving resonances and substantial final-state
interactions.

The possibility to study symmetries and symmetry breaking patterns of QCD by
means of η and η′ decays has also triggered a lot of experimental activities in this field.
Various decay modes of these pseudoscalar mesons are currently under investigation, e.g.
at KLOE@DAΦNE, Crystal Ball at MAMI, WASA-at-COSY, VES at IHEP, and CLEO
at CESR. The close interplay of theoretical and experimental investigations has turned
out to be particularly beneficial and leads to a better understanding of this interest-
ing area of hadron physics. In this context we point at the formation of the network
EtaMesonNet which has coordinated activities at different European accelerators and
the exchange of information among experimental and theory groups from 2004 to 2007.
It has been part of the Integrated Infrastructure Initiative Study of strongly interacting
matter of the European Union and is likely to be continued focusing on η′ physics.

Recent experimental developments in the study of hadronic atoms such as experi-
ments with kaonic hydrogen by the KEK and the DEAR collaborations have provided
new tight constraints in the area of K̄N interactions which will be complemented by the
upcoming measurement of kaonic deuterium with SIDDHARTA at DAΦNE, a follow-up
of the DEAR experiment.

In view of this variety of ongoing experimental activities it is clear that also theo-
retical efforts and improvements are necessary to gain deeper insights. The aim of the
present work is to provide a well-grounded theoretical description of η, η′ decays and
K̄N scattering which is connected as closely as possible to the underlying theory QCD
while keeping the approach efficient and technically feasible. All processes under consid-
eration have in common that they involve interesting features of low-energy QCD while
at the same time being not adequately described by pure ChPT due to the importance
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of non-perturbative effects.
This work is organized as follows: In Chapter 1 we present a short introduction to

chiral perturbation theory with special focus on the inclusion of the η′ meson which is
not taken into account as a dynamical field in standard ChPT (where only the octet
of pseudoscalar mesons is included). In addition, we discuss the Wess-Zumino-Witten
Lagrangian which accounts for the effects of the chiral anomalies of QCD and briefly
touch upon the inclusion of baryons in ChPT. In Chapter 2 we explain the unitarization
of scattering amplitudes by means of the Bethe-Salpeter equation. The use of this method
guarantees exact unitarity of the two-particle S-matrix while resonances are generated
dynamically and can be associated with poles of the S-matrix in the complex energy
plane. The section on resonance poles, where we also examine constraints imposed by
causality, completes our discussion of the chiral unitary approach utilized in this work.

The applications of our framework are divided into two parts. In Part I we present the
results of investigating several η and η′ decays. Chapter 3 is devoted to the important
hadronic decay modes η, η′ → 3π, η′ → ηππ. We place particular emphasis on the
decays into three pions which proceed mainly due to the isospin-breaking quark mass
difference md −mu. We also examine the possibility to extract the ratio (md −mu)/ms

from hadronic η′ decays. In Chapter 4 we study the decays of η and η′ into π+π− and a
lepton-antilepton pair. These processes involve vertices from the Wess-Zumino-Witten
Lagrangian and are therefore called anomalous decays.

Part II deals with antikaon-nucleon scattering in the vicinity of the K̄N threshold.
Here, we focus on the question whether the new results from kaonic hydrogen experiments
are compatible with previous low-energy scattering data. Furthermore, we critically
examine the pole structure of the S-matrix below the K̄N threshold where the Λ(1405)
resonance is situated.

We conclude the work with a short outlook. Lengthy tables and some additional
material are relegated to the appendices.
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Chapter 1

Chiral Perturbation Theory

1.1 QCD Lagrangian

Quantum Chromodynamics (QCD) is the quantum field theory of the strong interactions.
It is a non-Abelian gauge theory, based on the gauge group SU(3)c which is associated
with the color degree of freedom. QCD describes the interaction of six types (flavors)
of spin-1/2 particles, the quarks, mediated by massless gauge bosons, the gluons. There
are eight different gluons corresponding to the SU(3)c octet. Each quark flavor forms a
color triplet. Apart from their color charge, quarks also carry an electric charge with
up-, charm- and top-quarks having charge +2/3 and down-, strange- and bottom-quarks
having charge −1/3 in units of the elementary charge e (with e > 0). Therefore, quarks
also take part in electromagnetic interactions.

The Lagrangian of QCD (without electromagnetism) reads

LQCD = ψ̄i
q [iγµ(Dµ)ij − δij mq] ψ

j
q −

1

4
Ga

µν G
aµν − g2

sθ0
64π2

Ga
µν G̃

aµν , (1.1)

(Dµ)ij = δij∂µ + igs t
a
ijA

a
µ ,

where gs is the coupling constant of QCD. Note that here and in the following we use the
standard convention that repeated indices are summed over (unless otherwise indicated).
Each quark field of color i, flavor q and mass mq is represented by a four-component Dirac
spinor ψi

q(x). The gluonic gauge fields are denoted by Aa
µ(x) with associated field strength

tensors Ga
µν = ∂µA

a
ν − ∂νA

a
µ − gsf

abcAb
µA

c
ν , where fabc are the structure constants of the

symmetry group SU(3)c with generators ta. The eight SU(3) generators are related
to the Gell-Mann matrices λa by ta = λa/2. Explicit expressions for the Gell-Mann
matrices and the structure constants fabc can be found in Appendix A.1. The last term
in the QCD Lagrangian involves the dual field strength tensor G̃aµν = ǫµναβGa

αβ and
an additional parameter, the so-called vacuum angle θ0. Since this term is odd under
parity and time-reversal, it can induce measurable P and CP violation of the strong
interactions. Up to now there is, however, no experimental indication of a non-zero
value of θ0 and we set θ0 ≡ 0 throughout this work.

It is yet another experimental fact that the masses of the u, d and s quarks are
considerably smaller than those of c, b and t. In this work we are only interested in
low-energy processes on the scale of the hadronic spectrum where the c, b and t quarks
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can be regarded as heavy particles. Instead of treating them as dynamical degrees of
freedom they can rather be integrated out of the theory so that their effects are hidden
in the coupling constants which govern the interactions of the remaining particles. If, on
the other hand, the masses of the light quarks u, d, s are set to zero, one observes that
the QCD Lagrangian, whose fermionic piece is then given by

L0 = iq̄ /Dq , (1.2)

with q = (u, d, s)T and /D = γµDµ, has an additional symmetry: It is invariant under
separate U(3) transformations of the left- and right-handed quark fields

qL =
1

2
(1− γ5) q, qR =

1

2
(1 + γ5) q (1.3)

which decouple completely in the massless Lagrangian

L0 = iq̄ /Dq = iq̄L /DqL + iq̄R /DqR . (1.4)

The full group of chiral transformations U(3)L ×U(3)R can be decomposed into four
irreducible subgroups U(1)L × U(1)R × SU(3)L × SU(3)R. Left- and right-handed chiral
transformations L ∈ U(3)L, R ∈ U(3)R can also be expressed in terms of vector and
axial-vector transformations defined by L = R and L = R†, respectively, which leads to
the equivalent decomposition U(1)V ×U(1)A × SU(3)V × SU(3)A. In virtue of Noether’s
theorem one expects conserved currents corresponding to the global symmetries of the
Lagrangian. In fact U(1)V symmetry, which also holds in the presence of non-vanishing
quark masses, is associated with baryon number conservation in the strong interactions.
The (approximate) symmetry under SU(3)V transformations is realized in the flavor
symmetry of the hadronic spectrum. In contrast, there are no experimentally confirmed
conservation laws corresponding to the axial-vector symmetries. In case of U(1)A this
can be traced back to the fact that despite being a symmetry of the Lagrangian taken
as a classical object, axial U(1) symmetry is anomalously broken at the quantum level
of the theory. It is thus not a symmetry of QCD and we cannot expect a conserved
quantum number associated with it. The axial anomaly of the strong interactions has
important consequences for the nature of the η′ meson and will be discussed in more
detail in Sections 1.4 and 1.5.

Finally, an assumed invariance under chiral SU(3)A transformations would induce
parity doubling in the hadronic spectrum; e.g. the octet of pseudoscalar mesons should
be accompanied by an octet of scalar mesons with similar masses. Since no such parity
degeneracy is found in nature, one is led to the assumption that chiral SU(3)L×SU(3)R is
spontaneously broken down to its subgroup SU(3)V . In general, spontaneous breakdown
of a symmetry occurs if the Lagrangian, which describes a physical system, is symmetric
under a certain transformation, but the ground state of the system is not. One example
from a completely different field of physics is the spontaneous breakdown of rotational
invariance of a ferromagnet which is cooled down below its Curie temperature so that
the emerging magnetization singles out one particular direction in space.

According to Goldstone’s theorem the spontaneous breakdown of a continuous sym-
metry implies the existence of a massless and spinless particle with the quantum numbers
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of the generator of the broken symmetry [7]. For a ferromagnet these excitations are
known as magnons, quantized spin waves which change the direction of the local mag-
netization. In case of the broken chiral SU(3)L × SU(3)R symmetry of QCD we expect
eight Goldstone bosons with spin zero and odd parity (JP = 0−).

The spectrum of the hadrons does not include any massless particles, but it does
include an octet of light mesons (π+, π−, π0, K+, K−, K0, K̄0, η). These lowest-lying
excitations in the hadronic spectrum are known to have JP = 0− and are separated
from the rest of the spectrum by a mass gap which is characteristic for systems with
spontaneously broken symmetry. We will identify the eight pseudoscalar mesons with
the Goldstone bosons of massless QCD, keeping in mind that chiral symmetry is not
an exact symmetry of the strong interactions, but rather explicitly broken by the quark
mass terms in the QCD Lagrangian which intertwines left- and right-handed quarks by
virtue of

LM = −q̄Mq = −q̄LMqR − q̄RMqL , (1.5)

where M = diag(mu, md, ms) is the real-valued quark mass matrix.
The mechanism of chiral symmetry breaking puts stringent constraints on the in-

teraction among the pseudoscalar mesons (e.g. they completely decouple in the limit of
vanishing masses and momenta) and, by treating the non-vanishing masses of the three
light quarks as perturbative corrections to the idealized case of massless quarks, it more-
over allows to relate the masses of the pseudoscalar mesons to the quark masses in QCD
(up to electromagnetic contributions which can be treated separately).

1.2 Construction of the effective Lagrangian

In order to construct an effective Lagrangian which describes the interaction of the
octet of pseudoscalar mesons, i.e. the Goldstone bosons of QCD, we must find a suitable
representation of the meson fields. Long ago such chiral Lagrangians were investigated by
Weinberg [8] in the context of chiral SU(2) symmetry. Later on the general prescription
of how to construct an effective field theory based on the assumption of a spontaneously
broken symmetry was elaborated by Callan, Coleman, Wess and Zumino [9]. Here, we
will follow the discussion given in [10]. For other introductions to chiral perturbation
theory (ChPT) of varied detailedness and with different focuses see, e.g., [11–15] and the
textbook [16].

We consider a physical system whose Lagrangian has a symmetry G (a compact Lie
group of global field transformations) which is broken down spontaneously to a subgroup
H ⊂ G by a non-invariant ground state. According to Goldstone’s theorem, there exist
n = dimG−dimH Goldstone bosons which we will summarize by the n-component, real-
valued field ϕ(x). Given an element g ∈ G, the Goldstone bosons transform according
to a representation F of the group G,

ϕ→ ϕ′ = F (g, ϕ) , (1.6)

which obeys the representation property

F (g, F (g̃, ϕ)) = F (gg̃, ϕ), g, g̃ ∈ G . (1.7)
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Our aim is to find such a representation which—as it turns out—uniquely associates a
subset of G with all field configurations ϕ. First, we verify that the elements h ∈ H
which leave the vacuum state (denoted by ϕ ≡ 0) invariant,

F (h, 0) = 0 ∀ h ∈ H , (1.8)

indeed form a subgroup of G. Let e be the identity in G and h, h̃ ∈ H , then

F (e, 0) = 0 ⇒ e ∈ H ,

F (hh̃, 0) = F (h, F (h̃, 0)) = F (h, 0) = 0 ⇒ hh̃ ∈ H , (1.9)

0 = F (e, 0) = F (h−1h, 0) = F (h−1, F (h, 0)) = F (h−1, 0) ⇒ h−1 ∈ H .

Moreover, since for any g ∈ G we have

F (gh, 0) = F (g, F (h, 0)) = F (g, 0) ∀ h ∈ H , (1.10)

the function F (g, 0) maps the elements of the left cosets∗ G/H onto the values of the
Goldstone boson fields. This mapping is injective and thus invertible on its image, for
let g, g̃ ∈ G with F (g, 0) = F (g̃, 0) then

0 = F (g−1g, 0) = F (g−1, F (g, 0)) = F (g−1, F (g̃, 0)) = F (g−1g̃, 0)

⇒ g−1g̃ ∈ H ⇒ g̃ ∈ gH . (1.11)

Since dimG/H = n the values of the Goldstone boson fields can in fact be identified
with elements of the coset space. We now choose a representative element q for each left
coset gH ∈ G/H . As G/H is a set of equivalence classes, this choice is, of course, not
unique. With a suitable h ∈ H every element g ∈ G can then be decomposed as g = qh.
The transformation of the Goldstone boson fields ϕ = F (q, 0) under g ∈ G is therefore
given by

ϕ→ ϕ′ = F (g, ϕ) = F (g, F (q, 0)) = F (gq, 0) = F (q′h, 0) = F (q′, 0) , (1.12)

where q′ represents the left coset associated with the transformed fields ϕ′ and we made
use of the unique decomposition gq = q′h with h ∈ H appropriately.

In the case of three flavor QCD we have G = SU(3)L×SU(3)R and H = SU(3)V . The
coset space G/H is again isomorphic to SU(3), thus the Goldstone boson fields can be
represented by matrix valued fields Û(x) ∈ SU(3). Corresponding to the decomposition
g = qh one may for example choose the representation

g = (L̂, R̂) = (L̂, R̂L̂†L̂) = (1, R̂L̂†)(L̂, L̂) ⇒ Û := R̂L̂† (1.13)

or

g = (L̂, R̂) = (L̂R̂†R̂, R̂) = (L̂R̂†,1)(R̂, R̂) ⇒ Ũ := L̂R̂† (1.14)

∗A left (right) coset of a group G with respect to the subgroup H ⊂ G is an equivalence class of
elements in G which only differ by right (left) multiplication with a member h ∈ H and is denoted by
gH (Hg).
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with L̂, R̂ ∈ SU(3). Picking out the first choice, the behavior of Û under a chiral
transformation g̃ ∈ G is given by

(1, Û) → (1, Û ′) = g̃(1, Û) = (L̃, R̃)(1, Û) = (L̃, R̃Û) = (1, R̃ÛL̃†)(L̃, L̃)

⇒ Û → Û ′ = R̃ÛL̃† (1.15)

Conventionally, one defines Û(x) by means of the exponential representation

Û(x) = exp

(
2i

f
taϕa(x)

)

, (1.16)

where ta = λa/2 are the generators of SU(3) and f is the pseudoscalar decay constant
in the chiral limit. This constant measures the strength with which the pseudoscalar
mesons decay via the axial-vector currents ja

µ5 = q̄γµγ5t
aq, a = 1, . . . , 8 into the hadronic

vacuum and is defined by the matrix element

〈0| ja
µ5(x)

∣
∣ϕb(p)

〉
= ie−ip·xpµ f δ

ab (1.17)

in the chiral limit. Experimentally, the decay constant of the charged pions may be
inferred from the weak decay π+ → µ+νµ which leads to a value of Fπ = (92.4±0.3) MeV
[17]. Within the framework of chiral perturbation theory, it is possible to extrapolate
the physical decay constant Fπ down to its value in the chiral limit of vanishing quark
masses. To one-loop order in SU(2) ChPT one obtains f ≈ 88 MeV [3], whereas a recent
two-loop calculation yields f = (86.2 ± 0.5) MeV [18].

Expressing the Goldstone boson fields ϕa in terms of the fields in the physical basis
(but still in the chiral limit) we arrive at

taϕa =
1√
2








1√
2
π̃0 + 1√

6
η8 π+ K+

π− − 1√
2
π̃0 + 1√

6
η8 K0

K− K̄0 −
√

2
3
η8








=:
1√
2
φ̂ . (1.18)

There is yet another representation of the pseudoscalar mesons which is frequently
used in the literature, in particular for the description of meson-baryon interactions, cf.
Sect. 1.6. It is obtained by choosing the axial-vector type transformations q = (u†, u),
u ∈ SU(3), as the representative elements of the coset space G/H . In this case, a chiral
transformation g = (L̂, R̂) acts as

gq = (L̂, R̂)(u†, u) = (L̂u†, R̂ u) = (u′
†
, u′)(K,K) with (K,K) ∈ SU(3)V , (1.19)

from which one extracts the transformation property of u

u → u′ = R̂ uK† = KuL̂† . (1.20)

The SU(3) element K is implicitly defined as a function of u, L̂, and R̂ by the above
equation and is usually referred to as the compensator field. From the transformation of
u2,

u2 → u′
2

= R̂ uK†KuL̂† = R̂ u2L̂† , (1.21)
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it is obvious to identify u2(x) = Û(x), so that

u(x) = exp

(
i

f
taϕa(x)

)

= exp

(
i√
2f

φ̂(x)

)

. (1.22)

Due to its simple behavior under chiral transformations it is most convenient to
choose the representation Û(x), Eq. (1.16), for the construction of the chiral effective
Lagrangian which is then given by a function of Û and derivatives thereof

Lφ̂ = Lφ̂(Û , ∂Û , ∂2Û , . . .) . (1.23)

The final results of a calculation should of course be independent of the particular choice
of the field parametrization. Following the general principles for the construction of a
low-energy effective field theory, Lφ̂ has to respect the same symmetries as the underlying

fundamental theory, in our case QCD.† Hence, it has to obey Lorentz-invariance, C, P , T ,
and, in particular, chiral SU(3)L × SU(3)R symmetry. Constituting a low-energy theory,
Lφ̂ is naturally organized in powers of (small) momenta or—equivalently—in powers
of derivatives on the meson fields which defines the so-called chiral counting scheme.
Lorentz-invariance implies that only even powers of derivatives occur. At zeroth chiral
order, i.e. without derivatives, the only building block for the construction of Lφ̂ which

respects all symmetries is ÛÛ † = 1. Thus, the zeroth order Lagrangian L(0)

φ̂
is just an

irrelevant constant. At second chiral order one finds

L(2)

φ̂
=
f 2

4

〈
∂µÛ∂

µÛ †〉 , (1.24)

where 〈. . .〉 denotes the trace in flavor space. The coefficient f 2/4 is fixed by the re-
quirement that the kinetic terms of the Goldstone bosons be normalized in the standard
way

L(2)

φ̂
=
f 2

4

〈
2i

f
ta∂µϕ

a−2i

f
tb∂µϕb

〉

+ · · ·

= ∂µϕ
a∂µϕb

〈
tatb
〉

+ · · · =
1

2
∂µϕ

a∂µϕa + · · · , (1.25)

where the ellipsis indicate terms with at least four Goldstone boson fields and we have
used

〈
tatb
〉

= δab/2.
When going to higher chiral orders, more and more independent terms are allowed

by the above-named symmetries. In general, their coefficients—which are called low-
energy constants (LECs)—are not subject to any constraints and have to be fixed by
experimental input or lattice QCD calculations. In some instances their size can also be
estimated by phenomenological models such as resonance saturation. The explicit form
of the fourth order Lagrangian will be given in the next section where we generalize the
effective Lagrangian to the inclusion of external sources and symmetry-breaking terms.

†Moreover, the effective Lagrangian also has to reproduce the symmetry-breaking patterns of the
underlying theory such as anomalies or explicit symmetry violations by non-invariant terms. These
issues are discussed in Sects. 1.4 and 1.3, respectively.
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1.3 External sources

A valuable tool to study matrix elements in quantum field theory is furnished by the
path integral formalism [19]. In order to examine matrix elements of a given current
J(x) one introduces a classical source term S(x) in the Lagrangian of the theory which
is coupled to J(x). E.g. for a theory with scalar fields ϕ(x) and a Lagrangian L = L[ϕ] ‡

we set L[ϕ, S] := L[ϕ] + JS. The fundamental object in the path integral formalism,
the so-called generating functional W [S], is then defined by

W [S] =

∫

Dϕ exp

{

i

∫

d4x L[ϕ, S]

}

. (1.26)

The vacuum expectation value of the operator J may be computed by taking the func-
tional derivative of the generating functional, see e.g. [20]:

〈0| J(y) |0〉 =
1

W [0]

(

−i δ

δS(y)

)

W [S]

∣
∣
∣
∣
S=0

. (1.27)

We now apply the method of external sources to the case of three-flavor QCD. To this
end we introduce scalar (s), pseudoscalar (p), vector(vµ), and axial-vector (aµ) sources
which are represented by Hermitian, color neutral matrices in flavor space. The modified
QCD Lagrangian then reads

LQCD = −1

4
Ga

µν G
aµν + q̄i /Dq + q̄γµ(vµ + γ5aµ)q − q̄(s− iγ5p)q . (1.28)

For the specific choice vµ = aµ = p = 0, s = M with M = diag(mu, md, ms) the original
Lagrangian of QCD is recovered. Formally, the Lagrangian in Eq. (1.28) is invariant
under local U(3)L × U(3)R transformations of the quark fields,

q(x) → q′(x) = L(x)
1

2
(1− γ5)q(x) +R(x)

1

2
(1 + γ5)q(x) (1.29)

with L(x), R(x) ∈ U(3), provided that the external fields transform according to

(s+ ip) → R(s+ ip)L† ,

lµ → L lµL
† + iL∂µL

† with lµ = vµ − aµ ,

rµ → R rµR
† + iR∂µR

† with rµ = vµ + aµ . (1.30)

The full generating functional

WQCD[v, a, s, p] =

∫

DqDq̄DA exp

{

i

∫

d4x LQCD[q, q̄, A, v, a, s, p]

}

(1.31)

is, however, not invariant under such transformations as it is affected by anomalies
stemming from the non-trivial transformation properties of the fermionic measure in the

‡In this section we use square brackets for the arguments of functionals in order to distinguish them
from ordinary functions for which parentheses are employed.
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path integral. One such anomaly is the axial U(1) anomaly which has been mentioned
earlier and will be discussed in some detail in Sect. 1.4.2, the other anomalies are the
so-called chiral anomalies which involve the external vector and axial-vector fields. They
have important consequences for the anomalous decays of π0, η, η′ and will be reviewed
in Sect. 1.4.3.

Postponing the discussion of QCD anomalies we restrict ourselves to the subgroup
of chiral SU(3)L × SU(3)R transformations and remark that the chiral anomalies ap-
pear only at next-to-leading order in the chiral counting scheme. The construction of
the effective Lagrangian in the presence of external sources presented in this section
will enable us to systematically treat the effects of non-vanishing quark masses and the
(non-anomalous) coupling to external photons. Following the construction principles for
an effective field theory, the effective Lagrangian corresponding to the modified QCD
Lagrangian, Eq. (1.28), has to be invariant under chiral SU(3)L × SU(3)R gauge trans-
formations. For this reason, we introduce a covariant derivative of the meson fields

∇µÛ = ∂µÛ − i[v̂µ, Û ] − i{âµ, Û} = ∂µÛ + iÛ l̂µ − ir̂µÛ , (1.32)

where the hats over the external fields indicate that only the traceless parts are employed
here, i.e. v̂µ = vµ − 〈vµ〉 /3 and so on. The covariant derivative transforms in the same

way as Û under chiral transformations L̂, R̂ ∈ SU(3)

∇µÛ → R̂∇µÛL̂
† . (1.33)

Furthermore, we define field strength tensors for the external left- and right-handed fields

L̂µν = ∂µ l̂ν − ∂ν l̂µ − i[l̂µ, l̂ν ] , R̂µν = ∂µr̂ν − ∂ν r̂µ − i[r̂µ, r̂ν ] (1.34)

which are needed for the construction of a gauge invariant effective Lagrangian. They
transform as

L̂µν → L̂L̂µνL̂
†, R̂µν → R̂R̂µνR̂

† . (1.35)

The scalar and pseudoscalar external fields are conventionally summarized in the quantity

χ = 2B0(s+ ip) , (1.36)

where B0 is a real constant which will be determined later on.§

In the standard counting scheme of chiral perturbation theory, the external vector
and axial-vector fields are counted as O(p) because they enter at the same level as
the derivative operator ∂µ in the covariant derivative Eq. (1.32). Accordingly, the field

strength tensors L̂µν , R̂µν are of order O(p2). The combination χ is also booked as O(p2)
since it contains the quark mass matrix M which can be related to the squared masses
of the pseudoscalar mesons as we will see later.

With these conventions one finds the chiral effective Lagrangian at order O(p2) [4]

L(2)

φ̂
=
f 2

4

〈
∇µÛ∇µÛ

〉
+
f 2

4

〈
Û †χ+ χ†Û

〉
(1.37)

§Note that B0 is only real in the absence of CP violation, see [4].
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where the first term generalizes the Lagrangian of Eq. (1.24) and the second term brings
in the quark masses. Its normalization factor was chosen for later convenience. Note
that at order O(p2) there are no terms involving the field strength tensors L̂µν , R̂µν , i.e.
external vector and axial-vector fields such as photons or weak currents only couple to
the mesons via the covariant derivative ∇µÛ .

Being the model-independent low-energy effective theory of QCD, ChPT reproduces
QCD Green functions as a perturbative series in powers of small momenta and quark
masses. Matrix elements derived from the generating functional of QCD can thus be
perturbatively related to corresponding matrix elements derived from the generating
functional of ChPT [2, 3]. To give one important example, we calculate the vacuum
expectation value of the operator ūu which is obtained by taking the functional derivative
of the generating functional of QCD with respect to the auxiliary field ξ that enters the
scalar source sξ = diag(mu + ξ,md, ms),

〈0| ūu |0〉 =
1

WQCD[0, 0,M, 0]

(

i
δ

δξ

)

WQCD[0, 0, sξ, 0]

∣
∣
∣
∣
ξ=0

. (1.38)

Performing the same operations on the generating functional of the effective theory at
lowest order,

W
(2)

φ̂
[v̂, â, s, p] =

∫

DÛ exp

{

i

∫

d4xL(2)

φ̂
[Û , v̂, â, s, p]

}

, (1.39)

we compute

〈0| ūu |0〉 =
1

W
(2)

φ̂
[0, 0,M, 0]

(

i
δ

δξ

)

W
(2)

φ̂
[0, 0, sξ, 0]

∣
∣
∣
∣
ξ=0

=
−f 2B0

W
(2)

φ̂
[0, 0,M, 0]

∫

DÛ 1

2
(Û † + Û)11 exp

{

i

∫

d4xL(2)

φ̂
[Û , 0, 0,M, 0]

}

= −f 2B0 + O(M) , (1.40)

where in the last step we used Û †+Û = 2(1−φ̂2/f 2+φ̂4/(6f 4)+. . .). The constant piece
produces the result −f 2B0 whereas the remaining φ̂ dependent terms generate vacuum
diagrams as exemplified in Fig. 1.1. Their contributions are of higher order in the chiral
counting scheme, which will be explained later on, and vanish in the chiral limit. The
vacuum expectation values of d̄d and s̄s are derived in complete analogy resulting in

〈0| ūu |0〉 = 〈0| d̄d |0〉 = 〈0| s̄s |0〉 = −f 2B0(1 + O(M)) . (1.41)

The constant B0 is thus proportional to the vacuum expectation value of the scalar
quark-antiquark densities in the chiral limit and can be regarded as the order parameter
of chiral symmetry breakdown.

In standard ChPT B0 is considered as a large quantity which is of zeroth chiral
order. As a side note we remark that there also exists a different counting scheme which
is referred to as generalized ChPT [21]. In this framework B0 is regarded as a small
scale, i.e. the scalar quark condensate is treated as a small quantity, and B0 is assigned
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Figure 1.1: Pseudoscalar meson loops which contribute to the vacuum expectation value
〈0| q̄q |0〉.

the chiral order O(p), whereas the external fields s and p are also counted as O(p). By
utilizing B0 and s + ip as separate building blocks for the construction of the effective
Lagrangian one finds six independent terms at order O(p2) with additional LECs not

present in L(2)

φ̂
, Eq. (1.37). Moreover, the generalized chiral Lagrangian also contains

terms of odd chiral power starting at O(p3). In this work, however, we stick to the
standard chiral counting scheme and do not discuss generalized ChPT any further here.

By expanding the Lagrangian L(2)

φ̂
up to second order in the meson fields and setting

the external fields to their physical values, i.e. v̂ = â = p = 0, s = M, we obtain mass
terms for the pseudoscalar mesons

L(2)
mass = −B0

〈
φ̂2M

〉

= −B0

{
1

2
(mu +md)(π̃0)2 + (mu +md)π+π−

+ (mu +ms)K
+K− + (md +ms)K

0K̄0

+
1

6
(mu +md + 4ms)(η8)

2 +
1√
3

(mu −md)π̃0η8

}

, (1.42)

where the last term entails π̃0-η8 mixing and is proportional to the isospin-breaking
quark mass difference mu −md. From Eq. (1.42) we may read off the leading order mass
formulae

m2
π0 = 2B0m̂− 1

4
B0

(md −mu)2

ms − m̂
, m2

π± = 2B0m̂ ,

m2
K0 = B0(md +ms) , m2

K± = B0(mu +ms) ,

m2
η =

2

3
B0(m̂ + 2ms) +

1

4
B0

(md −mu)2

ms − m̂
, (1.43)

where m̂ = (mu + md)/2 is the average light quark mass. The mass relations hold up
to corrections of order O(M2) and were first derived by Gell-Mann, Oakes, and Renner
[22]. In the isospin limit of equal up- and down-quark masses they reduce to

m2
π = 2B0m̂ , m2

K = B0(m̂ +ms) , m2
η =

2

3
B0(m̂+ 2ms) , (1.44)

and can be readily employed to obtain the so-called Gell-Mann–Okubo formula [23, 24]

3m2
η = 4m2

K −m2
π (1.45)
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which predicts mη = 566 MeV, not far from the measured η mass of 547 MeV [17].
Higher order corrections to the above relations are obtained by taking contributions

from higher order effective Lagrangians L(4)

φ̂
, L(6)

φ̂
, . . . into account, but—since we are

dealing with a quantum field theory—also contributions from loop graphs have to be
included. Typically, such loop integrals are divergent and in order to arrive at a mean-
ingful result, the occurring divergences have to be absorbed by renormalizing coupling
constants of the theory. If the loop integrals are regularized by means of a regular-
ization scheme which preserves the symmetries of the Lagrangian (such as dimensional
regularization), it is clear that all infinities require only counter terms that share these
symmetries. Since by construction the full chiral effective Lagrangian contains all such
terms, every divergence which occurs in loop calculations within ChPT can be absorbed
into an appropriate counter term. Obviously, the full chiral effective Lagrangian, which
consists of infinitely many terms constructed out of the building blocks Û , ∇µÛ , χ, L̂µν ,

R̂µν and further derivatives thereof, involves terms of mass dimension higher than four.
Chiral perturbation theory is therefore a non-renormalizable theory in the usual sense.
However, chiral power counting ensures that loop diagrams are indeed suppressed with
respect to tree graphs so that they do not alter the coupling constants at lower chiral
orders. By employing the general arguments given by Weinberg [2], this statement can
be made more explicit. Consider a connected diagram with ℓ loops and Nk vertices of
order O(pk). The chiral order ν of the diagram is then given by

ν = 2 + 2ℓ+
∑

k=2,4,6,...

(k − 2)Nk . (1.46)

Clearly, the chiral order is increased when the number of loops grows. In other words, the
chiral expansion is in accordance with the loop expansion. One-loop graphs with lowest
order vertices contribute at fourth chiral order; their divergences can thus be absorbed
by counter terms of order O(p4). For two-loop diagrams, only counter terms from L(6)

φ̂

and higher are required, and so on.
For completeness we also display the chiral effective Lagrangian of order O(p4) which

was first constructed by Gasser and Leutwyler [4]. It reads

L(4)

φ̂
= L1

〈
∇µÛ

†∇µÛ
〉2

+ L2

〈
∇µÛ

†∇νÛ
〉〈
∇µÛ †∇νÛ

〉

+ L3

〈
∇µÛ

†∇µÛ∇νÛ
†∇νÛ

〉
+ L4

〈
∇µÛ

†∇µÛ
〉〈
Û †χ+ χ†Û

〉

+ L5

〈
∇µÛ

†∇µÛ(Û †χ+ χ†Û)
〉

+ L6

〈
Û †χ + χ†Û

〉2

+ L7

〈
Û †χ− χ†Û

〉2
+ L8

〈
Û †χÛ †χ+ χ†Ûχ†Û

〉

− iL9

〈
L̂µν∇µÛ †∇νÛ + R̂µν∇µÛ∇νÛ †〉+ L10

〈
L̂µνÛ

†R̂µνÛ
〉

+H1

〈
L̂µνL̂

µν + R̂µνR̂
µν
〉

+H2

〈
χ†χ

〉
, (1.47)

where L1, . . . , L10 are low-energy constants. The contact terms involving H1 and H2

do not contain any meson fields and are thus of no physical significance, but they are
allowed by symmetry and are in fact needed as counter terms for the renormalization of
one-loop graphs. The coefficients H1, H2 are sometimes called high-energy constants.

By expanding the Lagrangians L(2)

φ̂
and L(4)

φ̂
in powers of the meson fields one observes

that they only produce contact terms with an even number of mesons. Hence, these
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interactions conserve the meson number modulo two which is, of course, not a symmetry
of QCD—consider, e.g., the QCD-allowed process K+K− → π+π−π0. This peculiar
conservation law is due to the fact that the effective Lagrangians are invariant under the
transformation

Û → Û † , χ→ χ† , âµ → −âµ . (1.48)

The first operation effectively replaces φ̂ by −φ̂. This transformation is similar to the
parity transformation, but without affecting the space-time coordinates. QCD, however,
is only symmetric under the true parity transformation P . For instance, the simplest
process which is allowed by QCD, but cannot be described by the Lagrangians discussed
above is K+K− → π+π−π0.

Terms in the effective action which are invariant under the transformation in Eq. (1.48)
are said to be of natural parity, whereas terms that violate this symmetry are of unnat-
ural parity. The latter can only be constructed by means of the totally antisymmetric
tensor ǫµναβ which implies that a Lorentz invariant term of unnatural parity necessarily
involves at least four derivatives or external (axial) vector fields. Thus, it has to be of
fourth chiral order or higher. In fact one finds that the leading terms of unnatural parity
which obey chiral symmetry are of order O(p6). Nonetheless, there are also contributions
at O(p4) which are, however, related to the chiral anomalies of QCD and are summarized
by the so-called Wess-Zumino-Witten action. This issue will be discussed in more detail
in the following section on anomalies.

1.4 Anomalies

1.4.1 Path integral analysis

In the limit of vanishing quark masses the classical QCD Lagrangian with three flavors
is invariant under chiral U(3)L ×U(3)R transformations of the quark fields q. While this
invariance holds at the classical level of the theory, it does not need to be guaranteed
when quantum corrections are taken into account. This phenomenon was first observed
by analyzing matrix elements describing the decay π0 → γγ for which the predecessor
of chiral perturbation theory, the hypothesis of partial conservation of the axial current
(PCAC), predicted a tiny branching ratio [25]. The much larger branching ratio observed
in experiment could be explained by a loop contribution in QCD which breaks chiral
symmetry [26, 27], a so-called anomaly.

In the path integral formalism the occurrence of an anomaly can be traced back to
a non-trivial transformation of the fermionic measure under the field transformation in
question [28]. The analysis of path integrals thus leads to a generalized definition of
symmetries in quantum field theory: A continuous field transformation is a symmetry
of the theory (implying the existence of a conserved current according to Noether’s
theorem) if and only if the Lagrangian and the path integral measure are invariant
under this transformation.

To keep things simple, we start out with an analysis of QCD anomalies in the chiral
limit and in the absence of external sources which follows the presentation given in [29].
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Later on, the discussion is generalized to the inclusion of external vector and axial-vector
fields.

Let S(x) be a unitary local matrix transformation which acts on the column of
quark fields as q(x) → q′(x) = S(x) q(x). It induces the following transformation of the
fermionic measure in the path integral

DqDq̄ → Dq′ Dq̄′ = (detJ det J̄ )−1 DqDq̄ , (1.49)

where the Jacobians of the transformation are given by

Jxn,ym = S(x)nmδ
4(x− y), J̄xn,ym = [γ0S†(x)γ0]nmδ

4(x− y) . (1.50)

The indices n, m comprise flavor, color and Dirac spinor indices whereas the delta func-
tions represent the unit element in continuous space-time. In other words the Jacobian
matrices are “unit matrices” in Minkowski space. The fact that the Jacobian enters as
its inverse in Eq. (1.49) stems from the fermionic nature of the quarks.

First, we consider the case of a vector type chiral transformation S ∈ U(3)V which
may be written as

S(x) = exp(iα(x)t) (1.51)

with t an ordinary Hermitian matrix in flavor space and α(x) an arbitrary real function.
Since S(x) commutes with γ0, we have

J̄ J = 1 . (1.52)

Hence, the measure is invariant under this transformation.

Next, we investigate axial-vector type chiral transformations S ∈ U(3)A which are of
the form

S(x) = exp(iγ5α(x)t) = cos(α(x)t) + iγ5 sin(α(x)t) , (1.53)

where t is again an ordinary Hermitian 3×3 matrix and α(x) an arbitrary real function.
In virtue of the second relation in Eq. (1.53), one finds

γ0S†γ0 = S ⇒ J̄ = J (1.54)

and the fermionic measure thus transforms non-trivially

DqDq̄ → Dq′Dq̄′ = (detJ )−2 DqDq̄ . (1.55)

We now restrict ourselves to the infinitesimal local chiral transformation

S(x) = 1 + iγ5α(x)t+ O(α2) (1.56)

which implies for the Jacobian matrix

[J − 1]xn,ym = iα(x)[γ5t]nmδ
4(x− y) + O(α2) . (1.57)
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Making use of the matrix identity detM = exp(tr lnM) for an arbitrary ordinary matrix
M and the expansion of the logarithm ln(1 + ǫ) = ǫ + O(ǫ2), we write

(detJ )−2 = exp{−2
∑

x,n

lnJxn,xn}

= exp

{

−2i

∫

d4xα(x) tr(γ5t) lim
y→x

δ4(x− y)

}

+ O(α2)

= exp

{

i

∫

d4xα(x)A(x)

}

+ O(α2) , (1.58)

where we set A(x) = −2 tr(γ5t) limy→x δ
4(x− y). As it stands, Eq. (1.58) is ill-defined.

The trace tr(γ5t) over flavor, color and Dirac indices vanishes whereas in the limit y → x
the delta function is infinite. In order to get a definite result, we need to introduce
a regulator. We choose a regularization scheme which preserves Lorentz and gauge-
invariance and exponentially damps out contributions with large eigenvalues of the QCD
covariant derivative /D, i.e. ultraviolet modes. We define

A(x) = −2 lim
M→∞

lim
y→x

tr
(

γ5t e− /D
2
x/M2

)

δ4(x− y) , (1.59)

where M is a large regulator mass. Employing the Fourier representation of the delta
function we write

A(x) = −2 lim
M→∞

lim
y→x

∫
d4k

(2π)4
tr
(

γ5t e− /D
2
x/M2

)

eik·(x−y)

= −2 lim
M→∞

lim
y→x

∫
d4k

(2π)4
eik·(x−y) tr

(

γ5t e−(i/k+ /Dx)2/M2
)

= −2 lim
M→∞

∫
d4k

(2π)4
tr
(

γ5t e−(i/k+ /Dx)2/M2
)

= −2 lim
M→∞

M4

∫
d4κ

(2π)4
tr
(

γ5t e−(i/κ+ /Dx/M)2
)

, (1.60)

where we used
/Dxe

ik·x = eik·x(i/k + /Dx) (1.61)

and introduced the dimensionless variable κ = k/M in the last line. To analyze the limit
M → ∞ we expand the argument of the exponential

− (i/κ + /Dx/M)2 = κ2 − 2iκµD
µ
x

M
−

/D
2
x

M2
. (1.62)

Only terms which have at most four powers of M in the denominator yield non-vanishing
contributions when the regulator mass is sent to infinity. On the other hand, the trace
over Dirac indices vanishes unless the regulator function involves at least four gamma
matrices. We are thus left with

A(x) = −
∫

d4κ

(2π)4
eκ2

tr
(
γ5t /D

4
x

)
, (1.63)
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where the dependence on the regularization scale M has disappeared.
The integral can be evaluated by a Wick rotation to Euclidean space-time

∫
d4κ

(2π)4
eκ2

= i

∫
d4κE

(2π)4
e−κ2

E = i

∞∫

0

dζ

8π2
ζ3 e−ζ2

=
i

16π2
. (1.64)

To compute the trace over Dirac indices we write

/D
2

= γµγνDµDν

=
(1

2
{γµ, γν} +

1

2
[γµ, γν ]

)

DµDν

= D2 +
1

4
[γµ, γν ][Dµ, Dν ]

= D2 +
1

4
[γµ, γν ] igs t

aGa
µν (1.65)

which leads to the Dirac trace

trD

(
γ5[γµ, γν ][γα, γβ]

)
= 4 trD

(
γ5γµγνγαγβ

)
= 16i ǫµναβ . (1.66)

Finally, we obtain the result

A(x) = − g2
s

16π2
ǫµναβGa

µν(x)Gb
αβ(x) trc(t

atb) 〈t〉

= − g2
s

32π2
ǫµναβGa

µν(x)Ga
αβ(x) 〈t〉 , (1.67)

where we have evaluated the trace over colors, trc, and the trace over flavors, 〈. . .〉,
remains.

1.4.2 Axial U(1) anomaly

In the case of chiral SU(3) transformations of axial-vector type the matrix t in Eq. (1.67)
is traceless, i.e. the anomaly function vanishes. Thus, chiral SU(3)A symmetry holds at
the quantum level of QCD and the associated currents ja

µ5 = q̄γµγ5t
aq are conserved,

∂µja
µ5 = 0.
If, however, we consider axial U(1) transformations for which t is the unit matrix in

flavor space, the anomaly function is non-zero and reads

A(x) = −g
2
sNf

32π2
ǫµναβGa

µν(x)Ga
αβ(x) , (1.68)

where Nf = 3 is the number of flavors. Although the classical Lagrangian of QCD
is invariant under U(1)A transformations, the full quantum theory is not. As we will
explain in Sect. 1.4.4 a non-zero anomaly function has the same effect as if under the
transformation in question the Lagrangian would change by an additive term instead
of remaining invariant. Accordingly, the divergence of the singlet axial current j0

µ5 =
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q̄γµγ5t
0q with t0 = 1/

√
2Nf ,‡ which is associated with axial U(1) transformations, is

related to A via

∂µj0
µ5(x) =

−1
√

2Nf

A(x) =
g2

s

√
2Nf

64π2
ǫµναβGa

µν(x)Ga
αβ(x) (1.69)

and hence j0
µ5 is not conserved. This implies that we cannot expect a ninth Goldstone

boson associated with the generator of axial U(1) transformations.
Strictly speaking Eq. (1.68) alone is not sufficient for QCD to be non-invariant under

U(1)A transformations. The problem is that by introducing the so-called Chern-Simons
class

Kµ = 2ǫµναβ
[

Aa
ν∂αA

a
β − gs

3
fabcAa

νA
b
αA

c
β

]

(1.70)

the anomaly function A can be expressed in terms of the total derivative

∂µK
µ =

1

2
ǫµναβGa

µνG
a
αβ . (1.71)

According to Gauß’ theorem the space-time integral of the total derivative ∂µK
µ may be

written as a surface integral of Kµ which is zero for gauge field configurations that vanish
sufficiently rapidly at infinity. However, it was shown by ‘t Hooft that QCD allows for
topologically non-trivial field configurations (known as instantons) which vanish slowly
enough at infinity to yield a non-zero value of the surface integral [30]. Moreover, the
corresponding conserved current

K̃µ = q̄γµγ5q − g2
sNf

16π2
Kµ (1.72)

is not SU(3)c gauge invariant and thus cannot represent an observable quantity. Far
from being a proof, these arguments make it nevertheless plausible that axial U(1) is
indeed not a symmetry of QCD—in accordance with the experimental observation that
the lightest pseudoscalar flavor-singlet particle, the η′, has a mass which is much larger
than the masses of the octet of Goldstone bosons.

Three-flavor QCD possesses an interesting limit that is reached by generalizing the
gauge group SU(3)c to an arbitrary number of colors, SU(Nc), and sending Nc to infinity
while keeping the product g2

sNc fixed [31]. Since the anomaly function, Eq. (1.68), which
involves trc(t

atb) = δab/2 is independent of Nc, but proportional to g2
s it vanishes as 1/Nc

in the limit Nc → ∞. Thus, the symmetry under axial U(1) transformations is restored
rendering the existence of a ninth Goldstone boson possible. It can be shown that in the
large Nc counting scheme the pseudoscalar singlet decay constant in the chiral limit, f0,
is of order O(N

1/2
c ). By taking the divergence of the matrix element

〈0| j0
µ5(x) |η0(p)〉 = ie−ip·xpµ f0 (1.73)

one finds

〈0| ∂µj0
µ5(0) |η0(p)〉 = f0m

2
η0

=
−1√

6
〈0| A(0) |η0(p)〉 (1.74)

and—bearing in mind that A is of order O(N−1
c )—one concludes that for massless quarks

the squared mass of the singlet particle m2
η0

(and accordingly the squared mass of the
physical state η′) indeed vanishes as 1/Nc in the large Nc limit [32].

‡The matrix t0 is normalized in such a way that
〈
tatb

〉
= δab/2 ∀ a, b ∈ {0, 1, 2, . . . , 8}.
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γ

γ
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Figure 1.2: Quark loop diagrams which generate the anomalous contribution to the decay
π0 → 2γ.

1.4.3 Chiral anomalies

Quarks do not only carry SU(3) color charges, they also carry electromagnetic charge and
therefore couple to photons. The derivation of the anomaly function given in Eq. (1.67)
is, however, not restricted to the case of gluonic gauge fields, it proceeds in an analogous
manner if photonic gauge fields are considered. In this case one finds

A(x) = −e
2Nc

16π2
ǫµναβFµν(x)Fαβ(x)

〈
Q2t
〉
, (1.75)

where Q = diag(2/3,−1/3,−1/3) is the quark charge matrix and Fµν denotes the elec-
tromagnetic field strength tensor. The trace over color indices is trivial here and yields
the number of colors Nc (= 3).

The anomaly function is non-zero for axial U(1) transformations (t = 1) and specific
SU(3)A transformations with t = λ8 and t = λ3 in the basis of Gell-Mann matrices. The
latter is actually a pure isospin SU(2) anomaly in the presence of an electromagnetic
field which was historically the first one to be discovered.† In 1969 Bell and Jackiw [27]
and Adler [26] presented a direct calculation of the anomaly by carefully examining the
triangle diagrams shown in Fig. 1.2 and could thus explain the relatively large decay rate
of π0 → 2γ, for which in the absence of the anomaly chiral symmetry (or more precisely
PCAC) would predict a much smaller value.

The appearance of the factor Nc in the anomaly function, Eq. (1.75), and the small-
ness of non-anomalous higher order corrections in ChPT has led to the conclusion that
the decay width of π0 → 2γ constitutes a direct test of the number of colors in QCD. This
claim is in fact advocated in many textbooks on strong interaction physics. Recently,
however, it was pointed out in a paper by Bär and Wiese [33] that in order to keep the
gauge group SU(Nc) of QCD free of anomalies for an arbitrary number of colors, the
quark charges also have to be Nc-dependent. The quark charge matrix is then given by

Q = diag

{
1

2

(
1

Nc
+ 1

)

,
1

2

(
1

Nc
− 1

)

,
1

2

(
1

Nc
− 1

)}

. (1.76)

Hence, the Nc dependence in Eq. (1.75) exactly cancels for the processes π̃0 → 2γ
(t = λ3) and η8 → 2γ (t = λ8) and Nc only enters in subleading corrections to the
physical processes π0, η → 2γ, e.g. by mixing with the singlet state η0, see also [34, 35].

†Note that pure two-flavor QCD is anomaly-free since the contributions of up- and down-quarks to
the gluonic anomaly function Eq. (1.67) cancel,

〈
λ3
〉

= 0.
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We still have not explored the full content of the chiral anomalies in QCD. For the
generalized QCD Lagrangian with external sources, Eq. (1.28), they do not just involve
the vector field v̂µ (through which photons are introduced), but also the axial-vector field
âµ. The full form of the anomaly function was derived by Bardeen [36] and reads

A = − Nc

16π2
ǫµναβ

〈(

v̂µν v̂αβ +
4

3
∇µâν∇αâβ +

2i

3
{v̂µν , âαâβ}

+
8i

3
âµv̂αβ âν +

4

3
âµâν âαâβ

)

t

〉

(1.77)

with

v̂µν = ∂µv̂ν − ∂ν v̂µ − i[v̂µ, v̂ν ] ,

∇µâν = ∂µâν − i[v̂µ, âν ] . (1.78)

In the language of Feynman diagrams the third and fourth term in Eq. (1.77) are related
to box type graphs (box anomaly) and contribute, e.g., to the decay η → π+π−γ, while
the last term corresponds to a pentagon shaped loop graph which appears in the process
K+K− → π+π−π0.

1.4.4 Wess-Zumino-Witten term

The anomalies of QCD discussed in this section arise from the fermionic part of the
QCD path integral and are thus directly related to the Fermi nature of the quarks. In
contrast, the effective low-energy theory which describes the interaction of Goldstone
bosons is free of such anomalies. The construction of the unique effective field theory
at low energies, however, requires that this theory does not only obey exactly the same
symmetries as the underlying theory, it also has to exhibit the same symmetry breaking
patterns. Hence, one must find a way to include the effect of the QCD anomalies in
chiral perturbation theory.

In this respect it is crucial to observe that the anomalies, which show up in the
transformation property of the fermionic measure DqDq̄ of the QCD path integral, have
the same effect as if the QCD Lagrangian itself were not invariant under the pertinent
transformations. This becomes obvious by employing Eq. (1.58) in the transformation
of the path integral

∫

Dq′ Dq̄′DA exp

{

i

∫

d4xLQCD[q′, q̄′, A]

}

=

∫

DqDq̄DA (detJ )−2 exp

{

i

∫

d4xLQCD[q, q̄, A]

}

=

∫

DqDq̄DA exp

{

i

∫

d4xLQCD[q, q̄, A] + α(x)A(x)

}

. (1.79)

The effect of the anomalies can thus be mimicked by a non-invariant Lagrangian which
transforms as L → L + αA. This is the key point for the construction of the effective
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Lagrangian: One has to include an additional, non-invariant term that transforms ac-
cording to Lφ̂ → Lφ̂ + αA, where the transformation behavior is dictated by the chiral
anomalies of QCD.

In 1971 Wess and Zumino worked out consistency conditions which have to be sat-
isfied in the presence of the anomalies by analyzing the anomalous Ward identities of
QCD [5]. They showed that the effect of the chiral anomalies cannot be expressed as
a single local effective Lagrangian and instead gave a Taylor expansion for it. Later
Witten provided an elegant representation of the chiral anomalies as an integral over a
five-dimensional space with physical four-dimensional spacetime as the boundary [6].

The Wess-Zumino-Witten (WZW) action is most compactly written in terms of dif-
ferential forms of the external chiral sources l̂µ and r̂µ

l̂ = dxµl̂µ , r̂ = dxµr̂µ , d = dxµ∂µ . (1.80)

The quantities dx0, dx1, dx2, dx3 are treated as Grassmann variables generating the vol-
ume element dxµdxνdxαdxβ = d4x ǫµναβ . In this notation the WZW action reads [37]

SWZW = − iNc

240π2

∫

M5

〈
Σ5
〉
− iNc

48π2

∫

M4

{
W (1, l̂, r̂) −W (0, l̂, r̂)

}
,

W (x5, l̂, r̂) =
〈

Û l̂3 Û † r̂ +
1

4
Û l̂ Û † r̂ Û l̂ Û † r̂ + i Û dl̂ l̂ Û † r̂ + i dr̂ Û l̂ Û † r̂

− iΣ l̂ Û † r̂ Û l̂ + Σ Û † dr̂ Û l̂ − Σ2 Û † r̂ Û l̂ + Σ l̂ dl̂ + Σ dl̂ l̂

− iΣ l̂3 +
1

2
Σ l̂Σ l̂ − iΣ3 l̂

〉

− (L↔ R) (1.81)

with Σ ≡ Û † dÛ . The first integral is taken over the five-dimensional manifold M5 which
is the direct product of Minkowski space M4 and the compact interval 0 ≤ x5 ≤ 1,
while the Grassmann algebra is supplemented by a fifth element dx5. The matrix-valued
field Û(x, x5) is a function on this five-dimensional manifold and interpolates smoothly
between the identity matrix Û(x, 0) = 1 and the meson field Û(x, 1) = Û(x). In the
second term the integration over dx5 has already been performed and we are left with the
usual integration over Minkowski space M4 and the fields Û(x). The operation (L↔ R)
indicates an interchange of the 1-forms l̂ and r̂ as well as an interchange of Û and Û †. As
the WZW action is directly connected to the anomaly structure of QCD, unlike all other
terms in ChPT it does not involve any free parameters (LECs). Applying the chiral
counting rules discussed in Sect. 1.3 one verifies that the WZW contributes at chiral
order O(p4).

Eq. (1.81) can alternatively be written in terms of vector and axial-vector differential
forms, v̂ and â, which are defined by

l̂ = v̂ − â , r̂ = v̂ + â . (1.82)

The coupling of the mesons to an external photon field A = dxµAµ is described by â = 0
and v̂ = −eQA with Q being the quark charge matrix.



24 Chapter 1. Chiral Perturbation Theory

1.5 The η′

1.5.1 Inclusion of the singlet field

The pseudoscalar mesons η and η′ are known to be admixtures of the singlet and octet
states η0 and η8, which have the same quantum numbers (I = S = 0). In order to find a
uniform description of η and η′ decays it is therefore mandatory to include both particles
as dynamical fields in a consistent framework.

Due to the axial U(1) anomaly of QCD which destroys the symmetry of the theory
under axial U(1) transformations, the singlet state η0 is prevented from being a Goldstone
boson in the chiral limit of vanishing quark masses. However, as alluded in Sect. 1.4.2 the
axial anomaly vanishes for Nc → ∞ and the η0 is converted into an additional Goldstone
boson in this limit. The properties of the effective theory which includes the singlet field
as a ninth Goldstone boson have been studied long ago [38–40]. Note, though, that the
chiral limit and the large Nc limit do not commute in general. A consistent counting
scheme therefore requires a simultaneous expansion in powers of small momenta and
quark masses as well as 1/Nc and was worked out in [4, 37, 41, 42].

While large Nc ChPT is theoretically clear-cut and appealing, it is faced with phe-
nomenological difficulties. First, the mass of the η′, mη′ = 958 MeV, is almost twice
as large as the mass of the η meson, which makes the perturbative treatment of mη′ at
least doubtful. In particular loops involving the η′ can be numerically substantial when
standard dimensional regularization is employed. Second, mη′ exceeds the masses of the
lowest hadronic resonances such as the ρ(770) and the ω(782). Therefore, the conven-
tional loop-wise expansion of ChPT is usually inappropriate for a realistic description
of η′ decays. Resonances have to be either included explicitly in the theory or gener-
ated dynamically by means of non-perturbative methods. In addition, strong final-state
interactions have to be accounted for since phase space in η′ decays can be rather large.

In [43] it was demonstrated that in order to construct a generalization of standard
SU(3) ChPT which includes the singlet field η0 as a dynamical state, it is not necessary
to work in the limit Nc → ∞. Large Nc arguments are solely needed to establish a firm
counting scheme in the presence of the η′. Here we adopt the approach of [43] for the
construction of the chiral effective Lagrangian while postponing the question of power
counting and renormalization to the end of this section.

As the starting point for the construction of the effective Lagrangian including the
η0 we note that the axial U(1) anomaly of QCD (cf. Eq. (1.67)) generates a Lagrangian
term which has the same structure as the θ-term in the QCD Lagrangian, Eq. (1.1). By
replacing θ0 with a local, external source θ(x) (in addition to the scalar, pseudoscalar,
vector and axial-vector sources introduced in Sect. 1.3) and by postulating the transfor-
mation property

θ(x) → θ(x) − i ln detL(x) + i ln detR(x) (1.83)

under local chiral transformations L(x), R(x) ∈ U(3) it is possible to transmute QCD
into a theory which is invariant under axial U(1) transformations and whose change
under local SU(3)L ×SU(3)R transformations is exactly given by the Wess-Zumino term
discussed in the previous section. One easily verifies that for the infinitesimal axial-
vector type transformation in Eq. (1.56) with t = 1 and Nf = 3 the θ source transforms
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according to
θ(x) → θ(x) − 6α(x) (1.84)

and thus exactly compensates the term generated by the axial U(1) anomaly. Ordinary
QCD is recovered by setting vµ(x) = aµ(x) = p(x) = 0, s(x) = M, θ(x) = θ0.

These properties of generalized QCD are transferred to the level of the effective
theory and constrain the construction of the effective Lagrangian. We now have nine
pseudoscalar meson fields which may be summarized in the matrix Ū(x) ∈ U(3) with

Ū(x) = exp

{

i

√
2

f
φ̂(x) +

i

3
ϕ0(x)1

}

. (1.85)

The phase of Ū , ln det Ū(x) = iϕ0(x), describes the singlet state. As in the case of SU(3)
ChPT the field Ū again transforms linearly (see Eq. (1.2))

Ū(x) → R(x)Ū(x)L†(x) (1.86)

which implies for ϕ0

ϕ0(x) → ϕ0(x) + i ln detL(x) − i ln detR(x) . (1.87)

Hence, the combination ϕ̄0 = ϕ0 + θ is invariant under chiral transformations. The U(3)
effective Lagrangian can then be constructed in terms of the meson fields Ū , ϕ0 and the
external sources s, p, aµ, vµ, θ as well as derivatives thereof. In particular, the covariant
derivatives of ϕ0 and θ are given by

Dµϕ0 = ∂µϕ0 − 2 〈aµ〉 , Dµθ = ∂µθ + 2 〈aµ〉 . (1.88)

However, there arises a complication in the construction of the effective Lagrangian
that stems from the fact that the singlet axial current j0

µ5 = q̄γµγ5q/
√

6 carries anomalous
dimension and its matrix elements, e.g.

〈0| j0
µ5 |P (p)〉 = ie−ip·xpµ F

0
P with P = π0, η, η′ , (1.89)

where F 0
π0, F 0

η , F 0
η′ represent the singlet decay constants, depend on the running scale

of QCD [26, 44]. When the renormalization scale is altered, the operator j0
µ5 receives

multiplicative renormalization
j0
µ5 → Zj0

µ5 , (1.90)

where Z is a scale-dependent constant. In virtue of the operator relation

∂µj0
µ5 =

√
6ω with ω =

g2
s

64π2
ǫµναβGa

µνG
a
αβ , (1.91)

which holds in the chiral limit, it is obvious that also the operator ω accompanying the
external source θ in the generalized QCD Lagrangian receives renormalization which is,
however, inhomogeneous if one allows for non-zero quark masses. In [37] it was shown
that the renormalization of the two operators j0

µ5 and ω can be completely absorbed by
the singlet component of the axial source aµ provided it behaves as

〈aµ〉 → Z−1 〈aµ〉 +
1

2
(Z−1 − 1)∂µθ (1.92)
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under a change of the QCD renormalization scale while θ, which is renormalization
group invariant, remains fixed. We note in passing that in analogy to Eq. (1.92) the
renormalization of the operators q̄i

Rq
j
L can be absorbed in the external sources s and p,

whereas the combination χ defined in Eq. (1.36), which involves the multiplicative, scale-
dependent parameter B0, remains invariant with respect to the QCD renormalization
scale.

The scale dependence of 〈aµ〉 is transferred to the level of the effective theory. In
order to arrive at a renormalization group invariant effective Lagrangian one finds that
the singlet field ϕ0 must be renormalized according to

ϕ0 → Z−1ϕ+ (Z−1 − 1)θ , (1.93)

which corresponds to

ϕ̄0 → Z−1ϕ̄0 , Dµϕ0 → Z−1Dµϕ0 , Dµθ → Z−1Dµθ . (1.94)

As explained in [43] the scale dependence of ϕ̄0 can be absorbed by a suitable combination
of low-energy constants which we denote by

√
λ. We therefore identify the singlet field

with
η0 =

√
λϕ0 , (1.95)

whose scale dependence vanishes for θ ≡ 0. Note that within large Nc ChPT this choice
of η0 would be inconvenient since

√
λ comprises LECs of different order in the large Nc

counting scheme. The singlet and octet fields are collected in the matrix

U(x) = exp

{

i

√
2

f
φ(x)

}

(1.96)

with

φ =








1√
2
π̃0 + 1√

6
η8 + 1√

3
η0 π+ K+

π− − 1√
2
π̃0 + 1√

6
η8 + 1√

3
η0 K0

K− K̄0 −
√

2
3
η8 + 1√

3
η0








, (1.97)

which transforms in the same way under chiral rotations as the previous field matrix Ū .
The normalization of the singlet field η0 has been adjusted such that it has the same
kinetic term as the octet fields.

With this choice of variables the U(3) effective Lagrangian which includes terms with
up to two derivatives or one insertion of χ reads [37, 42, 43]

L(0,2)
φ = −V0 + V1

〈
∇µU

†∇µU
〉

+ V2

〈
U †χ + χ†U

〉
+ iV3

〈
U †χ− χ†U

〉

+ V4

〈
U †∇µU

〉〈
U †∇µU

〉
+ iV5∇µθ

〈
U †∇µU

〉
+ V6∇µθ∇µθ . (1.98)

The covariant derivatives are defined by

∇µU = ∂µU − i(vµ + ãµ)U + iU(vµ − ãµ) ,

∇µθ =

√
6λ

f
Dµθ =

√
6λ

f
∂µθ + 2 〈ãµ〉 , (1.99)
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where the axial-vector connection ãµ is given by

ãµ = âµ +

√
6λ

3f
〈aµ〉 . (1.100)

Recall that âµ represents the octet component of the axial-vector source. Under a change

of the QCD renormalization scale the fields U and ∇µU pick up the phase exp{i
√

6λ(1−
Z)θ/(3f)} whereas the covariant derivative ∇µθ remains invariant.

The coefficients Vi in L(0,2)
φ are analytic functions of the scale-independent chiral

invariant
√
λϕ̄0 = η0+

√
λθ. Parity conservation implies that the Vi are all even functions

of
√
λϕ̄0 except V3, which is odd. For θ = 0 they can be expanded in powers of the singlet

field

Vi

[
η0

f

]

= v
(0)
i + v

(2)
i

η2
0

f 2
+ v

(4)
i

η4
0

f 4
+ . . . for i = 0, 1, 2, 4, 5, 6

V3

[
η0

f

]

= v
(1)
3

η0

f
+ v

(3)
3

η3
0

f 3
+ . . . (1.101)

with expansion coefficients v
(j)
i that are not fixed by chiral symmetry. Three of them are

actually dictated by the canonical normalization of the kinetic and the mass term in the
Lagrangian

v
(0)
1 = v

(0)
2 =

f 2

4
, v

(0)
4 = 0 . (1.102)

The coefficient functions Vi with i = 0, 1, 4, 5, 6 do not depend on the QCD renormal-
ization scale whereas the combinations V2 − iV3 and V2 + iV3 have to compensate for
the scale dependence of U and U †, respectively. While the inclusion of the additional
source θ is necessary for the construction of the U(3) effective Lagrangian, for actual
calculations it will be kept at θ ≡ 0 in this work. A nonzero value of θ would imply
CP violating effects in the strong interactions which are beyond the scope of the present
investigation. For θ ≡ 0 all building blocks in L(0,2)

φ are separately independent of the
QCD renormalization scale.

We now come back to the question of power counting. We do not make use of large
Nc counting rules where the mass of the η′ is ranked as a small quantity, but instead treat
the singlet field as a massive degree of freedom with its mass being counted as of zeroth
chiral order. In principle, this approach spoils the standard chiral counting scheme since
loops which involve the η′ are not suppressed. One way to recover power counting is the
use of infrared regularization for the loop integrals which preserves Lorentz and chiral
invariance [45]. Originally infrared regularization was designed to deal with the problem
of power counting in relativistic baryon ChPT, but it has also been successfully applied
within the framework of U(3) ChPT to calculate static properties of the pseudoscalar
mesons such as masses, decay constants and mixing parameters [43, 46] and also η′ decays
[47].

However, as already discussed at the beginning of this section, η and in particular η′

decays are usually not adequately described without taking resonances and strong final-
state interactions into account. In this work this is accomplished by utilizing the Bethe-
Salpeter equation (BSE) [48] which iterates two-particle rescattering to infinite order and
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generates resonances dynamically. The use of such a non-perturbative method, which will
be explained in Sect. 2.1, necessarily breaks power counting. Instead the chiral expansion
is applied to the interaction kernel which is worked out up to a given chiral order and
then iterated by means of the BSE. When considering anomalous decays of η and η′ such
as η, η′ → π+π−γ∗ (see Chapter 4) the occurrence of a vertex of unnatural parity causes
the iterated meson-meson rescattering, which solely involves vertices of natural parity,
to start at the one-loop level. In this case we include the full one-loop calculation of
the decay amplitude in ChPT which is then supplemented by the non-perturbative BSE
solution. Within the one-loop calculation power-counting violating contributions due to
the propagation of the heavy singlet particle η0 in loops are absorbed manually into the
pertinent U(3) coupling constants. In this context one can take advantage of the fact

that in the chiral limit the octet and singlet pieces of the Lagrangian L(0,2)
φ decouple

completely [37].

1.5.2 η-η′ mixing

Since both the pseudoscalar octet field η8 and the singlet field η0 have quantum numbers
I = S = 0 they may in general mix to form the corresponding mass eigenstates η and
η′. Isospin symmetry is not an exact symmetry of the strong interactions since it relies
on the assumption of equal up- and down-quark masses which is only approximately
realized in nature. In other words, isospin is broken by the non-vanishing quark mass
difference mu − md. In addition, up- and down-quarks carry different electric charges
which lead to isospin-breaking via electromagnetic effects. If isospin breaking is taken
into account, one finds that all three neutral and strangeless light pseudoscalar mesons
π0, η, η′ are admixtures of the flavor eigenstates π̃0, η8, η0. Since we are dealing with
neutral particles only, electromagnetic contributions are actually suppressed here and
can be neglected.

The mixing pattern of η and η′ has been worked out in the framework of U(3) ChPT
up to second chiral order [46]. In this work the problem of power counting in the
presence of the massive singlet field was solved by employing infrared regularization for
the loop integrals [45]. In the calculation of mixing parameters, however, only tadpole
integrals occur up to one-loop order. In the case of Goldstone boson tadpoles, infrared
regularization yields the same result as dimensional regularization whereas η0 tadpoles
are set to zero in this framework as they do not contain any infrared physics and can
thus be completely absorbed by redefining appropriate low-energy constants. Hence, the
result of infrared regularization coincides with our ad hoc renormalization advocated in
the previous section and we may use the result of [46] without any modification. For the
inclusion of isospin-breaking see, e.g., [49].

Following [46] the mixing parameters are determined by diagonalizing both the kinetic
and the mass terms in the chiral effective Lagrangian. Since we count mη′ as a quantity
of zeroth chiral order, already at leading chiral order they also receive contributions from
the O(p4) Lagrangian

L(4)
φ =

57∑

i=0

βi

[
η0

f

]

Oi . (1.103)

The functions βi can be expanded in η0/f in the same manner as the Vi in Eq. (1.98)
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with expansion coefficients β
(j)
i . The operators relevant for the evaluation of the mixing

parameters read

O4 = −〈CµCµ〉 〈M〉 , O5 = −〈CµCµM〉 , O7 = 〈N〉 〈N〉 ,

O8 =
1

2
〈MM +NN〉 , O17 = 〈Cµ〉 〈Cµ〉 〈M〉 , O18 = −〈Cµ〉 〈CµM〉 , (1.104)

where we made use of the abbreviations

Cµ = U †∇µU , M = U †χ+ χ†U , N = U †χ− χ†U . (1.105)

At leading order in isospin-breaking and at second chiral order the mass eigenstates π0,
η, η′ are related to the flavor fields π̃0, η8, η0 by [46]





π̃0

η8

η0



 =






1 +Rπ̃0π0 Rπ̃0η Rπ̃0η′

R8π0 1 +R8η R8η′

R0π0 R0η 1 +R0η′











π0

η

η′




 , (1.106)

with mixing parameters

R
(0)
8π0 =

m2
ǫ√

3(m2
η −m2

π)
, R

(0)
π̃0η = −R(0)

8π0 ,

R
(2)
8π0 = R

(0)
8π0

(

R
(2)
π̃0π0 +

2

3
∆GMO

)

, R
(2)
π̃0η = −R(0)

8π0

(

R
(2)
8η +

2

3
∆GMO

)

,

R
(2)
0η =

4ṽ
(1)
2 (m2

η −m2
π)√

2f 2m2
0

, R
(2)
8η′ = −R(2)

0η +
8β

(0)
5,18(m2

η −m2
π)√

2f 2
,

R
(2)

0π0 = 3R
(0)

8π0R
(2)
0η , R

(2)

π̃0η′ = 2R
(0)

8π0R
(2)
8η′ , (1.107)

and terms corresponding to wave function renormalization

R
(2)
π̃0π0 =

1

f 2

(

−6β
(0)
4 (m2

η +m2
π) − 4β

(0)
5 m2

π +
1

3
∆π +

1

6
∆K

)

,

R
(2)
8η =

1

f 2

(

−6β
(0)
4 (m2

η +m2
π) − 4β

(0)
5 m2

η +
1

2
∆K

)

,

R
(2)
0η′ =

1

f 2

(

−2β
(0)
4,5,17,18(m2

η +m2
π)
)

. (1.108)

Here the superscript on R denotes the chiral order and for the LECs we have employed
the abbreviations

ṽ
(1)
2 =

1

4
f 2 − 1

2

√
6v

(1)
3 ,

β
(0)
5,18 = β

(0)
5 +

3

2
β

(0)
18 ,

β
(0)
4,5,17,18 = 3β

(0)
4 + β

(0)
5 − 9β

(0)
17 + 3β

(0)
18 . (1.109)

The masses mπ, mK , mη are the leading order contributions to the pseudoscalar meson
masses in the isospin limit as defined in Eq. (1.44). Isospin breaking is incorporated
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in the scale-invariant combination m2
ǫ = B0(md −mu), while the next-to-leading order

(NLO) correction to the Gell-Mann–Okubo formula, Eq. (1.45), is expressed in terms of
the dimensionless quantity ∆GMO

(
4m2

K −m2
π − 3m2

η

)

phys
= (m2

η −m2
π)∆GMO + O(M3) (1.110)

with

∆GMO =
6(m2

η −m2
π)

f 2

(

β
(0)
5 − 12β

(0)
7 − 6β

(0)
8 +

4(ṽ
(1)
2 )2

f 2m2
0

)

− 1

f 2(m2
η −m2

π)

(
4m2

K∆K −m2
π∆π − 3m2

η∆η

)
. (1.111)

The symbol m2
0 = 2v

(2)
0 /f 2 stands for the mass of the η′ meson in the chiral limit.

Finally, there are contributions from tadpole integrals, whose finite, non-analytic pieces
are denoted by

∆P =

(∫
iddl

(2π)d

1

l2 −m2
P + iǫ

)

finite

=
m2

P

16π2
ln
m2

P

µ2
, (1.112)

where µ is the scale introduced in dimensional regularization.
Note that for a non-vanishing contribution from the combination β

(0)
5,18 the η-η′ mixing

pattern in Eq. (1.106) does not correspond to an orthogonal transformation as often
assumed in the literature, see e.g. [50–53]. We remark that a non-orthogonal mixing
scheme of η and η′ was indeed also found in [54] in the framework of the Nambu–Jona-
Lasinio model.

For completeness we also display the NLO results for other static quantities that are
needed for one-loop calculations within U(3) ChPT, cf. [46]. To begin with we show the
wave function renormalization for the kaon fields which supplements Eq. (1.108)

R
(2)
K =

1

f 2

(

−6β
(0)
4 (m2

η +m2
π) − 4β

(0)
5 m2

K +
1

8
∆π +

1

4
∆K +

1

8
∆η

)

. (1.113)

Next we give the NLO expressions for the pseudoscalar decay constants

Fπ = f

[

1 +
1

f 2

(

6β
(0)
4 (m2

η +m2
π) + 4β

(0)
5 m2

π − ∆π +
1

2
∆K

)]

,

FK = f

[

1 +
1

f 2

(

6β
(0)
4 (m2

η +m2
π) + 4β

(0)
5 m2

K − 3

8
∆π − 3

4
∆K − 3

8
∆η

)]

,

Fη = f

[

1 +
1

f 2

(

6β
(0)
4 (m2

η +m2
π) + 4β

(0)
5 m2

η −
3

2
∆K

)]

,

Fη′ = f

[

1 +
1

f 2

(

6v
(0)
5 + 2

(

1 − 6v
(0)
5

f 2

)

β
(0)
4,5,17,18(m2

η +m2
π)

+ (6β
(0)
46 + 18β

(0)
47 − 6β

(0)
53 − 3

√
6β

(1)
52 )(m2

η +m2
π)

)]

, (1.114)
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where Fη′ is the scale-invariant combination

Fη′ =
f√
6λ

F 0
η′ . (1.115)

Remember that the singlet decay constant F 0
η′ depends on the running scale of QCD and

is thus not an observable [42, 46]. The LECs in the last line of Eq. (1.114) arise from
terms of the fourth order Lagrangian which we have not displayed up to now. The full
list of O(p4) terms can be found in Appendix A.2.

1.5.3 Unnatural parity Lagrangian

The Wess-Zumino-Witten action discussed in Sect. 1.4.4 in the context of SU(3) ChPT
completely saturates the anomalous Ward identities of QCD. Since the octet field Û and
the U(3) field U transform in the same way under chiral rotations, a straightforward
generalization of SWZW (cf. Eq. (1.81)) to the U(3) framework is indeed possible—the
chiral anomalies of QCD are still reproduced [37]. However, the singlet piece of the
axial-vector source, 〈aµ〉, introduces a scale dependence which spoils the renormalization
group invariance of SWZW. This drawback can be cured by taking into account additional
contact terms of unnatural parity which arise in the U(3) formalism at order O(p4) and
are chirally symmetric.

We prefer to work with a renormalization group invariant extension of the WZW
action (for θ ≡ 0) which is obtained from Eq. (1.81) by substituting Û → U , v̂ → v,
â → ã. Consequently, the left- and right-handed field strength tensors are defined
according to

Lµν = ∂µ(vν − ãν) − ∂ν(vµ − ãµ) − i[vµ − ãµ, vν − ãν ] ,

Rµν = ∂µ(vν + ãν) − ∂ν(vµ + ãµ) − i[vµ + ãµ, vν + ãν ] . (1.116)

The additional terms in the U(3) Lagrangian L(4)
φ have been constructed in [37]. With

our conventions they also do not depend on the QCD renormalization scale and read

L(4)
u.p. =

1

2
ǫµναβ

{

2W1

〈
LµνU

†RαβU
〉

+W2

〈
LµνLαβ +RµνRαβ

〉

+ iW3

〈
LµνDαU

†DβU +RµνDαUDβU
†〉

+ 2W4

〈
Lµν

〉〈
Rαβ

〉
+W5

(〈
Lµν

〉〈
Lαβ

〉
+
〈
Rµν

〉〈
Rαβ

〉)

− iW6∇µθ
〈
LναU

†∇βU − Rνα∇βUU
†〉
}

, (1.117)

where W1, . . . ,W5 are odd functions of the chirally invariant combination η0 +
√
λθ and

W6 is even. As usual their expansion coefficients are denoted by w
(j)
i . At leading order

the Lagrangian L(4)
u.p. solely contributes to processes involving the η′. Hence, it does not

renormalize the WZW action which completely determines the O(p4) terms of unnatural
parity in the SU(3) sector. Although it obviously contributes to η decays via η-η′ mixing,
these corrections do also not affect the WZW term since they are of next-to-leading order
in the chiral counting scheme.



32 Chapter 1. Chiral Perturbation Theory

The O(p6) Lagrangian of SU(3) ChPT contains 23 independent structures of unnat-
ural parity [55]. While to our knowledge there has been no attempt to construct the
most general effective Lagrangian at O(p6) in the U(3) framework, it is clear that there
will arise numerous more terms. In this work we restrict ourselves to the construction
of those few terms which are relevant for the processes under consideration, namely
η, η′ → π+π−γ∗, see Chapter 4.

1.6 Inclusion of baryons

In Part II of this work we study the interaction of the lightest pseudoscalar mesons and
baryons. To this end we need to construct an effective Lagrangian which includes the
lowest lying octet of spin-1/2 baryons (p, n, Λ, Σ+, Σ0, Σ−, Ξ0, Ξ−), i.e. their kinetic
and mass terms as well as their interaction with the octet of pseudoscalar Goldstone
bosons, see e.g. the extensive reviews [15, 56]. For simplicity we do not consider the
interaction of baryons with the η′ here. The Dirac spinors which describe the baryon
fields are summarized in the matrix

B = taΨa =







1√
2
Σ0 + 1√

6
Λ Σ+ p

Σ− − 1√
2
Σ0 + 1√

6
Λ n

Ξ− Ξ0 − 2√
6
Λ







. (1.118)

It is standard to choose a representation whose behavior under local chiral transforma-
tions is given by

B(x) → K(x)B(x)K†(x) , (1.119)

where K is the compensator field which is implicitly defined in terms of the chiral rota-
tions L(x) ∈ SU(3)L, R(x) ∈ SU(3)R and the Goldstone boson field u(x), cf. Eq. (1.20).
Therefore utilizing the representation u of the pseudoscalar mesons suggests itself and
we introduce the derivative term uµ and the connection Γµ,

uµ = i
(
∂µu+ iulµ

)
u† + iu†

(
∂µu− irµu

)
= iu†∇µÛu

† ,

Γµ =
1

2

(

u(∂µ − ilµ)u† + u†(∂µ − irµ)u
)

(1.120)

which transform according to

uµ → KuµK
† , Γµ → KΓµK

† +K∂µK
† . (1.121)

The covariant derivative of the baryon fields is defined by

DµB = ∂µB + [Γµ, B] (1.122)

and transforms in the expected way,

DµB → KDµBK† . (1.123)

The occurrence of a commutator in DµB is sometimes emphasized by the notation
[Dµ, B] ≡ DµB.
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The leading order meson-baryon Lagrangian, which consists of terms with not more
than one derivative, reads [57]

L(1)

φ̂B
=
〈
B̄(i /D −M0)B)

〉
− D

2

〈
B̄γµγ5{uµ, B}

〉
− F

2

〈
B̄γµγ5[uµ, B]

〉
, (1.124)

where M0 is the common mass of the baryon octet in the chiral limit, and the constants
D, F determine the axial-vector coupling of the baryons to the mesons. They are related
to the axial-vector coupling constant of the nucleon, gA, via D+F = gA. Since M0 is large
(at the order of 1 GeV) compared to the meson masses it is clearly counted as a quantity
of zeroth chiral order. When going to higher orders in the perturbative expansion, loops
have to be taken into account and there arise the same problems of chiral power counting
as in the case of the η′. In this work, however, we do not aim at a perturbative treatment
of meson-baryon interactions, but instead employ non-perturbative methods based on
the Bethe-Salpeter equation. Here chiral power counting is only invoked to specify the
tree level terms which are then iterated in the Bethe-Salpeter equation to infinite order.

We also utilize the Lagrangian of second chiral order which contains 13 independent
structures [57–59]. Only seven of them are needed in the present work:

L(2)

φ̂B
= bD

〈
B̄{χ+, B}

〉
+ bF

〈
B̄[χ+, B]

〉
+ b0

〈
B̄B

〉〈
χ+

〉

+ d1

〈
B̄{uµ, [u

µ, B]}
〉

+ d2

〈
B̄[uµ, [u

µ, B]]
〉

+ d3

〈
B̄uµ

〉〈
uµB

〉
+ d4

〈
B̄B

〉〈
uµuµ

〉
, (1.125)

where the quark masses enter in the combination

χ+ = u†χu† + uχ†u (1.126)

and the bi, di are low-energy constants of dimension mass−1.
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Chapter 2

Unitarized two-particle scattering

2.1 Bethe-Salpeter equation

Chiral perturbation theory has proven very successful in describing static and dynamic
properties of the octet of light pseudoscalar mesons, such as the masses and decay con-
stants, ππ and πK scattering as well as η and kaon decays. Due to its model-independent
connection to QCD it is capable of precisely determining mass ratios of the three light
quarks from experimental observables. In this respect, ChPT also helps to make con-
tact between results from lattice QCD calculations and the real world where several
limits have to be taken (lattice → continuum, finite volume → infinite volume, large
quark masses on the lattice → “physical” quark masses∗). Furthermore, the inclusion
of baryons in ChPT establishes the basis of a coherent description of low-energy baryon
properties (e.g. masses and form factors), meson-baryon scattering and photon-nucleon
processes.

As already hinted at in the previous chapter, the range of applicability of ChPT is,
however, restricted by the onset of excited states in the hadronic spectrum which have
been integrated out of the theory. In the case of meson-meson scattering this boundary is
given by the mass of the lightest vector meson, the ρ(770), which appears as a resonance
in ππ scattering. When considering meson-baryon interactions one is also faced with low-
lying excitations such as the ∆(1232) in πN scattering or the Λ(1405) in the strangeness
S = −1 channels.

There have been many attempts to construct methods which allow for a realistic de-
scription of hadronic processes in the resonance region while agreeing with ChPT in the
low-energy limit. On the one hand, there are approaches based on dispersion relations
which are matched to the respective ChPT amplitude in its domain of validity. While
constituting an accurate, theoretically sound tool, these calculations are technically very
involved and have so far only been applied to relatively simple processes, see e.g. [60].
Moreover, they heavily depend on precise experimental input which is only available
for a rather limited number of processes. On the other hand, resummation techniques
have been employed which take ChPT scattering amplitudes as their input and iterate
them to infinite order. Since the guiding principle of these methods is exact unitarity of

∗Quark masses depend on the running scale of QCD and are thus no physical observables in the
usual sense.
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the two-particle S-matrix, they are often referred to as chiral unitary approaches. They
can easily be applied to comparatively complex systems with many coupled channels
and have provided a successful description of many low-energy hadronic processes in-
volving resonances which they are able to generate dynamically via infinite two-particle
rescattering, see e.g. [61–63]. The main drawback of chiral unitary approaches is that
the summation of a chain of loop diagrams generally violates crossing symmetry and
does not guarantee analyticity of the scattering amplitudes. As a consequence of the
missing crossing symmetry, the perturbative renormalization procedure of ChPT cannot
be applied within chiral unitary approaches. However, crossing symmetry and renor-
malizability can in principal be restored up to any given order in the chiral expansion
by adding the diagrams not included in the summed-up bubble chain. We will come
back to the question of the renormalization of unitarized amplitudes further below in
this section.

Apart from these two extensions of ChPT also hybrid approaches such as N/D struc-
tures have been used in the literature where the numerator N corresponds to a ChPT
amplitude and the denominator D is determined by dispersive techniques. An example
dealing with η decays can be found in [52].

Finally, there exist, of course, many generalizations of ChPT which explicitly include
additional degrees of freedom in the effective Lagrangian, e.g. the nonet of light vector
mesons (ρ, ω, K∗, φ) or the baryon decuplet with JP = 3/2+ (∆, Σ∗, Ξ∗, Ω). Yet
these supplementary terms in the Lagrangian usually bring in many new, unconstrained
couplings which have to be determined from experimental input. Also establishing a
power counting in the presence of these massive fields is not straightforward.

In this work we choose to work with a chiral unitary approach keeping in mind that
it entails theoretical shortcomings concerning crossing symmetry, renormalizability and
analyticity. The unitarization of the two-particle scattering S-matrix is accomplished
by employing the Bethe-Salpeter equation (BSE), an integral equation for the T -matrix
which guarantees fully relativistic kinematics and allows for a clear interpretation of the
amplitudes in terms of Feynman graphs [48].

For simplicity we consider the scattering of two spinless particles with masses M , m
and initial (final) four-momenta p, q (p′, q′) which is driven by the point-like interaction
V̂ (p′, p, P ) where the total four-momentum is denoted by P = p + q = p′ + q′. The
inclusion of baryons in the BSE will be discussed in Chapter 5 which deals with kaon-
nucleon interactions. The BSE for the full scattering amplitude T reads

T (p′, p, P ) = V̂ (p′, p, P ) −
∫

ddl

(2π)d
T (p′, l, P ) G̃(l, P ) V̂ (l, p, P ) , (2.1)

where G̃ is the two-particle propagator. If the interaction kernel V̂ and the propagator
G̃ were known to arbitrary precision, the BSE would indeed generate the solution for
T without any approximation (below the threshold of three-particle production). The
BSE is depicted diagrammatically in Fig. 2.1. Clearly, Eq. (2.1) is an iterative equation
for T and using the shorthand notation

T = V̂ − TG̃V̂ , (2.2)
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p, M

q, m

p′, M

q′, m

iT =
p, M

q, m

p′, M

q′, m

iV̂ +
p, M

q, m

l, M

P − l, m

p′, M

q′, m

iV̂ iT

Figure 2.1: Diagrammatic illustration of the Bethe-Salpeter equation. The total four-
momentum is denoted by P = p+ q = p′ + q′.

it may be expanded in powers of V̂ according to

T = V̂ − V̂ G̃V̂ + V̂ G̃V̂ G̃V̂ − . . . . (2.3)

The solution T of the BSE is thus nothing else than the infinite summation of a bubble
chain in the s-channel.

Since the full interaction kernel and the exact propagator are not known, we have to
find reasonable approximations to them. For V̂ it is natural to employ vertices from chiral
perturbation theory at leading (and possibly next-to-leading) order as it describes the
interactions of hadrons at low energies in a model-independent fashion. The two-particle
propagator G̃ is approximated by the standard bosonic propagator

G̃(l, P ) =
i

[l2 −M2 + iǫ][(P − l)2 −m2 + iǫ]
, (2.4)

where we use the physical masses of the particles. This ensures that thresholds occur
at the correct energies and is of particular importance in the case of multi-channel
scattering. The signs in Eqs. (2.1), (2.4) have been chosen such that with a vertex iV̂
(where V̂ is real) the diagrams in Fig. 2.1 correspond to Eq. (2.1) when employing the
usual Feynman rules.

We would now like to find the solution of the BSE. For simplicity let us first consider
a pure s-wave interaction, i.e. the interaction kernel V̂ (p′, p, P ) is just a function of P 2

including possible off-shell terms

V̂ (p′, p, P ) = V̂on(P 2) + (p2 −M2)V̂
(1)
off (P 2) + (q2 −m2)V̂

(2)
off (P 2)

+ (p′2 −M2)V̂
(3)
off (P 2) + (q′2 −m2)V̂

(4)
off (P 2) . (2.5)

Note that here we have restricted ourselves to purely linear off-shell terms. In general
V̂ may also involve higher order and mixed off-shell contributions for which the above
decomposition is not unique and hence not appropriate. Moreover, if V̂ involves con-
tributions to higher partial waves such as the terms p′ · p, (p′ · p)2, . . . , one first has to
perform a partial wave expansion of the interaction kernel which leads to a BSE in each
partial wave, see the discussion in [64, 65].

Postulating the same structure for the solution T as for V̂ , cf. Eq. (2.5), we find that
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the BSE generates the following expression for the on-shell T -matrix

Ton = V̂on −
∫

iddl

(2π)d

Ton V̂on

[l2 −M2 + iǫ][(P − l)2 −m2 + iǫ]

−
∫

ddl

(2π)d

TonV̂
(3)
off + T

(1)
off V̂on + (l2 −M2)T

(1)
off V̂

(3)
off

(P − l)2 −m2 + iǫ

−
∫

ddl

(2π)d

TonV̂
(4)
off + T

(2)
off V̂on + ((P − l)2 −m2)T

(2)
off V̂

(4)
off

l2 −M2 + iǫ

−
∫

ddl

(2π)d

{

T
(1)
off V̂

(4)
off + T

(2)
off V̂

(3)
off

}

, (2.6)

where we have suppressed the argument P 2 of the on- and off-shell parts of V̂ and T for
brevity. Since they do not depend on the variable of integration, they may be drawn out
of the integrals over l . The off-shell pieces of V̂ and T are thus proportional either to
tadpole integrals which yield chiral logarithms (cf. Eq. (1.112)) or to power divergences
which vanish in dimensional regularization. While, admittedly, chiral logarithms are at
the heart of chiral perturbation theory reflecting the fact that the expansion in powers
of small quark masses is not an ordinary Taylor series, but involves non-analytic terms,
when it comes to the phenomenology of meson-meson or meson-baryon scattering in a
non-perturbative region one is usually not interested in the behavior of the amplitudes
when approaching the chiral limit. In this context it is reassuring that the contributions
of chiral logarithms are usually numerically small. Hence one may argue that the effects
of the off-shell pieces of V̂ and T can be compensated numerically by readjusting ap-
propriate couplings of the chiral effective Lagrangian. See also the investigation of pion
form factors in [66] where the results of a two-loop calculation in ChPT are compared
to a dispersive approach.

Dropping all off-shell terms in Eq. (2.6) we are left with the algebraic form of the
BSE in the so-called on-shell approximation

Ton(P 2) = V̂on(P 2) − Ton(P 2)Ĝ(P 2)V̂on(P 2) , (2.7)

where Ĝ is the scalar loop integral

Ĝ(P 2) =

∫
iddl

(2π)d

1

[l2 −M2 + iǫ][(P − l)2 −m2 + iǫ]
. (2.8)

Making use of dimensional regularization one obtains for the finite piece G of Ĝ

G(P 2) =
1

16π2

[

− 1 + ln
mM

µ2
+
m2 −M2

P 2
ln
m

M

− 2
√

λmM (P 2)

P 2
artanh

√

λmM(P 2)

(m +M)2 − P 2

]

,

λmM(P 2) =
(
(m−M)2 − P 2

)(
(m+M)2 − P 2

)
, (2.9)

where µ is the regularization scale.
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So far we have not addressed the question of renormalization. The loop integral in the
on-shell BSE, Eq. (2.7), and also the additional ones in the off-shell formulation, Eq. (2.6),
are divergent and in order to arrive at a meaningful result these divergences have to be
absorbed by suitable counter terms. Owing to the fact that the summation of a bubble
sum in the s-channel violates crossing symmetry it is clear that the renormalization
of the BSE cannot be accomplished by a local effective Lagrangian which produces
counter terms that are crossing symmetric by construction [67]. However, it is at least
possible to show that the infinities of the loop integrals may be absorbed by redefining
the interaction kernel V̂ appropriately. Let δG denote the infinite piece of Ĝ for d→ 4,
so that Ĝ = G + δG. In this work we employ the so-called MS scheme where δG reads

δG =
µd−4

16π2

(
1

d− 4
− 1

2

[
ln(4π) − γE + 1

]
)

≡ λ̄ . (2.10)

Here γE ≈ 0.5772 is the Euler-Mascheroni constant. After decomposing

V̂on = Von + δVon with δVon = V̂onδG V̂on(1 + δG V̂on)−1 (2.11)

one easily verifies that the on-shell BSE, Eq. (2.7), is transferred into an equation which
solely involves finite quantities

Ton(P 2) = Von(P 2) − Ton(P 2)G(P 2)Von(P 2) . (2.12)

While the renormalization procedure outlined here differs from renormalization in the
usual sense where the divergences are absorbed by local counter terms, it nevertheless
makes the use of finite quantities in the BSE plausible: The infinite piece of Ĝ is canceled
by an appropriate term in the kernel V̂ .

As illustrated in [64] for a polynomial interaction kernel V̂ it is in fact not necessary
to employ the on-shell approximation in order to transform the Bethe-Salpeter integral
equation (2.1) into an algebraic relation, see also [68]. The key point is to rewrite the
interaction kernel as a matrix in “off-shell space” and make an analogous ansatz for T .
E.g. for our simple s-wave kernel defined in Eq. (2.5) we would write

V̂ =
(

1, p′2 −M2, q′2 −m2

)







V̂on V̂
(1)
off V̂

(2)
off

V̂
(3)
off 0 0

V̂
(4)
off 0 0







︸ ︷︷ ︸

V̆






1

p2 −M2

q2 −m2




 (2.13)

and would eventually find an algebraic equation for the pertinent matrix T̆ which can
be solved by matrix inversion. For details the reader is referred to [64].

Although it is hence possible to find the exact solution of the BSE including the full
off-shell dependence of the interaction kernel, in this work we will utilize the simpler
on-shell version of the BSE for two reasons. First, as far as meson-meson or meson-
baryon scattering is concerned, the off-shell contributions are generally small and can be
compensated by re-adjusting free coupling constants in the kernel. Note, however, that
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when the coupling of photons to the bubble chain is taken into account, which is, e.g.,
of relevance for the description of meson photoproduction, off-shell effects can be sizable
and should not be neglected [65]. Second, the off-shell pieces of V̂ are not unique—they
depend on the choice of the field parametrization in the Lagrangian [67]. While this
unphysical representation dependence drops out at each loop order in ChPT, it does not
cancel in the bubble sum generated by the BSE.

In order to solve the BSE for more complicated interaction kernels it is convenient
to first perform a partial wave decomposition of Von(p′, p, P ) (from now on we drop the
subscript “on”)

V (p′, p, P ) =
∞∑

ℓ=0

(2ℓ+ 1)Ṽℓ(P
2)Pℓ(cos θ) , (2.14)

where θ is the center-of-mass (c.m.) scattering angle and Pℓ denotes the ℓth Legendre
polynomial. Since the BSE is a relativistic equation we prefer to work with a manifestly
covariant form of the partial wave decomposition which is based on the relation

4|pcm||p′
cm| cos θ = t− u− 1

s
(p2 − q2)(p′2 − q′2) . (2.15)

The Mandelstam variables are defined by

s = (p+ q)2 = (p′ + q′)2 = P 2 ,

t = (p− p′)2 = (q − q′)2 ,

u = (p− q′)2 = (q − p′)2 , (2.16)

and the moduli of the c.m. momenta can also be expressed in terms of Lorentz scalars

|pcm|2 =
1

4s

(
s− p2 + q2

)2 − q2 ,

|p′
cm|2 =

1

4s

(
s− p′2 + q′2

)2 − q′2 . (2.17)

We define a set of orthogonal functions Jℓ which are proportional to the Legendre poly-
nomials. They are polynomials of order ℓ in t− u and the first three of them read

J0 = P0(cos θ) = 1 ,

J1 = |pcm||p′
cm|P1(cos θ) =

1

4
(t− u) − 1

4s
(p2 − q2)(p′2 − q′2) ,

J2 =
2

3
|pcm|2|p′

cm|2 P2(cos θ) = J2
1 − 1

3
|pcm|2|p′

cm|2 . (2.18)

In this work we only consider s- and p-waves, i.e. only J0 and J1 are needed. Assuming
that the momenta of the particles are put on their respective mass shells, the partial
wave decomposition of V in terms of the Jℓ is given by

V (p′, p, P ) =
∞∑

ℓ=0

Vℓ(s) Jℓ(s, t− u) . (2.19)
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Due to the orthogonality of the Jℓ (or of the Legendre polynomials) the partial wave
amplitudes Vℓ decouple in the BSE, so that we get a BSE for each partial wave

Tℓ(s) = Vℓ(s) − Tℓ(s)Gℓ(s)Vℓ(s) , (2.20)

where T is decomposed in the same manner as V and Gℓ differs from G in Eq. (2.12) by
kinematical factors which depend on ℓ. For example we have

G0(s) = G(s) , G1(s) =

[
1

12s

(
s−m2 +M2

)2 − 1

3
M2

]

G(s) . (2.21)

Now we would like to briefly discuss the generalization of the BSE to multi-channel
scattering. All quantities in Eq. (2.1) are then replaced by matrices in channel space, in
particular G̃ turns into a diagonal matrix. Time-reversal invariance implies that Ṽ is a
symmetric matrix and therefore also T . The renormalized on-shell form of the partial
wave BSE, Eq. (2.20), is now a matrix equation and can directly be solved via matrix
inversion which yields

Tℓ = Vℓ(1 +GℓVℓ)
−1 . (2.22)

By virtue of

0 = Tℓ(1 +GℓVℓ) − Vℓ = (Tℓ − Vℓ)(1 +GℓVℓ) + VℓGℓVℓ

= (Tℓ − Vℓ + VℓGℓTℓ)(1 +GℓVℓ) (2.23)

it follows that Tℓ also solves the alternative BSE

Tℓ = Vℓ − VℓGℓTℓ , (2.24)

so that we may as well write

Tℓ = (1 + VℓGℓ)
−1 Vℓ . (2.25)

Finally, in the spirit of dispersion theory we introduce a subtraction constant a(µ)
which cancels the scale dependence of the finite piece G of the scalar loop integral in
dimensional regularization and corresponds to a specific choice of higher order counter
terms [69, 70]. Without changing the notation we thus replace G from Eq. (2.9) according
to

G(s) → G(s) + a(µ) (2.26)

so that Gℓ(s) turns into a scale-independent quantity and we allow for different numerical
values of the subtraction constant in each partial wave ℓ and each two-particle channel.

In the simplest case the interaction kernel of the BSE, Vℓ, is derived from the tree
level terms of the leading order chiral Lagrangian. It is clear that the solution Tℓ then
reproduces the leading order ChPT result by virtue of the expansion

Tℓ = Vℓ − VℓGℓVℓ + . . . (2.27)

owing to the fact that the loop expansion complies with the chiral counting scheme
(assuming that possible power-counting violating terms from loops with heavy parti-
cles such as the η′ have been treated appropriately, see the discussion in Sect. 1.5.1).
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This matching procedure between the unitarized and the perturbative amplitude can be
generalized to higher chiral orders [69, 70]. If, for instance, one has the full one-loop
scattering amplitude of ChPT at one’s disposal, one may ensure that Tℓ reproduces this
result by defining

Vℓ = A
(1-loop)
ℓ + A

(LO)
ℓ GℓA

(LO)
ℓ , (2.28)

where A
(LO)
ℓ is the partial wave projected leading order amplitude from ChPT and

A
(1-loop)
ℓ = A

(LO)
ℓ + A

(NLO)
ℓ denotes the ℓth partial wave of the full one-loop result. The

second term on the r.h.s. of Eq. (2.28) compensates exactly that piece of the one-loop
amplitude which is generated by the BSE. By construction Tℓ thus matches to the one-
loop result of ChPT and the amplitudes in the chiral unitary approach and in ChPT start
to deviate only at the two-loop level. While in principle the matching procedure can be
accomplished at any given loop order, one should keep in mind that in combination with
the on-shell approximation the partial wave projection of graphs more complicated than
contact interactions (e.g. Born diagrams in meson-baryon scattering or t-channel loops)
may entail additional singularities in unphysical regions of the respective processes. In
coupled channels calculations with significantly different masses of the particles the un-
physical regions of one particular channel may overlap with the physical region of another
channel transferring the artificial singularities of the partial wave projection to physi-
cal observables where they should not appear. Hence one has to be very careful when
including complicated diagrams with a non-trivial analytic structure in the interaction
kernel of the BSE. We will come back to this point in Chapter 5. Moreover, one has to
make sure that the interaction kernel remains real-valued when it involves contributions
from loop diagrams because otherwise exact unitarity of the S-matrix would be spoilt.

2.2 Unitarity

In this section we explain that the solution of the BSE indeed yields a unitary S-matrix
and to stay general we work in the multi-channel formulation. The partial wave S-matrix
of two-particle scattering is defined by

Sℓ(s) = 1 + iCℓ(s)Tℓ(s)Cℓ(s) , (2.29)

where the Cℓ are real diagonal matrices and the first two have entries

Cii
0 = θ

(√
s− (mi +Mi)

)

√

|pi
cm|

4π
√
s
, Cii

1 = θ
(√

s− (mi +Mi)
)

√

|pi
cm|3

12π
√
s

(2.30)

for each channel i. The step functions ensure that only channels which are open, i.e.
above their respective thresholds, appear in the S-matrix which is a measurable quantity
after all. Unitarity of the S-matrix imposes a constraint on the T -matrix which is derived
via

S†
ℓSℓ = 1 + iCℓ(Tℓ − T †

ℓ )Cℓ + Cℓ T
†
ℓ C

2
ℓ TℓCℓ

!
= 1

⇒ −i(Tℓ − T †
ℓ ) = 2 ImTℓ = T †

ℓC
2
ℓ Tℓ , (2.31)
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where in the second line we have used the symmetry of Tℓ . After multiplying by (T †
ℓ )−1

from the left and by T−1
ℓ from the right, the unitarity constraint on Tℓ can be reformulated

as a simple relation for T−1
ℓ

C2
ℓ = −i

(
(T †

ℓ )−1 − T−1
ℓ

)
= −2 ImT−1

ℓ

⇒ ImT−1
ℓ = −1

2
C2

ℓ . (2.32)

One the other hand, we know that the solution of the BSE satisfies (cf. Eq. (2.22))

T−1
ℓ = V −1

ℓ +Gℓ , (2.33)

i.e. for a real interaction kernel Vℓ we have

ImT−1
ℓ = ImGℓ , (2.34)

but since ImGℓ = −C2
ℓ /2, we conclude that the solution of the BSE corresponds to an

S-matrix which is exactly unitary.
At the threshold of channel i the imaginary part of Gii

ℓ vanishes as a square root
function and is thus not differentiable, cf. Eq. (2.30). This threshold singularity of
channel i shows up in all other (open) channels of the T -matrix. In particular it leads
to characteristic sudden changes of the slope of cross sections which can be (and have
been) observed in experiment. They are known as cusps.

The diagonal elements of Sℓ are conventionally parametrized as

Sii
ℓ (s) = ηi

ℓ(s) exp
[
2i δi

ℓ(s)
]

with 0 ≤ ηi
ℓ ≤ 1 , (2.35)

where δi
ℓ is the (real) phase shift and ηi

ℓ the inelasticity. For elastic scattering, i.e. if only
channel i is open, one has ηi

ℓ = 1 and unitarity of the S-matrix is evident.

2.3 Resonance poles

The BSE is able to generate resonances dynamically. By this we mean that the infinite
sum of rescattering graphs may produce a pole of Tℓ(s) at some value s0 which is generally
a complex number. For convenience we will regard Tℓ as a function of the invariant energy
W =

√
s in this section without changing the notation, i.e. Tℓ = Tℓ(W ) (and analogously

for the other functions). If W0 =
√
s0 is real, such a pole corresponds to a bound state

solution, if W0 is complex, one speaks of a resonance.
The analytic continuation of Tℓ(W ) from the real axis, where it describes physi-

cal observables, to the complex W plane is not completely straightforward. While the
interaction kernel Vℓ(W ) is assumed to be an analytic function of W , the loop func-
tions collected in Gℓ(W ) contain non-analytic pieces. Apart from a possible singularity
at W = 0 which is connected to the partial wave decomposition for ℓ ≥ 1 and has
no relevance for physical observables, Gℓ(W ) exhibits a branch point at the threshold
Wi = mi +Mi of each channel i. That is when winding once around Wi in the complex
plane one ends up at a value of Gℓ which differs from the initial value. These branch
points reflect the fact that the loop integral G in Eq. (2.9) is actually a double-valued
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ReW

ImW

W1 W2 W3

Figure 2.2: Cut structure of the physical Riemann sheet with three branch points that
are located at the thresholds W1, W2, W3. The unphysical Riemann sheets which are
directly connected to the physical real axis are reached by passing through all the cuts
below the real axis.

function in the complex W plane. In order to work with a well-defined loop function
one introduces two so-called Riemann sheets (duplicates of the complex W plane) which
have a cut just below the real axis ranging from threshold to +∞ and are glued together
along the two cuts so that they form a two-dimensional manifold. For each channel two
Riemann sheets have to be introduced so that for N channels one arrives at a relatively
complicated structure of 2N Riemann sheets, see Fig 2.2 for an illustration.

From all 2N real axes the physical real axis is singled out by the unitarity condition

ImG(W ) = −|pcm|
8πW

for W > m +M (2.36)

which is required for each channel. Accordingly, the physical Riemann sheet is the one
that contains the physical real axis and the cuts below this axis are often referred to as the
unitarity cuts. Note that our definition of the branch cut of G(W ) is in accordance with
the convention that the square root function has a branch cut just below the negative
real axis and that artanh(x) has two cuts from −1 to −∞ below the real axis and from
+1 to +∞ above the real axis, respectively, cf. Eq. (2.9).

The postulate of maximal analyticity, which is one of the foundations of S-matrix
theory, states that on the physical Riemann sheet the scattering amplitude has only
those singularities which are direct consequences of general physical principles such as
unitarity and crossing symmetry. We will see to what extent this assumption holds
within chiral unitary approaches. On the other hand, maximal analyticity allows for
poles on unphysical Riemann sheets. In this context poles of Tℓ(W ) on Riemann sheets
which are directly connected to the physical real axis are of particular interest since
they are related to resonance structures in physical observables. We will explain the
argument for the simplified case of one-channel s-wave scattering. Assume that T0(W )
has a simple pole at W0 on its unphysical Riemann sheet below the unitarity cut, i.e.
ReW0 ≡ E0 > m+ M , ImW0 ≡ −Γ0/2 < 0. Since the scattering amplitude T0(W ) is a
meromorphic function in a neighborhood of W0, it may be expanded as a Laurent series

T0(W ) =
c−1

W −W0
+ c0 + c1(W −W0) + c2(W −W0)2 + . . . (2.37)

with complex coefficients ci. If W0 is close to the real axis, the values of T0(W ) for real W
in the vicinity of E0 will be dominated by the pole term and we find that in this region
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the cross section σ(W ) = |T0(W )|2/(16πW 2) shows the typical Breit-Wigner form of a
resonance

σ(W ) ≈ 1

16πW 2

|c−1|2
(W −E0)2 + Γ2

0/4
, (2.38)

which is peaked roughly at W ≈ E0. Accordingly, E0 and Γ0 are associated with the
mass and the width of the resonance, respectively. Unitarity at W = E0 imposes the
constraint |c−1|2 = −4πW Γ0 Re(c−1)/|pcm| which implies the standard form of a Breit-
Wigner resonance with c−1 = −4πW Γ0/|pcm| if c−1 is real. Note that in the presence of
several poles on unphysical Riemann sheets or close to threshold singularities in multi-
channel calculations, cross section observables may deviate substantially from the Breit-
Wigner shape. In fact, employing the pole which is closest to the physical real axis, the
relation

W0 = E0 −
i

2
Γ0 (2.39)

is then taken as the definition of the mass and the width of the resonance [17].
There is a second, slightly more general indication of a resonance pole close to the

real axis. Assume that the partial wave S-matrix has a pole on the unphysical sheet at
W0 = E0 − iΓ0/2 (with Γ0 > 0). Unitarity then dictates the form

Sℓ = e2iδℓ = Sres
ℓ exp

[
2iδbg

ℓ

]
with Sres

ℓ =
W − E0 − iΓ0/2

W − E0 + iΓ0/2
, (2.40)

where the background phase shift δbg
ℓ describes the deviation from the pure pole term.

The resonant piece of the S-matrix changes quickly from Sres
ℓ = i at W = E0 − Γ0/2 via

Sres
ℓ = −1 at W = E0 to Sres

ℓ = −i at W = E0 + Γ0/2, i.e. the corresponding phase shift
δres
ℓ increases by π/2 in this interval which is small when the pole is close to the real axis.

Since the background phase shift usually varies comparatively slowly, a rapid increase
of δℓ by (at least) π/2 is a clear signature of a resonance independent of a possible peak
of the cross section. The steep rise of the partial wave phase shift can, e.g., be seen in
speed plots. The “speed” SP of the amplitude is defined by [71]

SP[Tℓ(W )] =

∣
∣
∣
∣

dTℓ(W )

dW

∣
∣
∣
∣

(2.41)

and exhibits a pronounced peak at the energy of the resonance.
The observation that complex poles of the S- or T -matrix are related to resonance

structures on the physical real axis can be generalized in a straightforward way to scat-
tering processes which involve several coupled channels, see e.g. [72]. We point out once
more that for multi-channel problems with their complicated structure of many Riemann
sheets only those poles are relevant which are located on a Riemann sheet that is directly
connected to the physical real axis between two thresholds and whose distance from this
interval on the real axis is “not too large”. The precise meaning of the last statement
heavily depends on the given kinematical constraints, but certainly the imaginary part
of the pole position has to be considerably smaller in magnitude than the relevant energy
scale of the system.

Within the framework of non-relativistic potential scattering it can be proven that
for a finite-range potential the S-matrix is an analytic function of the (non-relativistic)
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energy W on the physical Riemann sheet except for possible simple poles which are
located on the negative real axis and correspond to bound states. On the unphysical
Riemann sheets Sℓ(W ) is a meromorphic function, for a proof see e.g. [73]. These obser-
vations have formed the basis of relativistic S-matrix theory which takes analyticity of
the S-matrix as one of its postulates. (Note, however, that in the relativistic formulation
bound state poles are situated on the positive real axis below the lowest threshold.)

While in chiral unitary approaches the use of the BSE guarantees that the S-matrix
is exactly unitary this does not say much about its analytic properties. In fact, as we
will illustrate by making use of a simple toy model, poles of Sℓ (or Tℓ) on the physical
Riemann sheet are not excluded within chiral unitary approaches. However, due to an
argument by Wigner such poles may induce violations of causality if they are close to
the real axis. We will come back to this point at the end of this section. Let us first set
up the toy model for one-channel s-wave scattering which incorporates the main analytic
properties of a chiral unitary framework. Consider an interaction kernel

V (W ) = a + bW (2.42)

with real constants a, b. Poles of T = V/(1 + V G) obviously correspond to zeros of
1 + V G. We are thus lead to the equations

1 +
(
a+ bRe(W0)

)
Re(G) − b Im(W0) Im(G) = 0 ,

(
a + bRe(W0)

)
Im(G) + b Im(W0) Re(G) = 0 , (2.43)

which imply the following conditions for the parameters a and b

a =
1

|G(W0)|2
[

Re(G(W0)) −
Im(G(W0))

Im(W0)
Re(W0)

]

,

b =
1

|G(W0)|2
Im(G(W0))

Im(W0)
. (2.44)

From the second equation we can read off that a pole of T above the physical real axis
where Im(G) < 0 is indeed possible if b is negative. The larger |b| gets the more does
the pole position W0 approach the real axis. The value of a, on the other hand, may be
adjusted in such a way that the real part of W0 is above threshold and therefore in the
physically relevant region.

The interaction kernels derived from ChPT are certainly much more complicated
than the toy model interaction considered here. In addition the interplay of many cou-
pled channels generally induces involved expressions for the T - or S-matrix elements.
Nevertheless, the conclusion remains the same: Depending on the values of the free pa-
rameters in the interaction kernel (the LECs) one cannot exclude that the BSE generates
solutions for Tℓ which have poles above the real axis on the physical Riemann sheet. In
principle this observation could be utilized to constrain the values of the LECs to cer-
tain regions where none of these unphysical poles occur. However, given the intricate,
highly non-linear expressions for the amplitudes Tℓ this procedure is usually not feasible.
Instead we choose to follow a different, more pragmatic path and first fit the undeter-
mined parameters freely to achieve good agreement with experimental data, i.e. Tℓ is



2.3. Resonance poles 47

only evaluated on the real axis. Afterwards we check whether the fits exhibit near-by
poles on the physical Riemann sheet and use this as an exclusion criterion.

One might argue that the postulate of maximal analyticity of the S-matrix which is
based on the examination of potential scattering in non-relativistic quantum mechanics
does not apply to chiral unitary approaches and that there is thus no problem with poles
on the physical Riemann sheet. Yet there is a more fundamental argument why there
must not be any near-by poles above the physical real axis. It is based on the fact that
the derivative of the phase shift with respect to energy measures the time delay τ of a
scattered particle (or rather its wave packet) compared to the unscattered case [74]

dδℓ(W )

dW
= τ . (2.45)

In particular if the particle is temporarily captured in the interaction region to form a
resonant state, the time delay will be large and the phase shift rapidly increases. This is
the common indication of a resonance. On the other hand if the interaction has a finite
range R, causality requires that the scattered particle cannot leave the interaction region
before the incident particle has reached it. Therefore the time advance of the scattered
particle has an upper limit, or formulated in terms of the time delay τ we have

τ & −R
c
, (2.46)

where c is the speed of light. This immediately yields a lower limit for the slope of the
phase shift which was derived by Wigner [74]

dδℓ(W )

dW
& −R (2.47)

and we have set c = 1 as usual. This remarkably simple result is based on causality in
the classical sense, whereas Wigner also calculated quantum corrections to Eq. (2.47)
which account for the wave nature of the particles. Here we are only interested in an
estimate of the order of magnitude and stick to the simple form.

The causality condition Eq. (2.47) can be utilized to derive an estimate of how far
poles on the physical Riemann sheet have to stay away from the real axis. Suppose that
the S-matrix has a pole on the upper have plane of the physical sheet at W0 = E0+iΥ0/2
(with Υ0 > 0). Just as in Eq. (2.40) it takes the form

Sℓ(W ) = exp
[
2i δℓ(W )

]
=
W −E0 + iΥ0/2

W − E0 − iΥ0/2
︸ ︷︷ ︸

Spole
ℓ

exp
[
2i δbg

ℓ (W )
]
. (2.48)

The derivative of the phase shift can then be expressed as

d

dW
δℓ = − i

2

d

dW
lnSℓ = − i

2

d

dW
lnSpole

ℓ +
d

dW
δbg
ℓ . (2.49)

Assuming that the background phase shift varies only slowly with energy we may neglect
the last term and arrive at

dδℓ
dW

∣
∣
∣
∣
W=E0

≈ − 2

Υ0
, (2.50)
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which in conjuction with Eq. (2.47) leads to the inequality

Υ0 &
2

R
. (2.51)

The range of the strong interactions is of the order of 1 fm. Consequently, we find that
causality requires the S-matrix not to have poles above the real axis with Υ0 . 400 MeV.
We will use this criterion to discard possible solutions of the BSE as unphysical.

Eq. (2.51) is meant as a rule of thumb. Certainly there are corrections to it due
to quantum effects or in case the variation of the background phase is not negligible.
Nevertheless it should give the right order of magnitude. We point out that this condition
is already a weak assumption in view of the fact that one usually requires the S-matrix
to be free of poles in the whole physical sheet, e.g. when employing dispersion relations.



49

Part I

η and η′ decays
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Chapter 3

Hadronic decays of η and η′ §

3.1 Introduction

The hadronic decays of η and η′ offer a possibility to study symmetries and symmetry
breaking patterns in strong interactions. The η-η′ system offers a testing ground for
chiral SU(3) symmetry in QCD and the role of both spontaneous and explicit chiral
symmetry breaking, the latter one induced by the light quark masses. In the absence
of η-η′ mixing, η would be the pure member η8 of the octet of Goldstone bosons which
arise due to spontaneous breakdown of chiral symmetry.

The isospin-violating decays η, η′ → 3π can only occur due to an isospin-breaking
quark mass difference mu − md or electromagnetic effects. While for most processes
isospin-violation of the strong interactions is masked by electromagnetic effects, these
corrections are expected to be small for the three pion decays of η and η′ (Sutherland’s
theorem) [77] which has been confirmed in an effective Lagrangian framework [78, 79].
Neglecting electromagnetic corrections the decay amplitude is directly proportional to
mu − md. In principle it is therefore possible to determine the quark mass difference
mu−md (or rather the ratio (md−mu)/(ms−m̂) with m̂ = (mu +md)/2) from the three
pion decays of η and η′. Combining the one-loop results of ChPT [80] and dispersion
relations this has been accomplished for the decay η → 3π [81, 82]. Very recently the
result of a two-loop calculation in ChPT became available [83]. Long ago it was claimed
in the literature that the quark mass ratio (md −mu)/(ms − m̂) may also be extracted
in a very simple manner from the branching ratio Γ(η′ → π+π−π0)/Γ(η′ → ηπ+π−)
involving an isospin-breaking and an isospin-conserving hadronic decay mode of the η′

[84]. We have critically examined the assumptions made in [84] within our chiral unitary
framework.

Moreover, reactions involving the η′ might provide insight into gluonic effects through
the axial U(1) anomaly of QCD. The divergence of the singlet axial-vector current ac-
quires an additional term involving the gluonic field strength tensor that remains in the
chiral limit of vanishing light quark masses. This term prevents the pseudoscalar singlet
η0 from being a Goldstone boson which is phenomenologically manifested in its relatively
large mass, mη′ = 958 MeV, cf. Sect. 1.5 for details.

§ The contents of this chapter have been published in [75, 76].
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An appropriate theoretical framework to investigate low-energy hadronic physics is
provided by chiral perturbation theory, the effective field theory of QCD. In ChPT
Green functions are expanded perturbatively in powers of Goldstone boson masses and
small three-momenta. However, final-state interactions in η → 3π have been shown to
be substantial both in a complete one-loop calculation in SU(3) ChPT [80] and using
dispersion relations [81, 82, 85].

In η′ decays final-state interactions are expected to be even more important due to
larger phase space and the presence of nearby resonances. It is claimed, e.g., that the
exchange of the scalar resonance a0(980) dominates the decays η′ → ηππ [86] which
has been confirmed both in a full one-loop calculation utilizing infrared regularization
[47] and in a chiral unitary approach [49]. In the latter work, resonances are generated
dynamically by iterating the chiral effective potentials to infinite order in a BSE, whereas
in [47] the effects of the a0(980) are hidden in a combination of coupling constants of the
effective Lagrangian.

In the present investigation we extend the approach of [49] by including p-wave
interactions. This also allows us to obtain more realistic predictions for the decay η′ →
π+π−π0, where p-waves can—in principle—yield sizable contributions to the decay width
and Dalitz slope parameters. We will illustrate that meson-meson scattering phase shifts
along with available data on η, η′ hadronic decays provide a set of tight constraints which
must be met by theoretical approaches.

The physics of η and η′ decays is a very lively field and investigations at many experi-
mental facilities such as KLOE@DAΦNE, WASA-at-COSY, Crystal Ball at MAMI, VES
at IHEP, CLEO at CESR, WASA@CELSIUS are currently being performed or have been
finished lately. In this chapter we study the implications of two recent experiments by
the KLOE [87] and the VES [88] Collaborations which have determined the Dalitz plot
distributions of η → 3π and η′ → ηπ+π−, respectively, with high statistics. One should
note that the preliminary result for the slope parameter of the η → 3π0 decay specified
by the KLOE Collaboration in [87] is considerably smaller in magnitude than the one
determined by another high precision experiment performed by the Crystal Ball (CB)
Collaboration [89]. Very recently and after the publication of our results [75] where we
pointed at questions of consistency between the KLOE numbers for the charged and the
neutral three pion decay, the KLOE Collaboration has come forward with a reanalysis
of their data [90] which resolves the discrepancy between the first analysis and the CB
result. Nevertheless we will repeat here the critical discussion of the first KLOE results
[87] as published in [75]. The new VES data are taken into account separately. It turns
out that they furnish additional tight constraints on the chiral unitary framework that
we utilize.

This chapter is organized as follows. In the next section we explain how the chiral
unitary approach is applied to the hadronic decays of η and η′. It also includes a
discussion of constraints imposed by unitarity. In Sect. 3.3 we present our results based
on available data of the hadronic decay modes excluding the results of the KLOE and the
VES Collaborations and we discuss the changes which arise if the new results by KLOE
[87] (first analysis) and VES [88] are included. A critical examination of the η → 3π
data of KLOE based on purely phenomenological arguments is presented in Sect. 3.4.
In Sect. 3.5 we analyze the assumptions made in [84] and comment on the possibility to
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η

π−

π+

π0

Figure 3.1: Shown is a possible contribution to final-state interactions in the decay
η → π+π−π0.

extract mu −md from hadronic η′ decays. We summarize our findings in Sect. 3.6.

3.2 Chiral unitary approach

3.2.1 Final state interactions

It was noted long ago that the tree level result of ChPT for the decay width of η →
π+π−π0 (which coincides with the PCAC prediction) [91] underestimates the experi-
mental value by roughly a factor of four. One-loop corrections have been shown to be
important [80], but even when they are taken into account the resulting decay width
remains considerably below the measured value [17]. In η′ → 3π one expects even
larger contributions from final-state interactions [49], whereas for η′ → ηππ reasonable
agreement with experiment can also be achieved in a perturbative approach employing
infrared regularization [47] which for this process provides a consistent counting scheme.
In the present combined analysis of these three dominant hadronic decay modes of η
and η′ we include final-state interactions in a non-perturbative fashion as introduced in
[49], but extending the work of [49] by taking p-waves into account and by improving
the fit procedure for the unknown couplings in the chiral Lagrangian via Monte Carlo
techniques.

The underlying idea of our approach is that the initial particle, i.e. the η or η′, decays
into three mesons and that two out of these rescatter (elastically or inelastically) an
arbitrary number of times, see Fig. 3.1 for illustration. All occurring vertices are derived
from the effective Lagrangian and are thus constrained by chiral symmetry. Interactions
of the third meson with the pair of rescattering mesons are neglected which turns out
to be a good approximation, particularly for the decays η → 3π and η′ → ηππ. In the
decays under consideration the two-particle states either carry one elementary charge
or no net charge. Charge conservation prevents transitions between these two sets,
while the different channels of one set are generally coupled. There are nine uncharged
combinations of mesons

π0π0, π+π−, ηπ0, K+K−, K0K̄0, ηη, η′π0, η′η, η′η′ , (3.1)
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and a set of four positively charged channels

π0π+, ηπ+, K+K̄0, η′π+ . (3.2)

The negatively charged channels are related to the former via charge conjugation. For
the p-waves there arise some simplifications in the uncharged channels. Due to Bose
symmetry contributions from identical particles vanish and the remaining two-particle
states can be classified according to their behavior under charge conjugation. While for
J = 1 π+π− and KK̄ must be C-odd combinations, the other pairs are C-even, so that
transitions between the two classes of states are forbidden.

The infinite rescattering of meson pairs is accomplished by utilizing the Bethe-
Salpeter equation, see Chapter 2. From the U(3) effective Lagrangian up to fourth
chiral order we derive tree level scattering amplitudes which are comprised in the in-
teraction kernel of the BSE with coupled channels. The full list of O(p4) terms in the
Lagrangian is compiled in App. A.2 where we also specify the terms relevant for the
present investigation. Since the vertices derived from L(4)

φ involve no more than four
momenta, the partial wave decomposition of the interaction kernel V is limited to s-, p-,
and d-waves

V =

2∑

ℓ=0

VℓJℓ . (3.3)

For each partial wave we have the BSE, Eq. (2.20),

Tℓ = Vℓ − TℓGℓVℓ

in the on-shell approximation. The loop integrals in Gℓ are equipped with subtraction
constants as explained at the end of Sect. 2.1. The symmetry factor for two identical
particles in a loop is absorbed into the Vℓ by multiplying the scattering amplitudes by a
factor of 1/

√
2 for each pair of identical particles. In the present work we restrict ourselves

to s- and p-waves and drop the d-wave part T2. As we will see in the following, this is a
justified approximation since very good agreement with available data is achieved.

We now explain how the infinite chain of rescattering processes is included in the
decay amplitudes to describe final-state interactions in a non-perturbative manner. We
introduce a common notation for the decay modes investigated in this chapter and define
Mandelstam variables

s = (ph − pi)
2, t = (ph − pj)

2, u = (ph − pk)2 (3.4)

for the generic process h → i j k and the ph,i,j,k represent the four-momenta of the
particles. Since all decays under consideration happen to have a particle-antiparticle
pair in the final state, i.e. either π+π− or π0π0, which we denote by j and k with
j = k̄, C-invariance dictates that the decay amplitude Ahijk(s, t, u) is symmetric under
t ↔ u. The full amplitude Ahijk, which includes s- and p-wave final-state interactions,
is constructed in such a way that it reproduces the tree level result and the unitarity
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corrections from one-loop ChPT. It reads

Ahijk(s, t, u) = Ahijk(s, t, u) +

( 1∑

ℓ=0

Jℓ(s, t− u)
[
Tℓ(s) − Vℓ(s)

]
)

hi,jk

+

( 1∑

ℓ=0

Jℓ(t, u− s)
[
Tℓ(t) − Vℓ(t)

]
)

hj,ik

+

( 1∑

ℓ=0

Jℓ(u, s− t)
[
Tℓ(u) − Vℓ(u)

]
)

hk,ij

, (3.5)

where Ahijk is the complete tree level amplitude from ChPT up to fourth chiral order.
The differences Tℓ−Vℓ are introduced to avoid double-counting of tree graphs—the terms
in parentheses start to contribute at the one-loop level. Depending on the subscripts of
the parentheses which denote the pertinent meson pairs, Tℓ and Vℓ represent either the
matrices of charged or uncharged channels. For identical particles in the final state
(π0π0) they must be multiplied by a combinatorial factor of

√
2, in order to cancel the

symmetry factor which was absorbed into the interaction kernel. We note that Ahijk does
not involve the full one-loop result from ChPT since due to the on-shell approximation
tadpole terms have been neglected. However, these contributions can be compensated
numerically by redefining the couplings of the effective Lagrangian [63]. For consistency
we also drop the tadpole contributions included in the corrections to the pseudoscalar
decay constants, wave function renormalization and in π0-η-η′ mixing, see Sect. 1.5.2.

When neglecting isospin breaking via electromagnetic effects which is justified by
Sutherland’s theorem [77], the decay amplitudes of η, η′ → 3π are directly proportional
to the light quark mass difference mu −md. Within ChPT this quantity is encoded in
the combination

m2
ǫ = B0(md −mu) (3.6)

which is independent of the QCD renormalization scale. According to a theorem by
Dashen [92] the electromagnetic contributions to the self-energies of mπ+ and mK+ are
equal in the chiral limit while those of the neutral mesons vanish (up to corrections of
order e4). In conjuction with the Gell-Mann–Oakes–Renner relations (1.43) this result
can be utilized to express m2

ǫ in terms of physical masses

m2
ǫ =

(
m2

K0 −m2
K+

)

QCD

=
(
m2

K0 −m2
K+

)

phys
−
(
m2

K0 −m2
K+

)

em

=
(
m2

K0 −m2
K+ −m2

π0 +m2
π+

)

phys
(3.7)

up to corrections of O(e2p2, (md−mu)p2). Hence by making use of Dashen’s theorem one
is able to predict the decay width of η → 3π from a ChPT calculation, or one may turn
the argument around and take possible deviations between theoretical and experimental
results for Γ(η → 3π) as an indication for a violation of Dashen’s theorem. We will come
back to this issue in Sect. 3.3, where we discuss the numerical results of our calculation.



56 Chapter 3. Hadronic decays of η and η′

3.2.2 Unitarity

The approach described above incorporates the relevant pieces of the ChPT one-loop
amplitude, fulfills unitarity constraints from two-particle scattering and has a clear di-
agrammatic representation of the final-state interactions: the summation of a bubble
sum in each of the three two-particle channels. However, it does not account for three-
body interactions in the final state, either mediated by the interaction of one of the
two rescattering particles with the third, spectating particle or by a genuine three-body
force. Therefore, the approach does not guarantee exact unitarity of the resulting S-
matrix which implies a relation for the imaginary part of the decay amplitude Ahijk, see
e.g. [93],

ImAhijk =
1

2

∑

a,b,c

(2π)4δ(4)(pi + pj + pk − pa − pb − pc) T ∗
abc,ijk Ahabc , (3.8)

where T ∗
abc,ijk represents the complex conjugate of the scattering amplitude for ijk → abc

and the sum, which includes the integration over phase space, runs over all possible three-
particle states which h can decay into. A diagrammatic representation of the unitarity
condition is shown in Fig. 3.2. For Tabc,ijk we make an approximation similar to the
one already applied to Ahijk, i.e. we drop the last diagram on the r.h.s. of Fig. 3.2 and
keep only the graphs involving exclusively two-particle rescattering. The first term on
the r.h.s. of Fig. 3.2 can be expressed in terms of the unitarized two-body scattering
amplitude T , and Eq. (3.8) reduces to

ImAhijk(s, t, u) =
1∑

ℓ=0

1

16π2

×
[
∑

b,c

∫
d3pb

2p0
b

d3pc

2p0
c

{

Jℓ(s, t
′ − u′) [T bc,jk

ℓ (s)]∗Ahibc(s, t
′, u′) δ(4)(pb + pc − pj − pk)

}

∑

a,c

∫
d3pa

2p0
a

d3pc

2p0
c

{

Jℓ(t, u
′ − s′) [T ac,ik

ℓ (t)]∗Ahajc(s
′, t, u′) δ(4)(pa + pc − pi − pk)

}

∑

a,b

∫
d3pa

2p0
a

d3pb

2p0
b

{

Jℓ(u, s
′ − t′) [T ab,ij

ℓ (u)]∗Ahabk(s′, t′, u) δ(4)(pa + pb − pi − pj)
}]

,

(3.9)

where, in analogy to the definition of A, we only include two-particle rescattering in the
s and p partial waves. The Mandelstam variables s′, t′, u′ are defined by

s′ = (ph − pa)2 , t′ = (ph − pb)
2 , u′ = (ph − pc)

2 . (3.10)

However, the two spectator approximations utilized for the decay amplitude A within
our approach, which determines the l.h.s. of Eq. (3.9), and on the r.h.s. of Eq. (3.9) do not
coincide. Contributions like the one shown in Fig. 3.3 appear on the r.h.s. of Eq. (3.9),
whereas such graphs are not included in our approach and are thus missing in ImA on the
l.h.s. Notice that Fig. 3.3 does not represent the full graph, but only a contribution to its
imaginary part according to Cutkosky’s cutting rules [94]. The violation of Eq. (3.9) gives
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Figure 3.2: Diagrammatic representation of the unitarity relation in Eq. (3.8). The
crosses indicate on-shell particles and phase space integration according to Cutkosky’s
cutting rules [94].

h

k, i, j

j, k, i

i, j, k

Figure 3.3: Contribution which is included on the r.h.s. of Eq. (3.8), but not in the
decay amplitude A on the l.h.s. The crosses indicate on-shell particles and phase space
integration according to the Cutkosky cutting rules [94].

us the possibility to estimate the importance of this class of three-body contributions
which go beyond pure two-particle rescattering as embodied in A. As we will discuss
below, it turns out that these deviations are rather small for η → 3π and η′ → ηππ
where phase space is narrow and dropping the last term in Fig. 3.2 appears to be a good
approximation. This observation is confirmed by a new two-loop calculation of η → 3π
where the contribution of the three particle cut is found to be small [83]. Assuming
that structures involving more complicated iterated two-body interactions or three-body
contact terms yield contributions comparable in size to the violation of Eq. (3.9) we
conclude that our approach approximates the physical amplitude reasonably well.

For η′ → 3π, where phase space is about seven times larger than for η → 3π, the
violation of Eq. (3.9) comes out considerably more severe. However, this does not imply
that our approach, which involves only two-particle rescattering, is not suited to describe
η′ → 3π since for the large phase space of this decay mode neglecting the last term in
Fig. 3.2 is indeed not justified and hence Eq. (3.9) is not an appropriate estimate of
unitarity corrections not included in the approach. Certainly the consistent inclusion
of three-body interactions in our chiral unitary framework—possibly following the steps
outlined by Mandelstam [95]—would constitute a major improvement of the approach,
but is beyond the scope of the present work.
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≈ + +

Figure 3.4: Isospin decomposition of the full amplitude for η(′) → 3π (left-hand side)

according to Eq. (3.12). The isospin-breaking vertices V
(ib)
ℓ are represented by shaded

circles whereas the isospin-conserving T
(ic)
ℓ are symbolized by filled boxes.

3.2.3 Isospin decomposition

In order to study the importance of the various two-particle channels in the final-state
interactions and corresponding contributions from well-known resonances such as ρ(770),
f0(980), a0(980) and the correlated ππ interaction known as the σ(600), we perform a
decomposition into isospin channels. Assigning one common mass for all particles of
an isospin multiplet this can straightforwardly be done for the isospin-conserving decay
modes η′ → ηππ. To this aim, we decompose the interaction kernel of the Bethe-Salpeter
equation, Eq. (2.20), into an isospin-conserving and an isospin-breaking part, V

(ic)
ℓ and

V
(ib)
ℓ , respectively, so that

Vℓ = OV
(ic)
ℓ OT +OV

(ib)
ℓ OT , (3.11)

where O represents the orthogonal matrix which transforms from the isospin to the phys-
ical basis. Analogous to the definition of Tℓ we can construct the unitarized amplitude
T

(ic)
ℓ in the isospin limit by replacing Vℓ by V

(ic)
ℓ in Eq. (2.20). After substituting in

Eq. (3.5) the pieces of the form [Tℓ − Vℓ] by O[T
(ic)
ℓ − V

(ic)
ℓ ]OT , the influence of the dif-

ferent isospin channels may be examined by omitting one specific combination of isospin
and angular momentum quantum numbers.

The situation is slightly more complicated for the isospin-breaking decays of η and
η′ into three pions. Retaining only one isospin-breaking vertex and inserting it at all
possible places in the bubble chain, the decay amplitude in terms of isospin channels is
found by replacing in Eq. (3.5) the pieces of the form [Tℓ − Vℓ] by

O[T
(ic)
ℓ Gℓ V

(ib)
ℓ Gℓ T

(ic)
ℓ − T

(ic)
ℓ Gℓ V

(ib)
ℓ − V

(ib)
ℓ Gℓ T

(ic)
ℓ ]OT . (3.12)

While the second and third term in the bracket describe the insertion of the isospin-
breaking vertex at both ends of the bubble chain, the first one includes insertions at all
intermediate points, see Fig. 3.4. Note that Eq. (3.12) indeed corresponds to a sum of
graphs—the minus signs are due to our definition of the BSE in Eq. (2.20).

3.3 Results

3.3.1 Preface

We now turn to the discussion of the numerical results of the calculation which are
obtained from a combined analysis of the decay widths, branching ratios, and slope
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parameters of the considered decays as well as phase shifts in meson-meson scattering.
Our results, which are published in [75, 76], are based on the 2004 edition of “The Review
of Particle Physics” [96]. Apart from the recent experimental results of the KLOE and
the VES Collaborations which we discuss explicitly, the 2006 edition [17] has entailed
slight changes in the partial decay widths of η and η′ due to new experiments. However,
the smallness of the changes makes us confident that none of our conclusions has to
be altered. We will indicate the revised numbers from [17] at the pertinent places for
comparison.

The widths of η → 3π and η′ → ηππ have been measured roughly at the 5–10 %
precision level, while for η′ → 3π0 the experimental uncertainty is considerably larger
and only an upper limit exists for Γ(η′ → π+π−π0) [96]. Moreover, some of these decay
widths are constrained by the well-measured branching ratios

r1 =
Γ(η → 3π0)

Γ(η → π+π−π0)
, r2 =

Γ(η′ → 3π0)

Γ(η′ → ηπ0π0)
. (3.13)

The Dalitz plot distribution of the decay h → i j k (with j = k̄) is conventionally
described in terms of the two variables

x =

√
3(u− t)

2mh(mh −mi − 2mjk)
,

y =
(mi + 2mjk)

[
(mh −mi)

2 − s
]

2mhmjk(mh −mi − 2mjk)
− 1 , (3.14)

where the mh,i,j,k denote the masses of the respective particles (mj = mk = mjk) and
the Mandelstam variables have been defined in Eq. (3.4). In η → 3π measurements,
e.g. [97], a slightly simpler definition of y, where (mπ0 + 2mπ+)/mπ+ is replaced by 3, is
usually employed,

y =
3
[
(mh −mi)

2 − s
]

2mh(mh −mi − 2mjk)
− 1 , (3.15)

but the difference is at the level of 1 % and can be safely neglected. The squared absolute
value of the amplitude, |Ahijk(x, y)|2, is then expanded for η′ → ηππ and the charged
decay modes of η, η′ → 3π as

|A(x, y)|2 = |N |2
[
1 + ay + by2 + cx2 + dy3 + · · ·

]
, (3.16)

while for the decays into three identical particles Bose symmetry dictates the form

|A(x, y)|2 = |N ′|2
[
1 + g(y2 + x2) + · · ·

]
. (3.17)

The value of the single Dalitz plot parameter g which describes the decay η → 3π0

was debated controversially over the last few years after the first analysis of the KLOE
Collaboration [87] became available. There a value of gKLOE = −0.026 ± 0.010 ± 0.008
was found—in conflict with the number given by the Particle Data Group [96], which is
identical with the result of a high-statistics measurement by the Crystal Ball (CB) Col-
laboration [89], gCB = −0.062 ± 0.008. Very recently and after our critical examination
of the KLOE results in [75], the members of the KLOE Collaboration have reanalyzed
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their data and found inconsistencies in the treatment of the η mass in their first analysis.
Having corrected this issue, they now arrive at gKLOE = −0.054± 0.008+0.008

−0.012 [90] resolv-
ing the discrepancy between the different experiments. In this context it is interesting
to note that this value is also confirmed by a recent result of the WASA@CELSIUS
experiment which yields gWASA = −0.052 ± 0.020 ± 0.020 [98], admittedly with large
error bars. Moreover, the slope parameter g is currently being analyzed using the data
sample collected with the Crystal Ball detector at MAMI-B which is roughly three times
larger than the previous one taken with CB at the Brookhaven National Laboratory
[89]. Apparently, preliminary results confirm the old CB value [99]. Final certainty
about the value of g might be provided by the third high precision experiment aiming
at a determination of g, the WASA-at-COSY experiment in Jülich [100].

For the Dalitz plot parameters a, b, c of η → π+π−π0 the experimental situation
is also not without controversy. We employ the numbers of [97] since it is the most
recent published measurement before the KLOE experiment and the results appear to
be consistent with the bulk of the other experiments listed by the Particle Data Group
[96]. They differ somewhat from the results of the KLOE Collaboration [87, 101], in
particular for the Dalitz parameter b. Note that for η → π+π−π0 the two analyses of
the KLOE Collaboration agree within error bars. For the first time they have extended
the Dalitz plot parametrization to third order in x, y and find a non-zero value for d.

Recently the Dalitz plot parameters of η′ → ηπ+π− have been determined with high
statistics by the VES experiment [88]. While as a first step we will employ in our fits
the experimental Dalitz parameters provided by the Particle Data Group [96], we will
discuss in Sects. 3.3.7 and 3.3.8 the modifications of our results when the numbers of
the first KLOE analysis [87] and the new data set of the VES Collaboration [88] are
taken into account, respectively. Note that the slope parameters of η′ → 3π have not
yet been determined experimentally with significant statistics, but such a measurement
is intended at WASA-at-COSY [100], at MAMI-C [102] and with KLOE-2 at DAΦNE
[103].

From the unitarized partial-wave T -matrix in Eq. (2.20) one may also derive the
phase shifts in meson-meson scattering. Hence, our approach is further constrained by
the experimental phase shifts for ππ → ππ,KK̄ scattering. The results of the fit are
presented in the next subsection.

The coupled-channels framework involves several parameters, i.e. the low-energy con-
stants (LECs) of the chiral effective Lagrangian up to fourth order and the subtraction
constants a in the loop integrals G which are embodied in the coupled-channels T -matrix.
It turns out that only the fit to the ππ phase shifts in the I = J = 1 channel (which
includes the ρ resonance) requires a non-zero value of the corresponding subtraction con-

stant a
(I=J=1)
ππ (µ). The regularization scale of G is set to µ = 1 GeV for all channels. As

a guiding principle for the importance of the LECs and in order to reduce their number,
we make use of large Nc arguments in the effective Lagrangian, cf. [37], and set all LECs
to zero which are of order O(1/N2

c ) and thus suppressed by at least three powers of 1/Nc

with respect to the leading coefficients. Their effects are expected to be small and can
be partially compensated by readjusting the leading and subleading coefficients in our
fits. Furthermore, we set those parameters to zero by hand to which the processes under
consideration turn out to be less sensitive. We find that with the exception of v

(2)
1 and
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β
(0)
14 all parameters of order O(1/Nc) have a negligible effect when varying them within

small ranges around zero and can be safely neglected. To summarize, we only keep the
LECs

β
(0)
0 , β

(0)
3 , β

(0)
5 , β

(0)
8 = O(Nc) ,

v
(2)
0 , v

(1)
3 , β

(0)
1 , β

(0)
2 , β

(0)
4 , β

(0)
6 , β

(0)
7 , β

(0)
13 , β

(0)
18 , = O(1) ,

v
(2)
1 , β

(0)
14 = O(1/Nc) .

(3.18)

The coefficient v
(2)
0 is related to the mass of the η′ in the chiral limit, m0, and has

been constrained to the range 0.00183 GeV4 . . . 0.00523 GeV4 in [46]. The rest of the
parameters may be varied within small ranges around zero for which we employ large Nc

arguments. The coefficient of the kinetic term in the Lagrangian of second chiral order,
which is counted as O(Nc), is f 2/4, cf. Eq. (1.102). Consequently, the boundaries for
LECs of order O(Nk

c ) are naturally given by ±Nk−1
c f 2/(4Λn

χ), where n depends on the
dimension of the constant under consideration and Λχ ≈ 4πf ≈ 1 GeV is the scale of
spontaneous chiral symmetry breaking. In conventional ChPT the β0 term is usually not
listed, since it can be absorbed into other contact terms by virtue of a Cayley-Hamilton
matrix identity. However, this transformation mixes different orders in 1/Nc, hence we
prefer to keep this term explicitly, in order to retain the clean large Nc behavior of the
βi’s.

By fitting to all available data sets of the investigated hadronic η, η′ decays which are
collected in [96] and to the phase shifts an overall χ2 function is calculated. To this end,
we compute χ2 values for all observables, i.e. phase shifts, decay widths, branching ratios
and Dalitz plot parametrizations, divide them by the number of experimental data points
and take the sum afterwards, cf. the treatment in [104]. In contrast to the conventional
definition of the χ2 function where each data point is weighted equally, this method
ensures that the contribution from each observable is weighted in the same way in the
total χ2. Thereby one-point observables (such as decay widths) will not be subdued by
observables with many data points (such as the phase shifts) as it may happen using the
standard definition.

In order to find the minima of the overall χ2 function, we perform a random walk
in parameter space, where only steps which lead to a smaller χ2 value are allowed, and
a very large number of random walks with randomized starting points is carried out.
We observe four different classes of fits which are all in very good agreement with the
currently available data on hadronic decays from [96], but differ in the description of the
decays η′ → 3π where experimental constraints are scarce.

As a matter of fact the constraints set by the experimental data from [96] turn out
to be rather mild in view of the number of parameters included in our approach. We
therefore do not attempt to give 1σ errors of our results in the usual way by taking into
account all fits with an overall χ2/d.o.f. less than

χ2
min

d.o.f.
+

∆χ2

d.o.f.
(3.19)

with ∆χ2/d.o.f. ≈ 1 [17], see also the discussion in Sect. 4.5. Instead the errors which
we specify in the following for all parameters and observables are rather intended to
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Riemann Re
√
s0 Im

√
s0

√
s0 [109] associated

I J sheet [MeV] [MeV] [MeV] resonance

0 0 III 464± 6 −211± 17 442 − 227i σ

1 1 IV 749± 3 −69.5± 1.2 759 − 70.5i ρ(770)

0 0 IV 988± 11 −17± 10 994 − 14i f0(980)

0 0 V 998± 10 −29± 11 — f0(980)

0 0 VI 916± 52 −88± 37 — f0(980)

1 0 IV 1023± 24 −69± 6 1055 − 21i a0(980)

1 0 V 876± 43 −105± 17 — a0(980)

1 0 VI 848± 47 −95± 17 — a0(980)

Table 3.1: Positions
√
s0 of resonance poles in the complex

√
s plane associated with

isospin I and angular momentum J . Our results are compared to the pole positions
found in a similar chiral unitary framework [109]. See text for details.

illustrate how small variations of the total χ2 affect the results. To this end we take
into account fits with χ2 values which are at most 15 % larger than the minimum value.
Surely this choice is somewhat arbitrary, but it enables us to separate the observed four
different classes of fits with their different features.

3.3.2 Phase shifts and resonance poles

In Fig. 3.5 we show the results for the phase shifts of four meson-meson channels: the
I = 0, 2 s-wave and I = 1 p-wave ππ → ππ scattering as well as ππ → KK̄ with
I = J = 0. The agreement with the experimental data points is remarkably good. The
shaded areas indicate the variation of the results when the overall χ2 value of the fits
is allowed to exceed the minimum by at most 15 %, see the discussion in the previous
subsection. The variation is particularly small for I = J = 1 ππ scattering which
involves the ρ(770) resonance. This fact is, however, not surprising since this channel

is controlled by an additional fit parameter, the subtraction constant a
(I=J=1)
ππ , and is

only weakly constrained by the Dalitz plots of η → 3π and η′ → ηππ (for which precise
experimental data exist) as they are dominated by s-waves.

We have furthermore extracted the resonance poles of Tℓ in the complex
√
s plane

which are generated dynamically within the chiral unitary approach. The results are
compiled in Table 3.1. Due to the multi-sheeted structure of the scattering amplitude it
is necessary to specify on which of the unphysical Riemann sheets the poles are located.
We use Roman numerals to denote the various Riemann sheets where “I” corresponds to
the physical sheet, “II” to the unphysical sheet which is connected to the physical real
axis between the two lowest thresholds at

√
s = 2mπ0 and

√
s = 2mπ+ and so on for the

remaining thresholds in ascending order (π0π0, π+π−, ηπ0, K+K−, K0K̄0, ηη, η′π0, η′η,
η′η′ for the neutral channels). Riemann sheets which are not directly connected to the
physical real axis are not considered here since poles on these sheets do not have much
influence on physical observables. The pole corresponding to the ρ resonance is found on
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Figure 3.5: Results for the phase shifts δI,J of meson-meson scattering for isospin I and
partial wave J . The shaded area indicates the range of fits taken into account within
our approach, while the solid line represents the best fit in each particular channel. The
data are taken from (a) [105], (b) [106], (c) [107], (d) [108].
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Riemann sheet “IV” which is connected to the real axis between the ηπ0 and the K+K−

threshold. The tiny error band of the I = J = 1 phase shift in Fig. 3.5 is reflected by
small errors of the position of the ρ pole. Using the relation (cf. Eq. (2.39))

√
s0 = M − i

2
Γ (3.20)

we may translate the pole position
√
s0 into the mass M and the width Γ of the corre-

sponding resonance. We obtain Mρ = (749 ± 3) MeV, Γρ = (139 ± 3) MeV which is to
be compared to the measured values Mρ = (775.5 ± 0.4) MeV, Γρ = (149.4 ± 1.0) MeV
quoted in [17], i.e. even though we did not impose explicit constraints on the position of
the pole the numbers turn out to be in the right ballpark. The pole associated with the σ
is not as tightly fixed as the ρ pole. We find Mσ = (464±6) MeV, Γσ = (422±33) MeV,
in reasonable agreement with a recent, precise extraction of these parameters using Roy
equations, Mσ = 441+16

−8 MeV, Γσ = 544+18
−25 MeV [110].

The f0(980) resonance in the I = J = 0 channels is located right at the K+K− and
K0K̄0 thresholds and may therefore be identified with poles on the three nearby Riemann
sheets “IV”, “V”, “VI”. We indeed find poles close to the real axis on all these sheets, yet
at different values of

√
s, see Table 3.1. The pole on Riemann sheet “VI” is relatively

far away from the real axis whereas the one on sheet “V” only influences the small
interval between the two KK̄ thresholds. Hence the pole on sheet “IV” is certainly
the most relevant one for the f0(980) resonance and yields Mf0 = (988 ± 11) MeV,
Γf0 = (33 ± 20) MeV.

For lack of experimental data the phase shifts of I = 1 s-wave meson-meson scattering
are not constrained by the fit. Nevertheless the chiral unitary approach generates poles
in the isospin one amplitude at the energy of the a0(980). As in the case of the f0(980)
we find poles on all close-by Riemann sheets out of which the one on sheet “IV” is again
closest to the real axis. Its distance from the real axis is significantly larger than that
of the corresponding f0(980) pole on sheet “IV” leading to Ma0 = (1023 ± 24) MeV,
Γa0 = (139 ± 11) MeV.

Due to the presence of the KK̄ thresholds roughly at 990 MeV the scalar mesons
a0(980), f0(980) do not appear as simple Breit-Wigner resonances in physical observ-
ables such as cross sections. It is therefore hard to determine their masses and, in par-
ticular, their widths directly from experiment without making use of model-dependent
assumptions. While for the masses the PDG quotes comparatively small errors, Mf0 =
(980 ± 10) MeV, Ma0 = (984.7 ± 1.2) MeV, the widths are much less precisely known
Γf0 = (40 . . . 100) MeV, Γa0 = (50 . . . 100) MeV [17].

In Table 3.1 we also compare our results to the pole positions obtained in a similar
chiral unitary approach [109]. The agreement is good with exception of the width of
the a0(980) which comes out considerably smaller in [109]. Notice that in [109] the
calculation is performed in the isospin limit where the two KK̄ thresholds coincide and
sheet “V” is not present. The Riemann sheet “VI” has not been examined in that work
and no error estimates for the pole positions are given.
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3.3.3 η → 3π

The results for the decays η → 3π, which agree very well with the experimental values, are
shown in Table 3.2. We also compare our results to the very recent two-loop calculation
in ChPT [83]. Most remarkably our approach is able to reproduce the precise value
of the η → 3π0 Dalitz parameter g measured by the Crystal Ball Collaboration [89]
(and prevailing the PDG average value [96]) which could neither be met in previous
investigations [49, 81] nor in the new two-loop calculation [83], where even a positive
central value is found for g. The different result compared to [49] is mainly due to
the larger number of chiral parameters taken into account in the present work and the
improved fitting routine utilized. With regard to [83] one should mention that while the
LECs are treated as fit parameters in our approach, in the perturbative framework of
[83] they are taken as fixed input parameters. At O(p2) and O(p4) in ChPT the LECs
have been determined from phenomenological input within certain errors, see [4]. Up
to now experimental data and information from lattice QCD is, however, not sufficient
to constrain the numerous LECs at O(p6). In [83] the relevant LECs at sixth chiral
order have therefore been estimated using the method of resonance saturation, which
introduces some model-dependence, and no error ranges are given for the values of these
LECs. The errors of the Dalitz plot parameters quoted in [83] do thus not reflect the
uncertainty in the determination of the LECs, but merely represent the fitting errors
resulting from the extraction of the Dalitz coefficients by fitting the polynomials in
Eqs. (3.16), (3.17) to the full amplitudes squared.

In Table 3.2 we also display the updated PDG numbers for the branching ratios and
decay widths [17] as well as the new results of the CLEO experiment [111] (using an η
width of (1.30± 0.07) keV [17]). In a conservative manner we have added the statistical
and systematic uncertainties from [111] linearly. Since these new experimental results
appeared after the publication of our investigation [75] they are not included in the fit,
but they are sufficiently close to the old numbers so that none of our conclusions has to
be altered.

When electromagnetic effects are neglected (which is justified according to Suther-
land’s theorem [77]), the isospin-violating decay of η into three pions can only take place
via a finite quark mass difference mu−md. The decay amplitude is therefore proportional
to m2

ǫ defined in Eq. (3.6) and we have employed the value which follows from Dashen’s
theorem, Eq. (3.7). Deviations of the calculated decay widths from the measured num-
bers could thus be interpreted as a hint to non-negligible subleading corrections to the
leading order result by Dashen. In order to quantify these deviations, one commonly
defines the double quark mass ratio

Q2 =
ms − m̂

md −mu

ms + m̂

md +mu

, (3.21)

for which Dashen’s theorem yields QDashen = 24.1. Differing Q-values lead to decay
widths which are related to the original one, ΓDashen, by

Γ =

(
QDashen

Q

)4

ΓDashen . (3.22)

Taking into account theoretical as well as experimental uncertainties we find from a
comparison of our results with data Q = 24.0± 0.6 which is consistent with the result of
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Γη→3π0 [eV] Γη→π+π−π0 [eV] r1

this work 422± 13 290± 8 1.46± 0.02

ChPT 2-loop [83] — — 1.47

exp. (PDG ’04) [96] 419± 27 292± 21 1.44± 0.04

exp. (PDG ’06) [17] 421± 22 294± 16 1.43± 0.04

exp. (CLEO) [111] 442± 34 294± 25 1.496± 0.078

a b c

this work −1.20± 0.07 0.28± 0.05 0.05± 0.02

ChPT 2-loop [83] −1.27± 0.08 0.39± 0.10 0.06± 0.06

exp. [97] −1.22± 0.07 0.22± 0.11 0.06± 0.02

g

this work −0.062± 0.006

ChPT 2-loop [83] 0.026± 0.064

exp. (PDG) [17, 96] −0.062± 0.008

Table 3.2: Results for the partial decay widths of η → 3π, the branching ratio r1, and
the Dalitz plot parameters compared to the new two-loop calculation in ChPT [83] and
experimental data. See text for further details.

[49]. Note, however, that this obvious agreement with Dashen’s theorem merely reflects
the fact that our approach is capable of reproducing the experimental decay widths of
η → 3π. Due to the larger number of chiral parameters with increased ranges compared
to [49] and the improved fitting procedure we can easily compensate the effects from
variations in Q by readjusting the chiral parameters of our approach. We have checked
that variations of Q in the range of 20 . . . 24 which covers the various (and partially
contradictory) results in the literature [112] can be accommodated within this approach.
Therefore, our analysis does not allow for conclusions on the size of the violation of
Dashen’s theorem. We remark that the new two-loop calculation [83] yields Q = 23.2
compatible with our result and indicating only small corrections to Dashen’s theorem.

Extending the work of [49] we have also taken p-wave final-state interactions into
account. By setting these contributions to zero, we find that the decay width of η →
π+π−π0 is reduced by a tiny fraction of 0.7 % implying rapid convergence of the partial
wave expansion. The Dalitz plot parameters, which are more sensitive to the precise form
of the amplitude than the width, are also only moderately altered. Without p-waves we
obtain a = −1.15 ± 0.07, b = 0.29 ± 0.05, c = 0.01 ± 0.02. (Relative to its small central
value the change of the coefficient c may appear large, but on the absolute scale set by
the Dalitz distribution, which is normalized to one at x = y = 0, it is small.) Note that
due to Bose symmetry there is no p-wave contribution to the decay into three neutral
pions.

Certainly, the most important isospin channel of final-state interactions in η → 3π
is the I = 0 s-wave rescattering which is dominated by ππ interactions. Omitting this
channel reduces the decay width by 73 % on average. The other two s-wave channels
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with isospin one and two, respectively, interfere destructively with the former. To be
more precise, taking out the I = 1 part, which mainly reflects πη interactions, enlarges
the decay width of η → π+π−π0 (η → 3π0) by 9 % (10 %), while setting the I = 2
channel, which is purely ππ rescattering, to zero results in an enhancement of the decay
widths by 16 % (20 %). The only relevant p-wave contributions arise from the I = 1
channels. Neglecting these channels reduces the η → π+π−π0 decay width by roughly
1 %. The numerical difference to the 0.7 % stated above is due to the fact that for the
decomposition into isospin channels we use isospin-symmetrized masses, while otherwise
we employ the physical values of the masses.

Finally, we have also examined to which extent the amplitude violates three-particle
unitarity in the spectator approximation as described in Sect. 3.2.2. In order to quantify
the violation of Eq. (3.9), we compute the absolute value of the difference between l.h.s.
and r.h.s. divided by the modulus of the amplitude Ahijk. Averaged over the whole
Dalitz plot we find this violation to be (2.5 ± 0.3) % for the process η → π+π−π0 and—
even smaller—(1.3 ± 0.3) % for the decay into three neutral pions. The fact that the
violation of Eq. (3.9) is so small is non-trivial since only two-body unitarity, but not
three-body unitarity is implemented in our approach. This may suggest that three-body
effects (such as multiple scattering of one particle in the final state with the other two
or a genuine three-body interaction) are of the same order of magnitude.

3.3.4 η′ → 3π

Only sparse experimental information exists on the decays of the η′ into three pions.
The experimental decay width of η′ → 3π0 is [96]∗

Γ(exp)(η′ → 3π0) = (315 ± 78) eV (3.23)

which is nicely met within our approach:

Γ(theo)(η′ → 3π0) = (330 ± 33) eV . (3.24)

For the decay into π+π−π0 only a weak experimental upper limit exists [17, 96]

Γ(exp)(η′ → π+π−π0) < 10 keV . (3.25)

Due to the large phase space available in these two decay modes of the η′, final-state
interactions are expected to be of greater importance. Indeed we find that in contrast
to the processes η → 3π and η′ → ηππ the Dalitz plot distribution of η′ → 3π can—
depending on the values of the chiral parameters—mostly not be well parametrized by
a simple second or third order polynomial in x and y. Nevertheless, it happens that all
our fits may be classified into four groups mainly due to the different values of the lower
order coefficients in x and y. The numerical results for these most relevant coefficients
are compiled in Tables 3.3 and 3.4 along with the predicted width of η′ → π+π−π0

and the order of the polynomial in x and y which is needed to obtain a reasonable
approximation to the Dalitz plot distribution resulting from our approach. Note that

∗The updated value in [17] is Γ(η′ → 3π0) = (320 ± 60) eV.
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cluster 1 cluster 2 cluster 3 cluster 4

Γη′→π+π−π0 [eV] 470± 200 520± 200 740± 420 620± 180

coeff. y (“a”) 0.6± 5.2 2.4± 1.7 0.3± 1.1 4.4± 1.2

coeff. y2 (“b”) 10.0± 11.0 2.1± 7.5 −5.2± 1.5 14.9± 6.7

coeff. x2 (“c”) 0.1± 3.6 −0.7± 1.4 0.1± 1.6 −3.7± 1.5

coeff. y3 (“d”) −6.1± 11.5 −0.6± 14.0 −8.8± 7.8 27.5± 18.1

coeff. x2y −10.8± 11.2 2.0± 3.0 −7.4± 5.6 −1.5± 2.8

coeff. y4 0.6± 12.2 −3.2± 7.3 23.3± 20.7 24.5± 11.6

coeff. x2y2 13.9± 23.6 11.8± 22.4 −17.7± 9.4 39.0± 12.7

coeff. x4 −0.5± 11.5 −1.2± 16.1 15.4± 9.8 −20.5± 9.4

poly. order 6 – 8 4 – 8 ≥ 8 ≥ 8

Table 3.3: Results for the decay width of η′ → π+π−π0 and the leading Dalitz plot
parameters. The last line denotes the order of the polynomial which is needed to describe
the Dalitz plot distribution.

due to charge conjugation invariance, only even powers of x appear. Examples of two
very different Dalitz plots are shown in Fig. 3.6. Despite these differing predictions
one should keep in mind that all fits describe all available experimental data in [96] at
the same level of accuracy. The Dalitz plot distributions of these decays pose therefore
tight constraints for our approach and must be compared with ongoing experiments
at the WASA-at-COSY facility [100] and at MAMI-C [102] as well as with upcoming
measurements at KLOE-2 [103].

While in η′ → 3π0 p-wave contributions in two-body rescattering are forbidden by
Bose symmetry, they can be large in η′ → π+π−π0 due to large phase space. Interestingly,
their size varies significantly depending on the cluster of fit parameters. They are largest
for the fits of cluster 4 where setting them to zero diminishes the decay width by 50 %
on average. The partial width is reduced by 44 % (28 %) for cluster 3 (cluster 1), while

cluster 1 cluster 2 cluster 3 cluster 4

coeff. x2, y2 (“g”) 0.1± 1.7 −2.7± 1.0 −2.1± 0.7 −0.2± 0.6

coeff. y3 −0.5± 1.4 −1.7± 0.7 −0.2± 0.6 −0.8± 0.6

coeff. x2y 1.6± 4.1 5.0± 1.9 0.6± 1.8 2.3± 1.7

coeff. y4 0.2± 1.4 2.6± 1.5 1.6± 0.8 −0.1± 1.1

coeff. x2y2 0.4± 2.9 5.3± 2.8 3.5± 1.7 0.2± 2.5

coeff. x4 0.1± 1.5 2.7± 1.5 1.7± 0.9 0.1± 1.2

poly. order 3 – 6 5 – 6 4 – 6 3 – 5

Table 3.4: Results for the leading Dalitz plot parameters of η′ → 3π0. The last line
denotes the order of the polynomial which is needed to describe the Dalitz plot distri-
bution.
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Figure 3.6: Sample η′ → π+π−π0 Dalitz plot distribution |A(x, y)/A(0, 0)|2 of cluster 2
which can be described by a fourth order polynomial in x and y (a) and of cluster 3 which
must be parametrized by a polynomial of eighth order (b). Due to their symmetry under
x→ −x only the right halves of the Dalitz plots are shown.

for the parameter sets of cluster 2 suppressing the p-wave contributions alters the width
by less than 10 %. The large higher order coefficients of the η′ → π+π−π0 Dalitz plot
distribution are mainly due to p-wave contributions. If p-waves are omitted, the fits of
clusters 3 and 4 can be well parametrized by polynomials of fifth order in x and y, while
for most fits in clusters 1 and 2 a sixth order polynomial would be sufficient, cf. Table 3.3.
Note that due to C-invariance p-wave final-state interactions with the quantum numbers
of the ρ0(770) meson do not occur.

In η′ → 3π the contributions from the various isospin channels depend sensitively on
the cluster, e.g., omitting the I = J = 0 channel in η′ → 3π0 reduces the decay width
by 84 % for cluster 1, while it is enhanced by 132 % on average for the fits of cluster 3.
For brevity we refrain from giving the full list of isospin contributions.

3.3.5 η′ → ηππ

In Tables 3.5 and 3.6 we show the results for the dominant hadronic decay modes of the
η′, namely the decays into ηπ+π− and ηπ0π0. They are all in very good agreement with
the experimental data from [96]. Furthermore, we have calculated the branching ratio
r2, Eq. (3.13), which links the two neutral decay modes η′ → 3π0 and η′ → ηπ0π0. We
find

r
(theo)
2 = (71 ± 7) × 10−4, r

(exp)
2 = (74 ± 12) × 10−4 [17, 96], (3.26)

and the accordance with experiment is again persuasive.
In the isospin limit, mu = md, the decay width Γ(η′ → ηπ+π−) would be exactly
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Γη′→ηπ+π− [96]† a [113] b c

this work 81± 4 keV −0.116± 0.024 0.000±0.019 0.016± 0.035

exp. 89± 11 keV −0.16± 0.06

Table 3.5: Results for the partial decay width of η′ → ηπ+π− and the Dalitz plot
parameters compared to experimental data as indicated in the first line.

Γη′→ηπ0π0 [96]† a [114] b [114] c [114]

this work 46± 3 keV −0.122± 0.025 0.003± 0.018 0.019± 0.039

exp. 42± 6 keV −0.116± 0.026 0.003± 0.017 0.00± 0.03

Table 3.6: Results for the partial decay width of η′ → ηπ0π0 and the Dalitz plot param-
eters compared to experimental data as indicated in the first line.

given by 2 Γ(η′ → ηπ0π0), due to the symmetry factor for identical particles in the
latter process. If, however, one is interested in the isospin-breaking contributions in the
amplitude of η′ → ηππ, one ought to disentangle it from phase space effects which are
caused by the different masses of charged and neutral pions. With an isospin-symmetric
decay amplitude, but physical masses in the phase space factors, we find a ratio

r3 =
Γ(η′ → ηπ+π−)

Γ(η′ → ηπ0π0)
= 1.78 ± 0.02 , (3.27)

which is smaller than 2 and compares to r3 = 1.77 ± 0.02 when isospin-breaking is
taken into account in the amplitude. (For comparison, if the amplitude is set constant
and the physical pion masses are employed in the phase space integrals, the ratio is
given by r3 = 1.77.) We may thus conclude that within our approach isospin-breaking
corrections in the η′ → ηππ decay amplitude are tiny. The branching ratio r3 has not
been measured directly. If, however, we calculate the ratio of fractions Γi/Γtotal for these
two decay modes using the numbers and correlation coefficients published by the Particle
Data Group [96], we arrive at†

r
(exp)
3 = 2.12 ± 0.19 (3.28)

by means of standard error propagation. Such a large branching ratio would indicate
significant isospin-violating contributions in the amplitude. But the experimental un-
certainties are sizable and should be reduced by the experiments with WASA-at-COSY
[100], at MAMI-C [102] or with KLOE-2 at DAΦNE [103].

It turns out that p-wave final-state interactions are tiny in the processes η′ → ηππ.
The corrections to the decay widths which they generate are smaller than 0.02 % and
can thus be safely neglected. Consequently, in the isospin basis the relevant two-body
channels are given by s-wave interactions of isospin 0 or 1 states. When examining the
influence of these two channels on the η′ → ηππ partial widths we observe an interesting

†The updated values in [17] are Γ(η′ → ηπ+π−) = (90 ± 8) keV, Γ(η′ → ηπ0π0) = (42 ± 4) keV, and
r3 = 2.14 ± 0.18.
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Figure 3.7: Typical Dalitz plot distribution of η′ → ηπ+π− for a fit in cluster 1 which is
dominated by I = 1 final-state interactions (a) and a fit in cluster 3 which is dominated
by I = 0 final-state interactions (b). See text for further details. Due to their symmetry
under x→ −x only the right halves of the Dalitz plots are shown.

pattern. By setting the I = 0 channel to zero for the fits of cluster 1 (cluster 2) the
widths are lowered by 22 % (22 %), while suppressing the I = 1 part reduces them by
81 % (72 %). When the fit parameters of clusters 1 and 2 are employed, the isospin one
channel which includes the tail of the a0(980) resonance thus appears to be of great
importance for the decay mode η′ → ηππ confirming the findings of [49] and [86]. The
situation is, however, reversed if one considers the fits of the remaining two clusters.
Taking out the I = 0 channel in the final-state interactions of the fits of cluster 3
(cluster 4) diminishes the decay widths by 79 % (81 %), whereas erasing the channel
with I = 1 reduces it by only 33 % (28 %). Accordingly, for these sets of parameters
the I = 0 channel, which incorporates the effects of the f0(980) resonance and the ππ
correlation at lower energies, has higher impact on the decay widths than the a0(980)
channel. A precise determination of the Dalitz plot of η′ → ηππ could in principle
resolve this difference as exemplified in Fig. 3.7 for two typical fits. Such a measurement
is planned at WASA-at-COSY [115]. In addition, the two scenarios can be distinguished
by their correlation with the processes η′ → 3π provided within our approach. Thus, a
precise measurement of η′ → 3π decay parameters can also help to clarify the importance
of a0(980) or f0(980) resonance contributions to the dominant decay mode of the η′ into
ηππ.

The violation of three-particle unitarity as described in Sect. 3.2.2 is not as tiny as
in the case of η → 3π, but still remarkably small. Using the definition of Sect. 3.3.3 we
find averaged deviations of (11 ± 7) % for η′ → ηπ+π− and (10 ± 6) % for η′ → ηπ0π0.
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3.3.6 Numerical values of the parameters and η-η′ mixing

Before presenting numerical results for the chiral parameters we would like to stress
that the values of the couplings of the effective Lagrangian employed in the coupled-
channels approach are in general not identical to those in the perturbative framework.
First, contributions from tadpoles (which include also effects from the so-called on-shell
approximation), and t-/u-channel diagrams in the interaction kernel have been absorbed
into the coupling constants. Second, the BSE sums up meson-meson scattering in the
s-channel to infinite order. The contributions beyond a given chiral order are missing in
the perturbative approach and lead to changes in the values of the couplings when fitting
the results to data. Finally, the subtraction point in the renormalization procedure can
be different in both schemes. Hence, one must expect differences in the values of the
coupling constants utilized in both frameworks.

In Table 3.7 we show the numerical values of the low-energy constants as well as the
non-zero subtraction constant a

(I=J=1)
ππ as they come out for the fits of the four differ-

ent clusters. In addition we display the parameters of η-η′ mixing R0η, R8η′ which are

determined by the values of the LECs v
(1)
3 , β

(0)
5 , and β

(0)
18 in virtue of Eq. (1.107). Note

that compared to the analysis in [49] we have increased the number of chiral parame-
ters which—in conjunction with an improved fitting procedure—helped to considerably
improve the agreement with experimental data on hadronic η, η′ decays.

According to the mixing parameters the four clusters of fits may be divided into two
groups. For clusters 1 and 2 R0η and R8η′ are both of similar small size and (mainly)
positive, while clusters 3 and 4 feature a large, positive R0η and an R8η′ which is close to
zero. Within the present analysis the second mixing parameter R8η′ , which characterizes
the fraction of the pure octet field η8 in the physical η′, turns out to be more tightly
constrained by the fit than R0η which describes the singlet content of the η. In all cases
the numerical results for R0η and R8η′ deviate sizably from an orthogonal mixing scheme,
where R0η = −R8η′ . For comparison, a mixing angle of −20◦ in the one-mixing angle
scheme as found in the literature [4] would correspond to R0η = −R8η′ = 0.34.

The fitting procedure does not constrain all parameters at the same level of accuracy.
While some (e.g. v

(1)
3 , β

(0)
3 , β

(0)
5 , β

(0)
8 , β

(0)
18 ) may vary within large ranges (partly compen-

sating each other), others like v
(2)
0 , β

(0)
0 , β

(0)
1 , β

(0)
2 , and β

(0)
4 are relatively tightly fixed.

These boundaries constitute important constraints which must be met in future coupled-
channels analyses of mesonic processes within the approach described here. Apart from
entering the π0-η-η′ mixing parameters, cf. Eq. (1.107), the coefficient v

(2)
0 also encodes

the mass of the η′ in the chiral limit, m0, by virtue of

m2
0 =

2v
(2)
0

f 2
. (3.29)

The fact that the η′ does not become massless in the chiral limit is a consequence of the
axial U(1) anomaly of QCD which generates in the divergence of the singlet axial-vector
current an additional, non-vanishing term involving the gluonic field strength tensor. In
the effective theory this term is represented by v

(2)
0 . Employing f = 88 MeV, the value of

the pseudoscalar decay constant in the chiral limit [3], we find from the fits of all clusters
m0 = (900 ± 80) MeV which is close to the physical mass of the η′.
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cluster 1 cluster 2 cluster 3 cluster 4

v
(1)
3 0.82± 1.65 0.23± 1.46 −1.92± 0.62 −1.47± 0.83

v
(2)
0 3.15± 0.39 3.21± 0.49 3.07± 0.42 2.89± 0.30

v
(2)
1 −0.16± 0.34 −0.12± 0.32 −0.07± 0.17 −0.13± 0.13

β
(0)
0 ×103 −0.12± 0.18 −0.07± 0.22 −0.06± 0.19 −0.02± 0.32

β
(0)
1 ×103 −0.47± 0.25 −0.57± 0.22 −0.49± 0.14 −0.49± 0.18

β
(0)
2 ×103 0.77± 0.18 0.72± 0.23 0.69± 0.19 0.64± 0.34

β
(0)
3 ×103 0.05± 0.55 0.19± 0.51 0.06± 0.26 0.11± 0.15

β
(0)
4 ×103 0.33± 0.18 0.34± 0.15 0.39± 0.12 0.42± 0.14

β
(0)
5 ×103 0.73± 0.62 0.86± 0.66 0.77± 0.83 0.48± 0.22

β
(0)
6 ×103 0.00± 0.30 0.06± 0.28 −0.25± 0.13 −0.34± 0.15

β
(0)
7 ×103 0.13± 0.25 0.42± 0.33 1.01± 0.49 0.76± 0.48

β
(0)
8 ×103 −0.06± 0.41 −0.38± 0.46 0.02± 0.51 0.15± 0.14

β
(0)
13 ×103 −0.08± 0.65 −0.02± 0.60 0.16± 0.42 0.23± 0.17

β
(0)
14 ×103 0.08± 0.35 −0.03± 0.31 −0.21± 0.22 −0.25± 0.14

β
(0)
18 ×103 0.80± 0.80 0.99± 0.82 1.51± 0.47 1.49± 0.30

aI=J=1
ππ ×102 −6.1± 0.3 −6.1± 0.2 −6.1± 0.3 −6.0± 0.2

R0η 0.13± 0.26 0.24± 0.23 0.61± 0.13 0.55± 0.17

R8η′ 0.22± 0.11 0.20± 0.08 −0.01± 0.11 −0.04± 0.08

Table 3.7: Numerical values of the fit parameters itemized according to the four differ-
ent clusters of fits. The LECs v

(1)
3 , v

(2)
1 are given in units of 10−3 GeV2, v

(2)
0 in units of

10−3 GeV4. The remaining parameters are dimensionless. The two η-η′ mixing parame-
ters R0η and R8η′ are specific linear combinations of some of the LECs, see Eq. (1.107).
The regularization scale in the loop integrals is set to µ = 1 GeV.
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η → π+π−π0

a b c d

this work −1.054± 0.025 0.185± 0.015 0.079± 0.026 0.064± 0.012

ChPT [83] −1.271± 0.075 0.394± 0.102 0.055± 0.057 0.025± 0.160

KLOE [87] −1.072± 0.013 0.117± 0.012 0.047± 0.011 0.13± 0.03

KLOE [101] −1.090± 0.024 0.124± 0.016 0.057± 0.022 0.14± 0.03

η → 3π0 η → 3π

g r1

this work −0.058± 0.011 this work 1.50± 0.01

ChPT [83] 0.026± 0.064 ChPT [83] 1.47

KLOE [87] −0.026± 0.018 PDG ’04 [96] 1.44± 0.04

KLOE [90] −0.054± 0.020 PDG ’06 [17] 1.43± 0.04

Table 3.8: Results for the Dalitz plot parameters of η → 3π and the branching ratio
r1, Eq. (3.13), when the KLOE data [87] are included in the fit. For simplicity we have
added the statistical and systematic errors specified in [87, 90, 101] linearly and display
symmetrized error bars according to the larger value. Note that our coefficients c, d, and
g correspond to d, f , and 2α in [83, 87, 90, 101], respectively.

3.3.7 Inclusion of the KLOE data

Recently the Dalitz plot distributions of the decays η → π+π−π0 and η → 3π0 have been
investigated experimentally with high statistics by the KLOE Collaboration [87, 90, 101].
Employing the numbers resulting from the first analysis by the KLOE Collaboration [87]
instead of the previous values from [96, 97] we obtain the results compiled in Table 3.8
where for comparison we also display the outcome of the new two-loop calculation in
ChPT [83]. While within our approach it is possible to accommodate the KLOE numbers
for the a and c coefficients of the η → π+π−π0 Dalitz plot distribution, our results do
not agree with b and d. In particular, the value of the y2-coefficient b differs from the
KLOE number, which has been determined very precisely, by more than five standard
deviations. Within the given boundaries for the low-energy coefficients of the chiral
effective Lagrangian our approach is unable to produce a b value as small as the number
advocated by the KLOE Collaboration [87]. Note that such a small value also implies
unexpectedly large corrections to the well-known current algebra result b = a2/4 [80,
91]. This might indicate that contributions from higher chiral orders of the effective
Lagrangian could play a role for this quantity, but the two-loop calculation [83], which
involves numerous LECs of sixth chiral order, results in an even larger value of b. Of
course one should keep in mind that in [83] the LECs are not fitted to the experimental
numbers but instead fixed via resonance saturation.

On the other hand, the result of the first KLOE analysis for the leading order coef-
ficient of the η → 3π0 Dalitz plot, g, cannot be met within our approach—the number
still remains compatible with the PDG value, −0.062±0.008 [96]. Generally, we observe
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the pattern, that reducing the b value correlates with an enhancement of the modulus
of g. Finally, fitting to the new KLOE numbers destroys the agreement of the measured
branching ratio r1, Eq. (3.13), and our result, which is significantly increased. The accor-
dance of the rest of the calculated observables with experimental data is only marginally
affected by including the KLOE results, also the partial decay widths of the two η → 3π
decay modes which enter r1 remain consistent with the—admittedly large—experimental
error bars in [96].

So far we have employed the r1 value which is determined by the Particle Data Group
by performing a χ2-fit using one decay rate and 18 branching ratios (quoted as “our fit”
in [96]). The result of the recent direct measurement of r1 [116], however, is a bit larger
and has also larger error bars: r1 = 1.52 ± 0.12, where we have added statistical and
systematic errors linearly.‡ Employing this number instead of the PDG value slightly
improves the fit to the KLOE data, but does not resolve the disagreement with the Dalitz
parameters b and g. Taking this value for r1 we find a = −1.049±0.025, b = 0.178±0.019,
c = 0.079 ± 0.028, d = 0.064 ± 0.012, g = −0.056 ± 0.012, r1 = 1.51 ± 0.01.

We mention in passing that after relaxing the naturalness assumption on the size of
the chiral parameters described at the beginning of this section, we have found a second
class of fits, which are slightly closer to the results [87] of the KLOE Collaboration for
the Dalitz plot of η → π+π−π0. Apart from involving unnaturally large values of some
of the LECs they entail a g value which is even larger in magnitude than the one of the
previous fits, Table 3.8. Moreover, the agreement with the experimental phase shifts of
ππ scattering in the I = J = 0 channel shown in Fig. 3.5 is considerably worsened. The
branching ratio r1, on the other hand, is not altered.

Very recently a reanalysis by the KLOE Collaboration has become available [90, 101]
whose results are also shown in Table 3.8. While there are only small changes in the
results of the Dalitz parameters of the η → π+π−π0 decay, the g coefficient in η → 3π0 has
drastically increased in magnitude reconciling it with the value determined by the Crystal
Ball Collaboration [89]. All in all, after the reanalysis the agreement between the KLOE
numbers and our results has considerably improved the only remaining inconsistency
being the smallness of the experimental b parameter in η → π+π−π0 which cannot be
reached within our approach.

3.3.8 Inclusion of the VES data

In this section we study the changes of our results that occur if the recent VES data
on the spectral shape of η′ → ηπ+π− are taken into account [88]. Note that the most
recent analysis of the VES Collaboration [88] has not yet been included in Ref. [17].
The VES data have much higher statistics on the Dalitz slope parameters than previous
experiments and by including them in the fit we obtain the results shown in Tab. 3.9.
Since the amplitudes for η′ → ηπ+π− and η′ → ηπ0π0 are equal in the isospin limit
and deviations are thus isospin-breaking and small in our approach, we only include the
leading Dalitz parameter a of η′ → ηπ0π0 [114] and omit the higher ones which are—
assuming only small isospin-violating contributions—not quite compatible with the new

‡The result of the even more recent CLEO experiment [111] is r1 = 1.496± 0.043± 0.035, consistent
with [116].
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η′ → ηπ+π−

a b c

this work −0.109 −0.087 −0.036

VES exp. [88] −0.127 ± 0.024 −0.106 ± 0.042 −0.082 ± 0.025

η′ → ηπ0π0

a b c

this work −0.123 −0.104 −0.041

exp. [114] −0.116 ± 0.026

Table 3.9: Results for the Dalitz plot parameters of η′ → ηππ if the VES data are
included in the fit.

results of the VES experiment for η′ → ηπ+π−. Our results are in good agreement with
the Dalitz plot parameters extracted from the VES experiment the main difference to the
previous results being the larger negative values for b and c, cf. Table 3.5. In Tab. 3.9 only
the best least-squares fit is shown which is sufficient to discuss the qualitative changes
of the results compared to those presented in the previous subsections. It is important
to emphasize that the inclusion of the VES data reduces the number of fit clusters to
one and we observe indeed one global minimum.

The values of the low-energy constants read

v
(1)
3 = −1.37 · 10−3 GeV2 , v

(2)
0 = 2.35 · 10−3 GeV2 , v

(2)
1 = −0.37 · 10−3 GeV4 ,

β
(0)
0 = −0.31 · 10−3 , β

(0)
1 = 1.00 · 10−3 , β

(0)
2 = −0.65 · 10−3 ,

β
(0)
3 = 0.41 · 10−3 , β

(0)
4 = 0.16 · 10−3 , β

(0)
5 = −0.42 · 10−3 ,

β
(0)
6 = 0.85 · 10−3 , β

(0)
7 = 4.81 · 10−6 , β

(0)
8 = −0.89 · 10−3 ,

β
(0)
13 = 0.18 · 10−3 , β

(0)
14 = 1.77 · 10−3 , β

(0)
18 = 0.23 · 10−3 , (3.30)

and the subtraction constant is given by aI=J=1
ππ = −6.0·10−2. The fit accommodating the

new VES data is thus more similar to the fits of clusters 3 and 4 than to those of clusters 1
and 2 which is supported by the observation that the decay widths of η′ → ηππ are also
dominated by isospin zero contributions. Eliminating the I = 0 final-state interactions
reduces the widths by 65 % while taking out the I = 1 channels lowers them by only
35 %.

In addition the VES Collaboration has also provided a new upper limit of 1.75 % for
the branching fraction of η′ → π0π+π− which is significantly lower than the previous
upper limit of 5 % [17, 96]. This tighter bound translates to an upper limit of 3.8 keV
for the partial decay width and reduces the upper limit for the branching ratio

r3 =
Γ(η′ → π0π+π−)

Γ(η′ → ηπ+π−)
(3.31)

from 10 % (as quoted by the PDG) to 4.1 %. Note that our previous results without
involvement of the VES data are in agreement also with these reduced upper limits.
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this work exp.

Γ(η′ → π0π+π−) [eV] 3120 < 3800 [88]

r3 [%] 3.9 < 4.1 [88]

Γ(η′ → 3π0) [eV] 330 315± 78 [96]

r2 [%] 0.73 0.74± 0.12 [96]

Table 3.10: Decay widths and branching ratios if the VES data are taken into account.

The new results for the η′ → 3π decay widths and width ratios are displayed in
Tab. 3.10. We observe a strong tendency of the fits towards the upper limit Γ(η′ →
π0π+π−) < 3.8 keV and, in fact, slightly improved fits with a smaller χ2 value can be
obtained if this upper limit is omitted. (In this case, the best overall fit leads to the
width Γ(η′ → π0π+π−) = 5.73 keV.) The result for the width ratio, r3 = 3.9 %, has
thus considerably increased if the VES data are taken into account. Furthermore, the
amplitude A(η′ → π0π+π−) fluctuates strongly over phase space with slope parameters
which can be more than one order of magnitude larger in size than those obtained without
inclusion of the VES data. The Dalitz plot distribution |A(η′ → π0π+π−)|2 can therefore
not be properly described by a low-order polynomial in the usual expansion variables x
and y.

The reason for both the large decay width Γ(η′ → π0π+π−) and the strong fluctua-
tions over phase space are mainly due to a large contribution from isospin I = 1 p-waves
in the final-state interactions of the decay. Setting them to zero reduces the decay width
of η′ → π0π+π− by 83 %. While for I = 1 p-waves the uncharged two-particle channels
are C-even and, due to C-invariance, do not couple to C-odd channels related to the
ρ0(770) the coupling of charged channels to the ρ±(770) is not forbidden. In fact, an
important feature of the fits including the VES data compared to those without these is
the large enhancement of the η′π± → π0π± coupling which also determines the impor-
tance of the ρ±(770) in this decay. The pertinent Dalitz plot is shown in Fig. 3.8 and
exhibits signatures of the ρ±(770). Note, however, that these resonances do not appear
as bands of increased amplitude at fixed two-particle energies (dotted lines in Fig. 3.8),
since the p-wave contributions have a kinematical zero in the middle of these bands as
indicated in Fig. 3.8 (dashed lines). Thus the amplitude only peaks at the edge of the
Dalitz plot. Moreover, due to the symmetry of the amplitude under π+ ↔ π− exchange
(C-invariance) the ρ+, ρ− peaks interfere constructively on the symmetry axis producing
a pronounced peak structure at the top of the Dalitz plot, where the invariant mass of
the π+π− system is minimal. These features of the Dalitz plot of a pseudoscalar meson
decaying into three pions have been pointed out long ago in [117]. For comparison we
also show the Dalitz plot of the decay mode η′ → 3π0 where p-wave contributions are
forbidden by Bose symmetry, see Fig 3.9.

3.3.9 Cusp phenomena

Recently a method for the extraction of ππ scattering lengths from K → 3π decays was
proposed by Cabibbo [118]. It is based on the observation that the cusp in the π0π0
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invariant mass distribution of K+ → π+π0π0 which appears at the π+π− threshold is
related to the difference a0 −a2 of the I = 0 and I = 2 s-wave ππ scattering lengths. An
accurate experimental determination of the cusp region in K+ → π+π0π0 can therefore
be used to pin down these important parameters of low-energy ππ scattering which is a
crucial test of chiral perturbation theory, see also [119–121]. Note that the cusp effect
and its implications for π0π0 → π0π0 scattering were already discussed in [122].

Clearly, the same reasoning also holds for the decays of η and η′ into 3π0 and for
η′ → ηπ0π0 where, however, experimental precision is not (yet) competitive to K → 3π
experiments such as the NA48/2 [123]. The cusp phenomenon in η → 3π0 has recently
been studied theoretically in the framework of a relativistic field theory [124]. In this
subsection we present the cusp structures in η, η′ → 3π0 and η′ → ηπ0π0 as they arise
within the chiral unitary approach to give an estimate of the size of such effects. The π0π0

spectra fπ0π0 are obtained from the full Dalitz plot by integrating over the x variable,

fπ0π0(y) =
1

|N |2

xmax(y)∫

xmin(y)

dx |A(x, y)|2 . (3.32)

In Fig. 3.10 they are plotted as functions of the invariant π0π0 mass
√
s for one sample

fit from cluster 2. Obviously the cusp effect is tiny and might only be resolved in very
high precision experiments. At the moment it seems that the necessary accuracy can
exclusively be reached in η → 3π0 measurements, e.g. with Crystal Ball at MAMI [99].

Due to the symmetry of the Dalitz plot of η → 3π0 experimentalists usually employ an
azimuthal averaging of the two-dimensional Dalitz distribution whose result is expressed
in terms of the variable z = x2 + y2 so that (cf. Eq. (3.17))

|A(η → 3π0)|2 ≈ |N ′|2[1 + g(y2 + x2)] = |N ′|2[1 + gz] . (3.33)

Note, however, that the azimuthal symmetry of the Dalitz plot holds only at quadratic
order in x and y. In Fig. 3.11 we present the z-distribution R(z) calculated for our
sample fit according to

R(z) =

∫

I
dϕ |A(x, y)|2
|N ′|2

∫

I
dϕ

with x =
√
z sinϕ , y =

√
z cosϕ , (3.34)

where the domain of integration I extends over all values of the azimuthal angle ϕ allowed
by phase space. For clarity we also show in Fig. 3.11 the boundaries of the Dalitz plot in
the x-y plane. The z-distribution exhibits two cusps, one at z = 0.597, the minimal value
to reach the π+π− threshold, and one at z = 0.882 which corresponds to the maximal
value to touch the line of π+π− threshold, see the dashed lines in the z-distribution and
the arrows in the Dalitz plot. We remark that z is defined in such a way that it gives
equal weight to all points of the Dalitz plot inscribed by the dotted circle in Fig. 3.11
(corresponding to z ≤ 0.756 indicated by the dotted line in the z-distribution) since
the infinitesimal quantity dz is proportional to the area of the infinitesimal annulus of
radius r =

√
z, 2πrdr = πdz. For z > 0.756, however, the length dz corresponds to a

smaller area of the Dalitz plot which deviates from a circular shape due to relativistic
kinematics. Therefore the points outside the dotted circle are given more weight in R(z).
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One should keep this in mind when extracting the Dalitz slope parameter g from the
z-distribution. It remains to be seen whether the interesting cusp structure of R(z) may
be verified in future experiments.

3.4 Dalitz plot parameters of η → 3π

As pointed out in Sect. 3.3.7, within the chiral unitary approach it is not possible to
accommodate the results of the first KLOE analysis [87] of the η → 3π Dalitz parameters
together with the measured branching ratio of the two decay modes, r1. In this section
we will present an explanation how all these experimental quantities can be related in
a phenomenological way without making use of model-dependent assumptions on the
construction of the decay amplitudes.

The main ingredient is the ∆I = 1 selection rule which relates the η → π+π−π0

decay amplitude A to the amplitude Ā for η → 3π0 [80]

Ā(s, t, u) = A(s, t, u) + A(t, u, s) + A(u, s, t) . (3.35)

This rule is valid up to tiny corrections from QCD (suppressed by O(m2
ǫ )) and of electro-

magnetic origin (suppressed by O(α2)).§ In analogy to the experimental parametrization
of the Dalitz plot distribution, Eq. (3.16), we assume that the amplitude A can be well
approximated by a polynomial

A(x, y) = N
[
1 + αy + βy2 + γx2 + · · ·

]
(3.36)

§Our chiral unitary approach iterates isospin-breaking terms and thus includes corrections to the
∆I = 1 selection rule. We have checked that these are indeed numerically tiny.
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with complex coefficients α, β, γ. We will drop all terms of third order and beyond and
work with this minimal parametrization of A which is able to describe the experimental
Dalitz plot distribution as measured by the KLOE Collaboration¶ [87]

|A(x, y)|2 = |N |2
[
1 + ay + by2 + cx2 + dy3] (3.37)

with∗

a = −1.072 ± 0.013 , b = 0.117 ± 0.012 , c = 0.047 ± 0.011 , d = 0.13 ± 0.03 . (3.38)

Employing the ∆I = 1 selection rule, Eq. (3.35), we are able to derive expressions for
the leading Dalitz plot parameter of η → 3π0, g, and for the branching ratio r1. Note
that we do not include possible cusp effects in the η → 3π0 amplitude as discussed in
Sect. 3.3.9 because they are expected to be small and up to now have not been verified
experimentally. Since the complex normalization factor N is irrelevant for the deter-
mination of the g parameter and drops out in the branching ratio r1, we are left with
six free constants which parametrize the amplitude A, the real and imaginary parts of
α, β, and γ. Four of these can be fixed by matching |A|2 to the central experimental
values of a, b, c, d. However, also the remaining two are constrained by the fact that
the higher order terms x2y, x2y2, x4, and y4, which automatically emerge when squar-
ing A, are expected to have small coefficients, since Eq. (3.37) appears to be a good
parametrization of the experimental distribution. As an upper limit for the moduli of
these higher coefficients not observed in experiment we choose the value of the highest
order experimental coefficient in Eq. (3.38), d = 0.13.

Fitting the remaining two parameters in A within the boundaries dictated by the
smallness of the higher order terms in |A|2 to the experimental numbers for r1 and
KLOE g we find

g(theo) = −0.074 ± 0.012 , g(exp) = −0.026 ± 0.018 [87] ,

r
(theo)
1 = 1.47 ± 0.03 , r

(exp)
1 = 1.44 ± 0.04 [96] ,

(3.39)

where the theoretical uncertainties represent the propagation of the errors of the input
parameters in Eq. (3.38). While the two numbers for the branching ratio r1 are very well
compatible, the calculated value of g differs by about two standard deviations from the
number extracted by the KLOE Collaboration. It is, however, consistent with the value
published by the Crystal Ball Collaboration [89].

We would like to point out that raising the order of the polynomial parametrization of
the amplitude in Eq. (3.36) does not alter these conclusions. Although it would increase
the number of adjustable parameters, at the same time more and more constraints would
be generated by the fact that the numerous higher order coefficients of |A|2 all have to be
close to zero for Eq. (3.37) to be a good parametrization of the experimental distribution.
As a matter of fact, we have explicitly checked that the inclusion of, e.g., a y3 term in the

¶Note that in contrast to [87] we do not include C-violating terms proportional to x. Our coefficients
c and d correspond to d and f in [87], respectively.

∗For simplicity we have added the statistical and systematic errors specified in [87] linearly and
display symmetrized error bars according to the larger value.
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parametrization of the amplitude, Eq. (3.36), yields only tiny numerical improvements
for the fit to g and r1. As in Sect. 3.3.7 we have verified that our results do not change
significantly, when the PDG value for r1 is replaced by the recent direct experimental
determination of this branching ratio which yields r1 = 1.52±0.12 [116].† Instead of the
numbers given in Eq. (3.39) we then obtain g = −0.071 ± 0.012 which is only slightly
closer to the KLOE number and r1 = 1.50±0.03. The main restriction for the parameters
is thus given by the size of the higher order coefficients of |A|2 and not by the value of
r1.

We have also checked to what extent the phenomenological amplitude described here
fulfills the unitarity condition discussed in Sect. 3.2.2. This can be done utilizing purely
experimental input and thus without making use of unitarized ChPT, since the scattering
amplitude Tℓ which enters Eq. (3.9) may be expressed by the experimentally determined
phase shifts of ππ scattering, see [93] for the explicit expressions. The violation of three-
particle unitarity turns out to be 10 % (5 %) for η → π+π−π0 (η → 3π0) on average over
the full Dalitz plot when the parameters are fixed to physical observables as above, see
Eqs. (3.38, 3.39). The phase of free normalization constant N is chosen in such a way
that the unitarity violation is minimized at the center of the η → π+π−π0 Dalitz plot.
Although the polynomial amplitude does not incorporate any constraints from unitarity
the violations turn out to be rather modest. If, on the other hand, the restrictions on
the size of higher order coefficients of |A|2 are released and the fit is forced to reproduce
the central values of the branching ratio r1 and the KLOE g value, we observe unitarity
violations as large as 43 % for η → π+π−π0 and 45 % for η → 3π0.

After the appearance of the revised numbers due to the new KLOE analysis [90,
101] we have performed the same phenomenological study as for the previous values.
Moreover, we have employed the latest PDG result for the branching ratio r1. We now
find

g(theo) = −0.070 ± 0.019 , g(exp) = −0.054 ± 0.020 [90] ,

r
(theo)
1 = 1.47 ± 0.03 , r

(exp)
1 = 1.43 ± 0.04 [17] ,

(3.40)

i.e. within error bars the new numbers are consistent with the ∆I = 1 rule.

3.5 Extraction of (mu − md)/ms from hadronic η′

decays

3.5.1 Conjecture

The light quark masses mu, md, ms are fundamental parameters of QCD and ought to be
constrained as accurately as possible. The determination of the light quark mass ratios
has been the goal of a variety of investigations in low-energy hadron physics, see e.g.
[125–129]. Of particular interest is the quark mass difference md − mu which induces
isospin breaking in QCD.

†The result of the even more recent CLEO experiment [111] is r1 = 1.496± 0.043± 0.035 consistent
with [116].
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In principle, an accurate way of extracting md −mu is given by the isospin-violating
decays η, η′ → π0π+π− and η, η′ → 3π0. While for most processes isospin-violation of the
strong interactions is masked by electromagnetic effects, these corrections are expected
to be small for the three pion decays of the η and η′ (Sutherland’s theorem) [77] which has
been confirmed in an effective Lagrangian framework [78]. Neglecting electromagnetic
corrections the decay amplitudes are directly proportional to md −mu. For this reason,
it has been claimed in [84] that the branching ratio

r3 =
Γ(η′ → π0π+π−)

Γ(η′ → ηπ+π−)
(3.41)

can be utilized in a very simple manner to extract the light quark mass difference md−mu.
To this aim, it is assumed that

a) the amplitude A(η′ → π0π+π−) is determined by the corresponding amplitude
A(η′ → ηπ+π−) according to

A(η′ → π0π+π−) = R
(0)
8π0 A(η′ → ηπ+π−) , (3.42)

where R
(0)

8π0 = (
√

3/4) (md − mu)/(ms − m̂) is the π0-η mixing angle at leading
order, see Eq. (1.107).‡ Eq. (3.42) implies that the decay η′ → π0π+π− proceeds
entirely via η′ → ηπ+π− followed by π0-η mixing.

b) both amplitudes are “essentially constant” over phase space (see the remark in
front of Eq. (19) of Ref. [84]).

Based on these two assumptions one arrives at the relation [84]

r3 ≈ (16.8)
3

16

(
md −mu

ms

)2

, (3.43)

where the factor 16.8 represents the phase space ratio. Comparison with experimental
data—for which, so far, only an upper limit exists—would then lead to a prediction
for the quark mass ratio (md − mu)/(ms − m̂) ≈ (md − mu)/ms. In this section we
critically examine the two assumptions which lead to the simple relation (3.43). Such
an investigation is very timely in view of the recent and ongoing experimental activities
on η′ decays at the WASA facility at COSY [100], at MAMI-C [102] and by the VES
Collaboration [88].

3.5.2 Validity of the assumptions

In the following, we will work with the double quark mass ratio

Q2 =
ms − m̂

md −mu

ms + m̂

md +mu

(3.44)

instead of the mixing angle R
(0)

8π0 , since the Kaplan-Manohar reparametrization invariance
[130] of the chiral effective Lagrangian is respected by Q2 up to chiral order O(p4),

‡Note that in [84] the difference ms − m̂ has been approximated by ms in the denominator of R
(0)
8π0 .
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Cluster 1 Cluster 2 Cluster 3 Cluster 4

Γη′→π0π+π− [eV] 69± 12 73± 9 141± 44 141± 26

r3 [%] 0.09± 0.02 0.09± 0.02 0.17± 0.06 0.17± 0.03

Γη′→3π0 [eV] 116± 22 120± 16 217± 67 217± 40

r2 [%] 0.26± 0.05 0.26± 0.04 0.47± 0.15 0.47± 0.08

Table 3.11: Decay widths and branching ratios in the chiral unitary approach [132]
employing assumption “a”.

whereas R
(0)
8π0 receives corrections already at O(p2). Hence, it is preferable to employ

Q in phenomenological analyses in order to suppress the ambiguity stemming from this
reparametrization invariance.

Following Dashen’s theorem which asserts equal electromagnetic corrections for pion
and kaon masses at leading chiral order [92], Q2 can be expressed in terms of physical
meson masses (cf. Eq. (3.7))

Q2
Dashen =

m2
K

m2
π

m2
K −m2

π

m2
K0 −m2

K± +m2
π± −m2

π0

= (24.1)2 . (3.45)

However, there are various investigations on the size of violations to Dashen’s theorem
with (partially contradictory) results for Q in the range of about 20 . . . 24 [112]. The 3π
decays of η and η′ provide thus a good opportunity to pin down the value of the double
quark mass ratio Q2 [81, 83, 131].

We will first investigate the validity of assumption “a”, i.e. we assume that the decay
η′ → π0π+π− proceeds entirely via η′ → ηπ+π− followed by π0-η mixing. This implies
for the neutral decay

A(η′ → 3π0) = 3R
(0)

8π0 A(η′ → ηπ0π0) . (3.46)

Employing the amplitudes A(η′ → η 2π) from our chiral unitary approach one can thus
predict the decay amplitudes for A(η′ → 3π) and calculate both the decay widths Γ(η′ →
π0π+π−), Γ(η′ → 3π0) and the branching ratios r3 and r2 = Γ(η′ → 3π0)/Γ(η′ → ηπ0π0).
The results are shown in Table 3.11 where we have used theQ value predicted by Dashen’s
theorem, QDashen = 24.1. The ratios are obtained by explicitly performing the integration
of the amplitudes over phase space. We infer that assumption “a” is not justified—at
least for the neutral decay where, in particular, clusters 1 and 2 are in clear disagreement
with experiment. Remember that the latest PDG values are Γ(η′ → 3π0) = (320±60) eV
and r3 = (0.74 ± 0.12) % [17].

Next, we employ in addition assumption “b”. This is achieved by averaging the
η′ → η 2π amplitudes over phase space which are then employed for η′ → 3π by means of
assumption “a”. The results are displayed in Table 3.12. One observes that for clusters 1
and 2 the decay widths into 3π and hence the ratios r2, r3 increase, while the changes
for clusters 3 and 4 are rather moderate. However, recall that the Dalitz plot parameters
found in Sect. 3.3.4 clearly indicate that the assumption of a constant amplitude is not
justified for η′ → π0π+π−, particularly for clusters 3 and 4, see Table 3.3, and even more
so if the new VES data are taken into account, cf. Sect. 3.3.8. The partial compensation
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Cluster 1 Cluster 2 Cluster 3 Cluster 4

Γη′→π0π+π− [eV] 155± 7 155± 7 153± 7 154± 5

r3 [%] 0.19 0.19 0.19 0.19

Γη′→3π0 [eV] 238± 11 239± 10 237± 11 239± 6

r2 [%] 0.52 0.52 0.52 0.52

Table 3.12: Decay widths and branching ratios in the chiral unitary approach employing
assumptions “a” and “b”. Since in this case the branching ratios only depend on phase
space and Q, they do not have an error bar here.

Cluster 1 Cluster 2 Cluster 3 Cluster 4

Γη′→π0π+π− [eV] 470± 200 520± 200 740± 420 620± 180

r3 [%] 0.58± 0.24 0.66± 0.27 0.92± 0.52 0.77± 0.21

Γη′→3π0 [eV] 331± 24 326± 28 330± 33 336± 21

r2 [%] 0.73± 0.06 0.72± 0.06 0.71± 0.07 0.73± 0.05

Table 3.13: Decay widths and branching ratios in the chiral unitary approach tabulated
according to the four different clusters of fits.

of the effects of assumptions “a” and “b” in clusters 1, 2 and the moderate changes in
clusters 3, 4 are therefore purely accidental.

We conclude that both assumptions “a” and “b” are not justified. This is further
substantiated by comparison of r2 and r3 in Tab. 3.12 with the respective values from the
full chiral unitary approach shown in Tab. 3.13. The values are in clear disagreement
and, hence, both assumptions are not appropriate—at least within the chiral unitary
approach.

We have also investigated the differences which result if assumption “a” is replaced
by the decay mechanism where η′ → 3π occurs due to π0-η′ mixing followed by a (virtual)

transition π0 → 3π. Employing the relation A(η′ → 3π) = R
(2)
π̃0η′ A(π0 → 3π) with R

(2)
π̃0η′

being the π0-η′ mixing angle, see Eq. (1.107), we find the values shown in Table 3.14.
Assuming the η′ → 3π decays to proceed via this mechanism introduces a huge uncer-
tainty and leads to different ratios r2 and r3. This underlines the observation that the
decays η′ → 3π cannot be expected to simply proceed either via π0-η or π0-η′ mixing.
In particular, the isospin-breaking transition due to the quark mass difference md −mu

cannot be completely assigned to π0-η mixing as done in assumption “a”. Despite its
appealing simplicity, the crude estimate given in Eq. (3.43) is certainly not suited to
precisely determine the double quark mass ratio Q2.

In fact, even at leading chiral order the η′ → 3π decay amplitude is not entirely due
to π0-η mixing. While assumption “a” would yield

A(η′ → π0π+π−) = R
(0)
8π0 A(η′ → ηπ+π−) =

m2
ǫ

9f 4

m2
π

m2
η −m2

π

(√
6f 2 − 12v

(1)
3

)
, (3.47)

the leading order tree level result in ChPT, which also involves an isospin-violating η′3π-
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Cluster 1 Cluster 2 Cluster 3 Cluster 4

Γη′→π0π+π− [eV] 2450±1930 1720± 1160 260± 260 290± 290

r3 [%] 2.96± 2.30 2.10± 1.40 0.34± 0.34 0.37± 0.37

Γη′→3π0 [eV] 1080±840 800± 550 120± 120 120± 120

r2 [%] 2.34± 1.79 1.73± 1.19 0.28± 0.28 0.28± 0.28

Table 3.14: Decay widths and branching ratios in the chiral unitary approach if isospin-
breaking takes place solely via π0-η′ mixing. For the fits of Clusters 3 and 4 this mix-
ing angle can actually become zero leading to vanishing decay widths Γ(η′ → 3π) and
branching ratios r2, r3.

vertex, reads

A(η′ → π0π+π−) = −m2
ǫ

9f 4

m2
η − 2m2

π

m2
η −m2

π

(√
6f 2 − 12v

(1)
3

)
. (3.48)

On the other hand, as explained in Sect. 3.3.3 employing the chiral unitary approach
does not lead to a conclusive extraction of Q due to the present experimental situation.
Using the Q value predicted by Dashen’s theorem we obtain the decay width ratio
r3 = (0.35 . . . 1.5) % which is appreciably larger than the value of 0.18 % quoted in [84].
Note also that there is a tendency to even larger values of r3 if Q is lowered, e.g., for
Q = 22 we obtain the range r3 = (0.4 . . . 2.8) %.

3.6 Conclusions

We have investigated the hadronic decays η, η′ → 3π and η′ → ηππ within a chiral
unitary approach based on the Bethe-Salpeter equation. The s- and p-wave interaction
kernels of the BSE are derived from the U(3) chiral effective Lagrangian up to fourth
chiral order with the η′ as an explicit degree of freedom. Within this approach the
incoming η or η′ decays into three pseudoscalar mesons and then two of these mesons
rescatter—elastically or inelastically—an arbitrary number of times, while the third par-
ticle remains a spectator. The final-state interaction of the two mesons is described by
the solution of the BSE and satisfies two-particle unitarity. For the decays η → 3π and
η′ → ηππ we have also estimated to what extent constraints from three-body unitarity,
which is not incorporated in the approach, are fulfilled and find that the deviations are
rather modest. Although the numerical results of our approach are in very good agree-
ment with most experimental data of hadronic η and η′ decays, the consistent inclusion
of three-body interactions (see e.g. the work of Mandelstam [95]) in the chiral unitary
framework would be an important step of improvement, in particular for an accurate
description of the three pion decays of the η′ whose phase space is large.

The chiral parameters of the approach are fitted by means of an overall χ2 fit to
experimental data of the hadronic decay modes of η and η′ and meson-meson scattering
phase shifts. We obtain very good agreement with the experimental phase shifts and the
data of decay widths and spectral shapes provided by the Particle Data Group [96]. In
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fact, we observe four different classes of fits which describe these data equally well, but
differ in their predictions for yet unmeasured quantities such as the η′ → π+π−π0 decay
width (for which there exists only a weak upper limit) and the Dalitz slope parameters of
η′ → 3π. The results obtained may be tested in future experiments foreseen at WASA-
at-COSY [100], MAMI-C [102] and with KLOE-2 at DAΦNE [103]. The hadronic decays
considered here along with phase shifts in meson-meson scattering pose therefore tight
constraints on the approach and will allow to determine the couplings of the effective
Lagrangian up to fourth chiral order within this chiral unitary approach. It is important
to stress that the values of the parameters obtained from the fit are in general not the
same as in the framework of ChPT which can be traced back to the absorption of loops
into the coefficients and higher order effects not included in the perturbative framework.

An intriguing feature of the fits is that they accommodate the large negative slope
parameter g of the decay η → 3π0 measured by the Crystal Ball Collaboration [89] which
could not be met by other theoretical investigations [81, 83]. This value has very recently
been confirmed both by the WASA@CELSIUS [98] and the KLOE Collaboration [90].

The importance of the various two-particle channels with different isospin and angular
momentum has been examined as well. For the η → 3π decays we find that the major
contribution is given by ππ rescattering in the s-wave I = 0 channel, while the I = 1, 2
channels interfere destructively with the former. The p-wave contribution in the charged
decay is tiny, since available phase space is small. For η′ → π+π−π0, on the other hand,
phase space is considerably larger, and the size of the p-wave contributions ranges from
10 % to 50 % depending on the cluster of fits.

For the decays η′ → ηππ we find that the s-wave I = 1 channels dominate for two
classes of fits which would confirm the importance of the nearby a0(980) resonance as
claimed in previous investigations [49, 86]. But the other two clusters are dominated by
the I = 0 channels. These two scenarios can be distinguished both by slightly different
Dalitz plot distributions, cf. Fig. 3.7, and by different predictions for the η′ → 3π decays.
Thus, a precise measurement of η′ → 3π decay parameters can also help to clarify the
importance of a0(980) or f0(980) resonance contributions to the dominant decay mode
of the η′ into ηππ.

In Sects. 3.3.7 and 3.4 we have critically examined the Dalitz plot parameters of
η → π0π+π− and η → 3π0 resulting from the first analysis by the KLOE Collaboration
[87] which are partially in conflict with previous experiments. In particular, the first
KLOE value of the Dalitz slope parameter g in η → 3π0 is considerably smaller in
magnitude than determined by the Crystal Ball Collaboration. If we replace the PDG
data by the KLOE Dalitz parameters from [87], we do not achieve a good overall fit
anymore. It appears that the slope parameters of both η → 3π decays cannot be fitted
simultaneously. In addition, fitting to the KLOE data destroys the agreement with the
experimental branching ratio of both decay modes which is known to high precision.
We have furthermore illustrated that utilizing the ∆I = 1 selection rule which relates
both decays and taking the KLOE parametrization of the charged decay as input leads
in a model-independent way to a g value not consistent with the result of the first
KLOE analysis [87]. The revised numbers of the new analysis [90, 101] by the KLOE
Collaboration are, however, in accordance with the ∆I = 1 rule.

Inclusion of the recent VES data on the η′ → ηπ+π− spectral shape reduces the
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uncertainty of the fit results and we are left with one single minimum of the χ2 function.
In this case, the overall fit to η, η′ data yields for η′ → π0π+π− a large contribution
from the isospin I = 1 p-wave in the final-state interactions which can be attributed
to a large coupling to the ρ±(770) resonances while contributions related to the ρ0(770)
are forbidden by C-invariance. Consequently we observe a large decay width of roughly
3 keV for η′ → π0π+π− whereas the decay width of the related neutral decay mode
η′ → 3π0, to which p-waves do not contribute, remains fixed at the experimental value of
approximately 300 eV. More precise data on η′ decays are needed in order to eventually
clarify this issue. An improvement of the experimental situation is foreseen in the near
future due to the upcoming data from WASA-at-COSY [100], MAMI-C [102] and KLOE-
2 at DAΦNE [103].

Finally, we have critically investigated the claim of Ref. [84] that the light quark mass
ratio (md − mu)/(ms − m̂) can be extracted from the decay width ratio r3 = Γ(η′ →
π0π+π−)/Γ(η′ → ηπ+π−). In order to study this issue we have employed our U(3) chiral
unitary framework which is in very good agreement with the η, η′ data on widths and
spectral shapes. Our results clearly indicate that the two underlying assumptions of [84]
in order to arrive at a relation between r3 and (md−mu)/(ms−m̂), i.e., that a) the decay
η′ → π0π+π− proceeds entirely via the decay η′ → ηπ+π− followed by π0-η mixing and
that b) the decay amplitudes are constant over phase space, are not justified at all. The
results from the full chiral unitary approach are in plain disagreement with these two
assumptions, in particular if the new VES data are taken into account. Unfortunately,
the present experimental situation which is used as input to fit the parameters of the
chiral unitary approach does not allow for a precise determination of the double quark
mass ratio Q2 from hadronic η′ decays.
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Chapter 4

The anomalous decays
η, η′ → π+π−l+l− §

4.1 Introduction

The decays η(′) → π+π−l+l− are interesting in several respects. First, they involve con-
tributions from the box-anomaly of Quantum Chromodynamics, see Sect. 1.4. Second,
they probe the transition form factors of the η and η′. In principle, the decays are suited
to test whether double vector meson dominance is indeed realized in nature, which is also
an important issue for the anomalous magnetic moment of the muon and kaon decays
[134]. Moreover, since the η′ is closely related to the axial U(1) anomaly of the strong
interactions, one can study the phenomenological implications of the anomaly at low
energies. On the experimental side, there is renewed interest in η, η′ decays which are
investigated at WASA-at-COSY [100], MAMI [102, 135], KLOE [87, 90, 101] and by the
VES collaboration [88].

In this chapter we extend previous work [136], where the anomalous decays η(′) →
π+π−γ were investigated in a chiral unitary approach, to include off-shell photons since
the process η(′) → π+π−l+l− can be regarded as the two-step process η(′) → π+π−γ∗ →
π+π−l+l−. It is worthwhile mentioning that the conventional vector dominance picture
with energy-dependent widths in the vector meson propagators can be shown to be
in contradiction to the one-loop result of chiral perturbation theory [52]. The present
approach, on the other hand, satisfies theoretical constraints such as anomalous Ward
identities, electromagnetic gauge invariance, exact two-body unitarity and matches in the
low-energy limit to one-loop ChPT. Resonances are not taken into account explicitly, but
are rather generated dynamically through the iteration of meson-meson interactions.

This chapter is organized as follows. In the next section we present the general
structure of the amplitude, while in Sect. 4.3 the one-loop result of these decays within
ChPT is derived. Some details of the chiral unitary approach are presented in Sect. 4.4
and the results are discussed in Sect. 4.5. We summarize our findings in Sect. 4.6. The
full list of relevant O(p6) counter terms is given in App. A.3.

§ The contents of this chapter have been published in [133].
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4.2 General structure of the amplitude

The decays η(′) → π+π−l+l− (l± represents either e± or µ±) are depicted in Fig. 4.1,
where we also introduce the four-momenta of the particles. The invariant matrix element
of the decay has the generic form

iM = −ie ǫµναβkµp
+
αp

−
βA(s+−, s+γ, s−γ)

−igνρ

k2
ū(q−, σ)(−ieγρ)v(q+, σ′) , (4.1)

with spin indices σ, σ′ and A(s+−, s+γ, s−γ) summarizing all contributions to η(′) →
π+π−γ∗ (represented by the blob in Fig. 4.1). The Mandelstam variables s+−, s+γ, s−γ

are defined as follows:

s+− = (p+ + p−)2 , s+γ = (p+ + k)2 , s−γ = (p− + k)2 . (4.2)

As a consequence of C invariance A(s+−, s+γ, s−γ) is symmetric under the exchange
s+γ ↔ s−γ. Clearly, the decay η(′) → π+π−l+l− proceeds via the two-step mechanism
η(′) → π+π−γ∗ followed by γ∗ → l+l−. Defining (in accordance with [17]) the n-body
phase space element

dΦn(P ; p1, . . . , pn) = δ(4)
(

P −
n∑

i=1

pi

) n∏

i=1

d3pi

(2π)32Ei
(4.3)

and making use of the factorization

dΦ4(P ; q+, q−, p+, p−) = dΦ3(P ; k, p+, p−) dΦ2(k; q+, q−) (2π)3dk2 (4.4)

one finds the following relation between the differential decay width of η(′) → π+π−l+l−

and the differential widths of the two sub-processes η(′) → π+π−γ∗ and γ∗ → l+l−, see
e.g. [137]:

dΓ(η(′) → π+π−l+l−) = dΓ(η(′) → π+π−γ∗) dΓ(γ∗ → l+l−)
1

π

1

k2
√
k2
dk2 . (4.5)

After integration over the dilepton phase space (PSll) one arrives at

∫

PSll

dΓ(η(′) → π+π−l+l−) = dΓ(η(′) → π+π−γ∗) Γ(γ∗ → l+l−)
1

π

1

k2
√
k2
dk2 (4.6)

with

Γ(γ∗ → l+l−) =
α

3

√
k2

(

1 +
2m2

l

k2

)√

1 − 4m2
l

k2
, α =

e2

4π
. (4.7)

The task of the current work is to calculate A(s+−, s+γ, s−γ) (or, equivalently, the am-
plitude A(η(′) → π+π−γ∗)) within a chiral unitary approach.
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η(′), P

π+, p+

π−, p−

l+, q+

l−, q−

γ∗, k

Figure 4.1: General structure of the process η(′)(P ) → π+(p+)π−(p−)l+(q+)l−(q−). The
blob symbolizes the amplitude A(η(′) → π+π−γ∗). The four-momentum of the interme-
diate photon is denoted by k = P − p+ − p− = q+ + q− with k2 > 0.

4.3 One-loop calculation

In this section we present the result of the full one-loop calculation of the amplitude
for η(′) → π+π−γ∗ in U(3) ChPT generalizing the one-loop result of [136] for the decay
amplitude η(′) → π+π−γ. Here we will restrict ourselves to compiling the necessary
formulae and outlining the basic steps of the calculation. For details we refer the reader
to [136].

The amplitude A(η(′) → π+π−γ∗) involves the totally antisymmetric tensor ǫµναβ and
is thus of unnatural parity. At leading chiral order, the pure SU(3) process η8 → π+π−γ∗

is determined by the chiral anomaly of the underlying QCD Lagrangian. As discussed
in Sect. 1.4.4, within ChPT the chiral QCD anomalies are accounted for by the Wess-
Zumino-Witten (WZW) action [5, 6, 37, 138, 139], cf. Eq. (1.81),

SWZW = − i

80π2

∫

M5

d5x ǫijklm
〈
U †∂iU U

†∂jU U
†∂kU U

†∂lU U
†∂mU

〉

+
e

16π2

∫

d4x ǫµναβAµ

〈
U∂νU

†U∂αU
†U∂βU

†Q− U †∂νU U
†∂αU U

†∂βUQ
〉
,

(4.8)

where we have displayed only the pieces of the action relevant for the present calculation.
In particular we have replaced the field strength tensors Lµν , Rµν of the external sources
by the expression corresponding to an external photon,

Lµν = Rµν = −eQFµν , (4.9)

where Q is the quark charge matrix and Fµν = ∂µAν − ∂νAµ the electromagnetic field
strength tensor. The integration in the first line of Eq. (4.8) spans over a five-dimensional
manifold M5, whose boundary is Minkowskian space, and the U fields in this integral
are functions on M5. The additional fifth coordinate is defined to be timelike and the
convention for the totally antisymmetric tensor is ǫ01234 = +1, see Sect. 1.4.4 and [6, 37,
139] for further details.
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η(′)

π−, p−

π+, p+

γ∗, k
(a)

η(′)

γ∗, k

π±, p±

π∓, p∓(c)

η(′)

γ∗, k

π+, p+

π−, p−

(b)

η(′)

γ∗, k

π+, p+

π−, p−

(d)

Figure 4.2: One-loop diagrams contributing to the process η(′) → π+π−γ∗. The empty
squares denote vertices from the O(p4) Lagrangian of unnatural parity, whereas vertices
from the leading order Lagrangian of natural parity are indicated by a filled circle.

As explained in Sect. 1.5.3 the inclusion of the singlet field η0 and, consequently, the
extension of SU(3) ChPT to the U(3) framework introduces additional, non-anomalous
terms of unnatural parity at chiral order O(p4), see Eq. (1.117). The only term relevant
for this calculation reads

L(4)
ct =

i

2
ǫµναβ

〈
LµνDαU

†DβU +RµνDαUDβU
†〉

= −ie ǫµναβ∂µAν W3

〈
∂αU

†∂βUQ + ∂αU∂βU
†Q
〉
, (4.10)

where in the second line we specialized to the case of an external photon by means of
Eq. (4.9). Recall that due to parity conservation W3 is an odd function of η0 which can

be expanded in powers of the singlet field with coefficients w
(j)
3 that are not fixed by

chiral symmetry.
In addition to the leading-order tree level contributions derived from Eqs. (4.8) and

(4.10) there are next-to-leading order chiral corrections from one-loop graphs, decay
constants, η-η′ mixing, and wave function renormalization which involve terms both
from the O(p0) + O(p2) Lagrangian and the O(p4) Lagrangian of natural parity with

couplings v
(j)
i and β

(j)
i , respectively. The full list of terms at O(p4) can be found in

App. A.2. Finally, the process η(′) → π+π−γ∗ receives contributions from counter terms
of the unnatural parity O(p6) Lagrangian, which also absorb the divergences of the
one-loop integrals.

Fig. 4.2 shows the pertinent one-loop diagrams contributing to η(′) → π+π−γ∗ (except
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for contributions from wave function renormalization). The full one-loop result reads

A(1-loop)(η(′) → π+π−γ∗) = −ekµǫνp
+
αp

−
β ǫ

µναβ 1

4π2Fη( ′)F 2
π

β
(1-loop)

η(′) , (4.11)

where ǫν is the polarization vector of the virtual photon. For details of the calculation
see [136]. The coefficients β

(1-loop)

η(′) are given by

β(1-loop)
η =

1√
3

{

1 +
1

F 2
η

[

4

√

2

3

(√

2

3
− 16π2w

(1)r
3

)

(m2
K −m2

π)
ṽ

(1)
2

v
(2)
0

− 3∆π − 3∆K

+ 3I(m2
K , m

2
K , k

2) + I(m2
π, m

2
π, s+−) + 2I(m2

K , m
2
K , s+−)

]

+ 64π2
(

w̄(m)
η + w̄(s)

η s+− + w̄(k)
η k2

)
}

,

β
(1-loop)
η′ =

(√

2

3
− 16π2w

(1)r
3

)

×
{

1 +
1

F 2
η′

[

4(2m2
K +m2

π)
(

β
(0)
46 + 3β

(0)
47 − β

(0)
53 −

√

3

2
β

(1)
52

)

− 3∆π − 3

2
∆K + I(m2

π, m
2
π, s+−) +

1

2
I(m2

K , m
2
K , s+−)

− 4v
(2)
1

(

I ′(m2
π, m

2
η′ , s+γ) + I ′(m2

π, m
2
η′ , s−γ)

)
]}

+
4

3

√

2

3
(m2

K −m2
π)

(

4
β5,18

F 2
η′

− ṽ
(1)
2

v
(2)
0

)

+ 32π2

√

2

3

(

w̄
(m)
η′ + w̄

(s)
η′ s+− + w̄

(k)
η′ k

2
)

. (4.12)

In this expression we have perturbatively substituted the pseudoscalar decay constant in
the chiral limit, f , by the physical decay constants Fπ, Fη, Fη′ of π, η, η′, respectively,
making of Eqs. (1.114). As in Sect. 1.5.2 we have employed the abbreviations

ṽ
(1)
2 = 1

4
f 2 − 1

2

√
6v

(1)
3 , β5,18 = β

(0)
5 + 3

2
β

(0)
18 . (4.13)

The loop integrals are calculated using dimensional regularization and the pertinent
regularization scale is denoted by µ. The tadpole integrals ∆P , where P denotes a
pseudoscalar meson, are defined in Eq. (1.112). The finite part of the loop integral I
reads

I(m2,M2, p2) =
1

6p2

{

− (p2 − (m−M)2)(p2 − (m +M)2)G(p2) (4.14)

+ (p2 +m2 −M2)∆m + (p2 −m2 +M2)∆M

}

+
1

144π2
(p2 − 3m2 − 3M2) , (4.15)
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where G is the finite part of the scalar one-loop integral, see Eq. (2.9). The integral I ′

is defined via the subtraction

I ′(m2,M2, p2) = I(m2,M2, p2) − I(0,M2, 0) (4.16)

which guarantees chiral power counting for loops involving the η′. Since the mass of this
heavy degree of freedom does not vanish in the chiral limit, its presence can in principle
spoil the chiral counting scheme. However, it has been shown in [136] that all power-
counting violating contributions to the process η(′) → π+π−γ∗ can be absorbed into a
redefinition of the low-energy constant w

(1)
3 ; the renormalized value is denoted by w

(1)r
3 .

The last terms in the expressions for β
(1-loop)

η(′) in Eq. (4.12) summarize the contribu-

tions of counter terms from the O(p6) Lagrangian of unnatural parity. The relations

between the constants w̄
(m)

η(′) , w̄
(s)

η(′), w̄
(k)

η(′) and the numerous couplings of the Lagrangian

of sixth chiral order are given in App. A.3.

4.4 Chiral unitary approach

From the analysis of various η and η′ decays, see Chapter 3 and [132, 136], it has
become clear that resonances and unitarity corrections due to final-state interactions are
a necessary ingredient for the realistic description of these processes. One example is
the pronounced peak structure caused by the ρ(770) resonance in the π+π− spectrum
of η′ → π+π−γ [140, 141] (see also Fig. 4.5). Hence, a conventional loop-wise expansion
within ChPT is usually not sufficient to successfully describe η and—in particular—η′

decays.
Instead of taking resonances into account explicitly, as e.g. in [137, 142, 143], we prefer

to work within a chiral unitary approach which combines ChPT and a non-perturbative
resummation based on the Bethe-Salpeter equation. In this framework the resulting
multi-channel T -matrix of meson-meson scattering satisfies exact two-body unitarity.
Our approach has the further advantages that electromagnetic gauge invariance is au-
tomatically maintained, anomalous chiral Ward identities are satisfied, and the result
matches to one-loop ChPT in the low-energy limit. Resonances are generated dynami-
cally and are identified with poles of the T -matrix in the complex energy plane.

Since this approach has already been discussed in detail in Chapters 2 and 3 we
will only recapitulate the basic formulae here. From the effective Lagrangian up to
fourth chiral order one extracts the partial wave interaction kernel Vℓ for meson-meson
scattering which is then iterated in the BSE

Tℓ = Vℓ − TℓGℓ Vℓ . (4.17)

The diagonal matrix Gℓ involves the scalar loop integrals which are equipped with sub-
traction constants as explained at the end of Sect. 2.1. After adjusting the occurring
parameters the partial-wave T -matrix resulting from the BSE accurately describes the
experimental phase shifts in both the s- and p-wave channels, see Sect. 3.3.2, and we
use the values of the LECs of natural parity obtained from the analysis of hadronic de-
cay modes of η and η′ in the previous chapter. The numerical values are compiled in
Table 3.7.
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The implementation of non-perturbative meson-meson rescattering generated by the
BSE in the amplitude A(η(′) → π+π−γ∗) is accomplished in the same way as in [136]. The
pertinent graphs are shown in Fig. 4.3 and the corresponding amplitude is added to the
one-loop result presented in in the previous section. We point out that a possible double
counting of one-loop contributions, which in principle could arise since the diagrams (a)
and (c) in Fig. 4.3 incorporate also one-loop terms, has been properly taken care of. The
amplitude corresponding to the diagram in Fig. 4.3 a is given by

A(CCa)(η(′) → π+π−γ∗) = −ekµǫνp
+
αp

−
β ǫ

µναβ 1

4π2F 3
π

×
∑

a

′
γ

(CCa),a

η(′) Ĩ(m2
a, m

2
a, s+−, Ca) T

(a→π±)
1 (s+−) (4.18)

with coefficients

γ(CCa),π±

η = γ(CCa),K±

η =
1

6

[
√

3 +
4
√

2

3
(m2

K −m2
π)
ṽ

(1)
2

v
(2)
0

(√
6 − 48π2w

(1)r
3

)

]

,

γ(CCa),K0K̄0

η = −
√

3

2
,

γ
(CCa),π±

η′ = γ
(CCa),K±

η′

=
1

6

[
√

6 − 48π2w
(1)r
3 +

4
√

6

3
(m2

K −m2
π)

(

4
β5,18

F 2
η′

− ṽ
(1)
2

v
(2)
0

)]

,

γ
(CCa),K0K̄0

η′ = −2

√

2

3
(m2

K −m2
π)

(

4
β5,18

F 2
η′

− ṽ
(1)
2

v
(2)
0

)

. (4.19)

The symbol
∑′ in Eq. (4.18) denotes summation over the meson pairs π+π−, K+K− and

K0K̄0 and T
(a→b)
1 represents the p-wave part of the T -matrix element for scattering of a

meson pair a into a meson pair b as described by the BSE. The modified loop integral Ĩ
is given by

Ĩ(m2,M2, p2, CmM) = I(m2,M2, p2) + (p2 − 3m2 − 3M2)CmM (4.20)

with I defined in Eq. (4.14). In order to keep the notation compact we set

Cπ ≡ Cmπmπ
, CK ≡ CmKmK

, Cπη ≡ Cmπmη
, Cπη′ ≡ Cmπmη′

. (4.21)

Note that the definition of Ĩ slightly differs from that of Ĩ1 in [136], where the constant
C was chosen to be the coefficient of p2 instead of (p2 − 3m2 − 3M2). Here, we prefer to
work with the decomposition in Eq. (4.20) since then the regularization scale dependence
of I can be completely absorbed into the constant C. We point out that in an effective
field theory framework one is free to arbitrarily modify the analytic piece of an amplitude
by adjusting unconstrained counter terms.
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Figure 4.3: Set of meson-meson rescattering diagrams which contribute to the process
η(′) → π+π−γ∗ and are taken into account in this approach. The empty squares denote
vertices from the O(p4) Lagrangian of unnatural parity whereas vertices from the leading
order Lagrangian of natural parity are indicated by a filled circle.
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The diagram in Fig. 4.3 b produces the amplitude

A(CCb)(η(′) → π+π−γ∗) = −ekµǫνp
+
αp

−
β ǫ

µναβ 1

4π2F 5
π

∑

a

′
γ

(CCb),a

η(′) Ĩ(m2
K , m

2
K , k

2, CK)

×
[

T
(a→π±)
1 (k2) Ĩ(m2

π, m
2
π, k

2, Cπ) + T
(a→K±)
1 (k2) Ĩ(m2

K , m
2
K , k

2, CK)
]

, (4.22)

where the coefficients γ
(CCb),a

η(′) are given by

γ(CCb),π±

η = γ
(CCb),π±

η′ = 0 , γ(CCb),K±

η = −γ(CCb),K0K̄0

η =

√
3

2
,

γ
(CCb),K±

η′ = −γ(CCb),K0K̄0

η′ = 2

√

2

3
(m2

K −m2
π)

(

4
β5,18

F 2
η′

− ṽ
(1)
2

v
(2)
0

)

. (4.23)

The amplitude corresponding to graph (c) in Fig. 4.3 is given by

A(CCc)(η(′) → π+π−γ∗) = −ekµǫνp
+
αp

−
β ǫ

µναβ 1

4π2F 3
π

× 1

2

{

1√
3

[
Ĩ(m2

π, m
2
η, s+γ, Cπη) T

(η(′)π+→ηπ+)
1 (s+γ)

+ Ĩ(m2
π, m

2
η, s−γ, Cπη) T

(η(′)π−→ηπ−)
1 (s−γ)

]

+

(√

2

3
− 16π2w

(1)r
3

)
[
Ĩ ′(m2

π, m
2
η′ , s+γ, Cπη′) T

(η(′)π+→η′π+)
1 (s+γ)

+ Ĩ ′(m2
π, m

2
η′ , s−γ, Cπη′) T

(η(′)π−→η′π−)
1 (s−γ)

]

}

,

(4.24)

where the integral Ĩ ′ is defined analogously to I ′, Eq. (4.16), by

Ĩ ′(m2,M2, p2, CmM) = Ĩ(m2,M2, p2, CmM) − Ĩ(0,M2, 0, CmM) . (4.25)

Finally, we include the diagram with two insertions of iterated meson-meson rescat-
tering, Fig. 4.3 d. The corresponding amplitude reads

A(2CC)(η(′) → π+π−γ∗) = −ekµǫνp
+
αp

−
β ǫ

µναβ 1

4π2F 5
π

∑

a,b

′
γ

(2CC),a,b

η(′)

× Ĩ(m2
a, m

2
a, s+−, Ca) T

(a→π±)
1 (s+−) Ĩ(m2

b , m
2
b , k

2, Cb)

×
[
T

(b→π±)
1 (k2) Ĩ(m2

π, m
2
π, k

2, Cπ) + T
(b→K±)
1 (k2) Ĩ(m2

K , m
2
K , k

2, CK)
]

(4.26)
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with coefficients γ
(2 CC),a,b

η(′) symmetric under the interchange a↔ b

γ(2 CC),π±,K±

η = −γ(2 CC),π±,K0K̄0

η = −1

2
γ(2CC),K±,K0K̄0

η =

√
3

4
,

γ
(2 CC),π±,K±

η′ = −γ(2 CC),π±,K0K̄0

η′ = −1

2
γ

(2CC),K±,K0K̄0

η′

=

√

2

3
(m2

K −m2
π)

(

4
β5,18

F 2
η′

− ṽ
(1)
2

v
(2)
0

)

(4.27)

and zero otherwise.

4.5 Results

The chiral unitary approach utilized in this investigation involves several free parameters
which must be fixed from experiment. On the one hand, there are the coupling constants
of the chiral Lagrangian which can be grouped into coefficients of the natural parity part
of O(p0) +O(p2) and O(p4), v

(j)
i and β

(j)
i , respectively, and coefficients of the unnatural

parity part of O(p4) and O(p6), w
(j)
i and w̄

(j)
i , respectively. On the other hand, there

are the subtraction constants a and C in the loop integrals whose values correspond to
a specific choice of the infinitely many higher order counter terms neglected in this non-
perturbative approach. As mentioned earlier the coupling constants of the Lagrangian of
natural parity and the subtraction constant a

(I=J=1)
ππ in the isospin one p-wave ππ channel

are fixed by the previous fit to the hadronic decay modes of η and η′, η(′) → 3π and
η′ → ηππ, and the phase shifts of meson-meson scattering, cf. Chapter 3. This fit is in
very good agreement with the bulk of the available experimental data. The subtraction
constants in the other meson-meson channels do not have any relevant impact on the
discussed data and can be set to zero for our purposes. The pseudoscalar decay constants
are set to Fπ = 92.4 MeV, Fη = 1.3Fπ, and Fη′ = 1.1Fπ [132, 136].

The couplings of the unnatural parity part of the Lagrangian and the subtraction
constants C are taken as free parameters, which are constrained by fitting to the available
spectra and widths of the decays η(′) → π+π−γ. It turns out, however, that in order to
achieve agreement with the experimental data, only the subtraction constant in the pion
loops, Cπ, is required to have a non-vanishing value, and we set all other subtraction
constants to zero for simplicity. To further reduce the number of parameters and for
consistency with previous investigations [132, 136], we also set the renormalized coupling

constant w
(1)r
3 of the unnatural parity Lagrangian at O(p4) to zero. We have confirmed

that small variations in w
(1)r
3 do not alter our conclusions. Finally, the combinations of

O(p6) unnatural parity couplings denoted by w̄
(k)

η(′), which do not contribute to processes

with on-shell photons and thus cannot be constrained by η(′) → π+π−γ, will be neglected
for the time being. Changes of the results due to non-zero values of these coefficients
will be discussed at the end of this section. To summarize, there are five parameters,
Cπ, w̄

(m)
η , w̄

(s)
η , w̄

(m)
η′ , and w̄

(s)
η′ which are constrained by fitting the decays η(′) → π+π−γ.
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Afterwards, we can predict the spectra and widths of η(′) → π+π−l+l− within this
approach.

The data of η(′) → π+π−γ involve the partial decay widths [17] and the di-pion
spectra from [140, 141, 144, 145]. In order to perform a global least-squares fit to these
different data sets we employ the following definition for the χ2-function:

χ2

d.o.f.
=

∑

i ni

N(
∑

i ni − p)

∑

i

χ2
i

ni
, (4.28)

where N is the number of observables and p the number of free parameters in the
approach. The quantity χ2

i is the standard χ2-value computed for the i-th data set with
ni data points. The above definition was introduced in [104] to equally weight each data
set and to prevent, e.g., sets with only one data point (such as decay widths) from being
dominated by sets with many data points (such as spectra).

In order to quantify an error for our analysis we employ the condition [17]

χ2

d.o.f.
≤ χ2

min

d.o.f.
+

∆χ2

d.o.f.
(4.29)

where ∆χ2 is derived from the p-value of the χ2 probability distribution function. One
finds that in the present investigation employing ∆χ2/d.o.f. = 1.08 corresponds to the
1σ confidence region. Strictly speaking, this standard definition of a confidence region,
Eq. (4.29), holds only if the fit is performed to just one observable and the fit function
is linear in the fit parameters. Although both constraints are not fulfilled here, one can
expect Eq. (4.29) to be a reasonable approximation in the vicinity of the minimum of the
χ2-function, see also the discussion in Sect. 5.3.1. We have significantly improved our
fitting routine compared to the previous investigation [136] and performed a large number
of fits so that the 1σ confidence region is populated by about 1000 qualitatively different
fits providing a realistic estimate of the theoretical uncertainty within this approach.

In Figs. 4.4 and 4.5 the result of the calculation is compared to the available exper-
imental spectra which are given in terms of the photon energy for η → π+π−γ and in
terms of the invariant mass of the π+π− system for η′ → π+π−γ. The solid line cor-
responds to the best fit with an overall χ2/d.o.f. = 2.23, the error bands indicate the
1σ confidence level. For the η′ decay the agreement with the two experimental spectra
from [140, 141] is very good as already observed in [136]. The experimental situation for
the η decay is not as consistent as for η′ → π+π−γ. First, the two spectra published in
[144, 145] have not been corrected for the detection efficiency which is given separately in
[144], but must be deduced in [145]. Also, in both experiments it is impossible to quan-
tify the systematic error resulting from the correction of the detection efficiency which
introduces an uncontrolled uncertainty in the data. Second, when taking into account
the two data sets from [144] and [145] simultaneously in the fit, it turns out that they
are not fully consistent, at least without knowledge of the complete systematic errors.
As a consequence, the major part of the total χ2/d.o.f. value is due to the disagreement
between the two data sets. In fact, the best fit (solid line in Fig. 4.4) must be considered
as a compromise of [144] and [145], so that under these circumstances a total χ2/d.o.f.
close to 1 cannot be achieved. If, however, only one of the two spectra is included in
the fit, a total χ2/d.o.f. ≃ 1 can be obtained. In this context, further experimental
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Figure 4.4: Photon spectrum of η → π+π−γ compared to experimental data from [144]
(left) and [145] (right). The solid line corresponds to the fit with minimal χ2, the error
band indicates the 1σ confidence region. For comparison with the experimental data
points, the curves have been multiplied by the experimental detection efficiencies, hence
the different shapes in the two plots.
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Figure 4.5: Invariant mass spectrum of the π+π− system in η′ → π+π−γ compared to
experimental data from [140] (left) and [141] (right). The solid line corresponds to the
fit with minimal χ2, the error band indicates the 1σ confidence region. All curves are
normalized to the integral of the experimental histogram.

investigations—such as [100, 146]—with substantially improved accuracy should lead to
a more consistent picture of the η → π+π−γ spectrum.

The numerical results for the branching ratios and decay widths of η(′) → π+π−γ,
η(′) → π+π−l+l− are shown in Table 4.1. The central values of our results correspond to
the fit with minimal χ2, the error bars reflect the 1σ confidence region given within our
approach. The agreement with the decay modes involving on-shell photons, which have
been taken as input to the fit, is very good. The numerical values of the fit parameters,
i.e. the counter terms w̄

(m)

η(′) , w̄
(s)

η(′) and the subtraction constant Cπ, are compiled in

Table 4.2. Having fixed all parameters from data, we can make predictions for the
decays into π+π− and a lepton-antilepton pair. Up to now, the only branching ratio of
this type which has been determined experimentally is η → π+π−e+e−. We compare our
result with the very recent experiment at WASA@CELSIUS [147] which has improved
precision compared to the PDG number [17] and we observe nice agreement. Being
somewhat on the low side, our result is also compatible with the preliminary number of
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this work [142, 143] [137] experiment

BR(η → π+π−γ) [%] 4.68 +0.09
−0.09 6.9 4.69± 0.5 [17]

BR(η′ → π+π−γ) [%] 29.4 +2.7
−4.3 25 29.4± 0.9 [17]

BR(η → π+π−e+e−) [10−4] 2.99 +0.06
−0.09 3.6 4.3± 1.7 [147]

BR(η′ → π+π−e+e−) [10−3] 2.13 +0.17
−0.31 1.8 —

BR(η → π+π−µ+µ−) [10−9] 7.5 +1.8
−0.7 12 —

BR(η′ → π+π−µ+µ−) [10−5] 1.57 +0.40
−0.47 2.0 —

Γ(η → π+π−γ) [eV] 60.9 +1.1
−1.2 62 60.8± 3.5 [17]

Γ(η′ → π+π−γ) [keV] 60 +6
−9 60± 5 [17]

Γ(η → π+π−e+e−) [meV] 389 +8
−11 380 560± 260 [147]

Γ(η′ → π+π−e+e−) [eV] 431 +35
−62 —

Γ(η → π+π−µ+µ−) [µeV] 9.8 +2.3
−0.9 —

Γ(η′ → π+π−µ+µ−) [eV] 3.2 +0.9
−1.0 —

Table 4.1: Results for the branching ratios (BR) and widths (Γ) of the decay modes under
consideration compared to experimental values and the theoretical analyses [142, 143]
and [137]. See text for further details.

w̄
(m)
η × 103 w̄

(m)
η′ × 103 w̄

(s)
η × 103 GeV2 w̄

(s)
η′ × 103 GeV2 Cπ × 102

−3.4+6.6
−2.0 −20.1+35.1

−7.5 1.2+2.6
−11.8 −8.8+18.5

−23.8 1.9+0.7
−3.6

Table 4.2: Numerical values of the fitted parameters at the regularization scale µ =
1 GeV. The central values correspond to the fit with minimal χ2, the error ranges are
given by the 1σ confidence region.

the KLOE Collaboration [146]

BR(η → π+π−e+e−)KLOE = (4.6 ± 1.4 ± 0.5) × 10−4 (4.30)

whose error bars will be drastically reduced once the analysis of the full data sample is
completed.

Moreover, we can compare our results with those of [142, 143] and [137]. In [142, 143]
a chiral Lagrangian with explicit vector mesons is used to calculate both the decay widths
and spectra of η → π+π−γ and η → π+π−e+e−. As shown in Table 4.1 and Figs. 4.6, 4.7
the agreement with our results is very good. However, it should be remarked that the
results presented in [143] depend sensitively on the numerical values employed for the
meson masses. Using the final expression Eq. (4) in [143] and inserting up-to-date meson
mass values from [17], one computes Γ(η → π+π−e+e−) = 403 meV instead of 380 meV
as given in [143]. Also, the invariant mass spectra shown in Figs. 4.6, 4.7 are rescaled
accordingly. In [137], on the other hand, a meson exchange model has been employed



104 Chapter 4. The anomalous decays η, η′ → π+π−l+l−

this work [17] rel. acc.

Γ(η → π+π−e+e−)

Γ(η → π+π−γ)
[10−3] 6.39 +0.04

−0.06 9 +11
−5 0.9 %

Γ(η′ → π+π−e+e−)

Γ(η′ → π+π−γ)
[10−3] 7.24 +0.04

−0.10 — 1.2 %

Γ(η → π+π−µ+µ−)

Γ(η → π+π−γ)
[10−7] 1.61 +0.38

−0.12 — 23.1 %

Γ(η′ → π+π−µ+µ−)

Γ(η′ → π+π−γ)
[10−5] 5.4 +1.6

−1.7 — 30.9 %

Table 4.3: Branching ratios of the decay modes into π+π−l+l− with respect to the π+π−γ
decays. The experimental value quoted in the third column is taken from [17]. The
relative accuracies of the theoretical results are given in the last column. For simplicity
they are derived from the larger of the two error bars.

to calculate numerous decay modes of light unflavored mesons. Despite dissimilarities
between [137] and our approach the numerical results are in reasonable agreement. We
point out that—in contrast to our work—no theoretical error estimates are given in
[137, 142, 143].

The ratios between the π+π−l+l− and the π+π−γ decay channels are given in Tab. 4.3.
The small theoretical uncertainties for the decays into an e+e− pair are further reduced
down to about 1% in these ratios, while the theoretical accuracies for the µ+µ− decay ra-
tios remain roughly unaffected. This indicates that the π+π−e+e− and π+π−γ decays are
correlated which can be traced back to the shape of the QED part Γ(γ∗ → e+e−)/(k2

√
k2)

in Eq. (4.6) describing the transition γ∗ → e+e−. This function possesses a pronounced
peak at the virtual photon mass k2

e = (1 +
√

21)m2
e ≈ 5.6m2

e and projects out the values
of the subprocesses η(′) → π+π−γ∗ at k2

e—close to the photon on-shell point k2 = 0. For
the µ+µ− decays, on the other hand, the respective value k2

µ = (1 +
√

21)m2
µ ≈ 5.6m2

µ

is relatively far apart from k2 = 0 so that these decays are not immediately correlated
to the π+π−γ decays. We observe that for photon virtualities which are not too close to
the upper boundary of phase space the rate Γ(η(′) → π+π−γ∗) in our approach can be
very well approximated by a Gaussian,

Γ(η(′) → π+π−γ∗)(k2) ≃ Γ(η(′) → π+π−γ) exp(−k2/Λ2) , (4.31)

with Λ =
(
97.8+1.8

−2.8

)
MeV and Λ =

(
167.3+4.5

−5.2

)
MeV for the η and η′ decay, respectively. In

combination with the sharply peaked QED part the dependence on the small variations
in Λ is further reduced in the branching ratios Γ(η(′) → π+π−e+e−)/Γ(η(′) → π+π−γ)
resulting in the small relative uncertainties of about 1% mentioned above.

In Figs. 4.6 and 4.7 we present our predictions for the π+π− and l+l− invariant mass
spectra, respectively. The lepton-antilepton spectra are strongly peaked right above
threshold, so for illustrational purposes we have multiplied these spectra by a factor k2

which reduces the otherwise extremely pronounced peak. Due to the tiny branching
fractions of the decays into π+π−µ+µ− it will be experimentally very challenging to
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η → π+π−e+e− η → π+π−µ+µ−
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Figure 4.6: Predicted invariant mass spectra of the π+π− system in the different decay
modes. The solid lines represent the fit with minimal χ2, the error bands indicate the
1σ confidence region. The result of [143] is represented by the dashed line in the upper
left plot.

measure these kinds of spectra. The spectra of the decays involving an electron-positron
pair, however, are likely to be probed at the ongoing experiments at KLOE [146] and at
COSY-Jülich [100].

We reconfirm the findings of [136] regarding the importance of the different coupled
channels diagrams in Fig. 4.3. The by far largest contribution to the decay amplitude
stems from π+π− final-state interactions, cf. Fig. 4.3a, whereas the diagram in Fig. 4.3d,
which mimics the simultaneous exchange of two vector mesons within our approach,
yields only small corrections. This is in contrast to the assumption of complete vector
meson dominance.

The decay modes η(′) → π+π−l+l− involve O(p6) counter terms which generate con-
tributions proportional to k2 and do not contribute to the decays with on-shell photons.
Consequently, they cannot be fixed by fitting to η(′) → π+π−γ data. In order to examine
their impact on the results for η(′) → π+π−l+l− we have varied their values in the range
(−10 . . .+ 10)× 103 GeV−2 which is motivated by the size of the other O(p6) couplings,
cf. Table 4.2. The enlargement of the error ranges for the branching ratios and widths
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η → π+π−e+e− η → π+π−µ+µ−
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Figure 4.7: Predicted invariant mass spectra of the lepton-antilepton pair in the different
decay modes. The solid lines represent the fit with minimal χ2, the error bands indicate
the 1σ confidence region. For illustrational reasons the spectra are multiplied by a factor
k2. The result of [143] is represented by the dashed line in the upper left plot.

this work experiment

BR(η → π+π−e+e−) [10−4] 2.99 +0.08
−0.11 4.3± 1.7 [147]

BR(η′ → π+π−e+e−) [10−3] 2.13 +0.19
−0.32 —

BR(η → π+π−µ+µ−) [10−9] 7.5 +4.5
−2.7 —

BR(η′ → π+π−µ+µ−) [10−5] 1.57 +0.96
−0.75 —

Γ(η → π+π−e+e−) [meV] 389 +10
−13 560± 260 [147]

Γ(η′ → π+π−e+e−) [eV] 431 +38
−64 —

Γ(η → π+π−µ+µ−) [µeV] 9.8 +5.8
−3.5 —

Γ(η′ → π+π−µ+µ−) [eV] 3.2 +2.0
−1.6 —

Table 4.4: This table illustrates how the uncertainties of the results grow if variations of
k2-dependent counter terms are taken into account.
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this work [17] rel. acc.

Γ(η → π+π−e+e−)

Γ(η → π+π−γ)
[10−3] 6.39 +0.08

−0.11 9 +11
−5 1.6 %

Γ(η′ → π+π−e+e−)

Γ(η′ → π+π−γ)
[10−3] 7.24 +0.09

−0.15 — 1.9 %

Γ(η → π+π−µ+µ−)

Γ(η → π+π−γ)
[10−7] 1.61 +0.95

−0.55 — 58.8 %

Γ(η′ → π+π−µ+µ−)

Γ(η′ → π+π−γ)
[10−5] 5.4 +3.6

−2.6 — 66.2 %

Table 4.5: Branching ratios of decay modes into π+π−l+l− with respect to π+π−γ decays
when k2-dependent counter terms are taken into account. The experimental value quoted
in the third column is taken from [17]. The relative accuracies of the theoretical results
are given in the last column. For simplicity they are derived from the larger of the two
error bars.

following from this variation is tabulated in Table 4.4. It turns out that the influence
of the k2 terms is rather mild for the decays involving an electron-positron pair owing
to the fact that the spectra of such decay modes are strongly enhanced at small k2, cf.
Fig. 4.7. For the decays into π+π−µ+µ−, on the other hand, where k2 is bounded below
by 4m2

µ, the uncertainties from the 1σ confidence regions are roughly doubled by taking

into account the counter terms w̄
(k)

η(′) .

Finally, in Tab. 4.5 we display the ratios Γ(η(′) → π+π−l+l−)/Γ(η(′) → π+π−γ) in
the presence of the k2 terms. The relative uncertainties for the µ+µ− decays are again
approximately doubled with respect to Tab. 4.3 if these counter terms are taken into
account.

4.6 Conclusions

In this chapter we have investigated the decays η, η′ → π+π−l+l− within a chiral unitary
approach based on the chiral effective Lagrangian and a coupled-channels Bethe-Salpeter
equation. Utilization of the chiral effective Lagrangian guarantees that symmetries and
symmetry-breaking patterns of the underlying theory QCD are incorporated in a model-
independent fashion. In particular, contributions due to chiral anomalies enter through
the Wess-Zumino-Witten Lagrangian which does not involve any low-energy constants.
Besides, counter terms of unnatural parity at leading and next-to-leading order are also
taken into account.

We have first performed a full one-loop calculation in ChPT. However, unitarity ef-
fects due to final-state interactions are important in η and, in particular, in η′ decays and
must be treated non-perturbatively. To this aim, meson-meson rescattering is accounted
for in a Bethe-Salpeter equation which satisfies exact two-body unitarity.

This method has already been applied successfully to the anomalous decays η(′) →



108 Chapter 4. The anomalous decays η, η′ → π+π−l+l−

γ(∗)γ(∗) [132] and η(′) → π+π−γ [136], and to the hadronic decay modes of η and η′.
The parameters in our approach are fixed by the latter two processes and meson-meson
scattering phase shifts, so that we obtain predictions for the decay widths and spectra
of η, η′ → π+π−l+l−. The decay of η into π+π−e+e− is currently under investigation at
KLOE@DAΦNE and a precise check of our prediction for the branching ratio Γ(η →
π+π−e+e−)/Γ(η → π+π−γ) will soon be available [146]. Similar investigations are being
carried out with WASA in Jülich [100] where also η′ decays are studied. Moreover,
anomalous decay modes of the η′ will be investigated at the upgraded KLOE2 facility
[103].
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Part II
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Chapter 5

K̄N scattering §

5.1 Introduction

The K̄N system provides a good testing ground for chiral SU(3) dynamics and the role of
explicit chiral symmetry-breaking due to the strange quark mass. While for the very light
quarks u, d the symmetry-breaking corrections are in general small, it remains unclear
whether the strange quark is still light enough to be in the chiral regime. Low-energyK−p
data, such as K−p scattering, the πΣ mass spectrum and the precisely measured K−p
threshold decay ratios set important constraints for theoretical approaches. Recently
they have been supplemented by the new accurate results for the strong interaction shift
and width of kaonic hydrogen from the DEAR experiment [150] which reduced both the
mean values and error ranges of the previous KEK experiment [151].

The existence of the Λ(1405) resonance in the K−p channel just below its threshold
makes the loop expansion of chiral perturbation theory inapplicable. In this regard,
the combination of ChPT with non-perturbative coupled-channel techniques based on
driving terms of the chiral SU(3) effective Lagrangian has proven useful by generating
the Λ(1405) dynamically as an I = 0 K̄N quasibound state and a resonance in the πΣ
channel.

However, the recent and precise DEAR measurement appears to be in disagreement
with the K−p scattering length derived from scattering data as pointed out in [152].
In contrast, it was claimed very recently in [153, 154] (after the appearance of [148]
where the question of consistency of the DEAR experiment with K−p scattering data is
reinforced) that using a chiral unitary framework both the scattering and the DEAR data
can be accommodated. It is evident from these recent investigations that the K−p system
remains a topic of great interest and is under lively discussion, see also [155, 156]. The
aim of this chapter is to shed some more light on this issue by providing a conservative
range for the K−p scattering length constrained solely from K−p scattering data. This is
accomplished within different variants of chiral unitary approaches and by performing a
very large number of fits to experiment in order to reduce the inherent model-dependence
of these frameworks. The obtained realistic range for the K−p scattering length is then
compared with the results of the DEAR and KEK experiments.

§ The contents of this chapter have been published in [148, 149].
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Moreover, the interaction of kaons and nucleons is of interest for the possible forma-
tion of deeply bound kaon nuclear states. While the strongly attractive K̄N interaction
below threshold is responsible for generating the Λ(1405) resonance, it does not produce
a K̄N bound state due to the open decay channels into πΣ. If, however, the attractive
K̄N coupling is still strong enough below the πΣ threshold, the formation of K̄-nuclear
bound state involving light nuclei is rendered possible [157, 158]. In fact, it was claimed
recently by the FINUDA Collaboration that deeply bound K−pp states have been ob-
served in the absorption of stopped K− in light nuclei [159], note, however, the critical
analyses of Refs. [160, 161]. In addition, no evidence for a K−pp bound state could be
found in the process pp → ppK+K− which was investigated very recently with COSY-
ANKE [162]. On the theoretical side, an accurate description of the K−pp three-body
system relies upon realistic K̄N amplitudes below threshold. In this respect, chiral
unitary approaches can provide important contributions to the ongoing discussion. For
recent theoretical works on the K−pp system see e.g. [163–165].

This chapter is organized as follows. In the next section we explain how the chiral
unitary approach described in Chapter 2 can be applied to meson-baryon scattering.
We also discuss some shortcomings of the framework concerning the analytic properties
of the obtained solutions and touch on the inclusion of the Coulomb interaction in
elastic K−p scattering. Our results for scattering observables and the comparison with
kaonic hydrogen data are presented in Sect. 5.3. Furthermore, we show the relevant K̄N
amplitudes below threshold and study the importance of the Coulomb interaction in the
process K−p → K−p. Section 5.4 deals with the pole structures of the amplitudes in
the Λ(1405) region. We summarize our findings in Sect. 5.5.

5.2 Formalism

5.2.1 Chiral unitary approach

In this section we explain how the chiral unitary approach, which is based on the Bethe-
Salpeter equation as discussed in Chapter 2, can be applied to meson-baryon scattering
processes. The starting point of the calculation is the chiral effective Lagrangian Lφ̂B

which describes the coupling of the pseudoscalar meson octet (π,K, η) to the ground
state baryon octet (N,Λ,Σ,Ξ). In this investigation the meson-baryon Lagrangian is

employed up to second chiral order. The pertinent expressions for L(1)

φ̂B
, L(2)

φ̂B
can be

found in Chapter 1, Eqs. (1.124), (1.125), respectively.
The BSE for the meson-baryon scattering process φi(qi)Ba(pa) → φj(qj)Bb(pb) with

total momentum P = pa + qi = pb + qj reads (cf. Eq. (2.1))

Ťjb,ia(pb, pa, P ) = V̌jb,ia(pb, pa, P )

−
∑

c,k

∫
ddl

(2π)d
Ťjb,kc(pb, l, P )

i

[/l −Mc + iǫ][(P − l)2 −m2
k + iǫ]

V̌kc,ia(l, pa, P ) , (5.1)

where we have employed the standard propagators of the mesons and baryons using their
physical masses which ensures the correct positions of the thresholds and the sum runs
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over all possible meson-baryon intermediate states denoted by the flavor indices k, c.
In the S = −1 sector we have to consider ten meson-baryon channels with total charge
zero, π0Λ, π0Σ0, π−Σ+, π+Σ−, K−p, K̄0n, ηΛ, ηΣ0, K0Ξ0, K+Ξ−. In the simplest case
the interaction kernel V̌ of the BSE is given by the leading order contact term (known

as the Weinberg-Tomozawa term) derived from L(1)

φ̂B
which has the form

V̌jb,ia(pb, pa, P ) =
1

8f 2
C

(a)
jb,ia (/qi

+ /qj
) . (5.2)

The coefficients C(a) are dimensionless constants and for the channels under consideration
they are tabulated in App. B.1.

As shown in [65, 68] the BSE, Eq. (5.1), can be solved exactly for the Weinberg-
Tomozawa interaction and in principle it should be possible to generalize the proof to
arbitrary contact terms, see also [64]. In this work, however, we follow the treatment
of the BSE for meson-meson scattering as advocated in Chapter 2 and make use of the
on-shell approximation which simplifies Eq. (5.1) a lot. To this end we utilize the spin
sum ∑

σ

u(p,M, σ)ū(p,M, σ) = /p+M (5.3)

and rewrite Eq. (5.1) as (dropping the iǫ terms and the spin indices for brevity)

Ťjb,ia(pb, pa, P ) = V̌jb,ia(pb, pa, P )

−
∑

k,c

∫
iddl

(2π)d
Ťjb,kc(pb, l, P )

u(l,Mc)ū(l,Mc)

[l2 −M2
c ][(P − l)2 −m2

k]
V̌kc,ia(l, pa, P ) . (5.4)

In the center-of-mass (c.m.) frame the on-shell approximation amounts to sandwiching
Eq. (5.4) between spinors and putting the momenta in the combinations

V ≡ ū V̌ u , T ≡ ū Ť u (5.5)

on their respective mass shells. In addition, we perform a partial wave decomposition of
the amplitudes V , T as explained in Sect. 2.1. In this way the BSE is transformed into
an algebraic equation for each partial wave ℓ,

T jb,ia
ℓ (s) = V jb,ia

ℓ (s) −
∑

k,c

T jb,kc
ℓ (s)Gkc

ℓ (s)V kc,ia
ℓ (s) , (5.6)

which is identical to Eq. (2.20). The first two of the loop functions Gkc
ℓ (s) are given in

Eq. (2.21). Since we are primarily concerned with a narrow c.m. energy region around
the K̄N threshold where the amplitudes are dominated by the J = 0 resonance Λ(1405),
it is sufficient to restrict ourselves to the s-wave components. It was demonstrated in
[65] that when only the Weinberg-Tomozawa term is taken into account, the difference
between the s-wave part of the exact solution of Eq. (5.1) and the on-shell approximated
T0(s) amounts to terms involving tadpole integrals, cf. Eq. (1.112), whose effects may
be largely compensated by readjusting the couplings of the effective Lagrangian and/or
the subtraction constants included in Gkc

ℓ (s), see Eq. (2.26).
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Figure 5.1: Shown are the leading order contact interaction (a), the direct (b) and
crossed (c) Born term as well as the next-to-leading order contact interaction (d). Solid
and dashed lines represent baryons and pseudoscalar mesons, respectively.

The algebraic BSE in Eq. (5.6) has been frequently and successfully used in the
literature to describe meson-baryon interactions in the regime of low-lying resonances
such as the S11(1535) and the Λ(1405). Thereby, the effective meson-baryon Lagrangian
from which one derives the interaction kernel V has been employed at different levels of
sophistication. While only the Weinberg-Tomozawa term is taken, e.g., in [166, 167], the
Born terms are included in [70]. In [168], on the other hand, the Lagrangian of second
chiral order is added which yields additional contact interactions.

In order to provide an estimate of the model-dependence of such approaches, we will
discuss the following three different choices for the amplitude Vjb,ia(p′,p; σ′, σ) where
p (p′) and σ (σ′) are the c.m. three-momentum and the spin index of the incoming
(outgoing) baryon. First, only the Weinberg-Tomozawa term is taken into account, see
Figure 5.1 a. Subsequently, the Born diagrams are included, see Figs. 5.1 b and c. In
the third approach we add the contact interactions from the Lagrangian of second chiral
order, L(2)

φ̂B
(Fig. 5.1 d). For brevity, we will refer to these variants as “WT” (Weinberg-

Tomozawa), “WTB” (Weinberg-Tomozawa + Born diagrams) and “full” (including also
the higher order contact terms), respectively.

In the c.m. frame of the particles the amplitudes corresponding to the diagrams a, b,
c, d in Fig. 5.1 read

V
(a)
jb,ia =

1

8f 2
C

(a)
jb,iaNaNb (χσ′

b )T

×
[

2
√
s−Ma −Mb + (2

√
s +Ma +Mb)

p′ · p + i(p′ × p) · σ
N2

aN
2
b

]

χσ
a , (5.7)

V
(b)
jb,ia = − 1

12f 2

8∑

c=1

C
(b)
jb,cC

(b)
ia,cNaNb

1

s−M2
c

(χσ′

b )T

×
[

(
√
s−Mc)

(
s−

√
s (Ma +Mb) +MaMb

)

+ (
√
s+ Mc)

(
s+

√
s (Ma +Mb) +MaMb

) p′ · p + i(p′ × p) · σ
N2

aN
2
b

]

χσ
a , (5.8)
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V
(c)
jb,ia =

1

12f 2

8∑

c=1

C
(b)
ic,bC

(b)
jc,aNaNb

1

u−M2
c

(χσ′

b )T

×
[

u(
√
s+Mc) +

√
s
(
MaMb +Mc(Ma +Mb)

)
−MaMbMc

−M2
a (Mb +Mc) −M2

b (Ma +Mc) +
{
u(
√
s−Mc)

+
√
s
(
MaMb +Mc(Ma +Mb)

)
+MaMbMc

+M2
a (Mb +Mc) +M2

b (Ma +Mc)
} p′ · p + i(p′ × p) · σ

N2
aN

2
b

]

χσ
a , (5.9)

V
(d)
jb,ia = − 1

f 2

(
C

(d1)
jb,ia − 2(EiEj − p′ · p)C

(d2)
jb,ia

)
NaNb (χσ′

b )T

×
[

1 − p′ · p + i(p′ × p) · σ
N2

aN
2
b

]

χσ
a , (5.10)

respectively. The two-component Pauli-spinor of a baryon a with spin σ is symbolized
by χσ

a while the pertinent normalization factor is given by Na =
√
Ea +Ma and Ex is

the c.m. energy of particle x. The Mandelstam variable u is defined by u = (pa − qj)
2 =

(pb − qi)
2. The coefficients C

(a)
jb,ia are fixed numbers whereas the C

(b)
jb,ia (C

(d1)
jb,ia, C

(d2)
jb,ia)

summarize LECs of the meson-baryon Lagrangian L(1)

φ̂B
(L(2)

φ̂B
). They can be found in

App. B.1. The s-wave part of the amplitude Vjb,ia(p′,p; σ′, σ) is projected out according
to

V jb,ia
0 (s) =

1

8π

∑

σ

∫

dΩ Vjb,ia(p′,p; σ, σ)

=
1

4

∑

σ

+1∫

−1

dz Vjb,ia(p′,p; σ, σ) , (5.11)

where in the second line we made use of the azimuthal symmetry of Vjb,ia. The remaining
integration runs over the cosine of the c.m. scattering angle,

z = cos θcm =
p′ · p
|p′||p| , (5.12)

and we average over the spins σ of the baryons. Note that spin-flip terms in Vjb,ia do not

contribute to the s-wave component V jb,ia
0 . We arrive at the following s-wave amplitudes

V
(a)
jb,ia;0 =

NaNb

8f 2
C

(a)
jb,ia

(
2
√
s−Ma −Mb

)
, (5.13)

V
(b)
jb,ia;0 = −NaNb

12f 2

8∑

c=1

C
(b)
jb,cC

(b)
ia,c

1√
s+Mc

(
s−

√
s (Ma +Mb) +MaMb

)
, (5.14)
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V
(c)
jb,ia;0 =

NaNb

12f 2

8∑

c=1

C
(b)
ic,bC

(b)
jc,a

×
[√

s+Mc −
(Ma +Mc)(Mb +Mc)

2N2
aN

2
b

(√
s−Mc +Ma +Mb

)

+
(Ma +Mc)(Mb +Mc)

4|p′||p|
{√

s +Mc −Ma −Mb

−
s+M2

c −m2
i −m2

j − 2EaEb

2N2
aN

2
b

(√
s−Mc +Ma +Mb

)}

× ln
s+M2

c −m2
i −m2

j − 2EaEb − 2|p′||p|
s+M2

c −m2
i −m2

j − 2EaEb + 2|p′||p|

]

, (5.15)

V
(d)
jb,ia;0 = −NaNb

f 2

[

C
(d1)
jb,ia − 2

(

EiEj +
|p′|2|p|2
3N2

aN
2
b

)

C
(d2)
jb,ia

]

, (5.16)

which enter the different interaction kernels according to

VWT = V
(a)
0 , VWTB = V

(a)
0 + V

(b)
0 + V

(c)
0 , Vfull = V

(a)
0 + V

(b)
0 + V

(c)
0 + V

(d)
0 . (5.17)

We point out once more that the strict correspondence between the bubble chain
calculated in field theory and the solution of the BSE is lost, once the on-shell approxi-
mation is carried out. As long as the interaction kernel solely involves contact terms or
the s-channel Born diagram, Fig. 5.1 b, the difference amounts to tadpole terms which
are usually numerically small and whose effects may be largely compensated by adjusting
the free parameters of the approach, i.e. the subtraction constants in the loop integrals
and the couplings in the effective Lagrangian. If, however, the interaction kernel includes
non-local t- or u-dependent terms such as the Born diagram in Fig. 5.1 c whose partial
wave expansion does not terminate, one should keep in mind that the analytic struc-
ture of the BSE amplitude will not in general be the same as that of the full amplitude
calculated in field theory.

We exemplify this statement by comparing the one-loop contribution to T0

T
(c),1-loop
0 = −V (c)

0 G0V
(c)
0 , (5.18)

where the u-channel Born diagrams are treated as contact terms, see Fig. 5.2 a, with the
result of the full loop calculation which involves the box graph in Fig. 5.2 b. The analytic
expression of the latter diagram was given in [169] in the context of πN scattering. Here
we specialize to the case of elastic ηΛ scattering which has a contribution where the
same particles, η and Λ, are also running in the loop. For convenience we consider
this contribution as it does not involve the additional complication of possible mass
differences of internal and external particles, but nevertheless exhibits the features which
are crucial for this discussion. The s-wave scattering amplitudes f ηΛ,ηΛ

0 corresponding to
the diagrams in Fig. 5.2 are plotted in Fig. 5.3. The scattering amplitude in the on-shell
approximation is related to T

(c),1-loop
0 via

f on
0 (s) =

1

8π
√
s
T

(c),1-loop
0 (s) . (5.19)
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V
(c)
0 V

(c)
0

(a) (b)

Figure 5.2: Shown are the one-loop contribution to T0 using the interaction kernel V (c)

in the on-shell approximation (a) and the corresponding full one-loop graph (b).
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Figure 5.3: Real (left panel) and imaginary part (right panel) of the contributions to
the invariant amplitude of ηΛ → ηΛ. The solid line corresponds to the result of the
full loop calculation, cf. Fig. 5.2 b, whereas the dashed line represents the amplitude in
the on-shell approximation as defined in Eq. (5.19). The dot-dashed line is obtained
by adding appropriate counter term contributions to the on-shell approximated result,
see Eq. (5.22). The ηΛ threshold is indicated by the dotted vertical line. For better
visualization, the above-threshold region of the imaginary part is shown at a larger scale
in the inset.
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As expected from Cutkosky’s cutting rules [94] the imaginary parts resulting from the
full loop calculation and from the on-shell approximation agree in the physical region,
i.e. above threshold, see the inset in the right panel of Fig. 5.3. However, below threshold
the amplitude f on

0 has an additional cut between the points

s1 =

(

MΛ −
m2

η

MΛ

)2

, s2 = M2
Λ + 2m2

η , (5.20)

which arises from the pole of V
(c)
ηΛ,ηΛ at u = M2

Λ, cf. Eqs. (5.9), (5.15). In the case of πN
scattering this cut is known as the short nucleon cut [170]. Clearly, the subthreshold
cut is a property of the partial wave amplitude generated by the diagrams involving
the u-channel pole term, e.g. the one in Fig. 5.1 c. When included in loops, on the
other hand, the poles of the propagators are smoothed out by the loop integration.
Consequently, the one-loop diagram in Fig. 5.2 b (solid lines in Fig. 5.3) does not exhibit
the singularity of the u-channel Born term and results in a smooth scattering amplitude
below threshold, whereas the amplitude in the on-shell approximation, f on

0 , has a non-
vanishing imaginary part along the cut and develops logarithmic singularities at the end
points s1,2. The fact that these singularities appear at the loop level is an artifact of the
on-shell approximation.

The problem with these deficiencies of the on-shell approximation is that in a cou-
pled channels calculation the subthreshold amplitudes of channels with heavy particles
influence the physical region of channels with lighter particles via loop effects. For in-
stance the logarithmic singularity of f on

0 at s2 = M2
Λ + 2m2

η ≈ 1.36 GeV lies above the
πΣ thresholds and may thus contribute to physical observables such as cross sections
where it must not appear. Moreover, the non-vanishing imaginary part of V

(c)
0 (s) for

s1 < s < s2 destroys unitarity of the S-matrix when it is included in the interaction
kernel of the BSE since exact unitarity is only fulfilled for real interaction kernels. In
order to eliminate the unphysical subthreshold cuts and preserve unitarity we choose to
set V

(c)
0 to a constant real value below a certain invariant energy squared s0 which is lo-

cated between s2 and the pertinent threshold. The constant is matched to the amplitude
at s = s0. We use s0 − s2 = 50 MeV in all channels which appears to be a reasonable
distance from the singularity and we have convinced ourselves that our conclusions do
not depend on the specific choice of s0 as long as it does not come too close to s2. In
the general case of inelastic meson-baryon scattering φiBa → φjBb with an intermediate
baryon Bc in the u-channel Born diagram the end points of the subthreshold cut are
given by

s1,2 =
1

2M2
c

{

(M2
a −m2

j)(M
2
b −m2

i ) +M2
c

(
M2

a +M2
b −M2

c +m2
i +m2

j

)

∓
√
(
(Ma +Mc)2 −m2

j

)(
(Ma −Mc)2 −m2

j

)

×
√
(
(Mb +Mc)2 −m2

i

)(
(Mb −Mc)2 −m2

i

)}

(5.21)

instead of Eq. (5.20).
When looking at Fig. 5.3 one might be surprised that in contrast to the imaginary

parts of the amplitudes, the real parts corresponding to the full loop calculation and
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the on-shell approximation differ significantly. However, the real part of the amplitude
is not uniquely defined—it may be partially absorbed by polynomial counter terms of
subleading chiral orders. After adding a simple linear counter term amplitude

f
(ct)
0 (s) = c1 + c2 s (5.22)

to f on
0 (s) and fitting the free constants c1,2 to the full loop result above threshold, we

observe that also the real part in the on-shell approximation agrees nicely with that
of the full loop calculation for s > s2. Yet in the region of the subthreshold cut both
amplitudes still deviate considerably due to the unphysical singularities arising in the
on-shell approximation.

To summarize, we employ the Bethe-Salpeter equation in the on-shell approximation
to compute unitarized amplitudes for meson-baryon scattering. We use three different
interaction kernels for the BSE which are derived from the chiral effective meson-baryon
Lagrangian of first and second order. The approximations due to the on-shell formalism
are uncritical for the contact terms and the s-channel Born diagram, see Figs. 5.1 a, b, d.
For the u-channel Born graph, however, the on-shell approximation involves unphysical
singularities which we eliminate in a pragmatic way by setting the respective contri-
butions to a constant in the relevant energy range. In particular, these modifications
guarantee exact unitarity of the S-matrix which would be lost otherwise.

5.2.2 Coulomb interaction

The Coulomb interaction has been shown to yield significant contributions to the elas-
tic K−p scattering amplitude up to kaon laboratory momenta of 100–150 MeV/c [171,
172]. In non-relativistic quantum mechanics the Coulomb scattering amplitude for point
charges can be calculated exactly and reads [173]

f coul
K−p,K−p =

1

2|p|2aB sin2(θcm/2)

Γ(1 − i/(|p|aB))

Γ(1 + i/(|p|aB))
exp

{
2i

|p|aB

ln sin
θcm
2

}

, (5.23)

where aB = 84 fm is the Bohr radius of the K−p system, while p and θcm denote the
center-of-mass three-momentum and scattering angle, respectively. We account for the
electromagnetic interaction by adding f coul

K−p,K−p to the s-wave part of the unitarized
strong elastic K−p amplitude

f str
K−p,K−p =

1

8π
√
s
TK−p,K−p

0 (s) . (5.24)

Note that there can also be important contributions from the interference of the strong
and the electromagnetic interactions, e.g. via vertex corrections. However, in this inves-
tigation we are satisfied with a rough estimate of the size of Coulomb corrections and
do not aim at a complete treatment of electromagnetic effects. Since these modifications
of the strong interaction also occur in inelastic processes such as K−p → π±Σ∓, they
should—in principle—also be taken into account there.

The total elastic cross section is obtained by performing the integration of dσ/dΩ =
|f coul +f str|2 over the c.m. scattering angle. Since this expression is divergent for forward
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scattering, a cutoff for the scattering angle must be introduced. In the analysis of the
scattering data [174, 175], forward angles were suppressed by accepting only events with
θcm larger than a minimum angle θmin. In practice the value employed in [174, 175] was
cos θmin = 0.966. We choose the same θmin for a meaningful comparison with data. Some
K−p angular distributions (though of very limited quality) were reported in Ref. [174].
We have checked that our treatment of Coulomb effects reproduces the measured small-
angle differential cross sections in the relevant momentum range. The dependence of our
results on the infrared cutoff provided by θmin will be discussed in Sect. 5.3.6.

The Coulomb potential vanishes at infinity as 1/r and leads to an infrared divergent
scattering amplitude for |p| → 0. In physical reality, however, the kaons are scat-
tered off neutral hydrogen atoms rather than off protons and the range of the Coulomb
interaction—given by the Bohr radius of the hydrogen atom—is therefore finite. Devia-
tions from the pure Coulomb potential will be important, if the de Broglie wavelength
of the kaons is of the order of the atomic radius, corresponding to kaon laboratory mo-
menta of a few keV/c. The lowest experimentally accessible kaon momenta are around
100 MeV/c, four orders of magnitude higher, so the electronic shielding of the Coulomb
potential can be safely neglected.

Deviations from the Coulomb scattering amplitude of point charges are expected
when the wavelength of the incident kaon is comparable to the size of the proton. This
translates into kaon momenta larger than 200 MeV/c. For such momenta K−p scattering
is completely dominated by the strong interaction since the Coulomb amplitude decreases
as 1/|p|2. The corrections induced by finite size effects in the Coulomb amplitude are
negligible in the relevant range of kaon energies. We will therefore work with the formula
given in Eq. (5.23) combined with the small-angle cutoff as mentioned before.

5.3 Results

5.3.1 Preface

In this section, we present our results for K−p scattering and the resulting predictions
for K̄N scattering lengths which can be related to observables in kaonic hydrogen. Addi-
tional subsections are devoted to our results for K̄N scattering amplitudes below thresh-
old which are of interest for the quest of possible kaonic bound states in light nuclei, see
e.g. [157, 158, 160, 161, 163, 164], and to the estimation of Coulomb effects in elastic
K−p scattering.

Low-energy antikaon-nucleon scattering and reactions have been studied experimen-
tally decades ago [174–179]. The available data (admittedly with large errors) are mostly
restricted to K− momenta above 100 MeV/c. Further tight constraints are imposed by
the accurately determined threshold branching ratios into the inelastic channels πΣ and
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π0Λ [180, 181]

γ =
Γ(K−p→ π+Σ−)

Γ(K−p→ π−Σ+)
= 2.36 ± 0.04 ,

Rc =
Γ(K−p→ π+Σ−, π−Σ+)

Γ(K−p→ all inelastic channels)
= 0.664 ± 0.011 ,

Rn =
Γ(K−p→ π0Λ)

Γ(K−p→ neutral states)
= 0.189 ± 0.015 , (5.25)

and by the πΣ invariant mass spectrum in the isospin I = 0 channel [182]. We note that
very recently (and after the publication of [148, 149]) the results of Ref. [182] have been
confirmed by an experiment using the ANKE spectrometer at COSY-Jülich where the
decay of the Λ(1405) into π0Σ0 was measured [183]. We compare our results to the new
data at the end of Sect. 5.3.2.

In our analysis we have restricted ourselves to pure meson-baryon scattering and
have not included the processes K−p → γΛ(1405) [184], γp → K∗Λ(1405) [185] which
is now experimentally under investigation at SPring-8/Osaka [186] and, in the near
future, also at ELSA (Bonn), and K−p→ π0π0Σ0 [187] which is already measured [188].
Reactions including the coupling to an external photon such as K−p → γΛ(1405) and
γp → K∗Λ(1405) require a substantial extension of the chiral unitary approach applied
here as illustrated, e.g., in [65, 189], whereas the three-body final state in K−p→ π0π0Σ0

introduces additional model-dependence. Hence, these processes are beyond the scope
of the present investigation.

The primary goal of this study is to provide a realistic error range for the K−p scat-
tering length derived exclusively from K−p scattering data and to compare the outcome
with the recent kaonic hydrogen measurement at DEAR [150]. In principle, one could
take into account additional constraints, e.g. from the simultaneous consideration of πN
and K+p scattering as done in the extensive study [190]. If all scattering data can be
described consistently within our approach, the inclusion of data in other channels will
further confine our results leading to even smaller error estimates. If, on the other hand,
the additional data are not consistent with the K−p sector, their inclusion may conceal
the impact of the S = −1 data we are interested in. In this investigation we will thus
restrict ourselves to experimental data from the K−p sector.

Since we work with isospin symmetric subtraction constants, our approaches, which
involve ten coupled meson-baryon channels, have six subtraction constants, aπΛ, aπΣ,
aK̄N , aηΛ, aηΣ, aKΞ. In addition, there are the pseudoscalar decay constant f and—
in the full approach only—the higher order couplings b0, bD, bF , d1, d2, d3, d4. All
these parameters are varied in the fits within generous limit whereas the axial-vector
couplings D, F which enter the Born diagrams (Fig. 5.1b and c) are kept fixed at the
values D = 0.80, F = 0.46 extracted from semileptonic hyperon decays [191]. We
have purposely chosen ample ranges for the parameters of our approach in order to be
able to take into account a large variety of qualitatively different fits to K−p scattering
data. Since our concern here is to predict the strong K−p scattering length only from
K−p scattering data, we do not impose additional phenomenological constraints as done,
e.g., in the analysis [192] which includes η photoproduction as a high quality data set.
In addition, the framework chosen in [192] does not exactly coincide with any of the
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approaches considered in the present work. We can therefore not expect the same values
for the coupling constants.

We perform an overall least-squares fit to available low-energy K−p scattering data
for the three different approaches WT, WTB and full. To this end, we first calculate the
individual χ2

i for the ith observable and divide by the number of pertinent data points
ni. The total χ2 per degree of freedom (d.o.f.) is then defined as [104]

χ2

d.o.f.
=

∑

i ni

N(
∑

i ni − p)

∑

i

χ2
i

ni

, (5.26)

where N is the number of observables and p the number of free parameters in the ap-
proach. This definition of the χ2/d.o.f. function generalizes the standard χ2/d.o.f. for
a single observable and has the advantage that all observables are weighted equally
regardless of the number of data points. If one were to use instead the definition
χ2/d.o.f. =

∑

i χ
2
i /(
∑

i ni − p) in which all data points from different observables have
the same weight, then single-valued observables (such as branching ratios) would be
dominated by observables with many data points (such as scattering data). Note that
the definition in Eq. (5.26) reduces to the latter one if all observables have the same
number of data points.

The fitting procedure used to explore the minimum of the χ2 function involves the
combination of a Monte Carlo routine with a conjugate gradient method [193]. Using
a large number a randomized starting points we perform random walks in parameter
space where only those steps are allowed which lead to smaller χ2 values. The conjugate
gradient method, which is considerably slower than the random walk routine, is employed
to find the global minimum of the χ2 function. Here we use a smaller number of initial
points which have already been optimized by the random walk procedure. Our method
allows us to perform a large number of different fits to data distributed in parameter
space so that the model-dependence of the results is reduced and a realistic error range
for the K−p scattering length derived from scattering experiments can be provided.

We obtain a large number of fits which describe the low-energy K−p scattering data
very well with the minimum χ2/d.o.f. values given by 1.28, 0.88 and 0.71 for the dif-
ferent approaches WT, WTB and full, respectively. In general, if χ2 is a function of n
parameters θ = (θ1, . . . , θn) the standard error range of these parameters is given by the
condition [17]

χ2(θ) = χ2
min + ∆χ2 (5.27)

and ∆χ2 is derived from the p-value of the χ2 probability distribution function with
the pertinent number of degrees of freedom. Strictly speaking, this relation only holds
if the method of least squares is applied to one single experiment and the associated
fit function depends linearly on the parameters θ. In the present investigation the
situation is more involved: the free parameters of the approach enter in a highly non-
linear way into the calculation of observables and the χ2-function which is minimized
combines a variety of measurements of different quantities. Nevertheless, we will adopt
the standard definition of a confidence region, Eq. (5.27), since one can expect it to be
a reasonable approximation—at least in the vicinity of the minimum of the χ2-function,
where its shape should nearly be parabolic. Our fit includes a total number of 171
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experimental data points and either 7 (WT, WTB) or 14 parameters (full approach).
The region of one standard deviation (i.e. 68.27% confidence level) is then found by
adding ∆χ2/d.o.f. = 1.05 to the minimal χ2/d.o.f. as defined in Eq. (5.26). Since the
difference in the number of parameters causes only tiny modifications of ∆χ2/d.o.f., the
same value, ∆χ2/d.o.f. = 1.05, holds for all three approaches.

As it turns out, we also obtain fits that although having a relatively low overall
χ2/d.o.f. fail miserably in one or two observables and can thus not be classified as “good
fits”. In addition to the bound on the overall χ2/d.o.f. we thus demand that each indi-
vidual observable be reproduced with a χ2

i /ni value which does not exceed the overall
χ2/d.o.f. by more than a factor of four. Fits which do not meet this additional crite-
rion are grouped instead with fits with the lowest χ2/d.o.f. value which satisfies this
constraint. This specific choice has proved useful in practice. These two goodness-of-fit
criteria, a bound on the overall χ2 and on the individual χ2

i , determine the error regions
specified in the following for all parameters and observables while the presented central
values correspond to the fits with minimal χ2. We also investigate analytic properties of
the fits, in order to sort out solutions with unphysical pole structures. This issue will be
discussed in detail in Sect. 5.4.

Finally, for the best fit of each approach we present in Table 5.1 the numerical values
of the fitted parameters f , bi, di and the subtraction constants in the loop integrals
G. The regularization scale of G is set to µ = 1 GeV. Note that in the fits we have
allowed for broad ranges for the subtraction constants aφB. In fact, in the WT and
WTB approaches the resulting aKΞ are roughly one order of magnitude larger than the
remaining subtraction constants. However, the fits are not very sensitive to variations
in this parameter such that the χ2 value is only slightly increased if aKΞ is reduced to
the same size as the other aφB.

5.3.2 Meson-baryon scattering

The scattering of negatively charged kaons on protons, either elastically or into other
meson-baryon pairs, was studied long ago in bubble chamber experiments [174–179].
Being interested in the near-threshold region, we include in our fit all available data of
total cross sections for the processes K−p→ K−p, K̄0n, π+Σ−, π−Σ+, π0Σ0, π0Λ up to
incident kaon laboratory momenta of 250 MeV/c. The results of the three approaches
WT, WTB, full are compared to the data in Figs. 5.4, 5.5, 5.6, respectively. The shaded
band indicates the 1σ confidence region of the fits whose overall agreement with the
experimental data is very good for all approaches. The steep rise of the elastic cross
section at small kaon momenta is due to the inclusion of the Coulomb interaction in our
calculation. Note that in most channels the curves exhibit a prominent cusp effect at
the K̄0n threshold.

For the accurately determined threshold branching ratios γ, Rc, Rn defined in Eq. (5.25)
we obtain the values presented in Table 5.2. They are in excellent agreement with the
experimental numbers.

Finally, we also include the π−Σ+ event distribution from [182] in the fit. It is ex-
tracted from the decay of the Λ(1405) which is produced in the reaction chain K−p →
π−Σ+(1660), Σ+(1660) → π+Λ(1405), Λ(1405) → π−Σ+. To make use of these data,
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WT WTB full

f [MeV] 120.9 86.0 77.3

b0 [GeV−1] — — −0.01

bD [GeV−1] — — −0.27

bF [GeV−1] — — −0.11

d1 [GeV−1] — — −0.14

d2 [GeV−1] — — −0.05

d3 [GeV−1] — — −0.25

d4 [GeV−1] — — −0.45

aK̄N ×103 −1.8 1.9 1.0

aπΛ ×103 −12.4 2.0 −6.2

aπΣ ×103 −2.9 2.4 1.9

aηΛ ×103 −1.7 −0.9 −2.3

aηΣ ×103 −1.4 −3.7 −1.5

aKΞ ×103 72.9 20.0 −5.2

χ2/d.o.f. 1.28 0.88 0.71

Table 5.1: Numerical values of the fitted couplings and subtraction constants correspond-
ing to the best fits in the three approaches. The empirical value of the average meson
decay constant is f ≃ 100 MeV.

WT WTB full exp. [180, 181]

γ 2.35 +0.07
−0.06 2.36 +0.03

−0.03 2.36 +0.10
−0.09 2.36± 0.04

Rc 0.655 +0.001
−0.018 0.664 +0.022

−0.024 0.663 +0.016
−0.018 0.664± 0.011

Rn 0.191 +0.027
−0.031 0.193 +0.009

−0.017 0.190 +0.026
−0.036 0.189± 0.015

Table 5.2: Threshold branching ratios resulting from the different approaches under
consideration. The central values correspond to the best fit in each approach while the
errors indicate the 1σ confidence region. See Eq. (5.25) for the definitions of γ, Rc and
Rn.
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Figure 5.4: Total cross sections for K−p scattering into various channels calculated in
the WT approach. The best fit is represented by the solid line while the shaded area
indicates the 1σ confidence region. The data are taken from [174] (empty squares), [175]
(empty triangles), [176] (filled circles), [177] (filled squares), [179] (filled triangles), [178]
(stars).
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Figure 5.5: Total cross sections for K−p scattering into various channels calculated in
the WTB approach. The best fit is represented by the solid line while the shaded area
indicates the 1σ confidence region. The data are taken from [174] (empty squares), [175]
(empty triangles), [176] (filled circles), [177] (filled squares), [179] (filled triangles), [178]
(stars).
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Figure 5.6: Total cross sections for K−p scattering into various channels calculated in
the full approach. The best fit is represented by the solid line while the shaded area
indicates the 1σ confidence region. The data are taken from [174] (empty squares), [175]
(empty triangles), [176] (filled circles), [177] (filled squares), [179] (filled triangles), [178]
(stars).
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which are an important constraint for the amplitudes at energies below the K̄N thresh-
olds, we follow Ref. [70] and assume that the Λ(1405) may be modeled by a generic
s-wave source with I = 0 whose coupling to the relevant channels, πΣ and K̄N , is de-
scribed by the real, energy-independent constants r1 and r2, respectively. The coupling
to the remaining channels is neglected. One then constructs the quantity

F = (1 + V0G0)
−1R , (5.28)

where R is a vector in channel space which collects the couplings ri, i.e. the non-
perturbative final-state interactions generated by the chiral unitary approach are at-
tached to the isoscalar source. The π−Σ+ event distribution is computed from F accord-
ing

dNπ−Σ+

dE
= |p′| |Fπ−Σ+ |2 , (5.29)

where p′ is the c.m. three-momentum of the π−Σ+ system. The coupling constants r1,2

are treated as free constants which are fitted to the experimental distribution.
As shown in Fig. 5.7 the chiral unitary approach reproduces the experimental π−Σ+

spectrum from [182] very nicely for all choices of the interaction kernel. In addition we
compare our results with the very recent measurement of the π0Σ0 event distribution
with ANKE at COSY-Jülich [183] which is based on the process pp → pK+Λ(1405),
Λ(1405) → π0Σ0. Theoretically, the event distribution is calculated using the respective
analog of Eq. (5.29). Since both experimental πΣ spectra originate from the decay of the
Λ(1405), we do not refit the values of the couplings r1,2 when plotting the π0Σ0 spectrum,
but only adjust the overall normalization according to the experimental numbers. Our
analysis, which focuses on the K−p threshold region, merely involves experimental data
up to invariant energies of

√
s ≈ 1.47 GeV (corresponding to kaon laboratory momenta of

250 MeV/c in K−p scattering). Therefore the comparison to the ANKE data in Fig. 5.7
is also performed up to this energy. One observes that the agreement with the new
ANKE data is very good even though they are not included in the fit.

5.3.3 Kaon-nucleon scattering lengths

From the unitarized scattering amplitudes we may extract the kaon-nucleon scattering
lengths which are given by the scattering amplitudes at the respective thresholds. In
particular, the expression for the strong K−p scattering length aK−p reads

aK−p =
1

8π
√
s
TK−p→K−p(s)

∣
∣
∣
s=(m

K−+Mp)2
, (5.30)

where only the strong interaction part of the T -matrix is taken into account. The values
corresponding to the best fits in the three approaches are

WT: aK−p = (−0.73 + i 0.91) fm ,

WTB: aK−p = (−1.09 + i 0.84) fm ,

full: aK−p = (−1.05 + i 0.75) fm .

(5.31)

The errors of the real and imaginary parts are, of course, correlated so instead of error
bars we extract the 1σ regions in the complex aK−p plane which are plotted in Fig. 5.8.
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Figure 5.7: Left: π−Σ+ event distribution for the three different approaches compared
to data from [182] (which have been supplemented by statistical errors following [194]).
The best fits are represented by the solid lines while the shaded areas indicate the 1σ
confidence regions. Right: π0Σ0 event distribution as predicted by the chiral unitary
approaches compared to the recent data from [183] which were not included in the fit;
only an overall normalization constant was adjusted to the data.



130 Chapter 5. K̄N scattering

WT WTB

-1.5 -1.2 -0.9 -0.6 -0.3 0.0 0.3
0.4

0.6

0.8

1.0

1.2

Re aK−p [fm]

Im
a

K
−

p
[f

m
]

-1.5 -1.2 -0.9 -0.6 -0.3 0.0 0.3
0.4

0.6

0.8

1.0

1.2

Re aK−p [fm]

Im
a

K
−

p
[f

m
]

full

-1.5 -1.2 -0.9 -0.6 -0.3 0.0 0.3
0.4

0.6

0.8

1.0

1.2

Re aK−p [fm]

Im
a

K
−

p
[f

m
]

Figure 5.8: Real and imaginary parts of the scattering length aK−p for the three ap-
proaches. The circles indicate the results of the best fits, the shaded areas represent the
1σ confidence region.

While the absolute minimum of χ2/d.o.f. is the lowest in the full approach, the χ2

function rises steeper in the WT and WTB approaches, which have fewer parameters,
leading to smaller 1σ confidence regions in the aK−p plane.

We also extract the K̄N s-wave scattering lengths a0, a1 in the isospin limit of
equal up- and down-quark masses. Since we neglect isospin-breaking corrections in
the Lagrangian from which the interaction kernel of the coupled-channels calculation
is derived, taking the isospin limit amounts to replacing the physical masses of the
particles that enter all kinematic quantities and the scalar loop integrals G by a common
mass for each isospin multiplet and we disregard any electromagnetic effect. The exact
choice of the masses in the isospin limit is somewhat arbitrary. To be explicit, for the
pions, kaons, nucleons and Ξ s we use the physical masses of the charged particles while
for the Σ s we employ the mass of the Σ0. For the different approaches we obtain the
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Figure 5.9: Real and imaginary parts of the isospin K̄N scattering lengths a0 and a1

for the three approaches. The circles indicate the results of the best fits, the shaded
areas represent the 1σ confidence regions. Our results are compared to the values found
in [195] (triangle up), [166] (star, the value a0 = (−2.24 + 1.94i) fm is not shown), [70]
(triangle down), [167] (cross with error bars, a0 only), [153] (filled diamond for fit A+

4 ,
empty diamond for fit B+

4 ), [154] (filled square for fit I, empty square for fit II).
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central values

WT: a0 = (−1.45 + i 0.85) fm , a1 = (0.65 + i 0.76) fm ,

WTB: a0 = (−1.72 + i 0.77) fm , a1 = (0.09 + i 0.76) fm ,

full: a0 = (−1.64 + i 0.75) fm , a1 = (−0.06 + i 0.57) fm .

(5.32)

In Fig. 5.9 we show the error ranges and compare the results with values found in similar
chiral unitary approaches [70, 153, 154, 166, 167] and a multichannel dispersion relation
analysis of K̄N scattering data [195]. One observes consistency of all three approaches
(WT, WTB, full) within error bars and agreement with most of the values from previous
investigations. However, our results do not agree with the fit A+

4 in [153] and the similar
fit I in [154]. These fits have additional poles in the complex

√
s plane which cannot

be associated with any known resonance and which we consider as unphysical. We will
come back to this issue in Sect. 5.4, see also the discussion in [155]. Our error ranges also
do not cover the a1 value of [166], where a variant of the WT approach was employed.
The approach utilized in [70] nearly coincides with WTB in the present work, however
only one common subtraction constant for all channels was employed in [70] while in the
present work we have the freedom to vary six (isospin symmetric) subtraction constants.
This explains why the imaginary part of a0 in [70] is larger and outside the 1σ range of
the present calculation.

Due to the very high statistics of the present investigation our results provide a
realistic error range for the isospin scattering lengths a0 and a1 within chiral unitary
approaches. As shown in [196] these quantities are an important input in the theoreti-
cal analysis of the upcoming spectroscopy study of kaonic deuterium [197] and further
anticipated experiments with even more complex light kaonic nuclei with AMADEUS at
DAΦNE [198].

5.3.4 Kaonic hydrogen

In the absence of electromagnetic corrections the ground state strong energy shift ∆E
and width Γ of kaonic hydrogen are related to the K−p scattering length aK−p via the
well-known Deser-Trueman formula [199]

∆E − i

2
Γ = −2α3µ2

c aK−p , (5.33)

where µc is the reduced mass of the K−p system and α ≈ 1/137 is the fine-structure
constant. Recently the electromagnetic corrections to the Deser-Trueman formula were
calculated in a non-relativistic Lagrangian framework and were shown to be substantial
[152]. In order to predict the strong energy shift and width of kaonic hydrogen from
our results for the scattering length aK−p we thus utilize the updated relation derived in
[152]

∆E − i

2
Γ = −2α3µ2

c aK−p [1 − 2αµc(lnα− 1)aK−p] . (5.34)

The obtained predictions for ∆E and Γ, which are solely based on K−p scattering data
and the πΣ invariant mass spectrum, are presented in Fig. 5.10 for the three different
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Figure 5.10: Strong energy shift ∆E and width Γ of kaonic hydrogen for the three
approaches. The shaded areas represent different upper limits of the overall χ2/d.o.f.
The 1σ confidence region is bordered by the dashed line. See text for further details.
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approaches. They are compared to the recent experimental determination of kaonic
hydrogen observables by both the KEK [151] and the DEAR [150] collaborations. The
shaded areas in the plots of Fig. 5.10 represent smoothened areas which correspond to
different upper limits of the overall χ2/d.o.f. (with the additional constraint that each
individual observable is reproduced by the fit with χ2

i /ni of at most four times the upper
limit of χ2/d.o.f., cf. the discussion in Sect. 5.3.1) and are drawn on the basis of several
thousands of fits (e.g. more than 7000 for the full approach). We point out that a
comparable statistical exploration of parameter space in chiral unitary approaches for
K̄N interactions has not been attempted before; it provides for the first time a realistic
estimate of theoretical uncertainties within this framework.

Regardless of the chosen approach the fits with minimal overall χ2 agree nicely with
the result of the KEK experiment while the 1σ confidence region, which is bordered by
the dashed line in the plots of Fig. 5.10, has no overlap with the error ranges given by
the DEAR experiment. As explained in Sect. 5.3.1 the standard definition of the 1σ
confidence region by means of Eq. (5.27) is not strictly applicable in the present investi-
gation, where the fit function is non-linear in the parameters and the fit incorporates a
variety of different observables. Therefore we refrain from showing 2σ and 3σ confidence
regions since application of the standard error estimation seems more questionable in
these cases. Instead we plot regions that correspond to quadratically increasing upper
limits of the overall χ2. Note that fits which are compatible with the error ranges given by
DEAR have an overall χ2/d.o.f. of at least 6.1, 5.5, 3.3 in the WT, WTB, full approach,
respectively, with elastic K−p scattering being the largest source of disagreement.

We point out that a re-measurement of kaonic hydrogen observables is foreseen at
the upcoming SIDDHARTA experiment at DAΦNE [197] which aims at a high-precision
determination of ∆E and Γ at the level of few eV.

5.3.5 Scattering amplitudes

The dynamics of S = −1 meson-baryon interactions below the K̄N threshold, which is
governed by the Λ(1405) resonance in the I = 0 channels, is a topic that is still under
lively discussion, see e.g. [148, 149, 153–156, 200]. In particular, it is of importance for
the theoretical description of deeply bound kaon nuclear states which may be formed
if the attractive antikaon-nucleon interaction is strong enough below the πΣ threshold,
the dominant decay channel of the Λ(1405) [157, 158, 160, 161, 163–165]. Realistic
estimates of the pertinent amplitudes in this energy region are also a valuable guideline
in the analysis of experimental data, e.g. of the reaction pp → ppK+K− which has
recently been investigated with the ANKE detector at COSY-Jülich [162].

In this section we present our results for the s-wave meson-baryon amplitudes f =
T/(8π

√
s) at energies between the πΣ and K̄N thresholds. It appears to be most

instructive to work in the isospin basis and we perform the isospin limit as explained in
the previous section. Furthermore, we restrict ourselves to the lowest-lying channels and
do not plot the amplitudes involving the ηΛ, ηΣ, KΞ channels whose physical region is
far away. In Figs. 5.11, 5.12 and 5.13 we display the I = 0 amplitudes as they come out in
the WT, WTB and full approach, respectively. The curves corresponding to the best fits
(which are represented by the solid lines in Figs. 5.11, 5.12, 5.13) are qualitatively similar
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πΣ amplitudes in the WT approach. The best fit is represented by the solid lines while
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in all approaches. As observed for all other quantities, the error bands increase drastically
by including the Born diagrams (WTB approach) and—in addition—the next-to-leading
order contact terms (full approach) in the interaction kernel of the BSE.

The amplitudes with I = 1 and I = 2, which do not exhibit a distinct resonance
behavior, are shown in App. B.2.

5.3.6 Coulomb effects

For small incident kaon momenta close to the K−p threshold, the elastic K−p scattering
cross section receives sizable contributions from both the strong and the electromagnetic
interaction. In this work, Coulomb interactions are taken into account by utilizing the
quantum mechanical Coulomb scattering amplitude Eq. (5.23) whereas we neglect the
modification of the strong amplitude via electromagnetic effects. Due to the infinite-
range nature of the Coulomb potential, the scattering amplitude is infrared divergent in
the limit of small incident momenta as well as small scattering angles.

As explained in Sect. 5.2.2, the divergence at vanishing relative momenta can be
ignored in the energy regime accessible by the scattering experiments. However, when
performing the integration over the center-of-mass scattering angle in order to calculate
the total elastic cross section, a cutoff in the angle must be introduced. Two of the
experiments that have produced data at the lowest kaon momenta, exclude forward
scattering angles and consider only the range −1 ≤ cos θcm ≤ 0.966 [174, 175]. We
choose to work with the same angle cutoff in order to perform consistent comparisons.
The contributions of the Coulomb and the strong interaction as well as their coherent
sum are displayed for the best fit of the full approach in Fig. 5.14 a. Similar results are
found for the other approaches. While the corrections due to the Coulomb interaction
are negligible for kaon laboratory momenta greater than 150 MeV/c, they start becoming
important around 100 MeV/c. However, in the energy range covered by experiments they
never exceed the size of the experimental error bars.

In Fig. 5.14 b we show the dependence of our results on the small-angle cutoff. The
shaded band indicates the variation between cos θmin = 0.7, for which the Coulomb
amplitude is highly suppressed, and cos θmin = 0.99 where it is sizable. The curves have
been normalized to the solid angle covered by the experiments [174, 175], i.e. to the
angular range −1 ≤ cos θcm ≤ 0.966. For incident kaon momenta larger than 150 MeV/c
where the strong s-wave amplitude dominates, the results depend only weakly on the
small-angle cutoff. Given the large error spread of the experiments [174–176, 178] which
have provided data on elastic K−p scattering at low energies, it is therefore justified
to compare our results directly with all experimental data at the same time although
the experiments differ in their angular acceptance. For instance in [178] depending on
the kaon momenta only angles in the ranges (−0.9 . . . − 0.6) ≤ cos θcm ≤ (0.5 . . . 0.8)
were covered and the results were then scaled up to the full solid angle assuming a flat
angular distribution. The difference between 4π and the solid angle covered with our
cutoff amounts to less than 2 %.
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Figure 5.14: Left: Contributions to the total elastic cross section of K−p scattering due
to the Coulomb interaction (dotted), the strong interaction (dashed) and their coherent
sum (solid). Right: Dependence on the small-angle cutoff excluding small center-of-mass
angles. The lower boundary of the band corresponds to cos θmin = 0.7, the upper one
to cos θmin = 0.99; the solid line represents the value established by the experiments
[174, 175], which we also use in our calculations: cos θmin = 0.966.

5.4 Resonance poles

To cover a substantial region in parameter space we put only very loose constraints on
the numerical values of the low-energy parameters of the chiral effective Lagrangian,
i.e. we solely fix the order of magnitude as motivated by the naturalness assumption of
couplings in the effective field theory. The subtraction constants in the loop integrals G
are permitted to vary in even larger ranges. Starting from randomized initial values of
the parameters the Monte Carlo routine utilized in the present investigation generates a
vast number of fits and for all of them the poles of the T -matrix in the complex W =

√
s

plane are determined. Although we work in the physical basis, where isospin is broken
by the physical masses of the particles in the loop integrals, we can classify the poles as
being mainly of isospin I = 0, 1, 2 by their impact on channels (or channel combinations)
which contain only one isospin component (e.g. ηΛ, ηΣ0). The pole positions of the fits
will serve as an additional constraint to rule out certain fits which must be considered
as unphysical as we will explain in the following.

While resonances are generally associated with poles on unphysical Riemann sheets
of the complex W plane, the solutions should be free of poles on the physical Riemann
sheet as required by the postulate of maximal analyticity. However, within chiral unitary
approaches one usually cannot exclude the existence of such pathological poles as illus-
trated for a simplified model in Sect. 2.3. Since it is not possible to numerically explore
the entire upper half-plane, we must choose a finite region to search for poles on the
physical sheet. To this end, we dismiss all fits which exhibit a pole at a distance of less
than 250 MeV from the real axis in the relevant energy region (1.25 . . . 1.50 GeV). This
selection criterion ensures that even if poles on the physical sheet exist, their influence on
the real axis would be negligible. In particular, it guarantees that the Wigner bound [74],
which is based on causality and sets a lower limit for the derivative of the phase shift with
respect to energy, is not violated, see the discussion in Sect. 2.3. The order of magnitude
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estimate of a bound on the pole position W0 derived from the Wigner inequality leads to
ImW0 & 200 MeV. Here we add a small safety margin and use ImW0 > 250 MeV. Note
that in the same manner the influence of unphysical poles on the first Riemann sheet
has been used as an exclusion criterion for certain fits in [167]. Moreover, the Wigner
condition has been employed in [201] to constrain the numerical values of parameters in
the context of unitarized chiral effective field theory.

Second, we reject fits which have a resonance pole on the relevant unphysical Riemann
sheet that is located less than 2.5 MeV below the real axis and thus corresponds to a
resonance with a width of less than 5 MeV. Such resonances would be one or two orders of
magnitude narrower than what one would expect from the characteristic time-scale of the
strong interactions of about 10−23 s. Lifetimes of this order translate to widths of several
tens to hundreds of MeV, in agreement with typically observed hadronic resonances in
this energy region. At present, there is no experimental indication for an exotically long-
lived state in the energy interval under consideration and we can safely ignore such fits.
The same argument has also been asserted in [167] to exclude certain fits.

The third item concerns the πΣ event distribution [182] which clearly shows a peak
corresponding to the Λ(1405) resonance. We adopt the approach advocated in [70] which
describes the experimental π−Σ+ event distribution as originating from a generic I = 0
source made up of unknown shares of πΣ and K̄N states. As it happens we observe
fits which do not exhibit a true resonance structure around 1.4 GeV, but merely show a
broad bump that is generated by the intricate superposition of the two source states, πΣ
and K̄N . As the πΣ event distribution is not normalized, the normalization constant
in the fit can be tuned in such a way that the χ2 of the pertinent fit is relatively low.
However, these fits do not have an isospin zero pole on the unphysical sheet at a position
which could be associated with the Λ(1405). In fact, if the πΣ event distribution were
simply approximated by the invariant mass distribution of I = 0 πΣ states, see e.g.
[62, 166, 167], one would observe no peak structure at all for these fits. Taking the well-
established four star resonance Λ(1405) for granted, one should identify at least one pole
of the T -matrix in the near vicinity, and fits without a nearby pole must be dropped.

Finally, there is no experimental indication for an S = −1, I = 1 s-wave baryon
resonance below the K̄N threshold, the lowest possible candidates being the Σ(1480) (one
star resonance) and Σ(1560) (two star resonance) which are listed as “bumps” in [17].
While spin and parity of both states have not been determined yet, recent experiments
[202, 203] yield controversial results even on the existence of the Σ(1480).† If, however,
these low lying I = 1 resonances should be confirmed in the future and have the required
quantum numbers, their position is still above the relevant energy region considered
here. Therefore we drop fits which entail a pronounced I = 1 resonance structure below
W = 1.44 GeV caused by an isospin one pole close and immediately connected to the
real axis. More precisely, fits with I = 1 poles located at Im(W ) > −50 MeV, i.e. less
than twice as far from the real axis as typical Λ(1405) poles, are not taken into account.

We observe fits which agree with the DEAR results at a lower overall χ2/d.o.f. than
indicated in Fig. 5.10 (but still outside the 1σ confidence region) if the above mentioned

†One should point out, however, that the ANKE experiment [203], which found evidence for an
excited hyperon at 1480MeV, was not able to determine the isospin of this state, so it might just as
well be an I = 0 state instead of the Σ(1480).
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criteria are omitted, e.g. χ2/d.o.f. = 2.0 can be obtained in the full approach. All of
these fits have an isospin one pole in common which is very close to the K̄N thresholds
and either a few MeV above (i.e. on the physical sheet) or below (i.e. on an unphysical
sheet) the real axis. Solutions of this type have been reported on in [153, 154]. However,
such fits clearly violate one of the criteria discussed above and are not considered here,
see also [155, 156].

In the remainder of this section we will focus on the resonance pole structure of the
Λ(1405), i.e. the I = 0 poles that are located on the unphysical sheet which is directly
connected to the physical real axis between the πΣ and K̄N thresholds. The nature of
the Λ(1405) has recently attracted considerable interest. It has been claimed that instead
of the usual appearance of one resonance pole the Λ(1405) results from a pronounced
two-pole structure with both poles being very close to the physical region [200]. While
only the Weinberg-Tomozawa contact interaction was taken into account in [200], the
inclusion of additional terms in the interaction kernel may significantly change the pole
positions. In [153], e.g., which also includes the next-to-leading order contact interactions
the pole is located at 1321 − i 43.5 MeV, i.e. even below the πΣ threshold(s) and hence
not immediately connected to the physical region, whereas in the WT approach a pole
around a mass of 1390 MeV was found in [200].

For most fits in the 1σ confidence interval we observe two isospin zero poles in the
region ReW = (1250 . . . 1600) MeV, ImW = (−2.5 . . . −250) MeV. In some cases,
however, it happens that there is only one I = 0 pole in this region. We then extend the
pole search beyond the chosen limits until a second I = 0 pole is found. The observed
pole positions are depicted in Fig. 5.15, where “first pole” refers to the pole which is
closer to the real axis at 1.405 GeV, i.e. the position of the Λ(1405) peak. While the
variation of the position of this first pole is remarkably small in all three approaches,
WT, WTB and full, the position of the second I = 0 pole scatters over a wide range in
the complex W plane (in particular in case of the full approach) and consequently does

not have in all fits a significant impact on physical observables. The positions W
(1)
0 , W

(2)
0

of the first and second pole extracted from the best fit of each approach read

WT: W
(1)
0 = (1420 − i 20) MeV , W

(2)
0 = (1440 − i 76) MeV ,

WTB: W
(1)
0 = (1423 − i 15) MeV , W

(2)
0 = (1366 − i 84) MeV ,

full: W
(1)
0 = (1418 − i 31) MeV , W

(2)
0 = (1348 − i 62) MeV .

(5.35)

In Fig. 5.15 they are indicated by small circles.
We also observe very few fits with a third I = 0 pole which appears either at ReW >

1.5 GeV and thus well above the K̄N threshold(s) (recall that the pertinent Riemann
sheet is connected to the real axis below these thresholds) or deep in the complex W
plane (ImW < −150 MeV). In these fits, the third pole is thus not expected to have
much influence on physical observables.

From the discussions above it becomes clear that the analytic continuation to the
complex energy plane and the resulting pole positions depend sensitively on the dynam-
ical input of the chiral SU(3) effective Lagrangian. A rigorous extraction of the pole
positions, in particular the second one, appears therefore very unlikely from the ex-
perimental data considered in the present investigation. Additional experimental input,
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Figure 5.15: Positions of the first (shaded region) and second I = 0 pole (crosshatched
region) in the complex W plane for the three approaches. The circles indicate the pole
positions of the best fits. All poles are located on the unphysical Riemann sheet which
is connected to the real axis between the πΣ and the K̄N thresholds.
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however, may help to further constrain the position of the second pole, see e.g. Ref. [187].
But in any case, as illustrated above and also pointed out in [167], the pole positions
can very well serve as an additional constraint to rule out certain fits.

5.5 Conclusions

In this chapter we have investigated S = −1 meson-baryon scattering at low energies
using three variants of chiral unitary approaches which differ in the choice of the interac-
tion kernel that is iterated using the Bethe-Salpeter equation. In the first approach, the
interaction kernel is derived from the Weinberg-Tomozawa contact interaction at lead-
ing chiral order which is successively supplemented by the Born terms and the contact
interactions of next-to-leading chiral order in the second and third framework, respec-
tively. The usage of three different interaction kernels helps to estimate the inherent
model-dependence of such approaches.

The BSE is treated in the so-called on-shell approximation where the external mo-
menta in the interaction kernel are put on their mass shells. In this framework the
inclusion of the u-channel Born diagram introduces unphysical subthreshold cuts as ex-
plained in some detail in Sect. 5.2.1. In order to produce sensible results these artificial
singularities have to be removed.

For all three approaches a least-squares fit to low-energy data in S = −1 meson-
baryon channels is performed. These are in detail elastic and inelastic K−p scattering
cross sections, the πΣ mass spectrum in the Λ(1405) region and the precisely measured
K−p threshold decay ratios. Fits with the lowest χ2/d.o.f. value are found in the full
approach including the higher order couplings while the minimum χ2/d.o.f. value is
largest in the Weinberg-Tomozawa approach.

Due to an exhaustive sampling of parameter space based on Monte Carlo methods
we can provide for the first time in a chiral unitary study a realistic error range for the
K−p scattering length. This quantity is directly related to the strong interaction shift
∆E and width Γ of the ground state in kaonic hydrogen. In all three approaches we
obtain values for ∆E, Γ which are in agreement with the KEK experiment, but disagree
with DEAR. The present analysis confirms the findings of [152] by pointing at questions
of consistency of the recent DEAR measurement with previous K−p scattering data.
The conservative error ranges for ∆E, Γ deduced from chiral unitary approaches are in
clear disagreement with the DEAR experiment. In this respect, we are looking forward
to the upcoming re-measurement of kaonic hydrogen observables with SIDDHARTA at
DAΦNE [197] which aims at a precision of few eV and will certainly clarify the situation.

We have also presented our results for the meson-baryon scattering amplitudes at
energies below the K̄N threshold which are of relevance for the analysis of hadronic
reactions in the domain of the Λ(1405) and may help to improve our understanding of
deeply bound kaon nuclear states. Moreover, we have estimated the importance of the
Coulomb interaction in elastic K−p scattering which turns out to be substantial only
rather close to threshold.

Finally, we have critically investigated the pole structure of the fits. The first isospin
zero pole corresponding to the Λ(1405) remains relatively fixed in all fits and close to the
physical axis, whereas the second I = 0 pole is quite sensitive to the chosen parameters
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of the approach. In particular, the influence of the second pole on physical observables
is substantially reduced if it is further away from the real axis and can even dissolve
in the non-resonant background. Although the pole positions depend sensitively on the
dynamical input of the chiral SU(3) effective Lagrangian, we have illustrated that the
general pole structure of a fit can serve as an additional criterion to consider the fit as
unphysical.
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Outlook

At the end of each chapter we have summarized our respective findings, hence we are
not going to list all the results here once again. Instead we would like to briefly address
a few possible continuations of the present work.

Our treatment of final-state interactions in η and η′ decays relies on the dominance
of two-body interactions which is usually a good approximation in low-energy hadron
physics. In fact, we have estimated some three-body effects in the decay modes η →
3π, η′ → ηππ and found only moderate contributions. For the decays of the η′ into
three pions, however, three-body contributions to final-state interactions could be more
important due to larger phase space. A rigorous inclusion of three-body interactions
would thus improve our predictions for η′ → 3π, where experimental information is
sparse so far, and at the same time it would make our error estimates for the remaining
hadronic decay modes of η and η′ more reliable. However, we are aware of the fact that
such an improved approach would require a great deal of extra work—if it is feasible at
all. As a guideline one could use the time-honored work of Mandelstam [95].

There are of course a few more decay modes of the η and the η′ which we have
not studied so far in the chiral unitary framework. Interesting examples are given by
the anomalous decay η′ → π+π−π+π−, whose leading contribution is of sixth chiral
order, and by the rare decays of η and η′ into a lepton-antilepton pair which involve
a two-photon intermediate state. Rare decay modes of η and η′, e.g. the CP violating
decays into two pions or into 4π0, could be employed to search for non-conventional
effects beyond the Standard Model once sufficient experimental precision is reached. A
decay mode which appears to be accessible more easily in experiments due to its not so
tiny branching fraction is η, η′ → π0γγ. The occurrence of two photons in these non-
anomalous decays, however, makes the preservation of electromagnetic gauge invariance
a difficult task and hampers a straightforward application of the chiral unitary approach.

In general, our approach suffers from the lack of crossing symmetry which is spoilt
by the resummation of s-channel bubbles via the Bethe-Salpeter equation. As explained
in Sect. 2.3 chiral unitary approaches also do not guarantee maximal analyticity of
the amplitudes as postulated in S-matrix theory. One possibility to overcome these
handicaps—at least in the domain of two-particle scattering such as K−p scattering—
could be the use of Roy equations [204] or extensions thereof. Up to now, however,
Roy equations have only been used to describe ππ and πK scattering although there has
been work towards an application also to pion-nucleon scattering, see [205] and references
therein.

In view of the upcoming experimental investigations of kaonic deuterium at SID-
DHARTA and deeply bound kaon nuclear states by the AMADEUS Collaboration it
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would be evident to extend our studies of K̄N interactions to the K̄NN system. For
the investigation of possible bound states, establishing a non-relativistic effective field
theory could be most beneficial [206].
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Appendix A

Mesonic interactions

A.1 The groups U(3) and SU(3)

The unitary group U(3) consists of all unitary 3 × 3 matrices U , i.e.

U †U = UU † = 1 . (A.1)

The special unitary group SU(3) is the subgroup of U(3) whose members have unit
determinant. Any unitary matrix U may be expressed in terms of a Hermitian matrix
H as U = eiH . Since for any matrix A we have det eA = etr A, H must be traceless if
U ∈ SU(3). Consequently, the nine (eight) generators ta of U(3) (SU(3)) are given by a
set of linearly independent Hermitian (Hermitian and traceless) 3×3 matrices such that

U = exp{iαata} (A.2)

where the index a runs from 0 (1) to 8 and the αa are the real group parameters.
Conventionally, the generators of U(3) and SU(3) are normalized according to

tr
(
tatb
)

=
1

2
δab , (A.3)

and they satisfy the Lie algebra relation

[ta, tb] = ifabctc (A.4)

with real structure constants fabc. The structure constants are totally antisymmetric
and the non-vanishing ones read

f 123 = 1 , f 147 = f 246 = f 257 = f 345 =
1

2

f 156 = f 367 = −1

2
, f 458 = f 678 =

√
3

2
. (A.5)

Furthermore, one defines the anti-commutator

{ta, tb} = dabctc (A.6)
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with totally symmetric real coefficients dabc which are given by

d0ab =

√

2

3
δab , d118 = d228 = d338 = −d888 =

√

1

3
,

d146 = d157 = d256 = d344 = d355 =
1

2
, d247 = d366 = d377 = −1

2
,

d448 = f 558 = f 668 = f 778 = − 1

2
√

3
, (A.7)

and zero otherwise. The product of two generators may thus be written as

tatb =
1

2
(dabc + ifabc) tc . (A.8)

By means of the relation

ta =
1

2
λa , (A.9)

the generators of U(3) and SU(3) are conventionally expressed in terms of the matrices

λ0 =

√

2

3






1 0 0

0 1 0

0 0 1




 , λ1 =






0 1 0

1 0 0

0 0 0




 , λ2 =






0 −i 0

i 0 0

0 0 0




 ,

λ3 =






1 0 0

0 −1 0

0 0 0




 , λ4 =






0 0 1

0 0 0

1 0 0




 , λ5 =






0 0 −i
0 0 0

i 0 0




 ,

λ6 =






0 0 0

0 0 1

0 1 0




 , λ7 =






0 0 0

0 0 −i
0 i 0




 , λ8 =

1√
3






1 0 0

0 1 0

0 0 −2




 .

(A.10)

The λ1, . . . , λ8 are known as the Gell-Mann matrices. In analogy to Eq. (A.3) the
matrices λa obey the following normalization

tr
(
λaλb

)
= 2 δab . (A.11)

A.2 Fourth-order Lagrangian

The fourth-order chiral Lagrangian in the U(3) framework is of the form

L(4) =

57∑

i=0

βi Oi , (A.12)

where the coefficients βi are functions of the chirally invariant combination
√
λϕ̄0 = η0 +√

λθ which involves the singlet field η0 and does not depend on the QCD renormalization
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scale, see Sect. 1.5.1 for details. The βi can be expanded in terms of
√
λϕ̄0 and due to

parity conservation they are either even or odd functions of this variable. The full list
of operators Oi was given in [41, 46]; they read

O0 =
〈
CµCνCµCν

〉
, O1 =

〈
CµCµ

〉〈
CνCν

〉
,

O2 =
〈
CµCν

〉〈
CµCν

〉
, O3 =

〈
CµCµC

νCν

〉
,

O4 = −
〈
CµCµ

〉〈
M
〉
, O5 = −

〈
CµCµM

〉
,

O6 =
〈
M
〉〈
M
〉
, O7 =

〈
N
〉〈
N
〉
,

O8 = 1
2

〈
MM +NN

〉
, O9 = i

〈
CµCνF+

µν

〉
,

O10 = 1
4

〈
F µν

+ F+
µν − F µν

− F−
µν

〉
, O11 = 1

2

〈
F µν

+ F+
µν + F µν

− F−
µν

〉
,

O12 = 1
4

〈
MM −NN

〉
, O13 = −

〈
Cµ
〉〈
CµC

νCν

〉
,

O14 = −
〈
Cµ
〉〈
Cµ

〉〈
CνCν

〉
, O15 = −

〈
Cµ
〉〈
Cν
〉〈
CµCν

〉
,

O16 =
〈
Cµ
〉〈
Cµ

〉〈
Cν
〉〈
Cν

〉
, O17 =

〈
Cµ
〉〈
Cµ

〉〈
M
〉
,

O18 = −
〈
Cµ
〉〈
CµM

〉
, O19 = 1

2

〈
F µν

+

〉〈
F+

µν

〉
+ 1

2

〈
F µν
−
〉〈
F−

µν

〉
,

O20 = 1
4

〈
F µν

+

〉〈
F+

µν

〉
− 1

4

〈
F µν
−
〉〈
F−

µν

〉
, O21 = i

〈
CµCµN

〉
,

O22 = i
〈
CµCµ

〉〈
N
〉
, O23 = i

〈
Cµ
〉〈
CµN

〉
,

O24 = i
〈
Cµ
〉〈
Cµ

〉〈
N
〉
, O25 = i

〈
MN

〉
,

O26 = i
〈
M
〉〈
N
〉
, O27 =

〈
Cµ
〉〈
CνF−

µν

〉
,

O28 = 1
4
ǫµναβ

〈
F+

µνF
+
αβ − F−

µνF
−
αβ

〉
, O29 = iǫµναβ

〈
CµCνF

+
αβ

〉
,

O30 = iǫµναβ
〈
Cµ

〉〈
CνF

−
αβ

〉
, O31 = T µ

〈
CµC

νCν

〉
,

O32 = T µ
〈
Cµ

〉〈
CνCν

〉
, O33 = T µ

〈
CµC

ν
〉〈
Cν

〉
,

O34 = T µ
〈
Cµ

〉〈
Cν
〉〈
Cν

〉
, O35 = T µTµ

〈
CνCν

〉
,

O36 = T µT ν
〈
CµCν

〉
, O37 = T µTµ

〈
Cν
〉〈
Cν

〉
,

O38 = T µT ν
〈
Cµ

〉〈
Cν

〉
, O39 = T µTµT

ν
〈
Cν

〉
,

O40 = T µTµT
νTν , O41 = i∇µTµ

〈
CνCν

〉
,

O42 = i∇µTµ

〈
Cν
〉〈
Cν

〉
, O43 = i∇µTµT

ν
〈
Cν

〉
,

O44 = i∇µTµT
νTν , O45 = ∇µTµ∇νTν ,

O46 = T µ
〈
CµM

〉
, O47 = T µ

〈
Cµ

〉〈
M
〉
,

O48 = iT µ
〈
CµN

〉
, O49 = iT µ

〈
Cµ

〉〈
N
〉
,

O50 = T µTµ

〈
M
〉
, O51 = iT µTµ

〈
N
〉
,

O52 = i∇µTµ

〈
M
〉
, O53 = ∇µTµ

〈
N
〉
,

O54 = T µ
〈
CνF−

µν

〉
, O55 = T µ

〈
Cν
〉〈
F−

µν

〉
,

O56 = −ǫµναβTµ

〈
CνF

−
αβ

〉
, O57 = −ǫµναβTµ

〈
Cν

〉〈
F−

αβ

〉
, (A.13)

where we have made use of the abbreviations

Cµ = U †∇µU , M = U †χ + χ†U , N = U †χ− χ†U ,

Tµ = i∇µθ , F±
µν = Lµν ± U †RµνU . (A.14)
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The covariant derivatives and field strength tensors have been defined in Eqs. (1.99) and
(1.116), respectively, see Sects. 1.5.1 and 1.5.3. Note that there is a Cayley-Hamilton
identity which relates the operators Oi with i = 0, 1, 2, 3, 13, 14, 15, 16 and allows one to
eliminate one of these operators. Conventionally, O0 is removed, but in this work we do
not make use the Cayley-Hamilton identity since it mixes terms of different orders in the
large Nc counting scheme which we utilize to estimate the size of the different couplings.

A.3 O(p6) contact terms in η(′) → π+π−γ∗

There are several terms in the unnatural parity part of the effective Lagrangian of
sixth chiral order which contribute to η(′) → π+π−γ∗ at tree level. The full set of
Lagrangian terms in the SU(3) framework can be found in [55] whereas in the extended
U(3) framework—necessary to describe η′ decays—the terms relevant for η(′) → π+π−γ
have been given in [136]. In this appendix we repeat the construction of the pertinent
Lagrangian terms extending the findings of [136] to the description of off-shell photons.

The building blocks for the construction of the chiral Lagrangian read

Cµ = U †∇µU , M = U †χ+ χ†U , N = U †χ− χ†U ,

F±
µν = Lµν ± U †RµνU , Eµν = U †∇µ∇νU − (∇µ∇νU)†U , (A.15)

where the covariant derivatives and field strength tensors have been defined in Eqs. (1.99)
and (1.116), respectively, see Sects. 1.5.1 and 1.5.3. Note that we do not consider terms
which involve the derivative of the external field θ, ∇µθ, since they are not relevant for
our discussion of the decays η(′) → π+π−γ∗.

The terms of O(p6) which contribute to η(′) → π+π−γ∗ read

L(6) = ǫµναβ
{

W̄7

〈
N(F+

µνCαCβ + CαCβF
+
µν + 2CαF

+
µνCβ)

〉

+ W̄8

(〈
N
〉〈
F+

µνCαCβ

〉
−
〈
MCµ

〉〈
CνF

−
αβ

〉)

+ W̄9

(〈
N(F+

µνCα − CαF
+
µν)
〉
−
〈
M(F−

µνCα + CαF
−
µν)
〉)〈

Cβ

〉

− W̄10

〈
M
〉〈
F−

µνCα

〉〈
Cβ

〉

+ W̄11

〈
F+

µν(Eλ
αCβCλ − CλCβE

λ
α)
〉

+ W̄12

〈
F+

µν(Eλ
αCλCβ − CβCλE

λ
α)
〉

+ W̄13

〈
F+

µν(Eλ
αCλ − CλE

λ
α)
〉〈
Cβ

〉

+ W̄14

〈
F+

µν(Eλ
αCβ − CβE

λ
α)
〉〈
Cλ

〉}

. (A.16)

The coefficients W̄i (i = 7, . . . , 14) are even functions of the variable
√
λϕ̄0 = η0 +

√
λθ

which involves the singlet field η0. For θ ≡ 0 they can be expanded in terms of η0

according to

W̄i

(η0

f

)

= w̄
(0)
i + w̄

(2)
i

η2
0

f 2
+ w̄

(4)
i

η4
0

f 4
+ · · · (A.17)

with expansion coefficients w̄
(j)
i not fixed by chiral symmetry. At tree level we find the
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following contribution to the amplitude of η(′) → π+π−γ∗

A(ct)(η(′) → π+π−γ∗) = −ekµǫνp
+
αp

−
β ǫ

µναβ 1

4π2f 3
β

(ct)

η(′) (A.18)

with

β(ct)
η =

64π2

√
3

{

− 4w̄
(0)
7 m2

π + 8w̄
(0)
8 (m2

K −m2
π)

+ w̄
(0)
11 (m2

η − 2m2
π + 2s+− − k2) − w̄

(0)
12 (2m2

π − s+−)
}

,

β
(ct)
η′ = 32π2

√

2

3

{

8(−w̄(0)
7 + 3w̄

(0)
9 )m2

π + (4w̄
(0)
8 + 6w̄

(0)
10 )(2m2

K +m2
π)

+ 2w̄
(0)
11 (m2

η′ − 2m2
π + 2s+− − k2) + 3w̄

(0)
14 (m2

η′ + s+− − k2)

− 2(w̄
(0)
12 + 3w̄

(0)
13 )(2m2

π − s+−)
}

. (A.19)

By defining the combinations

w̄(m)
η = −2(2w̄

(0)
7 + w̄

(0)
11 + w̄

(0)
12 )m2

π + 8w̄
(0)
8 (m2

K −m2
π) + w̄

(0)
11 m

2
η ,

w̄(s)
η = 2w̄

(0)
11 + w̄

(0)
12 ,

w̄(k)
η = −w̄(0)

11 ,

w̄
(0)
η′ = 2w̄

(0)
11 + 3w̄

(0)
14 ,

w̄
(m)
η′ = −4(2w̄

(0)
7 − 6w̄

(0)
9 + w̄

(0)
11 + w̄

(0)
12 + 3w̄

(0)
13 )m2

π + (4w̄
(0)
8 + 6w̄

(0)
10 )(2m2

K +m2
π) ,

w̄
(s)
η′ = 4w̄

(0)
11 + 2w̄

(0)
12 + 6w̄

(0)
13 + 3w̄

(0)
14 ,

w̄
(k)
η′ = −2w̄

(0)
11 − 3w̄

(0)
14 , (A.20)

which are obviously linearly independent, we arrive at a simple form for the β
(ct)

η(′) :

β(ct)
η =

64π2

√
3

(

w̄(m)
η + w̄(s)

η s+− + w̄(k)
η k2

)

,

β
(ct)
η′ = 32π2

√

2

3

(

w̄
(0)
η′ m

2
η′ + w̄

(m)
η′ + w̄

(s)
η′ s+− + w̄

(k)
η′ k

2
)

. (A.21)

Since the mass of the η′ is counted as of zeroth chiral order, the w̄
(0)
η′ piece in β

(ct)
η′

violates the chiral counting scheme. However, as shown in [136], it can be absorbed

into the O(p4) coupling w
(1)
3 and in Sect. 4.3 we have employed the renormalized value,

β
(ct)
η′ = 32π2

√

2/3(w̄
(m)
η′ + w̄

(s)
η′ s+− + w̄

(k)
η′ k2), without changing the notation.
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Appendix B

Meson-baryon interactions

B.1 Coupling constants

The leading order contact interaction derived from the chiral effective meson-baryon
Lagrangian L(1)

φ̂B
is known as the Weinberg-Tomozawa term. For the ten S = −1 meson

baryon channels the pertinent coefficients, which we denote by C
(a)
jb,ia (cf. Eqs. (5.2),

(5.7)), are given in Table B.1. The next-to-leading order contact terms involve the

coefficients C
(d1)
jb,ia, C

(d2)
jb,ia (see Eq. (5.10)) whose values can be found in Tables B.2, B.3,

respectively.

The axial-vector couplings C
(b)
ia,b enter the direct and crossed Born diagrams, cf.

Eqs. (5.8), (5.9). They are symmetric under the combined transformation a ↔ b and
charge conjugation of the meson i. The non-zero values relevant for the present work
read

C
(b)

K−p,Λ = C
(b)

K̄0n,Λ
= C

(b)

ηΞ−,Ξ− = C
(b)

ηΞ0,Ξ0 = −D − 3F ,

C(b)
ηp,p = C(b)

ηn,n = C
(b)

K+Ξ−,Λ = C
(b)

K0Ξ0,Λ = −D + 3F ,

C
(b)

π0Σ0,Λ = C
(b)

π+Σ−,Λ = C
(b)

π−Σ+,Λ = C
(b)

ηΣ+,Σ+ = C
(b)

ηΣ−,Σ− = C
(b)

ηΣ0,Σ0 = −C(b)
ηΛ,Λ = 2D ,

C
(b)

π+Σ−,Σ0 = −C(b)

π−Σ+,Σ0 = −C(b)

π0Σ−,Σ− = C
(b)

π0Σ+,Σ+ = 2
√

3F ,

C
(b)

K̄0p,Σ+ = C
(b)
K−n,Σ− =

√
2C

(b)

K−p,Σ0 = −
√

2C
(b)

K̄0n,Σ0 = C
(b)

π+Ξ−,Ξ0 =
√

2Cπ0Ξ−,Ξ−

= −
√

2Cπ0Ξ0,Ξ0 =
√

6 (D − F ) ,

C
(b)
π−p,n =

√
2C

(b)
π0p,p = −

√
2C

(b)
π0n,n =

√
2C

(b)
K+Ξ−,Σ0 = −

√
2C

(b)
K0Ξ0,Σ0 = C

(b)

K̄0Σ−,Ξ−

= C
(b)

K−Σ+,Ξ0 =
√

6 (D + F ) . (B.1)
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K−p K̄0n π0Λ π0Σ0 π+Σ− π−Σ+ ηΛ ηΣ0 K+Ξ− K0Ξ0

K−p 4 2
√

3 1 0 2 3
√

3 0 0

K̄0n 4 −
√

3 1 2 0 3 −
√

3 0 0

π0Λ 0 0 0 0 0 0
√

3 −
√

3

π0Σ0 0 4 4 0 0 1 1

π+Σ− 4 0 0 0 2 0

π−Σ+ 4 0 0 0 2

ηΛ 0 0 3 3

ηΣ0 0
√

3 −
√

3

K+Ξ− 4 2

K0Ξ0 4

Table B.1: Coefficients C
(a)
jb,ia = C

(a)
ia,jb of the leading-order contact interaction.

B.2 Isospin amplitudes

In this appendix we plot the amplitudes of meson-baryon scattering in the isospin limit
at energies between the πΣ and K̄N thresholds. The relevant channels with isospin one
are K̄N , πΣ, πΛ. The plots are shown in Figs. B.1, B.2 and B.3 for the approaches WT,
WTB and full, respectively. The meson-baryon pair πΣ is the only one which involves
an I = 2 component. The pertinent amplitudes corresponding to the WT, WTB and
full approach are displayed in Figs. B.4, B.5 and B.6, respectively. The I = 0 amplitudes
have already been shown in Sect. 5.3.5.
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K−p K̄0n π0Λ π0Σ0 π+Σ− π−Σ+ ηΛ ηΣ0 K+Ξ− K0Ξ0

K−p 4(b0+bD)m2
K 2(bD+bF )m2

K

−(bD+3bF )µ2
1

2
√

3

(bD−bF )µ2
1

2
0 (bD−bF )µ2

1

(bD+3bF )µ2
2

6

−(bD−bF )µ2
2

2
√

3
0 0

K̄0n 4(b0+bD)m2
K

(bD+3bF )µ2
1

2
√

3

(bD−bF )µ2
1

2
(bD−bF )µ2

1 0
(bD+3bF )µ2

2

6

(bD−bF )µ2
2

2
√

3
0 0

π0Λ 4(3b0+bD)m2
π

3
0 0 0 0 4bDm2

π

3

−(bD−3bF )µ2
1

2
√

3

(bD−3bF )µ2
1

2
√

3

π0Σ0
4(b0+bD)m2

π 0 0 4bDm2
π

3
0

(bD+bF )µ2
1

2

(bD+bF )µ2
1

2

π+Σ−
4(b0+bD)m2

π 0 4bDm2
π

3
4bF m2

π√
3

(bD+bF )µ2
1 0

π−Σ+
4(b0+bD)m2

π

4bDm2
π

3
−4bF m2

π√
3

0 (bD+bF )µ2
1

ηΛ
4(3b0µ2

3+bDµ2
4)

9
0

(bD−3bF )µ2
2

6

(bD−3bF )µ2
2

6

ηΣ0 4(b0µ2
3+bDm2

π)

3

−(bD+bF )µ2
2

2
√

3

(bD+bF )µ2
2

2
√

3

K+Ξ−
4(b0+bD)m2

K
2(bD−bF )m2

K

K0Ξ0
4(b0+bD)m2

K

T
ab

le
B

.2:
C

o
effi

cien
ts
C

(d
1
)

jb,ia
=
C

(d
1
)

ia
,jb

of
th

e
n

ex
t-to-lead

in
g

ord
er

con
tact

in
teraction

w
h

ere
w

e
h

ave
m

ad
e

u
se

of
th

e
ab

b
rev

iation
s
µ

21
=
m

2K
+
m

2π ,
µ

22
=

5m
2K
−

3m
2π ,
µ

23
=

4m
2K
−
m

2π
an

d
µ

24
=

16m
2K
−

7m
2π .
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M

eson
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s

K−p K̄0n π0Λ π0Σ0 π+Σ− π−Σ+ ηΛ ηΣ0 K+Ξ− K0Ξ0

K−p 2d2+d3+2d4 d1+d2+d3
−
√

3(d1+d2)
2

−d1−d2+2d3

2
−2d2+d3 −d1+d2+d3

d1−3d2+2d3

2
d1−3d2

2
√

3
−4d2+2d3 −2d2+d3

K̄0n 2d2+d3+2d4

√
3(d1+d2)

2
−d1−d2+2d3

2
−d1+d2+d3 −2d2+d3

d1−3d2+2d3

2
−(d1−3d2)

2
√

3
−2d2+d3 −4d2+2d3

π0Λ 2d4 0 0 0 0 d3

√
3(d1−d2)

2
−
√

3(d1−d2)
2

π0Σ0
2(d3+d4) −2d2+d3 −2d2+d3 d3 0 d1−d2+2d3

2
d1−d2+2d3

2

π+Σ−
2d2+d3+2d4 −4d2+2d3 d3

2d1√
3

d1+d2+d3 −2d2+d3

π−Σ+
2d2+d3+2d4 d3

−2d1√
3

−2d2+d3 d1+d2+d3

ηΛ 2(d3+d4) 0 −d1−3d2+2d3

2
−d1−3d2+2d3

2

ηΣ0
2d4

−(d1+3d2)

2
√

3
d1+3d2

2
√

3

K+Ξ−
2d2+d3+2d4 −d1+d2+d3

K0Ξ0
2d2+d3+2d4

T
ab

le
B

.3:
C

o
effi

cien
ts
C

(d
2
)

jb,ia
=
C

(d
2
)
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Figure B.1: Real (left panel) and imaginary part (right panel) of the K̄N , πΣ, πΛ I = 1
scattering amplitudes in the WT approach. The best fit is represented by the solid lines
while the bands comprise all fits in the 1σ region. The πΣ and K̄N thresholds are
indicated by the dotted vertical lines.
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Figure B.2: Real (left panel) and imaginary part (right panel) of the K̄N , πΣ, πΛ I = 1
scattering amplitudes in the WTB approach. The best fit is represented by the solid
lines while the bands comprise all fits in the 1σ region. The πΣ and K̄N thresholds are
indicated by the dotted vertical lines.
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scattering amplitudes in the full approach. The best fit is represented by the solid lines
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