Measuring cosmological weak lensing
using the Advanced Camera for Surveys
on board the Hubble Space Telescope

DI1SSERTATION

zur
Erlangung des Doktorgrades (Dr. rer. nat)
der
Mathematisch—Naturwissenschaftlichen Fakiult
der
Rheinischen Friedrich—Wilhelms—UniveiiBonn

vorgelegt von

Tm RicHARD WALTER SCHRABBACK—KRAHE
GEB. SCHRABBACK
aus
Bad Ems

Bonn, 2007



Angefertigt mit Genehmigung der Mathematisch—Naturwissbaftlichen Fakudtt der Rheinis-
chen Friedrich—Wilhelms—Univergit Bonn

1. Referent: Prof. Dr. Peter Schneider (UniveéxsBonn)

2. Referent: Prof. Dr. Yannick Mellier (Institut d’Astropsigiue de Paris)

Tag der Promotion: 15. Februar 2008

Diese Dissertation ist auf dem Hochschulschriftensereetd.B Bonn
httpy//hss.ulb.uni-bonn.ddiss online elektronisch publiziert.

Erscheinungsjahr: 2008



Contents

Summary 1
1 Introduction 5
2 Cosmology and structure formation 9
2.1 Cosmoloq\y .....................................
2.1.1 Homogeneous and isotropic world models. . ... ....cuu.. O

2.1.2 Redshiftand diStances . . . . . . . . 12

2.1.3  The Cosmic Microwave Background . . . . . . . . .. ... ..... 14

2.2 Structure formation . . . . . ..o 14
221  Linearstructure growth . . . . . . . oo 16

2.2.2 Statistical properties of the densityfield . . . ... .......... 18

2.2.3  The initial power spectrum . . . . . ... ... 20

224 Transferfunction . . . .. . . ... 20

2.25 Power spectrum normalisation . . . . .. ... 22

2.2.6  Non-linear evolution and simulations 23

2.3 Measurement of cosmological parameters . . . . ... ... ... 26
2.3.1 HUbbIE CONSEANE . .« o v o e e

2.3.2 Density parameters . . . . . . . . . . .. e 26

2.3.3  Power spectrum estimation . . . . . . .. ... 29

2.3.4 Dark energy equation of state parameter . . . . . .. .. ... ... 30

3 Gravitational lensing 33
3.1 Basics of lensing in the thin lens approximaltion R X
3.1.1 Thelens equatibn ............................. 3

3.1.2  From the deflection angle to the deflection potential .... . . .. ... 35

3.1.3 Image distortion and magnification 36

3.2 Principles of weak gravitational lensing . ... ... ... ... ... .. 38
3.2.1 Ellipticities as a measure of shear P {0

3.2.2  MasSreCONSHIUCHION . . o v v v oo e e e L A2

3.3 Cosmological weak Iensi\ng ............................. 44
3.3.1 Gravitational lensing by the 3-D matter distribution . . . . . . . . . . 46

3.3.2 Cosmic shear measures and theoretical prediktions . ke

26



il Contents
3.3.2.1 The shear dispers\ion ....................... 49
3.3.2.2 The aperture mass dispersion . . . . ... ... ... .... 1. 5
3.3.2.3 The shear correlation functions . . . . . . . ... ... ... 51
3.3.2.4 Interrelations of the shear measures . . . . . ....... 52
3.3.2.5 Advantages of the shear correlation functions . ... .. 52
3.3.3 E-modesand B-modes . . . . . .o 53
3.4 Practical concerns for measuring shear . . .. ... 55
3.4.1 Measurementfliculties . . . ... .. .. ... ... . ... .. ..., 55
342 TheKSBmethod . . . .. ..o 56
3.4.2.1 General description . . . ... ... ... ... .. 56
3.4.2.2  Special features of the KSB’anementatio\n ......... 58
3.4.3 Practical shear estimators . . . . . . . . oo i 59
4 Testing and improving KSB+ with the STEP simulations 61
\4.1 Introduction . . . . . . . . 61
4.2 STEP1: Simple simulations of ground-based data . . . . . ... ...... 62
4.2.1 Skymakersimulations . . . . . ... .. ... e 63
4.2.2 Shear estimation . . . . . . ..o 4 6
423 ANAIYSIS . oo 66
4.2.3.1  ODJECLEtECtiON . . o v v o ot 66
4.2.3.2 Calibration bias and PSF contamination . . . . ... . .. 66
4.2.3.3 Selectionbias . . . . oo 69
4234 WeIGhtDIas . . . o oo 71
4.2.4 Dependence on galaxy properties and scale fXctar. . . . . . .. .. 71
42,5 Improvingthecuts . . ... .. ... . ... .. ... ... 57
4.2.6 Understanding thefterent KSBr results seenin STEP1 . . . . . . . .. 75
4.2.6.1 Performance of theffiirent pipelines ... .......... 75
4.2.6.2 A common trend butfierences in details . . . . .. ... .. 77
4.2.7 Impact of thePI—COMECHON . .« « v o e e e 78
4.2.7.1 TeNnsorcorrection . . . . . . ... 78
4.2.7.2 POfIting . . o e 78
4.2.8 Conclusions from STEPL . .+« v v v v oo 9 7
4.3 STEP2: High precision simulations . . . . . . . ... . ... . . ...... 82
4.3.1 Shapeletsimulations . . . .. ... ... .. . ... . ... . ... 82
4.3.2  Shear measurement . . . . . . o o oo 4. 8
433 ANAYSIS . o e 84
4.3.3.1 Objectdetection . . . . . . . .o 86
4332 PSFmodeling . ... ... .. ... ... ... .. ... ... 86
4.3.3.3 Shear calibration bias and PSF anisotropy contiom . . . 86
4.3.3.4 Performance of the other Kstbipelineé ........... 89
4.3.4 PixelisaionBectS . . . . . . .o 89
4.3.5 Galaxymorphology . ... ... . . . .. ... .. e 89
4.3.6 Magnitude and sizedependence . . . ... ... ... .. ...... 90




Contents

4.3.7 Impact of noise correlations . . . . . ..o
4.3.8 PIFItNG . . o o o
4.3.9 Conclusions from STEP2 . . . . o o v oo i
4.4 STEP3: Simulated space-basedimages . . . . . . .. ... oL
4.4.1 Simulations . . . . . . . .. e e e
4.4.2 Shear estimation . . . . . . ...
443 ANAYSIS . o i
4.4.4 Subtraction of the intrinsic eIIiDticfty ...................
4.4.5 Dependence on galaxy propehies ..................
4.4.6  Conclusions from STEP3 . . .« v v v v oo
\4.5 Conclusions . . . . . . e

\5 Instrument and data reductioH

5.1 The Advanced Camera for Surveys on-board the Hubble Sedescope . . . .

5.1.1 The Hubble Space Telescope . . . . .. ... ... ... ..... .
5.1.2 The Advanced CameraforSurveys . .. ... ... ... .....
5.1.3 Instrument design of the ACS Wide Field Channel e
5.1.4 Geometric distortion ofthe WFC . . . . . . . .. . . ...
5.1.5 Parallel 0bServations . . . . . . . ..t
5.1.6 Cosmic rays, hot pixels, and other image defects . . . . ... ...
5.1.7 Charge-transfefffeciency . . . . ... .. ... . ... ... ...,
5.1.8  Tracking precision and velocity aberration . . . . . ... .o .. ..
5.1.9 ACSstatus . . . . . . . . e
5.2 Mark-l reduction . . . . . . . v i
5.2.1 On-the-fly re-processing by the archive
5.2.2 Association identification . . . . ... ... .. . .. 0.
5.2.3 Drizzling and distortion correction . . . . . . . ..o
5231 DHZzZNG . . . o o oo
5.2.3.2  Mativation for drizzling ACBNVFCimages . . . . . ... ..
5.2.3.3 PyDrizzle . ... .. ...
5.2.4 Cosmic ray rejection and co-addition with MultiDrigzl. . . . . . . . .
5.25 Shiftrefinement. . . . . . . ...
5.2.6 Parameters for the data reduction e e e e e e
5.3 Mark-l reduction and the HAGGLeS pipeline . . . . ... ... .. ... ..
5.3.1 HAGGLeS pipeline OVEIVIEW . o o o oo
5.3.2 Improved background subtraction . . ... ... ... ... . ...
5.3.3  Web inspection 00l . © o o e
5.3.4 Hficient masking of FLTframes . . . . . . . o oot
5.3.5 Improvedbadpixelmasks . ... ... ... ... ... .......
5.3.5.1 Maskcreation . .. ... ... ... ...
5.3.5.2 Column maskingwithccdmask . . . ... .. .......
5.3.6 Computation of an accurate noise model . . . ... ...
5.3.7 Robustshiftrefinement . . . . . . . . ...




Contents

iV
5.3.8  MultiDrizzle parameters and output RMS in‘Jage 140
6 Analysis of the GEMS and early ACS parallel data 141
6.1 Data . . . . . . . . e e e 142
6.1.1 TheACSparalleldata . . . .. .. v 214
6.1.1.1 Datareduction . . . . . .o 142
6.1.1.2  FieldSelection . . . . . ..o 143
6.1.2 The GEMSGOODS At . . . « o o oo e 144
6.1.3 Cataloguecreation . . ... ... . ... ... ....451
6.2 PSF analysis and COMection . . . . .« v v v oo e 147
6.2.1  Starselection . . . . .o 471
6.2.2 PSF anisotropy variation . . . . . . ... ... e 148
6.23 PSFwidthvariation . . . . ... ... 149
6.2.4 PSFCOmection SCheme . . . . . o oo v i 15Q
6.2.4.1 Description of the algorithm . . . . . . ... ... ... .. 150
6.24.2 Testwithstarfields . .. .................... 154
6.2.4.3 Discussion ofthe algorithm . . . . . .. ... ........ 561
6.2.4.4 Advantages of our PSF correction scheme . . . . .. .. 156
6.2.4.5 Comparison to independent correction schemes .157
6.3 Galaxy catalogue and redshift distribution . . . . ... ..............158
6.3.1 Galaxy SElECON . . o\ o 581
6.3.2 Comparison of shear catalogues . . . . .. ... ... ....... 159
6.3.3  Redshiftdistribution . . . ... ................... . 160
6.4 Cosmic shear estimates and tests for systematics . . . ........ . .. ... .166
6.4.1 Average galaxyellipticity . . . .. .. .. ... .. ... .. ... 166
6.4.1.1 Could it be residual PSF contamination? . . . . ... . . 167
6.4.1.2 Impact of CTE degradation . . . . ... ... ......... 168
6.4.1.3 Impact of dithering . . . . . ... ... .. ... ... .... 170
6.4.2 EMOrestimates . . . . . oo 721
6.42.1 Paralleldata . . . .. ... 172
6.4.22 GEMSandGOODS . . . . o oo 172
6.4.3  Star-galaxy Cross-correlation . . . . . . . ..o 173
6.4.4 E/B-mode decomposition . . . ... ... Lo 175
6.4.4.1 £5/BdeCOMPOSItION . « .« o v v 175
6.4.42 (MZ)/(M2)decomposition . . . . .. ............. 176
6.4.5 Shear correlation functions . . . . . . . oo 176
6.45.1 GEMSandGOODSdAta . . . . . v oo v oo 177
6.452 Paralleldata . . ... . ... ... ... 177
6.5 Cosmological parameter estimation from the GEMS and Geoda . . . . . . 178
6.6 CONCIUSIONS .« « v o v oo e e 811




Contents

7 Preliminary analysis of the ACS COSMOS Surve&/
7.1 Dataanddatareduction . . . . . . . . . . . . . . ... e
7.2 Catalogue CrEAtION . .« v o ot e e e e
7.2.1  Automated masking in co-added |méges ...............
7.2.2 Object detection and shape measurement e e
7.2.3 Astrometric registration of neighbouring tiles . . . . . .. ... ...
7.2.4 PSF correction and galaxy selection . . . . . . ... ... . ....
7.25 CTECOMECHON . . . o o o o e oo e e e,
7.3 Redshift distribution . . . . . . . ..o
7.4 Darkmattermapping . . . . . . . . . . e e e e
7.5 Shear statistics and tests for systematics . . . . . . ... e e
7.6 _Cosmological parameter estimation . . . . . .. . . ... ... ... ...
7.7 Principal component analysis of the ACS PSF .
7.7.1 General descriptibn ............................
7.7.2 Applicationtothe PSFmodels . . . . ... ... ... ........
7.8 CONCIUSIONS . .« « o e e e

8 Other ACS projects
8.1 Measuring the mass distribution of the merging galaxgtelr 1E0657-56 with
strongandweaklensing. . . . . . . ...
8.2 Comparing X-ray and gravitational lensing mass estisnafethe most X-ray
luminous galaxy cluster RXJ1347.5-1145 . . . .. e
8.3 HAGGLeS: The HST Archive Galaxy-scale GrawtatlonamS(Surve&/ .....
8.3.1 The HAGGLeS strong lens searchfields . . . . .. ... ... ...
8.3.2 The HAGGLeS weak lensing fieldS . . ..
\8.4 STAGES: the A9QA902 super-clusterfield . . . . . .. .. ... ......

\9 Conclusions and outlook
\9.1 ConclUuSIONS . . . . . . .

9.2 Outlook . . . . . . s

A The KSB+ formalism
A.1 Influence of PSF anisotropy . . . . . . . . . . . .. e
A.2 Influence of PSF smearl\ng .............................

Bibliography

\Acknowledgemenﬂs

215



Vi

Contents




Summary

During the last eight years cosmological weak lensing, thgitational lensing #ect caused by
the inhomogeneous large-scale matter distribution, deeel into a powerful probe of cosmol-
ogy. By studying the distortions which are imprinted ontodbserved shapes of distant galaxies,
the power spectrum of matter fluctuations can be constrdieedf assumptions on the relation
between luminous and dark matter. However, due to the waalofehe &ect it is challenging

to measure and can only be detected statistically from aengloie of coherently lensed back-
ground galaxies. In addition, a careful correction for eysttic €fects is indispensable, first of
all for the image point-spread-function (PSF).

In this PhD thesis | present a detailed cosmological weagimgnanalysis using deep ob-
servations from the Advanced Camera for Surveys (ACS) on ibarHiubble Space Telescope
(HST). Including data from the ACS Parallel Cosmic Shear Syt HSTGEMS Survey, and
the HSTCOSMOS Survey, this data set constitutes the largest sus@&y t0 measure cosmo-
logical weak lensing from space today. Space-based weainpistudies are notffected by
Earth’s atmosphere, whose blurrinfiext (“seeing”) strongly limits the number density of suf-
ficiently resolved galaxies in ground-based surveys. Thadrinumber density obtained from
space helps to locally beat down the shape noise inducecthgttinsic ellipticities of the source
galaxies. This is particularly important in order to coastrthe small-scale power spectrum and
reconstruct the projected matter distribution.

Before being able to use the ACS data for weak lensing studiessi necessary to develop
several technical tools and carefully test our weak lengipgline: Firstly, we developed an
image reduction pipeline for ACS data, which fulfils the dtrequirements weak lensing places
on the data quality, e.g. regarding careful image registrand bad pixel masking. This pipeline
has also been used in several independent studies. Sectradtjetection of strong temporal
variations of the ACS PSF, which are interpreted as focusgdgmdue to thermal breathing of
the telescope, led to the development of a new PSF correstttieme. Classically, PSF variations
across the field-of-view are modelled by interpolating niead stellar shape parameters using
polynomial functions. However, due to the small field-odéwiof ACS (33 x 3/3), high galactic
latitude fields contain only of order 10 stars, which are @ for a direct interpolation. In our
correction scheme we fit the stars present in a galaxy field R&F models derived from dense
stellar fields. We determine the correction on the basisngfisiexposures in order to obtain an
optimal time-dependence of the solution and exclude naifies ellipticity measurement caused
by resampling. Using a principal component analysis wefywéniat most of the PSF variation
indeed occurs in a one-dimensional parameter space, warcherelated to the focus position.
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We estimate that our PSF correction scheme reduces thematstecontribution to the shear
correlation functions due to PSF distortionst@ x 10°° for galaxy fields containing at least 10
stars. This corresponds £05% of the cosmological signal expected on scales of a sinGis A
field. Thirdly, we carefully tested our weak lensing pipelinsing simulated images from the
Shear TEsting Programl%@TEP), which have been analysed by several independamg o
blind tests. After eliminating biases identified in the firstind of simulations (Heymans et al.
2006b), our pipeline performed among the most accurate adstlith an average (relative)
shear recovery accuracy ©f2% on the second simulation set (Massey et al. 2007a). Agiliye o
method we achieve the same average accuracy for the thiod SGEP simulations (Rhodes et
al.in prep.), which features space-based weak lensing gattally with ACS-like properties.
In this test our pipeline also yields a good correction aswation of galaxy size and magnitude
(~ £5% variation), which is important if one aims at measuring shear signal as a function of
source redshift. Concluding from STEP, the systematic @aoyuof our pipeline should be well
within the statistical noise of the ACS weak lensing data.

The analysis of the ACS data was done in two steps: We first pressults from a pilot
study published in Schrabback et al. (2007), in which we ttestcapabilities of ACS for cos-
mological weak lensing measurements with early parallséolations and the combined GEMS
and GOODS ACS mosaic of théhandraDeep Field South (CDFS). We perform a number
of diagnostic tests indicating that the remaining levelystematics is consistent with zero for
the GEMS and GOODS data confirming the success of our PSFctomescheme. For the
parallel data we detect a low level of remaining systematibich we interpret to be caused
by a lack of stficient dithering of the data. Combining our shear estimatdhefGEMS and
GOODS observations using 96 galaxies arctinith the photometric redshift catalogue of the
GOODS-MUSIC sample, we determinéogal single field estimat®r the mass power spectrum
normalisationos = 0.59313 (stat)+ 0.07 (sys) (68% confidence assuming Gaussian sampling
variance) at a fixed matter densi®, = 0.24 for aACDM cosmology, where we marginalise
over the uncertainty of the Hubble constant and the reddtsftibution. This estimate agrees
only marginally with the WMAP-3 result afs = 0.76173522 (Spergel et al. 2007) and is signifi-
cantly below values found by recent ground-based survegsBenjamin et al. 2007). From this
discrepancy we conclude that the CDFS is subject to stronglgagvariance with a significant
under-density of compact foreground structures. This isistent with a recent study by Phleps
et al. (2007), who find a strong deficiency of red galaxies isfileld.

As a second step we present a preliminary cosmological wesirlg analysis of the
HST/COSMOS Survey. With B4 ded its sky area is approximately seven times larger than
GEMS. The significantly increased statistical accuracgaéed previously undetectable residual
systematic errors indicated by a significant B-mode signalfaBwe have not been able to un-
ambiguously identify its origin, but note that similar indtions for remaining systematics have
been found in an independent analysis of the same data byeMassl. (2007c). Using only
B-mode-free scales>(1’ in the shear two-point correlation function), we fiod = 0.71 + 0.09
(68% confidence) from COSMOS for fixé&dl, = 0.24, where the error includes the uncertainties
in the redshift distribution, the Hubble constant, and thess calibration, as well as a Gaussian

http://www.physics.ubc.ca/ heymans/step.html
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estimate for sampling variance. This result is in excellmeement with the WMAP-3 con-
straints, but is significantly below the estimates found bgskky et al. (2007c). Due to the
presence of remaining systematics our COSMOS analysidlipr&tiiminary, leaving room for
further development in the time after the PhD project.

In addition to the cosmological weak lensing analysis wes@né a projected mass map for
the COSMOS field, as well as first results from a weak lensindyaisaof the HSTSTAGES
Survey targeting the galaxy super-cluster Abell 80Q2. Furthermore, | briefly summarise ACS
studies of galaxy clusters led by some of my collaboratofsicivmake use of the developed
data reduction and weak lensing pipeline.






Chapter 1

Introduction

Cosmology is currently experiencing a dramatic transitidlthough being based on solid the-
ory, many observational constraints used to be weak umgklaurveys and new probes were
launched in the late 1990s. The dawn of precision cosmolagypcobably be pinpointed to the
year 2003, when the first-year results of iMdkinson Microwave Anisotropy Pro®/MAP)
were published measuring the anisotropies of the Cosmicavi@ve Background (CMB) with
unprecedented accuracy (Bennett et al. 2003). These mesieof the early Universe are
particularly powerful when combined with constraints frohe local (present day) Universe,
lifting degeneracies betweenfidirent cosmological parameters. Tight constraints weredou
combination with the degree Field Galaxy Redshift Surf@dFGRS) or th&loan Digital Sky
Survey(SDSS), which investigate the large-scale distributiogaléxies in the relatively nearby
Universe (Spergel et al. 2003; Tegmark et al. 2004b). Thenmcpublished three-years results
of WMAP (WMAP-3) tighten the parameter constraints furthepé®el et al. 2007) leading to
the current standard model of cosmology, where the spa@hgtry of the Universe is close to
Euclidean (flat) with a total energy content consisting of détmal matter (baryons) and 20%
non-baryonic dark matter. The remaining 76% consist of d besubstance named dark energy,
which is responsible for the observed accelerated expaws$ithe Universe.

Although this relative distribution can be measured witlbdj@ccuracy, we are still lack-
ing physical understanding for the Universe’s dominantstiturents: Not interacting electro-
magnetically, dark matter can only be detected via its ¢gatienal influence on nearby luminous
matter or its distortion of the surrounding space-time moetrhe latter is measurable through
the dfect of gravitational lensing, which describes the deflectiad distortion of light bundles
emitted from distant objects in the gravitational potdrafdforeground structures. Therefore, it
provides a way to constrain the projected foreground masg ugell understood physics with-
out any assumptions on the relation between luminous arldrdatter. Gravitational lensing
has already provided substantial contributions to our tstdeding of dark matter, showing for
example that dark matter is well-traced by luminous mattetange scales (see e.g. Massey
et al. 2007c). Another important finding was the observatibdark matter separated from the
major baryonic mass component in the special environmethieafnerging “Bullet” galaxy clus-
ter (Clowe et al. 2006; Bradaet al. 2006), which was announced as the first “direct” proof
for the existence of dark matter also yielding constraimtdhee cross-section for dark matter
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6 Chapter 1. Introduction

self-interaction (Randall et al. 2007) fikmed by these and further findings nowadays most cos-
mologists and physicists have a rather clear expectatidamf matter consisting of one or more
types of elementary particles, which might be detectedctliren upcoming particle physics
experiments.

On the other hand fundamental physics is currently unablgrdgide any convincing ex-
planation for dark energy: In order to allow for stationalgsmological models, it was first
introduced by Einstein as the special case abamological constanh the field equations of
General Relativity. Yet, it was dropped after Hubble discedehe expansion of the Universe in
1929. 70 years later measurements of the expansion historg supernovae of type la as stan-
dard candles provided first convincing evidence that thigmesion is in fact accelerating (Riess
et al. 1998; Perlmutter et al. 1999), bringing the cosmalalgtonstant back into the discussion.
However, the only natural explanation coming from quantunysics, which interprets dark en-
ergy as ground-state energy of the vacuum, yields an e&tifoaits energy density which is
too large by a factor of 10, indicating that our theories of fundamental physics aravity
are either incorrect or incomplete. Due to this extremely diensity, dark energy properties can
never be observed in particle physics experiments, but loylgtudying the expansion history
and structure growth in the Universe. It is this potential fiew physics which has strongly
boosted the interest in observational cosmology, and lib®Iléhe planning and conduction of
new and ambitious surveys over the nexfl2 years. One of the key questions is whether the
equation-of-state parameter the ratio of pressure and density of dark energy is trly as
would be the case for a cosmological constant, or if fieds from this value, with a possible
time dependence. Using WMAP-3 in combination with SDSS dathrasults from the Super-
nova Legacy Survey (SNLS), Spergel et al. (2007) are abl&ateghe currently best constraints
on the equation-of-state parameter —1.08+ 0.12, assuming it to be constant.

The Dark Energy Task Force (DETF, Albrecht et al. 2006) aed@8A-ESO Working Group
on Fundamental Cosmology (Peacock et al. 2006) comp#szeht techniques concerning their
prospects to constrain and study the evolution of dark gremgving at consistent conclusions:
It will be necessary to combine the precise measurementseoCMB soon provided by the
PLANCK satellite with probes of the expansion history andaire growth at lower redshifts.
The DETF identifies the four major probes: baryonic acoussicillations, galaxy cluster sur-
veys, supernova surveys, and weak gravitational lensingegs as being most promising for
this task, with the distinction that weak lensing survey patentially be able to yield the tight-
est constraints, if systematic errors prove to be well ehaagtrollable.

In the weak lensing regime gravitational shear distortemessmall and can only be measured
statistically from a large ensemble of background sourdaxgss. This is relevant in the outer
regions of galaxy clusters and, in particular, for grauitaél lensing of the large-scale-structure
itself, which is also termed “cosmic shear” or “cosmologiwaak lensing”. Measuring the latter
provides a powerful tool to constrain the power spectrunheftotal matter density field. If the
source population can accurately be split into redshifs bine change of the shear signal with
redshift additionally yields constraints on the power $peu evolution which depends on the
evolution of dark energy properties. Due to the weaknes®simological shear it is, however,
challenging to measure, with the first detections only reggbseven years ago (Bacon et al. 2000;
Kaiser et al. 2000; Van Waerbeke et al. 2000; Wittman et &020Since then cosmic shear has



developed into a flourishing field of cosmology, where graysarveys and better corrections for
systematic ffects do not only yield constraints on the matter confgpnand the normalisation of
the power spectrurmrg (Maoli et al. 2001; Van Waerbeke et al. 2001, 2002, 2005; KHualet al.
2002a; Refreqier et al. 2002; Bacon et al. 2003; Brown et al. 208%is et al. 2003; Hamana
et al. 2003; Heymans et al. 2004, 2005; Rhodes et al. 2004;eMadsal. 2005; Hetterscheidt
et al. 2007; Massey et al. 2007c; Schrabback et al. 2007; Bemjat al. 2007) but recently
also on the dark energy equation of state paramet@arvis et al. 2006; Hoekstra et al. 2006;
Semboloni et al. 2006; Kitching et al. 2007).

Given that the typical cosmic shear signal-to-noise raéo packground galaxy is only of
order /30, a proper correction for systematideets is indispensable, first of all for the image
point-spread-function (PSF). The PSF dilutes the shea@atlgy isotropic blurring and creates
spurious signal due to anisotropy, which can easily exceed¢dsmological signal. This is par-
ticularly important in view of the next generation of cosrmsteear surveys, which will provide
the statistical power to measure cosmological shear witbep and sub-percent level accuracy
aiming at precision measurements of dark energy properdibs will only be possible if the
methods used to extract the shear signal by measuring galefyes have a comparable sys-
tematic accuracy. In order to assess the accuracy of existethods and to provide a platform
for further development the Shear TEsting Progra%(ﬁé’EP) was launched in 2004, with first
results published by Heymans et al. (2006b) and Massey €@0.7a). So far blind analyses
of simulated images containing a hidden shear signal werdwied. From these we conclude
that several shape measurement techniques already repstiematic accuracy of a few percent,
which is suficient for current studies, but substantial developmertiligequired for upcoming
surveys.

Both the majority of the previous cosmic shear measuremests,\vand most of the planned
surveys will be, conducted using ground-based wide-fielagimg data. Ground-based data are
however strongly fiected by the variable conditions of Earth’s atmosphereraineage blurring
due to atmospheric turbulence (seeing) erases the shapmatfon of small galaxies. Alterna-
tive concepts for future space-based wide-field imagingimins such as DUNfor SNAP are
currently being proposed to funding agencies. These wouwldige shear information without
the disturbing influence of the atmosphere, which would b@raously helpful concerning the
high systematic accuracy sought when targeting dark enbrgyldition, the resolution of space-
based imaging provides a substantially higher number tlentiusable background galaxies,
which is important both for measurements of the small-sgakeer spectrum and for dark matter
mapping. Space missions can furthermore provide deepréafrianaging, which is very valu-
able for an accurate estimate of the source redshift digtoib via the technique of photometric
redshifts.

In order to prepare for this future generation of space-thageveys it is not only important to
improve and develop shape measurement methods, but abst extsting methods on currently
available data, in order to better assess the feasibildyidentify possible obstacles.

http://www.physics.ubc.ca/ heymans/step.html
“http://dune-mission.net/
®http://snap.1lbl.gov/
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The only currently available space telescope useful forkweasing measurements is the
Hubble Space TelescofElST). Cosmic shear studies have already been carried olttiaet
HST cameras WFPC2 (Rhodes et al. 2001; Refregier et al. 2002;t@aset al. 2003) and
STIS (Hammerle et al. 2002; Rhodes et al. 2004; Miralles et al. 2008dh the installation of
the Advanced Camera for Survef&ACS) Wide-Field ChannelWFC) detector in March 2002, a
camera combining improved sensitivity (48% total througfhgt 660 nm) and a relatively large
field-of-view (~ 3.3 x 3/3) with good sampling (@5 per pixel) became available. This unique
tool for weak lensing measurements at small angular scalesaleady provided exceptional
results for the study of galaxy clusters (Jee et al. 20024066, 2007; Lombardi et al. 2005;
Clowe et al. 2006; Bradzet al. 2006; Leonard et al. 2007) and galaxy-galaxy len@iteymans
et al. 2006a; Gavazzi et al. 2007).

In this thesis project | have now conducted a cosmologicakwensing analysis using im-
ages from the ACS archive, which provides the largest aVaildbtaset for space-based cos-
mic shear measurements. With a total area of approximatglysjuare degrees this dataset is
smaller than most current ground-based surveys, but tretamntially higher number density of
background sources provides the capability for competitnstraints on the small scale power
spectrum. In addition, the analysis of the ACS archive presia pathfinder role for future space-
based surveys. During the course of this project indepérateadyses of two subsets of these
data have been published, the GEMS (Heymans et al. 2005) aB#OS (Massey et al. 2007¢)
surveys, allowing for independent tests of thatent analysis pipelines.

A large fraction of the data in the ACS archive is provided witdimental calibration only.
On the other hand weak lensing places very high demands angdatity. Therefore a major
aspect of this work was the development of a sophisticatéa @aluction pipeline for ACS,
which additionally has been used in several other projeBesides the work on ACS data, a
large portion of the thesis project has been devoted to #te¢eand improvement of the applied
shape measurement method within the STEP project.

This manuscript is organised as follows: | will first summsarthe theoretical background
on cosmology and structure formation in Chapter 2, followgdib introduction to gravitational
lensing in Chapter 3. Chapter 4 will be devoted to shape measuntgests conducted within the
STEP project. | will detail on the instrument, data, and datiction in Chapter/5. The cosmic
shear analysis is divided into a pilot study conducted wahyedata from theACS Parallel
Surveyand theGEMS Surveyas described in Chapter 6, and a preliminary analysis of 08 A
COSMOS data presented in Chapter 7. | will briefly summaristhéuprojects which make use
of our ACS pipeline in Chapter 8 and finally conclude in Chapter 9.



Chapter 2

Cosmology and structure formation

In this Chapter | will summarise aspects of cosmology andcgire formation, which are rel-
evant for the understanding of this thesis. In the first $adtiwill give a brief introduction to
standard cosmology, which describes the evolution of theddse as a whole, assuming thatitis
homogenous and isotropic. | will then proceed with the tiiedistructure formation describing
the evolution of density inhomogeneities in Section 2.2. hBibieories are presented in-depth
for example in the extensive monograph by Peacock (1999ktailed description, particularly
of structure formation, is also given by Dodelson (2003)e Thapter will be completed with a
summary of diferent probes for cosmological parameter estimation ini@e2t3.

2.1 Cosmology

In the Theory of General Relativitiginstein (1916) describes the Universe by a four dimensiona
space-time, which is characterised by its metric tegsarThe geometry and the energy content
of the Universe are interrelated Bynstein’s field equations

8rG
Gaﬂ = _?Taﬁ - Aga,B N (21)

where theEinstein tensor G is a function of the metric and its first and second derivatiée
andc are the gravitational constant and the speed of light in wacuThe energy-momentum
tensor for the matter and radiatidi, is that of an ideal fluid, which can be characterized by its
densityp(X, t) and pressur@(X, t). A is a possibleosmological constant

2.1.1 Homogeneous and isotropic world models

Although Einstein’s field equations cannot be solved gdlyersolutions can easily be found
if one imposes two strong constraints on their possible fommch are also referred to as the
cosmological principlelt postulates that the matter distribution and motiors@tropic on suf-
ficiently large scales as seen by a comoving observer, whipates in the cosmic expansion
without any peculiar velocity, and that every comoving alsseexperiences the same history of

9
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the Universe. The latter characteristic is also namleserver homogeneoudVhile it is not a
priori clear if these assumptions are really justified, obsgons show that the matter distribu-
tion and motion indeed appear to be isotropic offisiently large scales 200 Mpc (see Section
2.2). In the discussion we will thus follow the “standard’papach to examine the impact of a
smoothed homogeneous dengity) and pressurg(t) field on the space-time metric, which is
justified by the argument that the Universe is much largar thes scale. However, note that this
approach is currently questioned in the literature (e.dbked al. 2006; Wiltshire 2007).

Robertson (1935) and Walker (1936) showed independentlytieanost general form for a
line element @ fulfilling the cosmological principle is given by

ds = gopdX’dx = CPdt® — 22(t)dr?;  dr? = dy® + f2 () (06% + siP 0d0?) . (2.2)

with the timet measured by a comoving observer, the cosmic scale fatjpand the comoving
line element d of a three-dimensional space with constant curvature. lifleselement d de-
pends on a radial coordinagteand two angular coordinat@sandé. Under the assumption that
the Universe is homogeneous and isotrofidas to be uniform. Thefy (y) takes the form

= sin( \/K)() K>0
() =4 x K=0. 2.3)
= sinh(V=Ky) K <0

Assuming homogeneity the scale factomay only depend on time and all distances in three-
dimensional space scale directly wilft). With these constraints, (2.1) simplifies to theéed-
man equations

ay’ 8rG K2 A

J)l = Z=,_ 2= L= 2.4

(a) 3P & +3’ (2.4)
and > 472G 3 A

a s p

a_ _ SPy LA 2.

a 3(p+(:2)+3’ (2:5)

which describe the evolution of the cosmic scale factor witte. The left-hand side of (2.4) is
the square of thelubble parameter
a(t)
H(t) = — . 2.6

0=2% (26)
Its value at the present epothis theHubble constant bl which interrelates the distances and
apparent recession velocities of objects in the nearby&yses Since the distance of a nearby
object can be approximated By~ a(t) y, its apparent recession velocity is then given by

V= a(to))( = @D = HgD. (27)

a(to)

Ho is of order 70kms Mpc™? (see Sect.2.3.1), where the uncertainty in its value isllysua
parameterised ad, = 100hkm s Mpc™. The inverse of the Hubble constant is calléabble
time H! ~ 10h~ Gyr and would be equal to the age of the Universe if the expansite
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would have been constant. The maximum distance a photonl ¢@we travelled during this
time defines thédubble radius R = ¢/Hy ~ 3h™ Gpc.

As detailed in Sect. 2.3.2, several independent probesrootifat the expansion of the Uni-
verse is currently accelerating wigh>"0. With (2.5) this implies that either

1. The cosmological constant is indeed non-zero, or
2. Aparticle or field with negative pressure such faat 22) < 0 dominates the Universe, or
3. The underlying theory of General Relativity is wrong oranectly applied.

For the second case the unknown constituent has been ndankcenergy We define the

equation-of-state parameter o
= —_, 2.8
W= (2.8)
which must be smaller thanl/3 for dark energy. Combining the time-derivative [of (2.4)hwit
(2.5) yields

o= —3H (p + C—'Z) , (2.9)
which holds for each contributor to the energy density s&teéy. For constan we find
¢ ) a
P = aﬁ = —35(1 + W)p, (210)
so that ¢/da = -3(1+ w)(p/a) and
p = poa W (2.11)

wherepg denotes the contributor’'s density today and we normalisectismic scale factor to
today,a(t) = 1.

For non-relativistic matter, which is often called dustjs of order {/c)?, and can be ig-
nored, whereas relativistic particles and radiation hayeificant pressurg, = p,¢?/3 yielding
w = +1/3. From (2.11) follows the dependence of the dust, radiaton dark energy density
on the scale factor

pm o &’
pr o at (2.12)

Px & a—3(1+w).

For normalisation we define tlegitical density

SH; 2.13
Per = % ( : )

and the dimensionless parameters
Qn=P" 0 =2 o= (2.14)

Pecr Per ’ Per
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Then (2.4) can be rewritten as

H2(t) = HZ |Qat)™ + Qna(t)™ - KH—CZZa(t)-2 + Qya(t) 2w | (2.15)
0
where the case of a cosmological constant instead of a dargefield is absorbed in
Qx(w = -1) = Q, = A/(3H3). At present constraints omare rather weak and unable to distin-
guish fromw = —1. To shorten the notation we will therefore U3ginstead of2x whenw = -1
is implicitly assumed.

While Q,, andQ, are both of order unity (see Sect. 2.39),~ 10™° can be neglected at the
present epo@h Radiation played an important role only in much earlier glsasf the Universe.
For the rest of the chapter we will therefore negl@gt The geometry of the Universe depends
on the total sum of the density parameters:

Qrot = O + Qx . (2.16)
If we insertt = to, the curvature today follows from (2.15)

Ho

K = (H°)2 (Qn+ Qx — 1) = (?)Z Qi — 1) . 2.17)

c
The diterent signs thaK can have correspond toffirent geometries of the Universe:
Qui<1l < K<O0 openuniversg
Qot=1 < K=0 flatuniverse (2.18)
Qot>1 < K>0 closeduniverse

The special case of a flat universe with, = 1 andQy = 0 is calledEinstein—de Sitte(EdS)
universe. Eliminating in (2.15) by inserting (2.17) leads to

HA(t) = HE [Qma(t) ™ + (1 - Qm - Qx)at)? + Qxat) "] . (2.19)

For the case of a time-depend@nthe dark energy dependence on the scale factor can be gener-
alised as

’

1
a(t) 3w exp(S f da
a

al

[1+ W(a’)]) . (2.20)

2.1.2 Redshift and distances

Due to the expansion of space-time photons are redshiftedeanway through the Universe.
Theredshiftof a source is defined as

/lobs - /lem
/lem ’

z

(2.21)

1The dominant contribution t, at the present time comes from the photons of the Cosmic Mave Back-
ground (see Section 2.1.3) wibcys ~ 2.4 x 10°°h2,
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with the emitted wavelengthe, and observed wavelengthy,s of a photon travelling from the
source to the observer. Redshift and scale factor are dineddted by

_alt) 1
Lrz= altem)  altem)

Different measurement prescriptions for distances existliggglthe same results in static
Euclidian space, as was tacitly assumed in (2.7). Howehey, tan give dierent results in an
expanding or curved space-time. Thus one clearly has toedefiich measurement prescription
is applied, if distances are used in cosmology.

Most important for this thesis is trengular diameter distanceelating the cross-sectiaiA
of an object to the solid angl&2 under which it appears

(2.22)

5A)1/2 . (2.23)

Dang = (5_Q

It is defined such that the relation between the physicalratipa X of two light rays and the
angled between them, remains valid also in curved space-time:

X
Dang = g . (2.24)
Thus it is the appropriate distance definition for gravitaél lensing theory (see Section 3.1).
The angular diameter distance between an objects at redshiid an observer at redshit is
given by
Dandz1, 22) = a(22) f [x(z2) — x(z1)] , (2.25)

which can be expressed in terms of the density parameters as

1 c (2 dz
Dang(zl’ ZZ) = 1 fx H_ > 3 0 .
t2 [HoJa J1-0n-)1+2)2+0n(1+2)°+Qx(1+2) <+(W) )
2.26
In the special case of an EdS universe (2.26) can be inteiate
DandZ1, 22) = __x (L+z)™2 -1+ 2)"7). (2.27)
Ho(l + Zz)

The luminosity distances defined via the ratio between the luminosityof a source at
redshiftz, and the fluxS measured by an observer at redshift

L
Dum = v/——= 2.2
lum 47S ’ ( 8)
which is related to the angular diameter distance as
Dun(z1.22) = [ 152 Dz 2) (2.29)
lum\£1, £2) — 1+Zl ang(l,2- .



14 Chapter 2. Cosmology and structure formation

The extent of structures in the Universe dfelient redshifts is usually compared in terms
of thecomoving distanceThis distance scale expands together with the Universésashefined
on the spatial hypersurfate= t, between the world lines of the source and the observer. With
a(ty) = 1itis directly given byAD.om = Ay. From the metric (2.2) follows dt = —ady, because
light rays propagate withsl= 0. By inserting[(2.19) into Beom = —a*cdt = —cda(aa)™ =
—cda(a? H)! we find that the comoving distance between a souregatd an observer at is
given by

c a(2) _
Dean(1,22) = - f . [Qndl + (1 - Q- Qa2+ Q@™ dar.  (2.30)
a(zq

2.1.3 The Cosmic Microwave Background

With the Universe expanding today, the cosmic scale factgtiaven been smaller in the past,
with higher photon energies due to redshifting. This leadthé conclusion that the Universe
originated from a dense and hot state with much higher paititeraction rates than today. At
early times photons and electromagnetically interactiadigles were in thermal equilibrium,
with photon energies described by the Planck distributi@mce electrons and protons combined
to create neutral hydrogen, and photon energies becamewuotwolionise the hydrogen atoms
again, the cross-section for photon-particle interastidmopped strongly. After passing thast
scattering surfacethe photons travelled almost freely through the expantiniyerse, continu-
ously being redshifted. It can be shown that photon enedgssribed by a Planck distribution at
an initial timet;, still follow a Planck distribution after being redshiftedath the new temperature

T(t) = T(ti)@ (2.31)

at)
In the present Universe this radiation can be observed a€dlsenic Microwave Background
Radiation(CMB), which was first detected by Penzias & Wilson (1965). Theadute temper-
ature of the CMB was measured very precisely by @wsmic Background ExplorglCOBE)
to beT(tp) = 2.728+ 0.004K (Fixsen et al. 1996). Comparing the temperature ffent di-
rections, fluctuations of the ordéf < 10~ have been detected by manyfdrent experiments.
The currently most precise all-sky map of the CMB fluctuatioras measured by thé/ilkin-
son Microwave Anisotropy Prob@VMAP, Bennett et al. 2003), see Fig.2.1. The analysis of
the WMAP data yielded unprecedented constraints on numeaamological parameters (see
Sect. 2.3), including the redshift of photon-baryon dediogzse. = 10883, which corresponds
to the peak in the photon visibility function. The FWHM of thisibility function can be used to
define the &ective thickness of the decoupling surfat®.. = 194+ 2 (Spergel et al. 2003).

2.2 Structure formation

In Section 2.1 we assumed that the Universe is isotropic antblgeneous. This assumption is
obviously wrong on scales of our ordinary lives. Also in stayalaxies, and galaxy clusters the
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Figure 2.1: All-sky map of the temperature fluctuations ia @osmic Microwave Background
as measured by the WMAP satellite withh EBWVHM resolution (WMAP-3). In this plot a linear
scale is used ranging fror20QuK (dark blue) to+20QuK (red) deviation from the average tem-
perature. For this map, measurements in fivkedent frequency bands have been combined in or-
der to subtract foreground contaminations. Note that tiseaehance alignment of a particularly
warm feature and a cool feature near the Galactic plane.ré&igom http7/map.gsfc.nasa.gov.
Credit: NASAWMAP Science Team.

matter distribution is very concentrated and thus inhomegas. Observations of the large-scale
distribution of galaxies, like thedF Galaxy Redshift Survé2dFGRS) or the&Sloan Digital Sky
Survey(SDSS), show that galaxies are located preferentiallygafdaments which are sepa-
rated by almost empty regions calledids(see Fig. 2.2). At the intersections of filaments one
often finds galaxy clusters. Together with the underlyindkaaatter distribution, the large-scale
galaxy distribution is termethrge-scale-structure Smoothed over regions of approximately
200h~*Mpc, the matter distribution appears to be largely homogesgjustifying the use of the
mean density(t) in the Friedman equations.

A useful quantity to describe the growth of structures isdbesity contrast

_ o) =50
pt) 7
which is defined as the relative deviation of the dengiiyyt) from the average densip(t) =
p(to)/a% and is always —1 given thajp > 0. As the CMB temperature fluctuations are of order
AT/T ~ 10°°, we also expect thai| < 1 atz ~ 1100. On the hand massive galaxy clusters in the

present Universe hawe> 200 in their centrab 1.5 Mpc. The growth of these inhomogeneities is
driven by gravitational instability: while the dynamic adsmic Hubble expansion is controlled

(2.32)
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704

2dF Galaxy Redshift Survey 10

Figure 2.2: Redshift distribution of the galaxies in the ctetgp2dF Galaxy Redshift Survey. In
the survey reliable redshifts have been measured for 223dlaxies. The projected map clearly
shows the large-scale structure of the luminous matterettdy galaxy clusters, filaments and
voids. (Image credits: M. Colless et al., 2dF Galaxy Redshift/8y)

by the mean density(t), the density deviatiom\p(F,t) = p(F,t) — p(t) creates an additional
gravitational field. ForAp > 0 and hencef > 0 the stronger field leads to a slower local
expansion. Therefore, the density decreases slower tleaméan density(t), leading to a
further increase id.

The origin of the initial density fluctuations is still und#ggbate, but it is most widely assumed
that they arose from quantum fluctuations in the very earlivéise ¢ 107* s), which were
inflated during a phase of exponentially accelerated expamslledinflation. In this scenario,
the statistics of the original density fluctuations can b&cdbed by Gaussian random fields.

2.2.1 Linear structure growth

For 6] < 1 the growth of structures can be described by linear peatimb theory, where we
make two additional simplifications:

e We only consider length scales much smaller than the Honigowhich is given by the
maximum distance a photon can have travelled since the Big.Bdegce, we only con-
sider scales which are much smaller than any scale relewatité Universe as a whole,
enabling us to apply Newtonian gravity.
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¢ We limit the discussion to non-relativistic pressure-lesgter (dust).

Furthermore, we only consider the case of dark energy aseagmsmological constant here.

The non-relativistic matter can be treated as a presssréigd with densityp(F, t) moving
with velocity G(F, t) under the influence of a gravitational field, which obeysftilewing set of
differential equations:

‘Z_ft’ +V, - [pl] =0 Continuity equation (2.33)
‘Z_? +(U-V)d=-V,¢ Euler equation (2.34)
V2¢ = 4nGp — A Poisson equation (2.35)

whereg¢ denotes the gravitational potential. The Poisson equatisrbeen modified to allow for
a cosmological constant, where the form has been choseprodigce the Friedmann equation
(2.5). The homogeneous solution of this set of equationsé&ndy the Hubble expansion

pEY = A0 = poa® (2.3
Rt = gﬁ (2.37)
o) = é@mqa—AnW. (2.38)

For|é] < 1 deviations from the Hubble expansion will be small. Hergexeral solutions can be
found as linear perturbations of the homogeneous solu&on this we transform to comoving
coordinateX = r/a, decompose the velocity into homogeneous expansion andigieeelocity
O(r(X),t) = ax+v(X, t), define the comoving potenti@(X, t) = ¢(ax, t)+(aa/2) |X?, and substitute
the density by the density contrast, so that (2.33) to (2:&&Jl

06 1

o + 5Vx [@+6)V] =0 Continuity equation (2.39)
N o a, 1 1 -
PR AU SLES A Euler equation (2.40)
5 3H2Qm : :
Vi = %a ) Poisson equation (2.41)

We consider only small perturbatiof®% < 1 and therefore neglect terms non-lineas innd v.
By combining the time derivative of (2.39), and the divergent(2.40) with|(2.41), we find the
linearised evolution equation of the density perturbagion

. 2a. 3H2Qn,
0+ —06—
- a 2as

This equation no longer has an explicit dependencg ¢tence, the temporal and spatial depen-
dences of the solution factorise. The general solution efséecond-order tfierential equation
(2.42) is therefore given by

6(%.t) = D.()A.(X) + D_(HA_(X), (2.43)

5=0. (2.42)
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whereD.(t) are the two linearly independent solutionst) obeying

. 2a. 3HZQn
D+ —D-
* a 2a3

With D, (t) we denote thggrowing modewhich increases with time, whil®_(t) refers to the
decreasinglecaying mode Any early contribution ofD_(t) will have faded away at current
epochs so that only the growing mode is present, which we alesentoD, (to) = 1 for today.

In the special case of an EdS universe the time-dependente gtale factor is given by
a(t) = (t/tg)?® with ty = 2/(3Hy), leading to the solutionB, = (t/t5)%3 andD_ = (t/tg)™* =
(3to/2) H(t). By computing%(l—] +H?) it can be shown that the Hubble paramétit) generally
provides one solution of (2.44), which, however, referbodecaying mode. With it the growing
solution can be constructed using Sturm-Liouville the@y a

D=0. (2.44)

D, (t) o H(H)HZ fo m (2.45)

The explicitly computed growing solution of the EdS unieeedso provides a very rough
approximation for other cosmologies (see Fig.2.3). Sineeolserve large density contrasts
6 > 1 today, we would exped(z = 1100)> 102 leading toAT/T > 102 at the time the CMB
radiation was emitted. However, the observed fluctuatiorthe CMB are weaker by approx-
imately two orders of magnitude (see Section 2.1.3). Thi V&ry strong indication that the
major fraction of the matter is not in baryonic form, but hase dark matter which only inter-
acts gravitationally. At the time the CMB was emitted, thekdaatter must already have formed
stronger density fluctuations, whereas the distributiothefbaryonic matter was smoother due
to the pressure of the matter-radiation fluid.

In the linear perturbation theory applied above, the spdtgribution A, (X) of the initial
fluctuations does not change in comoving coordinates, vdrilg the amplitude of the fluctu-
ations grows in time wittD(t). Thus, fluctuations on fferent scales do not mix. With the
normalisationD () = 1 chosenA,(X) would describe the present day fluctuatiafhghe evo-
lution had been linear. We will discuss the impact of nomdinevolution in Sect. 2.2.6.

2.2.2 Statistical properties of the density field

Due to the clustering of matter it is more likely to find an aemse region near to another
one than at a random location. In real-space this is typgickcribed in terms of correlation
functions.

While the expectation value for the density at locatiia simply given by the mean density
(p(X)) = p, the expectation value for the product of the densitiesatlonsX andy becomes

(R ) = pX[L+6(R][L+6MD]) = p* (1 +(5(R () =: p* (L + (R N) (2.46)

where we have defined tieo-point correlation functiorf matter fluctuationg(x, ¥) and used
(6(X)) = 0. Due to the homogeneity of the Universenay only depend on the separation vector
(X-), and isotropy further limits its dependence to the modulggx — ] of this vector.
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Figure 2.3: Growth factobD, (t) for three diterent cosmological models in dependence of the
scale factoa (left) and the redshifz (right). Source: P. Schneider.

Alternatively, the description can be performed in Fouspace with the transformed density
contrast

aao:jﬁwéwaxo, (2.47)

wherek denotes the comoving wave vector, and plogver spectrum

P(lkl) = f Bxe®Xg(xX) = 2n fo ) drr2¥§(r). (2.48)

The larger its value is for a mode the larger is the amplitude of fluctuations at length scale
L ~1/k.

Both £(r) and P(k) are time-dependent, evolving as structures grow. As tlepeddent
guadratically ord, which evolves as

0(X,t) = D, (HAL(X), (2.49)

their linear time evolution reads
&xt) = Di(t)&(xto) (2.50)
P(k.t) = D?(t) P(k to) =: D?(t) Po(K), (2.51)

where we have defingé,y(k) as thelinearly extrapolatedoresent day power spectrum.
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2.2.3 The initial power spectrum

The currently most popular scenario for the origin of theeslaed density fluctuations are quan-
tum fluctuations in the early Universe, which can be desdrine Gaussian random fields and
have been exponentially enlarged during the phase of ofiati

At very early timesafterinflation, all length scales which are relevant today, haaenomuch
larger than the horizony. Hence, there was no distinguished length scale, so thanitied
power spectrum could only have the form of a power law

P(K) o K™, (2.52)

with the spectral index n Forng = 1 the fluctuation in the potential and hence space-time
become scale independent, leading tolfaerison-Zeldovich spectrum

Pk, t) = AK*; ng=1, (2.53)

where the normalisatioA cannot be predicted but only determined by observationdedd a
detailed quantitative treatment of inflation predintsclose to, but slightly smaller than 1 (see
e.g. Dodelson 2003).

2.2.4 Transfer function

So far we have only considered sub-horizon matter fluctoatiovhich in a matter-dominated
flat cosmology grow withy « a. A generalised treatment, for example discussed in Dodelso
(2003), shows that this is also the case for super-horizatutions, if matter dominates the
expansion.

On the other hand the early expansion history was dominateadiation, which can be seen
from (2.15). The transition from radiation to matter donmioa happens at

Zeq = Agg — 1 =~ 2390@, 1. (2.54)
Fora < a;q modes of scalé grow as

5 o« & if L>ry,and (2.55)
6 ~ const if L<ry, (2.56)

where the suppression of growth for« ry originates from the radiation dominated expansion
entering in(2.44).

We define the scale factagne(L), at which the length scale of a fluctuation enters into the
co-moving horizon, or — more correct — the horizon grows altbe length scalke:

'H(@ente(L)) = L. (2.57)

Small-scale fluctuations enter into the horizon earlier arelhence stronger suppressed, as il-
lustrated in Fig. 2.4. We define the special length stal®r which aeq = @ente(Lo):
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Figure 2.4: Growth of density fluctuations as a function adlesdactora for three diferent
co-moving length scalek; < L, < Ls. After entering the horizon & = acne(L) the growth
is suppressed during radiation dominance uatH a.,. The fluctuation of scalé; enters the
horizon first leading to the strongest suppression. Oy#uctuation enters the horizon after the
time of matter and radiation equality and is therefore nppsessed.

c 1 al2 = c 1
V2Ho VOm 7 V2H, V2390@,h

Scales smaller thaly, are suppressed by the factagfe(L)/aeq?.

Furthermore, structure growth depends on the nature of mhatker. The theory of linear
structure growth as summarised above correctly applies-ttabed “cold” dark matter (CDM)
consisting of non-relativistic particles. Dark matter tgdes which are relativistic or “hot”
(HDM) are not bound to the potential wells. Hence, if all danlatter was hot, small-scale
fluctuations would be washed out due to free streaming. kdbtenario large structures would
form first, later fragmenting into smaller ones. filBrent observations such as the presence of
galaxies az ~ 6 show that this cannot be the case and the dominant part idater must
be cold. Nonetheless, a small contribution of hot dark matexpected from neutrinos, which
were relativistic aeg.

Corrections to structure growth, such as the ones discubsed|so &ects due to pressure

Lo = M(aeq) = ~12(Quf?) Mpc. (258
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and dissipation, are summarised in thensfer function f defined as

o(K, to)

L
7 (K, tin) D (tint)

(2.59)

with the linear growth factoD, between an initial time,; and the preser. The initial time
is arbitrary, as long as it refers to a time before any scaletefest became smaller than the
horizon.

For a CDM-only Universe Efstathiou et al. (1992) derive arfgtformula:

Te=[1+(6.49+ (3002 + (1797, withv = 1.13, (2.60)
which depends on the dimensionless parameter

_ K _ k/(hMpc™)
© Qmh?Mpct r

q (2.61)

with theshape parameter
I'=Qnh. (2.62)

For largek andq (2.60) reproduces the suppression of sub-horizon medks’. The shape
parameter corresponds to the wave miol{eMpc), where the transfer function turns over from
a constant to this suppression. Sugiyama (1995) providedificettion of the shape parameter
in the presence of baryons

I = Qnhexp Q1+ V2h/Qm)], (2.63)

whereQ, denotes the baryonic matter content.
Taking the transfer function into account, the time-deggrntinearly extrapolatedpower
spectrum reads
P(k,t) = D2 () TZAK™. (2.64)

2.2.5 Power spectrum normalisation

The normalisation of the power spectriatannot be predicted, but has to be determined from
observations. Whil& is often used in the context of CMB science, observations enladl-
redshift Universe usually use an alternative normalisagiiven by

g = 0(0)[Resh-Mpc] = +/{0%)[R=gh-1Mpc] » (2.65)

which measures the dispersion of tlwearly extrapolateddensity contrast determined in
spheres of radiuR = 8h~*Mpc. This at first sight arbitrary length scale was choserabse
the dispersion of the number of galaxies measured in thignvelis of order unity, so that also
og should be of order unity assuming that galaxies trace thenlyidg dark matter well.
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2.2.6 Non-linear evolution and simulations

The theory of linear structure growth breaks downdas 1, and hence fails to explain, for exam-
ple, the formation of galaxies and galaxy clusters. Hereraty#ic treatment is only possible in
special cases such as the spherical collapse model (epdReE099). For the general case one
has to rely on numerical N-body simulations, where the st&tte-art is currently given by the
Millennium Simulation containing 28 particles (Fig. 2.5). Such simulations of cold dark matter
particles in a universe with cosmological constax€DM) efficiently reproduce the filamentary
cosmic welmbserved in galaxy redshift surveys.

In contrast to linear structure growth, perturbations dfedent scales (flierentk-modes)
interact in non-linear evolution creating non-Gaussiatuees in the density field. Hence, the
statistical properties of the density field are no longdyfdéscribed by the power-spectrum, but
higher-order statistics have to be taken into account. Basetumerical simulations Peacock
& Dodds (1996) found a fitting function for the power spectrumthe non-linear regime, which
was later revised by Smith et al. (2003) to better describesthall-scale signal.

In Fig.2.6 the predicted power spectrum is plotted fdfesdlent CDM cosmologies, once
considering only linear structure growth and once taking-tear corrections by Peacock &
Dodds (1996) into account. The cosmological parameterd insthe diferent models are listed
in Table 2.1.

Table 2.1: Overview of cosmological parameters used inZ&).

1.0 0.25/0.6] EJS(0.6,0.25)
0.3 0.25| 1.0 | OCDM(1.0,0.25)
0.3/ 0.7/ 0.25| 1.0 ACDM(1.0,0.25)
1.0| 0 |0.25/1.0| EdS(1.0,0.25)
1.0| 0 | 0.5 |0.6| EdS(0.6,0.5)

Q. 1| I | o3 model name
0
0
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Figure 2.5: Dark matter density field in the Millennium Simtibn projected within slices of
15h~! Mpc. The simulation has a side-length of 50bMpc and contains 10 particle. For the
lower two panels slices taken affidirent angles were combined to obtain the large side-length
while avoiding replicating structures (frdm Springel ef21)05).
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Figure 2.6: Power spectrum for fivefiirent cosmological models, with parameters detailed
in Table[2.1. Thin lines display the linearly extrapolatemivpr spectrum, whereas the non-
linear corrections given by Peacock & Dodds (1996) wererakéo account for the thick
lines. At smallk the models show the k"™ dependence of the initial power spectrum. Close
to (c/Hp)k = 100 the power spectrum turns over due to the suppressionbefigtizon modes
during radiation dominance. Non-linear corrections angantant for largek (source: P. Schnei-
der).
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2.3 Measurement of cosmological parameters

Nowadays many dierent techniques are used to constrain cosmological péeeneAs a de-
scription of all of them is beyond the scope of this work | Withit the discussion to a non-
exhaustive list of important parameters and probes.

2.3.1 Hubble constant

Hubble (1929) first measured a positive Hubble constant pfagimately 500 kms Mpc?
and thus realised that the Universe is actually expandingyveder, the estimated value of the
Hubble constant was far too large, given that Hubble undemated the brightness of cepheids
used as distance indicator for nearby galaxies. Later tbessary distinction between cepheids
of different stellar populations was found by Baade (1956). Addhilily, Hubble’s measurement
was strongly influenced by the peculiar velocities of theepbsd galaxies and galaxy groups.

More recent measurements from tH8T Key Projec{see Fig. 2.7) yield a value of the Hub-
ble constant of 72 3 (stat)+ 7 (sys) kms'Mpc™ (Freedman et al. 2001). This is in good
agreement with recent measurements of Cepheid distancesatbyngalaxies hosting type la
supernovae, which yieltH, = 73 + 4 (stat)+ 5(sys)kmstMpc (Riess et al. 2005), and
combined Sunyaev-Zeldovich and X-ray measurements okgallsters, where Bonamente
et al. (2006) findHy = 77+4 (stat)*1%(sys) kms' Mpc™. Under the assumptions of a spatially
flat geometry and pure cosmological constant the WMAP-3 tesi$o yield tight constraints
Ho = 73+ 3kms ! Mpc (Spergel et al. 2007).

Another, purely geometric approach to estimetecomes from the measurement of time-
delays between the filerent images of multiply-imaged quasars in strong lensysgesns (see
Sect. 3.1). While constraints dfiy from individual systems are often limited by degeneracies
with the radial mass profile of the lensing galaxy, estimétes a larger ensemble seem to be
promising, see Oguri (2007) who findty = 68 + 6 (stat)+ 8 (sys) km s Mpc™t from 16 mea-
sured time delays. Currently several large observing progras such as COSMOGRAlland
HOLIGRAIL? are conducted, in order to increase the number of accurltely time-delays
and improveH, estimates from lensing.

2.3.2 Density parameters

The density parametef3,, andQ, can be constrained in various ways, which can be grouped
into probes examining the expansion history of the Univgpsebes constraining the geometry
of the Universe, and probes measuring the power spectrumnsity fluctuations.

During the last decade supernovae of type la have been ustahakard candles to probe the
expansion of the Universe. Almost simultaneously the Supexr Cosmology Team (Perlmut-
ter et al. 1999) and the High-Supernova Search Team (Riess et al. 1998) found evidence for

thtp ://www.cosmograil .org/
3http ://www.astro.uni-bonn.de/ " holigrail
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Figure 2.7:Top: A Hubble diagram of distance versus velocity for second&tadce indicators
calibrated by cepheids. A slope b, = 72kms*Mpc is shown, flanked by lines of 10%
error. Beyond 5,000 knt$ (indicated by the vertical line), both numerical simulascand ob-
servations suggest that thfexts of peculiar motions are smaBottom: Value of the Hubble
constantH, as a function of distance (Fig. 4 of Freedman et al. 2001).

an accelerating expansion, which is only possible in thegee of dark energy or a positive
cosmological constant.

The geometry of the Universe and helg can be constrained best using the CMB. The an-
gular power spectrum of CMB temperature fluctuations costalraracteristic accoustic peaks,
which originate from accoustic oscillations of the barywmwton fluid. These oscillations are
driven by the gravitational potential of the dark matter @amirations on the one hand, and the
photon pressure on the other. The physical size of the laggedlation mode depends on the
well-known scale of the horizon at the time of last scatgrifhe angular scale of this mode
is then determined by the angular diameter distance to tffacguof last scatterin@angzeq),
which depends on the geometry of the Universe. Hence, theefeyp can be well constrained
by measuring the location of the first accoustic peak in the QidBer spectrum, which was first
determined by the ballon experiments BOOMERANG (de Bernatdit 2000) and MAXIMA
(Hanany et al. 2000) to be &t ~ 200 consistent with a spatially flat geometry of the Uni-
verse. These results were confirmed with better accuraclgeb\WMAP satellite, which yielded
Q= 1-Oy = —0.014+0.017 when combined with the HST Key Project estimatenf(pergel
et al. 2007).

Density parameters, particularty,,, can also be constrained by measuring the statistical
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properties of the large-scale structure (see Sect. 2f813¢xample using galaxy clusters or the
large-scale distribution of galaxies. The analysis of sngeae, CMB, and large-scale structure
data yields remarkably consistent and hence independamtlirmed parameter constraints (see
Fig.'2.8), which is often termecbncordance cosmology

3.IIII|IIII|.I.II\III\\\\I\\\\
| No Big Bang

| Clusters

“%
B
@
1t % .
= 0,
||||||||||||\‘|||\‘\\\I‘\\\\_
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Figure 2.8: Consistent constraints 03, andQ, from supernovae, CMB, and galaxy cluster
data. Figure from Knop et al. (2003).

The tightest overall constraints were so far found usingM\é@AP-3 data, which can be well
fit using a flatACDM cosmology with parameter€2ph?, Quh?, h, n, 7,08) = (0.1277°0.9589
0.02229+ 0.000730.732"3931 0.958+ 0.016,0.089+ 0.030,0.761"5329) (WMAP3 only, Spergel
et al. 2007).7 denotes the optical depth for scattering of CMB photons a& électrons which
were released in the so-called phase of reionisation. Heveeéve in a Universe which is dom-
inated by dark energy), ~ 0.76), and for which only~ 1/6 of total matter conter®,, ~ 0.24
is in baryonic form y, ~ 0.042). Given these parameters and assuming that dark erestly r

behaves like a cosmological constant, the Universe wiklecate and expand forever.
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2.3.3 Power spectrum estimation

Different techniques can be used to contrain the power specfromatter density fluctuations.
The main features one aims to extract are

1. the overall normalisation expressedfasr o;

2. the spectral inders defining the slope of the inital fluctuation power law;
3. the shape parametédefining the turn-over point of the power spectrum;
4. cosmological parameterfiecting the growth factobD, (t).

Itis important to note that currently good predictions ostyst for the linear and moderately non-
linear part of the power spectrum. At highly non-linear ssgphysical scales 300 kpc) fitting
formulas derived from dark matter simulations are expetiddil, as the impact of baryons on
the power spectrum becomes important, which is stii@ilt to model (Rudd et al. 2007).

Different techniques often have verytdrent dependencies on cosmological and power spec-
trum parameters, so that parameter degeneracies cdiidiently broken by combining éierent
probes. Techniques to extract power spectrum informatiolude:

e Under the assumption that galaxies trace the dark mattéuéltions, their distribution can
be used to probe the power spectrum. The currently largéskygeaedshift surveys, the
2dFGRS and the SDSS have been used to probe the power spectamide range of
scales (Cole et al. 2005; Percival et al. 2007, and referdraein). A problem of this
method is that the exact bias between galaxies and darkmmatteh is expressed in the
bias factor, is unknown and has to be estimated.

e The temperature anisotropies measured in the CMB (see B8&xtla3) can be used to
study the power spectrum at~ 1100 out to very large physical scales and thus skall
(see e.g. Jones et al. 2006; Spergel et al. 2007; Page e0dt. Rhshaw et al. 2007).

e The power spectrum can also be normalised by measuring thelabce and mass func-
tion of galaxy clusters (see for example Reiprich &Binger 2002; Bahcall et al. 2003;
Sievers et al. 2003; Viana et al. 2003; Henry 2004). This @sdbe power spectrum on
scales of the order 10 Mpc.

e The Ly-«a forest in quasar spectra can be used to investigate how glimtgrgalactic
hydrogen is distributed. This can be used to probe the popectsim on very small
physical scales & < 6 (see e.g. Gnedin & Hamilton 2002; Jena et al. 2005; Seljak et
2005; Desjacques & Nusser 2005).

¢ During the last years weak gravitational lensing becamengefal tool to probe the power
spectrum. We will discuss this in detail in Section 3.3.
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In Figure 2.9 some recent measurements witliecent techniques are shown, which can be
translated into the power spectrum under certain assungtio

A relatively young technique which makes use of a specidufeaof the power spectrum
are baryonic acoustic oscillations: The baryonic osadlet observed in the CMB leave a weak
but non-vanishing impact on the total matter power spectnhich can still be observed in
the present day Universe, hence providing a standard ruteravery ditferent redshifts. After
Eisenstein et al. (2005) detected thiteet for the first time in the SDSS data, Percival et al.
(2007) use it in combination with the peak location in the CM&adto constrain the matter

density toQn, = 0.256'59%2.

2.3.4 Dark energy equation of state parameter

Most studies assumed so far that dark energy behaves likenaotogical constant. Deviations
fromw = —1 lead to modifications both of the expansion history andakte of structure growth.
Yet, with current data the subtleftBrences are challenging to measure, where currently the
tightest constraints have been found by combining tagipe la supernovae with further probes
to constrain the expansion history: Wood-Vasey et al. (2@dalyse data from the ESSENCE
Supernova Survey yielding = —1.05f8;i§(stat) + 0.11(sys), where they assume flatness and
include priors from baryon acoustic oscillations. This ansistent with a combined analysis
of WMAP-3, SDSS, and supernovae data from the Supernova kegawey (SNLS) yielding
w=-1.08+0.12 (Spergel et al. 2007).

Weaker constraints have also been found by other probesasueiak gravitational lensing
(see Sect. 3.3). The Dark Energy Task Force (DETF, Albrecht 006) identifies four major
probes as being most promising for future constraintsvaand its time-dependence, namely
baryonic acoustic oscillations, supernova surveys, gathster surveys, and weak gravitational
lensing surveys. Aiming at precision measurements dfie combination of several of these
techniques will be a key issue, both to break parameter @egeies and provide external checks
for systematics. Additionally, it will be important to véyiif the impact of dark energy on the
expansion history (to which all probes are sensitive) agveieh its impact on structure growth
(to which only the latter two are sensitive). Any deviatiomght provide an essential clue for our
understanding of the nature of dark energy.
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Figure 2.9: Measurements of the power spectrum witfecent methods. The CMB data com-
bines the Boomerang, MAXIMA, DASI, CBI, VSA, ACBAR, and WMAP dataifidhaw et al.
2003). The points of the SDSS galaxies are from Tegmark €2@04a). The point of the cluster
abundance reflects the spread in the recent literature. [dltegpweak lensing data are from the
Red-Sequence Cluster Survey (Hoekstra et al. 2002a). Ti@édrgst points are from Gnedin &
Hamilton (2002). Note that the location of CMB, cluster abumog weak lensing, and the dy
forest points depends on the density parameters, and f&@ i additionally on the reionisa-
tion optical depthr. This figure is for the case of a so-called “vanilla” flat scaeale-invariant
model withQ,, = 0.28, h = 0.72, Q,/Q, = 0.16, andr = 0.17. A bias factoib = 0.92 is
assumed for the SDSS galaxies (Figure 37 from Tegmark eD@4d).
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Chapter 3

Gravitational lensing

According to Einstein’s Theory of General Relativity, liglalys propagate along null geodesics
of the space-time metric. Thus, light is deflected by the imbgeneous gravitational potential
of the matter distribution in the Universe.

In many applications of the theory of gravitational lensisiggle galaxies or galaxy clusters
deflect light of background sources. As their extend aloeditie-of-sight is much smaller than
the distances involved, the lenffext can be approximated by a single kink. In the first two
sections of this chapter gravitational lensing in tthig lens approximations discussed. After
introducing some general terminology and formalisms ofigational lensing in Sect. 3.1, | will
summariseveak gravitational lensingn Sect. 3.2. Here the distortions are weak and can only
be measured statistically from an ensemble of coherentlelg galaxies. In Section 3.3 | will
then describeosmic shearthe gravitational lensingfct by large-scale structure, which is also
termedcosmological weak lensingn this case the thin lens approximation cannot be used and
a more general treatment is required. | will conclude thisptar with a discussion of practical
issues concerning gravitational shear measurements tn33&c

For a detailed description of gravitational lensing andiésvation from General Relativity,
the reader is referred to the monograph by Schneider et32§1 A review about weak lensing
was published by Bartelmann & Schneider (2001). Cosmic shasbken reviewed e.g. by
Refregier (2003) and Van Waerbeke & Mellier (2003).

In this chapter three-dimensional vect&i@re denoted by an arrow over the symbols, whereas
bold-face is used for two-dimensional vectars

3.1 Basics of lensing in the thin lens approximation

3.1.1 The lens equation

In thethin lens approximatioflight emitted from a background source is deflected in tlawita-
tional potential of a single localised foreground masgithigtion on its way to the observer. Such
a situation is sketched in Fig. 3.1, where a mass distributtalistancé®, from the observer acts
as gravitational lens and deflects light rays emitted by acsoat distanc®s. Given that the

33
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Source
S ]

Observer -

Figure 3.1: Geometry of gravitational lensing in the thindepproximationD,, Ds, andD, s
are the angular diameter distances from the observer tetise from the observer to the source,
and from the lens to the source. Without lensing the sourag@dvoe observed at an angular
positionB. Due to lensing, a light ray passing the lens at distaheall be deflected by an
anglea. Thus, the image will be observed at angular posiéioAngular positions are measured
relative to the line-of-sight from the observer to an adrigrimage centre of the lens. The planes
perpendicular to this axis at the distance of the IBpsand the sourc®s are called lens and
source plane, respectively.

region in which a light ray is actually curved is much smatleanD, and the distance between
lens and sourcB,s, the deflection can be approximated by a single kink nearéfieator (thin
lens approximation)y and¢ denote the two-dimensional angular position of the souncktiae
kink respectively from the line-of-sight to the lens. Ingluontext all distance definitions refer
to angular diameter distances (see Sect. 2.1.2), for whecham read 1 the following relation
from Fig/3.1

1= 036~ Disi@). 61
L

with the deflection angle€¥(¢). Inserting angular coordinatgs= Dg'n andé = D;*¢ into (3.1)
leads to thdens equation

B=0-256(D0)=0-al6). (3.2)
Ds

where we have defined tisealed deflection angle(#). According to the lens equation, a source
at the true positiop will be seen by an observer at an angular positipifi it satisfies (3.2).
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3.1.2 From the deflection angle to the deflection potential

We will first consider the case of gravitational light deflentby a point masdM. Under the
assumption that the impact parameter |£| is much larger than the Schwarzschild radius of the
lens,¢é > Rs = 2GMc 2, the gravitational field is weak, and the absolute value efdéflection
anglea can be calculated from General Relativity to be

4GM

c

Due to the assumed weak field, the field equations of Generalifdsi can be linearised. In
order to determine the deflection angle of an extended nditeibution with density(r), we
can then simply add up the deflection caused by each massrdldm(€) = po(F)dV of the matter
distribution. If we choose the coordinate system such tiatihe-of-sight to the lens is in thg
direction, the total deflection angle is

- 4G ¢ 4G —¢&
a0 -3 [ [apaani—s -5 [ @it 6o

(3.3)

a =

E-&P E-€P
where we have defined tlsairface mass density
() = fdrsp(fl,fz, ra). (3.5)

A gravitational lens is calledtrong if it is capable to produce multiple images, meaning
that there is more than one angular positidior a certainB obeying((3.2). To quantify this, we
define the dimensionles®nvergence

(D
«0) = 200 3.6)
Zer
with thecritical surface mass density
2 Ds
%' = 22G D, Dys 37

If a lens haskx > 1 somewhere, it produces multiple images for certain sopasieion@. An
example for thesetrong lensingeffects is shown in Fig. 3.2.
From (3.4) and the definition af we find that the scaled deflection angle can be written as

0-6

1 2 V)
a(f) = p fd 0’ k(6 )I0— IR (3.8)
If we define the two-dimensional scaldeflection potential
1
¥(9) = - f d’0'k(@)In|0 - 0|, (3.9)

the scaled deflection angle is given as its gradig) = V,¥. The deflection potential is the
two-dimensional analogue of the three-dimensional Neiatogravitational potential. It obeys
the Poisson equation

V2w (6) = 2«(6). (3.10)

INote thatk > 1 is suficient, but not necessary for multiple images to occur.
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Figure 3.2: Gravitational lens SDSS16@4L12: A quasar at redshift = 1.734 is quadruply
lensed by a galaxy cluster at redstaft= 0.68. Between the quasar images the central galaxy
and a further cluster member are visible. Image taken wétHbher List 1m-telescope (credits:
Schrabback, Joachimi; AIfA).

3.1.3 Image distortion and magnification

The lens equation (3.2) yields the image positiéiag a source at angular positigh Since pho-
tons are neither absorbed nor emitted in gravitationat kigtflection, lensing conserves surface
brightness. Therefore the surface brightness distributidhe source planE9(g8) and the lens
planel (8) must be equal,®(B(0)) = 1(6). If we assume that the source is small compared to the
scale on which the mass distribution of the lens varies, wdazally linearise the lens mapping.
Then the surface brightness at a pd@m the lens plane is given by

1(6) = 19[Bo + AB) - (6 — 60)] (3.11)

wherep, is a reference point within the source which is mapped égtdrhe distortion of the
lensed images is then described by the Jacobian matrix

_0B (. da(0)) (. W)
ﬂz%_(d”_ 86, )_(5”_ aeiaa,-)’ (3.12)

which we can decompose into a diagonal and a trace-free part

_ 1-k-m —Y2

A () @13
10 cosa sSin2p

(1_K)(O 1)_| |(sianb —0052{))'
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Figure 3.3: lllustration of the first ordeiffect of convergence and sheat on an intrinsically
round source with un-lensed radiRs. The convergence produces an isotropic magnification,
whereas the shear creates an anisotropic distortion.

Here we have introduced trgheary = y; + iy, which is a complex number with modulus

1/2 .
lyl = (yf + y%) / and polar angle. The convergence and the shear can be expressed as deriva-
tives of the deflection potential

1 1
K=35 (P11+¥2), 7= > W11-VP2), 72=%¥12=%au. (3.14)

Their different €fects in lens mapping are illustrated in Fig./3.3. While theveogence produces
an isotropic magnification, the image is anisotropicallgtalited by the shear. An intrinsically
round source with un-lensed radiBsis mapped onto an ellipse with major and minor semi-axes

Ro Ro

=9 -9 3.15
1-k-1yl 1-«k+yl ( )

The total flux observed from the source in the lensed and nseld case is given by the integral
over the corresponding brightness distribution. Fromi(Bfdllows that themagnification factor
of the source is given by
1 1

Hodetd = -1 —pi2°
whereu can have either sign, depending on the parity of the lensedemvith respect to the
unperturbed image. The flux of the source is magnifieduby Regions with difterent parity
are separated bgritical curvesin the lens plane, which are defined by dget= 0. Critical
curves are mapped back ordausticsn the source plane. Formally the magnification is infinite
on critical curves. However, real sources are extendedrefdme, the magnification has to be
calculated by averaging over the source, weighted by the surface brightness. Auwtditiy the
geometrical-optics approximation fails near criticalvas. In a wave-optics description also
the magnification of a point source remains finite (e.g. Siclameet al. 1992). Nevertheless the

(3.16)
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magnification can still attain large values (00) in real images. Very prominent features are
the giant luminous arcs in the strong lensing regions obgattusters (compare Fig. 3.4), where
faint background galaxies are highly magnified. Some ofédlssirces would be too faint to
be observable without lensing. Thus galaxy clusters carebarded as naturgiravitational
telescopes

Obviously this magnificationfeect influences the local number density of background galax-
ies. Galaxies which are intrinsically too faint to be obselkvcan be magnified above the detec-
tion threshold. This increases the observed number desfsiiglaxies. However, the magnifica-
tion effect also stretches the sky locally, resulting in &ie&ive decrease of the number density.
Which of both competingféects wins depends on the shape of the luminosity functiomef t
source population. The lensed number countsS, z) of sources at redshift which are above
a flux limit S, are related to the un-lensed coung6> S, 2) by

n>S,2 = (3.17)

#(;’ 2 (> G, z)’z) |

If one neglects the redshift dependence and assumes theduhee counts follow a power law
no(> S) = NpS™?, the relation between the lensed und un-lensed number £auEt certain
region of the sky with magnification is given by

n(> S) _ a1
n0(> S) s

Thus fora > 1 the source counts are enhanced, otherwise they are deéplgtele the number
counts are enhanced for bright quasars, a depletion is epfxr the faint galaxies used in weak
lensing studies (see Sect.3.2).

In principle thismagnification biasould be used to measure the local strength of the dis-
tortion, for example in galaxy clusters. Although a deletin local number counts has been
reported for some clusters (Fort et al. 1997; Dye et al. 208¢tor et al. 1998; Dye et al. 2001),
this approach is limited by our lack of knowledge of the unsked galaxy number counts at a
particular position (galaxies tend to be clustered, se&.3&). A much more successful ap-
proach is to estimate the local shear from the ellipticibEbackground galaxies, which will be
discussed in the next section.

(3.18)

3.2 Principles of weak gravitational lensing

In the close vicinity of massive galaxy clusters, highlytdited images of background galax-
ies can be observed (see Fig. 3.4). Further away from theateagions, the tidal gravitational
forces distort the images only slightly. Thigeak lensingeffect cannot be measured from sin-
gle galaxies, but can only be studied statistically by itigasing an ensemble of background
galaxies.

The goal of basically all weak lensing studies is to learnething about the matter distribu-
tion of the lens and thus the convergence figldhich however cannot be measured directly. In
Section 3.2.1, | will first illustrate how the local sheardielan be measured from the ellipticities
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Figure 3.4: HSTACS image of the most X-ray-luminous galaxy cluster RXJ134451 Around
the bright cluster galaxies several giant arcs and arcieide seen, which are highly distorted
and magnified images of faint background galaxies. (Cre8ithrabback, Erben; NASA, ESA,
AlfA)
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of background galaxies. In Section 3.2.2, | will then shoatthcan in principle be inferred
from the shear field, up to the so-called mass-sheet degeneracy (see Eq. 3.8&)practical
difficulties for measuring the shear are discussed in Sectiot ®i# limit the discussion to the
casex < 1 andly| < 1. This limitation may not be correct in the inner regions @fssive galaxy
clusters, but is perfectly applicable in cosmic shear stu@ee Sect. 3.3).

3.2.1 Ellipticities as a measure of shear

The local gravitational shear distorts the image of badkgdssources. As discussed in Sect. 3.1.3,
round sources are transformed into ellipses. Thus, if ddbgas were intrinsically circular, the
shear could directly be estimated from the shape of the vbdejalaxies. However, with galax-
ies being intrinsically elliptical, the shear cannot be swead from single galaxies. Yet, it is
reasonable to assume that the intrinsic orientation ofxgzdas random. Thus the local shear
can be estimated by averaging over an ensemble of backggalaxies, if the strength of the
shear exceeds the Poisson noise from the intrinsic elligsc

The shapes of galaxies can be very irregular, in which casedbre only poorly represented
by ellipses. Since gravitational lensing conserves sarfaghtness, it is convenient to define
the ellipticity of a galaxy in terms of its second-order Intigess moments:

B [ d?06,6;1(6)
Y [d21(6)

with the surface brightness distributid(@). 6 is the position relative to the centre of the galaxy,
which is chosen such that the first moment of the brightnestsilolition vanishes:

fdzeal(e) =0. (3.20)

The shape of a galaxy is usually quantified by a complex dlitgt for which the most widely
used definitions are given by

, 1,]e{1,2}, (3.19)

Qi1 — Q2+ 2iQ12

= —+ | = . 321
X =X1T X2 Qll + Q22 ( )
. - 2i
ez +le = Qu1 — Qo2 + 21Qu2 ) (3.22)
Qi1+ Q2 +2,/Qu1Q2 - Q,
The ellipticity definitions are interrelated as
2
Jy € X (3.23)

=, €= ———
1+ lef? 1+ 1-WP

For an image with elliptical isophotes these ellipticityfidgions are connected to the ratio of
the major and minor axes of the ellipgandb, and to the position angle of the major asiby

= ¢ == ,
X 1+r2e2 , r=- (3.24)
1-r .
e = Lot (3.25)

1+r
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where the factor @ in the exponent signifies that an ellipse is invariant und&tions bys.
Seitz & Schneider (1995) showed that the transformatiowéen the source ellipticity®
and the image ellipticity is given by

o _ X—29+9%
1+1g%-2R(gy")’

(3.26)

where the asterisk denotes complex conjugation, and wedwefireed the reduced shear

Y

= . 3.27
9=71~ (3.27)
In terms of the ellipticitye the transformation (3.26) reads
<9 forjg <1
(9 — ] 1-ge -
¢ {%%fm ol > 1, (3.28)

as shown by Seitz & Schneider (1997).
Assuming the Universe is statistically isotropic, theimdrc orientation of galaxies is ran-
dom, and hence the expectation value of the source eltiptgrzero:

) =0=(e9). (3.29)

Therefore, in the weak lensing regime< 1, |y| < 1, and thugg| < 1) the expectation value
of the observed ellipticity is given by

L ety g Y
SN =g=7"=7. (3.30)

Hence, the ellipticity of each galaxy is an unbiased, buy veisy, estimator for the local (re-
duced) shear.
The reduced shegris invariant under the transformation

kK Kk =a+(1-2), (3.32)

which is equivalent to multiplyingA in (3.13) by a factorl implying a transformatiory +— v’ :
v = Ay. Thus, replacing by a scaled version af and adding a mass—sheet of constant surface
mass density does not change the measured ellipticitiess mbans that from the observed
image distortions alon&,can only be inferred up to this so-callethss—sheet degeneracy

From (3.16) followsu « 172. Therefore the mass—sheet degeneracy can be lifted, if mag-
nification éfects are also taken into account, e.g. by measuring the fidimn bias (see
Sect. 3.1.3). According to Egs. (3.6) and (34)Yepends on the distances in the lens system.
Thus, the discussion above strictly holds only if all sograee at the same redshift. By observing
galaxies which are distributed in redshift, the mass—stiegéneracy is in fact weakly broken
(Seitz & Schneider 1997; Bradat al. 2004).
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3.2.2 Mass reconstruction

According to [(3.14), both the convergence and the shearamnd derivatives of the deflection

potential. Therefore, the convergence field can in primchp recovered from the shear field.
However, such a reconstruction is limited by the mass—steggtneracy, which was discussed in
the last subsection. If we take the Fourier transforms ofiglds involved

f<(|):fd29,<(0)é'-", y,-(|):fd29y,-(a)é'-”, ‘i’(l):fdze‘P(O)e‘"“’, (3.32)

with j € {1, 2} and the two-dimensional wave veciiEqs. (3.14) read in Fourier space

~ 1 ~
k() = —é(li +12)¥(1)
~ 1 ~
hll) = —501-12¥(0) (3.33)
Ja(l) = —ll%(l).
Thus, in Fourier space the convergence and the shear atedraka
A 1 5 ionn R
AERNTINT) ((ll -1+ (2|1|2))’2) . (3.34)
1+

(3.34) is not defined fat| = 0, which actually leads to the mass-sheet degeneracy. Bsforan-
ing (3.34) back into real space we find that the convergencdeaxpressed as a convolution of
the shear

k(0) — ko = 1 f d’0’ D*(6 - 6')y(6) (3.35)
T JRr2

with the complex kernel
62 — 62 — 2i6,0,

|04 ’
which was first found by Kaiser & Squires (1993). Here the ragtedenotes the complex con-
jugate. In principlex(6) should be real. However, noise in real data can produce agiirary
component. To ensure thats real, usually only the real part of the integrand in (3.8%pken
into account. Since the integration in (3.14) has to be peréd over the entir@’ plane, this
method should not be applied to finite and thus realistic figlids. Diferent finite field inversion
algorithms have been developed to solve this problem (Ka&@5; Seitz & Schneider 2001; Hu
& Keeton 2002).

Schneider (1996) introduced thperture massr M, statistic

D) = (3.36)

Map(6) = f d?0’ k(@HU(0 - 6"), (3.37)

which measures a weighted integral of the local surface massity around a poirét. Often a
circular aperture and a compensated filter functiqn = |@ — 6’|) with

fﬁ d9eU(6) = 0 (3.38)
0
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andU(#) = 0 for & > ¢ are used. Schneider (1996) showed tiigg can then be expressed in
terms of thetangential componerdf the shear

yi=-R(ye?), (3.39)
with the polar angle® relative to the centre of the aperture. The aperture makgeisgiven by

Map(0) = f (600 - &) (3.40)
|60—-0"|<9

where the filter functior@(0) is given in terms of the filter functiob (¢) by

0
Q) = 9—22 f do’'ou(e’) — U (o). (3.41)
0
Analogously we define
MO = [ dor@)e-) (3.42)
|0—-6"|<D
for thecross componerdf the shear relative to the centre of the aperture
Y =-3(ye?). (3.43)

Note thatM, () is expected to vanish for pure lensing (see $ect.3.3.3).
For the filter functions we use a form proposed by Schneidak: €1998)

0= 23 |56

where H{ — 6) denotes the Heaviside step function, leading to

H( - 0), (3.44)

Q) = %(g)z [1— (g)z] H(® — ). (3.45)
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3.3 Cosmological weak lensing

DEFLECTION OF LIGHT RAYS CROSSING THE UNIVERSE, EMITTED BY DISTANT GALAXIES

SIMULATION: COURTESY MIC GROUP, 5. COLOMEI, AP,

Figure 3.5: lllustration of cosmic shear: In this figure Ndpsimulations of dark matter parti-
cles by S. Colombi are shown. Brighter colours indicate dereggons. The three blue ellipses
in the rear represent distant galaxies. Light rays emitiah these galaxies are continuously de-
flected and distorted due to the inhomogeneous gravitdtimha created by the matter density
fluctuations. The deflections shown here are highly exaggegta illustrate the ffect. (Image
credit: DESCART project at IAP, France)

In the previous sections, | summarised gravitational lepdy relatively localised lenses,
which can be approximated by a single mass sheet. This apprb&n can be made, if very
massive objects like galaxy clusters act as lenses, simyedbminate the integrated mass on
the line-of-sight to background galaxies. In this sectionill summarise the theory afosmic
shear which is also termedosmological weak lensirand describes weak lensing by large-scale
structure. Here, light rays are continuously deflected asibided while travelling through the
inhomogeneous gravitational potential created by theitjefigctuations (illustrated in Figure
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Figure 3.6: Ray tracing through N-body simulations by Jaglja&, & White (2000). The top
two panels show the magnification, whereas the lower two Ipandicate the corresponding
shear field for sources at a redslaft= 1. Theleft panels correspond to an Einstein-de Sitter
cosmology and thaght panels to an open model with,, = 0.3. The two cosmological models
can be distinguished from the statistics of the shear fighilchis stronger correlated for the EAS
model. The field size is°1x 1°. (Figures 5 and 6 of Jain, Seljak, & White 2000)
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3.5). Thus a more general theoretical description is regquirThe statistics of the shear field
reflect the statistics of the large-scale structure of thevésee. Therefore, measurements of the
strength of cosmic shear are a powerful tool to probe the whatker distribution of the Universe
and therewith distinguish betweerfférent cosmological models. Jain, Seljak, & White (2000)
demonstrated this with ray tracing calculations througbddy simulations for two dierent
cosmological models, shown in Fig. 3.6. In this section | palrtially follow the train of thought
as presented in Schneider et al. (2006).

3.3.1 Gravitational lensing by the 3-D matter distribution

Figure 3.7: lllustration of light propagation in an inhongogous universe: In this sketch two
light rays are shown, which intersect at the posifjca 0 of an observer. The propagation of the
upper light ray is considered relatively to the lower fidlicgy. At a comoving distancg the
light rays have a transverse separatkgp), which in the absence of lensing would appear under
an angular separatigh(y) as seen by the observer. Both light rays are continuouslgatefl

by the gravitational potential of the mass inhomogeneitiethe universe, where the relative
deflection depends on thefidirence of the transverse gradidént of the Newtonian potential
along both paths.

In order to investigate the deflection of light in the inhorangous Universe, we consider a
light ray propagating from a source relative to a fiducial (@ig. 3.7). For the relevant case of
weak gravitational fieldsd§ < c¢?), which typically vary on scales much smaller than the cur-
vature scale of the Universe, and matter with non-reldtovimotions, the comoving separation
X(0, x) between the two light rays, which are separated by an ahgtehe observer, obeys the
propagation equation

2
% + Kx = _é [qu)(x(e’/\/)’/\/) - VJ_(D(O)(X)] s (346)
with the comoving radial distangg the spatial curvatur& as defined in (2.17), and the New-
tonian gravitational potential along the light ré¢x(6, v), x) and along the fiducial rag©(y).
V. = (8/0x1,0/0%;) denotes the transverse comoving gradient operator. Aatem of (3.46)
can for example be found in Bartelmann & Schneider (2001).
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(3.46) can formally be solved by the method of Green’s funmiyielding

K00 = kW02 [ 8¢l - [TL0XE0) - 7.0 (@347
0

where fx(y) was defined in[(2.3). Without lensing the source would ben sethe angular
separatiorB(y) = x(x)/fk(x) from the fiducial ray. Thereforgg can be interpreted as the un-
lensed angular position in a hypothetical source plane at@uing distancg. In analogy with
standard lens theory we can then calculate the Jacobiaixmatr

B 1 0x
0.y = - al 3.48
Aij (6. x) 30, = Te(r) 90, (3.48)
2 (™, ke = x) ) °O(x(0,x'). x')
- 5 - = dy’ Ay !
% czfo X fi () 0% 0% l6.x)

to describe the locally linearised lens mapping. Expandthgn powers of® and truncating
non-linear terms yields

f (v = x) (') P0(x = T ()0, x')
fk(x) OXi0X; '

Therefore, in first-order ob, the distortion can be approximated by an integral alongitiper-
turbed rayx = fx(y)8, whereas corrections are of ordef. This approach corresponds to the
Born approximation, and is justified because the expecteddwhs are small. We define the
deflection potential

2 (¥ ,
ﬂmmz%—gﬁdx (3.49)

2 ™, kx=x)
Y(0,x) = = dy ————0(fc(x)0,x), 3.50
60=5 [ dr o)) (350)
for which ,
oY
Aij = 6ij - 9090, (3.51)

holds similarly to((3.12) in the thin lens approximation.rde, lensing by the large-scale struc-
ture can be treated as lensing by a lens plane wWitdttve deflection potential. Correspond-
ingly to (3.14) we define thefiective mass densityand sheay as

1
K = E (\P,ll + \I"’zz) , and (352)
1 .
Y =3 (W11 —W2o) +i1¥ 2. (3.53)
Using the three-dimensional Poisson equation in comovarmgdinates

~ 3HQm 6

AD ,
2 a

(3.54)
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we can expressin terms of the density contragtas

Y fulv — ) T’ 2 i
C_12f0 oy’ k(x X)Ktv)[a_+a_lq>(chy’)0,x’)

x(0,w)

f (x) 6x§ 6X§
_OBHIOm e —x) ) 6(f ()0, x)
= oz f dy o) ) (3.55)

where we used the fact that the line-of-sight integratio(®éfox3)® gives an average contribu-
tion of zero.

The convergencedepends on the distangeo the source. For sources distributed in redshift
according top,(2)dz = p, (x)dy, the dfective surface mass density reads

3H3Om o(fk (6. x)
0) = [ de P = = [ dvat ) G (3.56)
with the dfective source-redshift weighted len&@ency factor
Yh f ’r_
00 = [ av p ) KD (357)
X fK(/\/ )

whereyh = Dc¢om(0, o0) denotes the distance to the horizon.
We define the power spectru(l) of the convergence by

K(D&(I") = (27)%6p(1 + I")P(1) (3.58)

wherex’is the Fourier transform of the convergence as defined i2)3The convergence power
spectrum is related to the three-dimensional power spad®which was discussed in Sect. 2.2,
by
OHIQE M  (y) I
P.) = e | anZ(X) Ps ( fKCV)’X) . (3.59)

Therefore, observations which constrénalso yield information abou®s. Theoretical predic-
tions for the convergence power spectrum are plotted in3R8g.From these plots it can be seen
that the non-linear evolution dominates the power specfarmangular scales below 30vhich
correspond to wave numbdrg 200. A derivation of{(3.59) can be found in Kaiser (1998).

Following from the definitions of the convergence and theaslhie Eqs. (3.52) and (3.53),
their Fourier transforms are related by

(1) = k(1) (3.60)

with the polar anglep of the wave vectot. Hence, the two-point correlation functions of the
Fourier transformed convergence and shear are identical:

Gy (1)) = k(1)) (3.61)

and the convergence power spectrum can directly be caéclfedm the shear correlation func-
tion.
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Figure 3.8: The convergence power spectiyh) (left panel) and its dimensionless fotaP,(l)
(right panel) plotted for dferent cosmological models (abbreviations see Table 2.a).tHe
power spectra shown, a mean redshift of the galaxy distobutf (z) = 1.5 was assumed.
While the thin curves were calculated taking into accourgdinevolution only, the thick curves
were derived using the fully non-linear evolution accoglino Peacock & Dodds (1996). For
wave numbers > 200, which correspond to angular scales below 8@ non-linear evolution
leads to much stronger power. (Figure from Schneider eGai8)L

3.3.2 Cosmic shear measures and theoretical predictions

In this subsection | will discuss statistical measureslierghear and theoretical predictions for
their values on dferent scales.

3.3.2.1 The shear dispersion

By measuring the mean sheg) in a circular aperture of radiug we can define the shear
dispersion(|y|?)() = (yy*)(). Here the average denoted hy) is defined as the ensemble
average over many independent circular apertures, whidoadain diterent realisations of the
shear field. When the shear dispersion is practically medsiirbas to be ensured that many
independent lines-of-sight are probed, in order to redoeértfluence of cosmic variance. It can
be shown that the shear dispersion is related to the conveggmwer spectrum by

O = 7O = 5 [ AP (W10, (362)

with the top-hat filter functioWry (i) = 4E(n)/n%. J, denotes the"-order Bessel function of

the first kind. In Figure 3.9, the predicted shear disper&omlifferent cosmological models is
plotted in dependence of the aperture radiug he shear dispersion increases towards séhall
for all cosmological models, which is due to the fact thattigays coming from galaxies closely
separated in the sky travel through similar regions of timgelascale structure. The predicted
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shear dispersion is plotted both for the case of purely tisgacture growth and for the case of
non-linear evolution according to the description of Pe&c® Dodds (1996). On scales below
10 the non-linear evolution becomes important and createschstuonger shear signal.

By comparing measurements of the shear dispersiorftateint scales with these theoretical
predictions, one can discriminate betweefliedent cosmological models. To first order, the am-
plitude of the shear signal is proportionaldeQ®®. Qualitatively these dependencies can easily
be understood, since an increase of the normalisatiatirectly increase®; and therefore also
P.. A higherQ, also leads to an increase of the shear signal, since gramghtensing depends
on Ap and not only the relative density contrast Ap/p. The quantitative dependence 9ff°
is only approximate and has been found by fitting likelihoodtours in cosmological parameter
estimations (e.g. Heymans et al. 2005). The shear signaiaully increases with the mean
value of the source redshift distribution, which is due to &ffects: First, higher redshift galax-
ies are deflected along a longer path through the inhomogsmatter distribution. Second,
the lens ficiency given by|(3.57), which depends on the fadigl’ — x)/ fk (y’), increases for
sources at higher redshiitg,’).
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Figure 3.9: The square root of the aperture mass dispeigitnand the shear dispersionght)

in dependence of the aperture radiu®r the same cosmological models as in Fig. 3.8. Again
thin curves correspond to purely linear structure growthergas the thick curves have been
calculated with the fully non-linear evolution as descde Peacock & Dodds (1996). (Figure
from Schneider et al. 1998)
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3.3.2.2 The aperture mass dispersion

Similarly to the shear dispersion one can define the dispersithe aperture mass in a circular
aperture with radiug as given in|(3.40), which is related to the convergence pewectrum by
00 g 2
<M§p>(9) = an dilP (1) [f dd9uU (ﬁ)Jo(Iﬁ)] , (3.63)
0 0

where(...) again denotes the ensemble average. For weight fundtiardQ as defined in Egs.

(3.44) and/(3.45), (3.63) reads

<|v|§p>(9) = % jom di P (NWay(Al) , (3.64)

with 576
Walt) = = 5. (3.65)

The theoretically predicted aperture mass dispersionateal in Fig. 3.9 for various cos-
mological models and the cases of purely linear and alsolinear structure growth. The de-
pendence on the cosmological parameters is similar to theraience of the shear dispersion
as discussed above. Note that the filter funciidg in (3.64) is much more localised than the
wide filter functionWry used for the shear dispersion. Therefore, the aperture digssrsion
measures the convergence power spectrum highly localisedcale of ~ 5/6 (Schneider et al.
1998). However, the higher resolution is gained on the cblss power, since only a narrow
range of wave numbefsontributes.

3.3.2.3 The shear correlation functions

A very important estimate for the cosmic shear is the sheaydwint correlation functiortyy),
for pairs of points with separatiof (e.g. pairs of galaxies). With the polar angleof their
separation vector, we define the tangential and cross-coemp@f the shear at their positions
for this pair as

n=-Rye?), r=-3@re?), (3.66)
and the following shear correlation functions
£:(0) = (roy(0) £ (v (0) s Ex(6) = (ryx)(6) - (3.67)

Under parity transformatioti, changes sign. Thus, it is expected to vanish if estimatea fro
suficiently many fields. The shear correlation functions arateel to the convergence power
spectrum by

§+(9):%fowdllJo(I9)PK(l), g_(e):%fowd|u4(|e)m(|). (3.68)
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3.3.2.4 Interrelations of the shear measures

All of the second-order shear estimates discussed medseireonvergence power spectrum,
although with dfferent filter functions. Therefore it can be expected that #ve actually inter-
related. This can be shown by first inverting (3.68) usingaitieonormality of Bessel functions:

P.() = 271[00 doo &, (0)X(16) = 2:1[00 doo&_(0)d4(10) , (3.69)
0 0
which we can plug into (3.68) to yield the interrelation o tborrelation functions:
* dd 62
0 = £O+ [ Fe (4 12@) (3.70)
dd ¢ 92
@ = o+ [ Llewm(a-1zr). 3.71)
By inserting [(3.69) into the equations for the shear disper§s.62) and the aperture mass dis-
persion|(3.64), we find:
_ 2 g 9 dig 9 )
i = [ ews.(3)- [ Grews (7). 372
% 0 9 ) % 0 9 )
w0 = [ Greom(3)- [ Greor(3). 373
0 0
with S, andT. as given in Schneider et al. (2002):
1
S.(X) = ;[4arcco<)§()—x 4—x2]H(2—x),
_ RV AN _ 2 i
S.(x) = XV4 — x3(6 — x?) ﬂ?(EB x) arcsin /2) H(2 - X)
+4(XX 3 hx-2).
_ [6(2-15%9) 2 (X
T.(X) = {T[l—;arcsm(é)]
+1—"éx2(120+ 2320¢ — 754¢* + 132¢ - 9x8)} H2-X),
2o\ 7/2
T (0 = £2x3(1- XZ) H2 - ),

where H denotes the Heaviside function.

3.3.2.5 Advantages of the shear correlation functions

For several reasons, the shear correlation functjor@se nowadays the preferred shear measure:
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e The correlation functions contain the full information abthe convergence power spec-
trum, which also allows one to calculate the other estinsathrectly fromé&. as seen
above.

¢ Real data contains regions which cannot be used for the as\dlyisexample due to bright
stars or CCD defects, making itfficult to employ circular apertures on the field. On
the other hand, the correlation functions at seatan simply be measured by selecting
all usable pairs of background galaxies on an image withiapaation bin of widtho
around the separatiah

e Practically, also the computing time for the correlationdtion is much shorter than e.g.
for the shear dispersion, if estimated in many angular bins.

3.3.3 E-modes and B-modes

The deflection potentid¥, which is given in/(3.50), is a one-component (real) qugntihereas
the shear field, which is given in terms o¥ in (3.53), is a two-component (or complex) quan-
tity. This implies that the two components of the shear cabrandependent. From Egs. (3.52)
and (3.53) follows

Vi = ( YL Y2z ) - u, (3.74)

Y21~ Y12

where we defined the gradient fiald Althoughu is expected to be curl-free for pure lensing,
noise in the data produces a curl component. A significardty-zero curl component can be
created by variousfiects like artefacts from the image co-addition or anisgtrogrrection, but
also intrinsic alignment of sources. The gradient and thiepart of u can be projected out by
taking another derivate

VAE=V.u, VAE=VxU=uUpy— Uy, (3.75)

where we have defined the E-mode and B-mode componentsvdiich are named after the
similar decomposition of CMB polarisation into electric kfree and magnetic curl modes. An
alternative way to define these components is to introducargltex part in/(3.35)

KE(0) +ikB(0) — ko = }T f oD (0 - 0)y(@). (3.76)

The diferent dfects of EB-modes are sketched in Fig.3.10. In principle one can thénale
the EB-mode components of the deflection potentié®) = () + iy®(#) and the convergence
power spectrde andPg in full analogy to the case of pure lensing.

Crittenden et al. (2002) show théatcan be decomposed into the curl-free E-mode component
£E(0) and the curl B-mode componefft(6) as

£.(0) +£'(6)

£.(6) - £'(6)
> ; ,

£°(60) = £00) = =—— 3.77)
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Figure 3.10: lllustration of thefBect of curl-free shear modes (E-mod&x patterns) and curl
modes (B-modedyottompatterns) on intrinsically circular sources. E-modes campitoduced

by gravitational lensing. Thepper leftpattern corresponds to a local matter over-density and the
upper rightpattern to a local under-density. Probably, observed B-sagde due to systematic
effects in the data analysis or intrinsic alignment of sourtigare from Van Waerbeke & Mellier
2003).

with
e@-e@+a [ Tew-122 [ Tew. 3.78)

Note that the integral in (3.78) formally extends to infinifihus, due to finite field size, real data
require the substitution of the measutged) with theoretical predictions for large

This problem does not occur for the aperture mass statifdicghich Crittenden et al. (2002)
show thatM,, purely measures the E-mode signal, whefdascontributes to the B-mode only:

<M§p>(9) %fom diPe(l)Wag(6l) , (3.79)

1 e
MDE) = 5 fo dl 1 Pa(l)Wan(6l). (3.80)

Thus, Mg, is sensitive to E-modes only, wherelsls measures B-modes only. As in the case of
pure E-modes both can be calculated from the shear cooelfathctions:

VA T [f;a(ﬂ)n (g) LE DT (%)] , (3.81)

20
wie = 5 [ |eom(5)-com (5| (3.82)
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Since lensing is expected to produce a pure E-mode signalait important test for the data
analysis to check whether a B-mode is present in the final datdogues. Many systematic
effects introduced by errors in the image reduction or an indet@@nisotropy correction will
create both a spurious E-mode and B-mode shear signal. oheréiie strength of B-modes
present should give a rough estimate of the contaminatidimeoshear signal with systematics.

But not all B-modes are due to systematiteets. The clustering of sources can produce
a finite B-mode (Schneider et al. 2002). Also the applicatibthe Born approximation (see
Sect. 3.3.1) might not be fully icient, which can be tested with ray-tracing simulationg.(e.
Jain et al. 2000). However, these twieets are expected to produce only very small B-modes.
Additionally, intrinsic alignment of sources can produaaté B-modes. Although this is ex-
pected to have major influence on shallow cosmic shear ssind®ep surveys should only be
affected at as 10% level (Heymans et al. 2006c).

3.4 Practical concerns for measuring shear

3.4.1 Measurement diiculties

The observed galaxy images are not only distorted by gtawia shear, but are additionally
affected by variousféects of the telescope and the camera used for the obsenvatidin case
of ground-based observations also by the atmosphere. Hfiests have to be accounted for
properly. Otherwise they can lead to a wrong estimate of theigtional shear.

¢ Different ¢fects cause a point-like source to be imaged as an extendect.olgjbserved
images are a convolution of the unperturbed images witlptiet-spread-functiofPSF),
which summarises thesdfects. For ground-based observations the major contritbutio
comes from the isotropic blurring caused by atmospherioulence. Space-based ob-
servations have a much higher resolution, which is maintgmened by the diraction
limit of the telescope. Coma, chromatic aberrations, asiiggm, and field curvature of
the telescope optics alsdfact the PSF, as well as chargdtdsion in the CCD camera.
Usually one decomposes the PSF into isotropic smearing @isdteopic distortions. An
anisotropic PSF can be created by astigmatism, field cuejaterong dfsets in the im-
age co-addition (see Sect.5.2.2), tracking errors, or \ainithe telescope site. Whereas
isotropic smearing dilutes the signal, an anisotropic P&8Fmimic a false shear signal.

e Optical and near infrared observations are usually donle @D cameras. Here the in-
formation is discretised into pixels. Ideally, the sizelud pixels is much smaller than the
width of the PSF, which is then well sampled. However, fort@pimisation the PSF is
often only poorly sampled, with a PSF FWHM of2 pixels (“Nyquist-sampling”) or less,
making proper PSF correction particularly challenging. lieder-sampled data, théec-
tive sampling and resolution can be somewhat improved hygudithered observations,
where several images are taken with sub-pixel shifts (see 58.3).

e Furthermore, observations arffexted by various sources of noise, like sky background,
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read-out electronics, dark current, and photon noise, Isotiemage defects like cosmic
rays and hot or cold pixels (see Sect.5.1.6).

e A particularly unpleasant systematidfext is the degradation of the charge-transfer-
efficiency (CTE), the fiiciency with which the pixel charges are transfered duriragire
out. If the dficiency degrades, objects loose a fraction of their elesttomeighbouring
pixels creating CTE-trails. This is particularly problemdor space-based cameras, where
the continuous bombardment with cosmic rays create cheage teducing the CTE sub-
stantially.

3.4.2 The KSB+ method

The correction of PSFfEects is of fundamental importance for weak lensing studdesorrec-
tion is in principle possible, if the PSF is properly sampdedhe pixel grid and across the image.
Kaiser, Squires, & Broadhurst (1995); Luppino & Kaiser (19%oekstra et al. (1998) (here-
after referred to as KSB) developed a formalism for the PSF correction, which i$ tté most
widely used weak lensing shape measurement techniqueisiméthod, stars are used to model
the PSF across the field, since they are practically poirncesu Then the galaxy ellipticities are
corrected for smearing and anisotropy. Whereas | only sumsm#re KSB- formalism in this
subsection, a more detailed description is given in App. Bhédugh the KSB- method was de-
veloped for ground-based data dominantiieeted by smearing due to atmospheric turbulence,
Hoekstra et al. (1998) showed that it can also be applieddoespased images. In Chapter 4
| will present detailed tests of the algorithm carried outhe frame of STEP project, also for
simulated space-based images.

3.4.2.1 General description

In Sect. 3.2.1 we defined the ellipticity parameters of geksin terms of the second-order bright-
ness moment&;;, which were defined in (3.19) by an integral over the wholegenplane. In
real images the integration has to be replaced by a sum ox@nailues and has to be truncated
due to neighbouring objects. The truncation is done with @ktdunctionW, which gives low
weight at large distances from the galaxy centre. Then tbenskorder brightness moments are
defined in analogy to (3.19) as

Qi = f FOWE)60,1(6). 1. ] < (1.2), (3.83)

where the weight function usually depends only on the dcsdrom the object centre = |6)|
and is typically chosen to be a Gaussian with filter scgl@he centre of the coordinate system
is again chosen such that the first moment of the surfacethegh vanishes

f d’0 W(6%)01(#) = 0. (3.84)

The appropriate filter scalg depends on the size of the objects and is determined in tlvegso
of object detection (see Sect. 3.4/2.2). From now on we wi#@;; as defined with a weight
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function in (3.83). The complex ellipticity is then definearih the second-order brightness
moments as in (3.21). To indicated that this ellipticity hascontrast tgy, been measured with
a weight function, we denote it &

Q11— Q2+ 2iQq2 _

e=e +ie = 3.85
Q11+ Q22 ( )
The total response of a galaxy ellipticity to the reducedasb@and PSF ffects is given by
e, — € = Pogs + Popg;, (3.86)
with the intrinsic source ellipticitg®, the “pre-seeingshear polarisability
P, = P — P [(P™),5 P (3.87)

and theshearandsmear polarisability tensors¥and P*™, which are calculated from higher-
order brightness moments as detailed in Hoekstra et al8)8% App. A. Thanisotropy kernel
g‘(@) describes the anisotropic component of the PSF and hasweasured from stellar images
(denoted with the asterisk), which are nfeated by gravitational shear and hage= 0:

q, = (P™).565 . (3.88)
We define theanisotropy corrected ellipticity

&" = e, - P35, (3.89)
and thefully corrected ellipticityas

€50 = (P9) 2, (3.90)

which is an unbiased estimator for the reduced gravitatisimear(€s°y = g, assuming a random
orientation of the intrinsic ellipticitye®>. For the weak distortions measured in cosmic shear
k < 1, and hence

(€ =g=y. (3.91)

The KSBt+ formalism relies on the assumption that the image PSF careberibed as a
convolution of an isotropic part with a small anisotropyrker Thus, it is ill-defined for several
realistic PSF types (Kaiser 2000), being of particular eondor difraction limited space-based
PSFs. This shortcoming incited the development of altermahethods (Rhodes et al. 2000;
Kaiser 2000; Bernstein & Jarvis 2002; Refregier & Bacon 2003s$8é3 & Refregier 2005;
Kuijken 2006; Nakajima & Bernstein 2007). Nevertheless Heket al. (1998) demonstrated
the applicability of the formalism for HSWFPC2 images, if the filter scatg used to measure
stellar shapes is matched to the filter scale used for gaiaages.

As stated above, the anisotropy kergehas to be measured from stellar images. The ampli-
tude and direction of this kernel typically varies smootatyoss the field of view, with possible
discontinuities between chips, e.g. created Wiedent chip heights. Thus}® has to be inter-
polated for the galaxy positions, for example with a loweargolynomial fit, if enough stars
are present in the image. If this is not the case, an oftematt approach is to fit the PSF in
different observations with more stars present (e.g. of glololliaters), and then apply this fit
to the galaxy fields. However, this works only if the PSF vidoiais suficiently stable in time. |
will discuss the situation for the AQ®/FC PSF in detail in Sect. 6.2.
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3.4.2.2 Special features of the KSB implementation

Our analysis is based on the Erben et al. (2001) implementati the KSB+- formalism, with
further modifications. There are currently several indeleaih KSB implementations in use,
which differ in the details of the computation, yielding slightlyffdrent results (see Heymans
et al. 2006b and Chapter 4 for a comparison of several impletiens).

Before shapes can actually be measured, objects have to dmedet For this purpose the
Erben et al. (2001) pipeline us8Extractor (Bertin & Arnouts 1996), which also provides a
first estimates of the centroid position. Then the pipelafenes the centroid position iteratively
until (3.84) is fulfilled.

As a particular feature the Erben et al. (2001) implemenredplits each pixel into # 4 sub-
pixels linearly interpolating the pixel flux. The KSB inteds in the computation a@;;, Pf[ﬁ”, and
Pjg are then evaluated at the sub-pixel centres using the flbzt ¢d the distance to the object
centre. For poorly sampled data this approach yields esiiich are more stable with respect
to the relative position of the object centre on the pixedigri

In principle the Gaussian filter scalgcan be chosen arbitrarily. However, in order to max-
imise the signal-to-noise of the shape measuremgshould be somehow related to the true size
of the galaxy. In the pipeling, can be defined as a function of tiExtractor FLUX_RADIUS
parameter

rqy = X - FLUX_RADIUS, (3.92)

where we typically seX = 1.0.
In addition to the KSB- quantities Erben et al. (2001) compute for each object tidight
radiusry, and the signal-to-noise ratio

oW, (6D 19)

o1 [ ROWR(6)

which is based on the same filter function as the one used &mresimeasurements and depends
on the single-pixel dispersion of the sky background Stars and galaxies are usually selected
with cuts in the magnitudes plane.

Erben et al. (2001) also propose a weighting scheme, to desight the shear estimate from
low signal-to-noise galaxies, which we adopt in parts ofghalysis. Here they define a distance
measure between galaxies in a two-dimensional paramedee sfor which we use magnitude
andr. The weightw; for each galaxy is then given by the inverse variance of tleaisbstimate
of the galaxy and itdN neighbours in the parameter space, where we typicallyNuse 20 or
N =50

S/N

(3.93)

W, oc (€525 (rn, mag). (3.94)

As a modification to the original Erben et al. (2001) pipeliwe measures all stellar quanti-
ties needed for the correction of the galaxy ellipticitisgdunction of the filter scalg following

2For mag in magnitudes arrg in pixels a simple Euclidian distance measure is usualfiigent, as applied
in this work. However, if parameters are used which vary @exeral orders of magnitudes, such as flux, a rea-
sonable distance definition can, for example, be found biingpthe galaxies in each quantity and defining the
one-dimensional distance between neighbours to be unity.
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Hoekstra et al. (1998). For the caIcuIationRi% in (3.87) and its inversion in (3.90) we usually
use the approximations

b
[(Psmk)—l Psh«] N Tr[PS ]5 (Pg)—l ~ Lé (3.95)
yo Lop | Tr[Psw] ¥B > aB ~ Tr[Pg] afB s .

as the trace-free part of the tensor is much smaller thandke {Erben et al. 2001). Only if we
explicitly refer to a “full tensor correction” this appraration has not been applied. To simplify
the notation we define
Tr [P |
Tr[pPsm™] "
Note that the KSB correction scheme can lead to unphysical ellipticities ugoise in the
data. Small galaxies can have small or even negatii?8/Prleading toleso] > 1. Thus, they
must be down-weighted or rejected with appropriate cuteein TrP%/2 or|es,|.
We have extensively tested and optimised this implemeamtatsing image simulations of
the STEP project, as detailed in Chapter 4.

*

(3.96)

3.4.3 Practical shear estimators

In this section | will discuss practical estimators of thew®d-order shear statistics, which are
actually used to measure the shear from the data. In pratttes&SB+ algorithm is first applied
to correct the measured ellipticities for PSifeets (see Sect. 3.4.2). The fully corrected galaxy
ellipticity €5°is an unbiased estimator of the local sheas is the ellipticitye. Here | will present
the discussion in terms ef as it is usually done in the literature. In practice, thénestor of the
correlation function is calculated frogf°.

According to (3.28), the ellipticity; of a galaxy at positio, is related to the shear (for
lyl < 1) as

6 =€ +y(6), (3.97)

wheree® denotes the intrinsic ellipticity of the galaxy. The sheao-+tpoint correlation function
is calculated in bins of angular width?. It is convenient to introduce the functiadg(¢) = 1 for
P—-A9/2 < ¢ <9+ A9/2, and zero otherwise, which defines the angular bin. If wenalleight
factorsw; assigned to each galaxy, an estimator for the correlatioctioné, (:7) is given by
ij WiWi (€it€jt + €ix€jx)Ag (16 — 65])
2ij WiW;Ay(16; — 6;1)
where the denominator corresponds to fiaaive number of pairs considered in the angular bin.
Under the assumption that the source ellipticities areaarig oriented, it follows that

(€it€jt + Eix€ix) = T2 + £.(16 — 651, (3.99)

&) = 2 ; (3.98)

with the dispersion of Athe intrinsic galaxy ellipticity.. §ince5ijAﬂ(|0i — 6;]) vanishes for alll
pairsi, |, it follows thaté, is an unbiased estimator éf: (£,)(9) = £,.(9). Correspondingly
ij WiW; (€it€jt — €ix€jx) Mg (16 — 6j])

>
£.(9) = Zij WinAﬁ(|0i - ‘9]|)

(3.100)
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is an unbiased estimator fgr: (Z_)(¥) = £.(9). As explained in Sect.3.3.2, the correlation
functioné, defined in|(3.677) is expected to vanish. Thus, also its estima
i WiWieitej Ay (16 — 0;)

2ij Wiw;Ag(16; — 65))
is expected to vanish. Insteadé&fsometimes the correlation between the tangential- ang-cros
components of the ellipticities are considered directlshimliterature
2ij Wiw;eiejiAg (165 — 65))

i Wiw A (165 - 6])

Z Www fleijﬁ(|0| 0]')
xYx ¥) = )
o) = =5 S w806 - 6,)

which are unbiased estimators fa () andy,yx ().

As shown in Sect. 3.3.2, the shear dispersion and the apertass dispersion can be cal-
culated from the correlation function. Accordingly, thestimators can be determined frain
and£_. If the centres of the bins, in which the correlation funotis calculated, are given by
7 = (n = 1/2)A¢, and the aperture radidsis an integer multiple of the bin widthd (= mA®),
the integrals in Egs. (3.72) and (3.73) can be replaced bysswar the bins. This yields the
estimators

E(0) = (3.101)

(yoro (@) = (3.102)

(3.103)

S(0) = M[ Zm&(w)s( )+(1 K+)Zﬁn§ (ﬂn)s( )] (3.104)

MO Z S|t (f)a-cocor (B)]. o
where S and M are unbiased estimators for the shear dispergigf)(6) and aperture mass
dispersior M§p>(9) respectively.K, describes the relative contributions of the two expression
in Equations((3.72) and (3.73). Due to the infinite suppo®afS(¥) should be calculated from
£, only. Note, that it is then sensitive both to E-modes and B-#sodo separate E-modes and
B-modes,M(6) can be calculated witk(, = 1/2. Then it is sensitive to E-modes only. The
strength of the B-modes can then be measured from the estimat(®)

ML) = ﬁQZZﬂn Eoar () (5] (3.106)

which is an unbiased estimator f¢k?2(6)). Note that in real data the correlation functions
can only be measured from a minimal separation, e.g. duertfusion between neighbouring
galaxies. Hence, the summation has a lower ¢ijtvehich can lead to biased estimates and E—
/B—mode mixing (Kilbinger et al. 2006). However, for spacedxhdata the impact of thistect
is small due to the high resolution and galaxy number density

In order to simplify the notation we will relax the distinoti between the shear statistics and
their estimators when plotting actual estimates, e.g. vilensite (M IO>(0) instead ok M(6))(6).



Chapter 4

Testing and improving KSB+ with the
STEP simulations

A major part of this thesis project was the stepwise testhahimprovement of the applied KSB
implementation using the simulations of the Shear TEstioggRamme (STEP). The conclusion
of this study is that the KSB formalism can reach a systematic average relative accatabye
2% level, with a deviatiors 5% as a function of galaxy magnitude and size, if slightlyakex
and carefully applied. This is well within the statisticatas of the ACS cosmic shear project.
However, due to a number of fundamental limitations of theéhoe it seems unlikely that its
accuracy can be further improved substantially. Hence pstriikely cannot serve as a proper
tool for future generations of weak lensing surveys aimingud-percent-level accuracy. Given
that more advanced techniques are still in developmenrs, thawever, likely that KSB will
still be applied within the next few years for upcoming sys/e Hence, the in-depth analysis
presented here may prove valuable for this transient period

This chapter is organised as follows: | will first introdudetSTEP Project in Sect. 4.1.
In Sections 4.2 to 4.4 | will then summarise the results oé¢hsubsequent rounds of blind
shear analyses with increasingly complex image simulat{@TEP1, STEP2, STEP3), where
STEP3 was particularly designed to mimic space-based piatially with ACS-like properties.
The blind analyses were followed by a central evaluationhef ¢atalogues submitted by the
different collaborators. When referring to this first shear asiglgnd central evaluation | use the
term “original” analysis, to distinguish from followed ndolind tests and analyses conducted by
myself to improve the method. | will then conclude this cleapn Sect. 4.5.

4.1 Introduction

Erben et al. (2001); Bacon et al. (2001) and Hoekstra et aQa@Ppresented the first detailed
tests of shape measurement pipelines on image simulatoraiging an artifical shear signal.
They all used the KSB method, but arrived at somewhatfdrent conclusions: Bacon et al.
(2001) found that they could recover the input shear with% accuracy, if they apply a cal-
ibration factor of 085 to increase the KSB shear estimate. On the other hand Erbain et

61
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(2001) found an accuracy of 2015% without the need of a calibration factor. Hoekstra et al.
(2002b) concluded that they could recover the input shetir better than 10% accuracy. The
differences between these results are important: althoughathese the same KSBmethod,
subtle diferences in the implementation lead to significantlfedent results. This underlines
the importance to test every shear measurement pipelinenafesgions.

Systematic errors of order 10% were at best comparable tetétistical errors of surveys
conducted at the time of the tests mentioned in the previategpaph. However, statistical errors
of large present day surveys have already shrunken belewahie, and for upcoming and future
surveys the shear measurement accuracy will have to dréye foercent and sub-percent level.

With this perspective the Shear TEsting Prograﬁ‘n(&TEP) was launched in 2004. The
first goal of STEP was to test various shear measurementiteeson diferent sets of image
simulations, hence providing benchmarks on the curreniracy. In these tests the input shear
was kept secret to ensure a fair and creditable comparisb@.nimber of independent groups
and methods who patrticipated in the tests is impressive namedays all seriously developed
shear measurement methods have been tested on the simulatiat least one of the STEP
projects.

As part of this thesis work, | tested our K$Bipeline in all previous STEP analyses, start-
ing with relatively simple simulations of ground-basedadé@TEP1, Sect. 4.2). Several biases
identified with this first blind test were fixed for the analysif the second set of simulations
(STEP2, Sect. 4.3), which includes more realistic PSF nsoaetl galaxy morphology. Finally
the third set of simulations (STEP3, Sect. 4.4) resemblasespased data, providing a test which
is particularly useful for this thesis project.

4.2 STEPL1: Simple simulations of ground-based data

The STEP1 analysis has been published by Heymans, Van \WWaeiBacon, Berge, Bernstein,
Bertin, Bridle, Brown, Clowe, Dahle, Erben, Gray, Hetterscheitbekstra, Hudelot, Jarvis,
Kuijken, Margoniner, Massey, Mellier, Nakajima, RefregiBhodes, Schrabback, & Wittman
(2006b), which | abbreviate as HO6 henceforth. Here | widu® the discussion on the results
of different KSB- pipelines. For a more detailed description also concertiiagesults of other
shape measurement methods see the original publicatiowlitiéwhlly, 1 will present results
from subsequent tests conducted on the STEP1 data with jpeiirs.

In total 13 diferent shear measurement methods or implementations hemdédsted in the
original analysis of the STEP1 image simulations (Tabl¢,4ntluding several implementations
of KSB+ which differ in subtle details of the coding, see Appendix A of HO6 foredaded
comparison. The analysis was carried out blindly by all arglexcept LV, CH, and KK.

http://www.physics.ubc.ca/ heymans/step.html
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Table 4.1: Shear measurement methods and implementagistegitin the original analysis of
the STEP1 image simulations.

Author Key Method

Bridle SB im2shape (Bridle et al. 2002)
Brown MB KSB+ (Bacon et al. 2000 pipeline)
Clowe Cl&C2 KSBr

Dahle HD K2K (Kaiser 2000)

Hetterscheidt MH KSB (Erben et al. 2001 pipeline)
Heymans CH KSB

Hoekstra HH KSB-
Jarvis MJ Bernstein & Jarvis (2002): Rounding kernel method
Kuijken KK Kuijken (2006): Shapelets to 12th order

Margoniner VM Wittman et al. (2001): Elliptical weight fution
Nakajima RN Bernstein & Jarvis (2002): Deconvolution fittingtmod
Schrabback TS KSB (Erben et al. 2001 pipeline modifications)

van Waerbeke LV KSB

4.2.1 Skymaker simulations

The STEP1 image simulations were created by Ludovic van Neker using theSKYMAKER?
package. Galaxies were populated in redshift space andli@d@des a sum of an exponential
disk and a de Vaucouleurs-type bulge, hence neglectingdudubstructure and morphology.
The source ellipticity€”, €”) was randomly drawn from a zero mean Gaussian distributitm w
oe = 0.3. Tothese galaxies fiveftierent shears were applied with= (0.0,0.005 0.01, 0.05,0.1),
Y2 = 0.0.

After adding~ 10 starg/[’]? the images were convolved with sixidirent ground-based PSFs

http://terapix.iap.fr/cplt/oldSite/soft/skymaker

Table 4.2: Overview of the PSF models used in the STEP1 imexgelations (compare to
Fig.4.1).

PSF Seeing PSF type Ellipticity
0 0’9  no anisotropy 0.00
1 0’7 coma ~ 0.04
2 0’7  jitter, tracking error ~ 0.08
3 0’7  defocusing ~0.00
4 0’7  astigmatism ~ 0.00
5 0’7  triangular ~ 0.00
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PSF 0 PSF 1 PSF 2 PSF 3 PSF 4 PSF 5

PSF 0 PSF 3

Figure 4.1: STEP$KYMAKER PSF models, as described in Table 4.2. The upper panel shews t
PSF core, with contours marking 3, 25, and 90 per cent of th& pgensity. The lower panel
shows the extendedftliaction spikes, with 0.003, 0.03, 0.3, and 25 per cent coattadapted
from HO6).

that are listed in Table 4.2 and shown in Fig/4.1. These PS#etmavere selected to provide a
realistic representation of the types of PSF distortioesse ground-based observations. They
were realised through ray-tracing models of the opticah@laAdditionally, they include atmo-
spheric turbulence (seeing) yielding affieetive stellar FWHM~ 079. The ellipticity of PSF1
is a good representation for typical realistic ground-deseveys. For comparison PSF2 is very
elliptical featuring tracking errors. The other PSFs aredu® test the impact of non-Gaussian
PSF distortions. The simulations have a pixel scale’@D8, hence the PSFs are well sampled.
A uniform background (12 mag[”]?) was added to the data, with uncorrelated Poisson pho-
ton shot-noise and Gaussian read-out noise. A small cutarteosimulated image is shown in
Fig./4.2.

Each of the 5< 6 shear and PSF combinations contain 64 images with 409@96 pixels
and an ective galaxy number density ~ 15/[’]? yielding a total of~ 1.7 - 10° galaxies per
combination. Hence, shot noise due to the intrinsic etlipéis was reduced to the 0.1%-level.

4.2.2 Shear estimation

We used our KSB pipeline with special characteristics detailed in Sedt.22 to determine
shear estimates for the galaxies in all data sets. For otdggettion withSExtractor we used

a Gaussian filter function (gaugs5 5x5) and required objects to comprise at least 4 adjacent
pixels OETECT MINAREA) which are 120~ (DETECT _THRESH) above the sky background.

To exclude stars and poorly resolved galaxies we applieagyaoomservative cut, > 1.2r;,
wherer; denotes the half-light radius of stars (see Fig. 4.3). Iritamid we select galaxies with
cuts|eé®| < 0.8, TrP%/2 > 0, and SN > 4. We performed the PSF correction twice, once using
a third-order polynomial interpolation, and once assuntivag the PSF was constant across the
field-of-view, with only marginal dterences for the final shear estimate.
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Figure 4.2: Cutout of on8KYMAKER STEP1 image with PSF 0 (widtH)3
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Figure 4.3:rp—magnitude distribution of objects in one of the STEP1 PS&rhés withy; = 0.0.
The stellar locus is clearly visible gf ~ 2.05 pixels. The lines indicate cuts to select galaxies at
1.1r; and 12r;.
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Table 4.3: Table to compare theffidirent number densitieNy,/[']?, percentage of stellar con-
tamination and false detection, and detection softwarthadiferent pipelines tested in STEP1.
S/Ns gives the signal-to-shot-noise for the shear estimatedryith= 0.005 simulations. 8N\;
has been calculated taking weights into account if provi@eepted from Table 4 in HO6).

Author Nga/[']> % stars %false  Software N S/Ng

SB 18 1.9 3.8 SExtractor 7 6
MB 14 7.1 0.1 hfindpeaks 10 -
Ci 12 2.7 0.0 hfind0 SExt 9 11
C2 12 2.8 0.0 hfind0 SExt 9 11
HD 17 44.9 0.0 hfindpeaks 8 -
MH 14 3.9 0.0 SExtractor 11 14
CH 12 3.0 0.0 SExtractor 11 -
HH 16 10.8 0.1 hfindpeaks 10 11
MJ 9 0.1 3.6 SExtractor 8 22
KK 9 0.8 0.0 SExtractor 10 12
VM 13 3.8 0.0 SExtractor 10 -
RN 9 0.9 0.4 SExtractor 10 24
TS 10 14 0.0 SExtractor 11 14
LV 13 0.0 0.0 hfindpeaks 11 12

4.2.3 Analysis

The joint analysis of the submitted blind catalogues waslaoted by CH.

4.2.3.1 Object detection

For the diferent methods the galaxy number densities, contaminatithstars and false detec-
tions, and achieved signal-to-shot-noise are listed ine[4l3. The conservative selection criteria
applied in our analysis led to a low contamination with s{dr4%) and false detections (0.0%)
on the cost of a rather low galaxy number density (10 galasi¢9. However, the rejection of
the noisy galaxies did not lead to a lower unweighted sigoadeise of the shear estimate (11).
Also, the weighted signal-to-noise (14) ranks among thé&dsg values after the MJ and RN
estimates, which use a very aggressive weighting schemgaluting a problematic non-linear
response (see Sect. 4.2/3.2).

4.2.3.2 Calibration bias and PSF contamination

For each method and PSF model the data were fitted as

) =q- 01"+ @+m Y+ () =c, 4.1)
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Figure 4.4: Diference of input and measured shear as a function of input&he¢he TS analysis
of the STEP1 simulations with PSF 2. Farthe short-dashed line shows the estimated linear fit
(plot by CH).

where(y,,) denotes the mean shear estimate computed from all galaxiesh& same input
shear. For a perfect methdgh) would be consistent witlfytlrue and(y,)=0, henceq = m =

c1 = ¢; = 0. For a method which systematically under- or over-estisétie shear a calibration
bias is present witlm # 0. If a method shows non-linear response to the shear sipgaD.
Residuals in the PSF anisotropy correction will show up irahelently of the input shear as non-
zero constants, ,. If gis consistent with zero the fit was repeated without quacidependence.
As an example we plot the fit for the TS analysis of the highlipgtal PSF 2 in Fig. 4.4. The
method shows a linear response to shear, with a systemal&-estimation byn ~ —16%, and
good correction for PSF anisotropy witt »| ~ 0.001.

From all PSF types we compute the mean calibration pigsthe mean non-linear céie
cient(q) (if significant), and the dispersiar, from c; andc,, which provides an estimate for PSF
anisotropy residuals. This allows us to compare the pedoga of the dierent methods con-
densed into a single plot (Fig. 4.5). While our KEBnplementation (TS) ranks among the best
methods concerning PSF anisotropy correction withoubéhicing a non-linear shear response,
it suffers from a substantial under-estimation of the shear mph= —0.167+ 0.011. An inter-
esting comparison can be made with the MH analysis, whighsfeom the sam8Extractor
catalogue and also applies the Erben et al. (2001) K®iplementation, but usesftiérent se-
lection criteria and, in particular, does not perform thé-R@isotropy correction as a function
of filter scalerq. The reduction of PSF anisotropy residuailsby more than a factor of two
for our method compared to the MH analysis clearly shows thetage of a scale-dependent
anisotropy correction, which we hence recommend for all k$Bplementations.
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Figure 4.5: STEP1 measures of calibration Kias PSF residuals, and non-linearityq) for
the methods listed in Table 4.1. For the non-linear casesexe # O (points enclosed within
a large circle)(q) is shown with respect to the right-hand scale. Results in liagled region
sufer from less than 7 per cent calibration bias (Fig. 3 from HO6)
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4.2.3.3 Selection bias

Weak lensing measurements rely on the fact that the meansiatisource ellipticity vanishes
(e!¥y = 0 when averaged over many galaxies. Therefore it is very itapbthat no selection
biases are introduced in the compilation of source catasgwhich might alter the mean ellip-
ticity of the source galaxies.

Kaiser (2000) points out, that there is a preference to sgkaxies oriented in the direc-
tion of the PSF anisotropy, which have a higher surface bmggs after PSF convolution than
galaxies oriented perpendicular to the PSF. Detectiorridifigs which require objects to have a
certain number of pixels above a given threshold (sudEasractor) might then lead to 8SF
selection bias This can be avoided by first choosing a low detection thrgsimocombination
with a later rejection of noisy objects using significancaignal-to-noise cuts.

In addition, there is a preference to select objects whielaati-aligned with the shear. This
shear selection biawas first described by Hirata & Seljak (2003). The overall magation of a
source is independent of the direction of the shear. Adutig, surface brightness is conserved
under gravitational shear (in contrast to tHeeet of PSF ellipticity). Hence, if objects were
selected purely by the number of pixels above a certaintiofdsno bias would be introduced.
However, usually images are smoothed with a Gaussian Keef@le object detection, in order to
reduce the impact of noise. This will, however, lead to agmrefd detection of round objects, and
hence galaxies anti-oriented with the shear. In additibjea detection or shape measurement
methods might fail to converge for highly elliptical objectagain introducing shear selection
bias. Furthermore, shear selection bias can also be creladcuts are applied to reject highly
elliptical galaxies.

In order to test the dierent STEP1 analyses for selection bias, we reject the daldestellar
detections from the catalogues and perform a similar fit gg.ib), but use the intrinsic input
source ellipticitye® instead of the shear estimate

<eSLS)>Se|C = mselc’)’tlrue +C1 <e(25)>selc =C, (4.2)

from which we compute the mean shear selection gras and the dispersioa? from all PSF
models. PSF-anisotropy-dependent selection bias asastirfromo; was found to be very low
for all methods withrg < 0.001. In contrast, shear selection biageo is significantly non-zero
for several methods including our KSBanalysis, for whichimge» = —0.045+ 0.006. For our
analysis the selection bias is mainly due to the cuts appitite data, as discussed in Sect. 4.2.4

and 4.2.6.

In Fig. 4.6 we compare the shear selection kiag,) to the calibration biagmyncontaminateps
which is computed similarly t@m) in (4.1), but after rejection of false and stellar detection
Given the low contamination rate of our catalogues (see€Tdll),{Myncontaminatelt = —0.158 +
0.010 difers only marginally from the contaminatéd). For our analysis selection bias accounts
for (Mseie)/{Muncontaminatell ~ 28% of the total calibration bias, while the rest must eitherdue
to a systematic bias in the shear estimate of individuabggdaor due taveight biaswhich we
discuss next.
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Figure 4.6: STEP1 measures of shear selection(lmag) compared to calibration bias measured
rejecting false detections and stars, but taking weigtits ascount (Myncontaminatet)- Methods
for which the calibration bias is solely due to selectiondiethe 1:1 line over-plotted (Fig. 4
from HOG).
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4.2.3.4 Weight bias

Ideally, weights should reduce noise in the shear estimdb®ut introducing bias. To test for a
possible bias, we perform a fit to

<e(13)>selc - <e(1$)>;elc = mNeighO’;_rue +Cq1, (4-3)

where(€?)sic denotes the unweighted axe?), _the weighted average of the intrinsic input
source ellipticity. Note the unusual sign definition/in (4 ®here a weight leading to an under-
estimation of the shear has a positive bias. We keep thisechion to be consistent with HO6.

From the fit we find that, is consistent with zero for all methods, hence there is no-PSF
dependent weight bias as expected. The mean shear-depemafgint biasm,eighy is at or below
percent level for most methods, with exceptions being thesk&pelet code (020+ 0.002), our
KSB+ implementation (024+0.003), and the MH KSB method (0032+0.003). Hence, about
0.024/0.167 = 14% of the total calibration bias in our analysis is causethbyveighting scheme
(3.94), which also has been used by MH. This bias might oatgiirom a possible correlation
between half-light radiug, and ellipticity modulus. Regions in—space with a lower ellipticity
modulus receive a higher weight. However, lower ellipyieitoduli are preferentially found for
galaxies oriented orthogonal to the shear, which introgitice bias. One might therefore prefer
to apply a diterent weighting scheme, such as the one proposed by Hoekstrg1998).

4.2.4 Dependence on galaxy properties and scale factdr

Future weak lensing surveys aim at measuring the redsipértence of the shear signal. Hence,
a shear calibration bias depending on redshift-dependemitigjies, such as magnitude or galaxy
size, will mimic an evolution of the shear power spectrumchhcan easily doom any mea-
surement ofw. Also for surveys not using redshift bins (“2D—lensing”)redshift-dependent
calibration bias will for example lead to a wrong estimatergfdue to the dependence of the
shear power spectrum on the source redshift distributian {Waerbeke et al. 2006). Hence,
besides being negligible on average, calibration biasldradso be negligible as a function of all
properties used as redshift proxies.

In the HO6 analysis the filerent shear catalogues were briefly tested for dependesfdies
calibration bias on magnitude or flux radius.filerent significant trends were detected for most
methods, but not discussed in detail.

Here we present a more thorough analysis based on our stiaekrgeee for the simulations
with PSF model 1 (to also test the dependence of anisotrgguals) and the strongest shear
yu¢ = 0.1, which provides the highest discriminating power. We [tta estimate foxe°)
as a function of half-light radius, magnitude, and sigmahbise ratio in Fig.4.7, where the
middle row corresponds to the default scale fa¢tos 1.0, see((3.92), which was also used in
our original analysis. The upper (lower) row corresponda tmaller (larger) valuX = 0.7
(X = 1.5), which we additionally tested. As it can be seen from|Figahd Table 4.4, the choice
of X has a significant impact on the overall average shear cabhbrhias, with a more negative
bias for smalleiXx.
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Dependence on half-light-radius For all three values oX there is a striking dependence of the
shear estimatééf") onry, where a larger value fay, corresponds to stronger under-estimation of
the shear. For theExtractor FLUX RADIUS parameter, a similar, even slightly stronger trend
was observed. Hence ftrent cuts on these parameters introduéedint selection bias, which
can also be seen from Fig. 4.6: The MH analysis, which indwdleobjects larger than the upper
limit of the stellarry, interval, sudters from relatively little selection biagrse = —0.017 =
0.001) on the cost of higher stellar contamination (3.9%). B ather hand we use a more
conservative selectian > 1.2r7 leading to lower contamination (1.4%) but higher selech@s
(Mgeie = —0.045+ 0.006.

A possibler, dependence of the shear estimate is not too surprisingn ghet the half-
light-radius of an object does not only depend on the ovescdle, but also the shape of the
object. Half-light-radius is additionally measured frone tPSF convolved image. Hence,ran
dependence does not automatically imply a dependencerarsintgalaxy size, which would be
problematic for the cosmological application. This hasaddsted independently, which will be
done for the STEP2 simulations (Sect. 4.3.6). Neverthalasswishes to avoid selection bias,
and should therefore ideally apply no cuts in half-lighdites. This is, however, not feasible due
to the required star rejection. One therefore has to finddettf between rejecting stars and
hardly resolved galaxies on the one hand, and selectiorobidéise other. When plotting thg
dependence in Fig. 4.7, we include all objects with- 1.1r;. A peculiar behaviour can be seen
for the first bin, wherge®) drops while(es®) is significantly positive, which indicates a con-
tamination with poorly PSF corrected stars amdyalaxies. In order to exclude this peculiarity,
we recommend a cut af > 1.15r", which is indicated by the vertical line. This should pravid
a suficient rejection while introducing little bias. In any casésipreferable to select galaxies
with cuts inr, compared t&¢LUX_RADIUS, as the latter introduces a slightly stronger bias.

Dependence on magnitude, signal-to-noise, and scale facté Within the fit interval 215 <
MAG_AUTO < 25.5 our shear estimate changes only weakly~b§.0025 in shear corresponding
to a~ 2.5% calibration bias. For the relatively low number of eveintiar galaxies we observe
a deterioration of the shear estimate both Yo= 1.0 andX = 1.5. Most of these galaxies
also have a low signal-to-noise, which shows a similar trehd stronger bias for lower/S
values. However, here the degradation is less abrupt, vatbeper slope over the total relevant
Ig(S/N) range. Hence, the problematic faint galaxifieeted by strong bias can morgieiently
be rejected with cuts in magnitude thafi\s

For X = 0.7 the N dependence is much flatter compared to the larger valués ahd
no deterioration occurs at the faint magnitude ¢gN®nd. Here it is important to realise that
for individual objects $N depends on the size of the Gaussian filter function and hencé
Although the exact behaviour depends on the slope of thecbbjgghtness profile, a smaller
value of X will make the analysis more sensitive to the inner brigheaafrthe object, increasing
the YN estimate. Hence, the applied cutNs > 3.0 will not yield exactly the same object
selection for the dierent values oK.

The downside of the better behave@N\N&and magnitude trend is given by a larger overall
calibration bias and stronger leakage of PSF anisotropgated by(e'§°> (see also Table 4.4).
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Figure 4.7: Dependence of the shear estimate for the STEP1 §iBiwlations withy{"® = 0.1
on half-light radiug, (left), magnitude AG_AUTO, middle and signal-to-noise /8l (right), for
three scale factorX specifying the KSB Gaussian filter scale. The curves showxaaverage

of the data, where the error-bars indicate individual birfge bin width was chosen such that all

bins receive equal numbers of galaxies. The deviatiofélﬁ?b from yJ“¢ = 0.1 is due to shear

calibration bias. A deviation afe5°) from yjue =

2

0.0 is an indication for residual PSF anisotropy
contamination. For the plots as a functionrgfthe vertical line indicates the suggested cut at

1.15r;, which has been applied for the other panels. For all plotaxgss have additionally

been selected with/8l > 3.0, trPy/2 > 0.0, and|€s9 < 2.0. Hence, the selection criteria were
relaxed compared to the HO6 analysis to reduce selecti@andnd increase the number density

of galaxies. The black lines show a linear fit to the bin(‘éﬁﬂ’) points, where the length of the
line indicates the region considered. The sla@ad dfsetb of the linear fit are also given.
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Table 4.4: Dependence of the overall (average) shear atibbrbiasm,, PSF anisotropy residu-
als indicated by(e"ZSO), and the selected number of galaxis on different selection and analysis
parameters for the STEP1 PSF1 simulations wilff = 0.1. We ignore the influence of PSF
anisotropy in the computation of, = ((€5°) — yi“¢) /¢ due to the dominance of the gravita-
tional shear. “full tensor” indicates a full tensor invensiof P9, while modification|(4.5) has been
applied for “HH cor”. For the two bottom rows P#/2 has been fit using third-order polynomials
in r, and magnitude or ellipticity respectively.

Xori"™/ry (S/N)min  1€°Imax m (e5°) Nga  special
1.0 1.2 4.0 0.8 -0.114+0.005 -0.0007+0.0005 138461

1.0 1.2 4.0 2.0 -0.105+0.006 -0.0003+0.0006 140411

1.0 1.1 4.0 2.0 -0.095+0.006 -0.0002+0.0006 152676

1.0 1.15 4.0 2.0 -0.095+0.006 —-0.0002+0.0006 152676

1.0 1.15 3.0 2.0 -0.101+0.006 —0.0004+0.0006 159429

0.7 1.15 3.0 2.0 -0.169+0.005 Q0012+0.0005 148537

0.7 1.15 4.0 2.0 -0.165+0.005 Q0010+0.0005 142462

1.5 1.15 3.0 2.0 -0.081+0.007 -0.0004+0.0007 149113

1.5 1.15 4.0 2.0 -0.074+0.007 -0.0007+ 0.0007 142585

1.0 1.15 3.0 0.8 —-0.107+0.005 —0.0025+ 0.0006 140980 full tensor
1.0 1.15 3.0 1.4 016+ 0.007 Q0015+0.0007 152627 full tensor
1.0 1.15 3.0 2.0 057+0.008 Q0039+0.0008 155523 full tensor
1.0 1.15 3.0 2.0 -0.062+0.006 Q0008+0.0006 159172 HH cor
1.0 1.15 3.0 2.0 -0.115+0.005 —0.0010+0.0005 159424 P9(r;,, mag)
1.0 1.15 3.0 2.0 -0.114+0.005 —-0.0012+0.0005 159429 P9(ry, |€5)

The latter can easily by understood: By choosing a smllene is more sensitive to the galaxy
cores, whose shape is more strongiieeted by PSFféects. The increased overall bias is sur-
prising and maybe provides hints concerning the actualrogfjthe bias. This trend would be
expected, if the bias originates from pixelisatidfeets, which will be enhanced for less resolved
objects. Alternatively, an under-estimation of the PSFaming correction would be enhanced
for smallerX, which amplifies PSFféects.



4.2. STEP1: Simple simulations of ground-based data 75

4.2.5 Improving the cuts

In order to reduce the impact of selection bias we modifiedselection criteria when revising
our pipeline after the original HO6 analysis. In particulae decided to use less conservative
cuts for the star rejection, where a ¢iit> 1.15r; seems to be preferable, as shown in Sect.4.2.4.
We also relax the cut on the corrected ellipticity, whiel8| < 2.0 performs well in combination
with trPg/2 > 0.0. As can be seen from Table 4.4, each of both modificationsgehthe overall
calibration bias by~ 1%. Reducing the cut in half-light radius further tdi}, does not improve
the calibration significantly, but introduces undesiredRS8isotropy leakage.

We also tested the usage of a lower signal-to-noise ¢hit:S 3.0, which works best if the
faintest galaxies in the magnitude-incomplete tail areitamdlly rejected ¢ 5 — 10%), see
Fig.4.7. Note that the conservative cytNs> 4.0 applied in the original analysis led to a high
signal-to-noise in the shear measurement, while usingherdw number of galaxies (Table
4.3). On the contrary, the faintest galaxies significantg aoise leading to little gain in the
overall signal-to-noise.

We decided not to change the selected scale facterl.0. While reducing it improves the
behaviour at the faint end on the cost of stronger overadl arad more PSF anisotropy leakage,
increasing it would reduce the average bias, but introdusiamger deterioration at the faint
end plus slightly largen the errors in the shear estima& Table 4.4). Hence, keeping= 1.0
seems to be a good compromise. Yet, it might be interestimy#stigate this previously ignored
effect in further detail in the future.

4.2.6 Understanding the diferent KSB+ results seen in STEP1

At first sight, the diferent performances of the various K&Bnplementations in the original
STEP1 analysis (see Table 4.5) might appear disconcetiagever, a closer look reveals that
most of the diferences can be well understood. Here we base the analysie aralibration
bias{myncontaminatets @fter rejection of stars and false detections. Their imgaobvious and can
be minimised by optimising the selection. In order to untierd the bias in the actual shape
measurement we estimate the shape measurement bias

mshape2 <muncontaminate}1 - <mselect> + <m/veight> . (4-4)

Note that this provides only an approximation, which we etpe be accurate to the-412%
level. This is however dticient when one aims to understand the large discrepanciesbe
the methods.

Concerning PSF anisotropy residuals our approach to moed? &8 anisotropy kernel as a
function of filter scale § shows by far the best performance of all tested K$Bdes. Hence, we
generally recommend this approach.

4.2.6.1 Performance of the dferent pipelines

MB The MB analysis is based on the Bacon et al. (2000) K$Beline, which utilises a shear
calibration factory.,, = y/0.85 found from image simulationsithoutthis calibration factor
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Table 4.5: Performance of the K$SBmplementations used in the original STEP1 analysis,
where each author’s key is given in the first colunim) denotes the overall calibration bias,
while false detections and stars have been exclude@i@tontaminated ¢ IS an estimate for PSF
anisotropy residuals(mseiecy @and(Myeignyy denote selection and weight bias. We also compute
the shape measurement bii$ape = (Muncontaminatedt — {Mselec? + {Mueighy (Dased on Table 5 in
HO6).

< m) O¢ ( muncontaminated) ( mselect) ( rrlNeight) mshape
MB -0.071+0.015 0.0008 —0.009+ 0.021 —-0.008+ 0.002 - -0.001+0.021
Cl -0.100+0.018 0.0006 —0.090+ 0.018 —-0.046+ 0.022 Q011+ 0.004 -0.033+0.029
C2 -0.084+0.018 0.0115-0.074+0.018 -0.045+0.022 Q010+ 0.003 —-0.019+ 0.029
MH -0.161+0.014 0.0008 -0.142+ 0.015 -0.017+0.001 Q032+ 0.003 —-0.093+ 0.015
CH -0.032+0.028 0.0035 ®MO4+0.027 —-0.010+ 0.003 - 0014+ 0.027
HH -0.015+0.006 0.0008 18+ 0.004 -0.001+ 0.001 Q006+ 0.001 Q025+ 0.004
TS -0.167+0.011 0.0003 -0.158+ 0.010 —-0.045+ 0.006 Q024+ 0.003 —-0.089+ 0.012
LV -0.068+ 0.025 0.0006 —-0.068+ 0.025 —-0.001+ 0.002 Q005+ 0.001 -0.062+ 0.025

STEPT PSF1 ,=0.1
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their analysis would yieltns,ape ~ —15%. MB do not measure*™ and Ps™ as a function of
filter scale. Given that* = TrLPS“k] /Tr [P*™] increases for larget, (see Fig. 4.8), this will lead
to an over-estimation d?¥ and hence an under-estimation of the shear. The quargiiatpact
of this dfect can be estimated by comparing the C1 and C2 analysis. InBhandlysis TP9/2
was fit as a function ofy.

C1/C2 For the two analyses by Clowe a calibration factgy; = y/0.95 was applied, which
would imply a shape measurement bias-0+8% for C1 and~ —7% for C2 if no calibration
factor had been used. The majoffdience between the two catalogues is the measurement
of PS™ and PS™ as a function of filter scale in C2 but not C1. Hence, the addifiomder-
estimation by~ 1.5% in C1 can be accounted to the negligence of its scale depeadé&\Ve
expect that the bias measured for the MB analysis has a sioaitdribution from the neglected
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scale dependence. In the /C2 analysis TiP9/2 is fit as a function of ; and ellipticity.

MH, TS The MH analysis dters from our analysis (TS) only in the galaxy selection and
PSF anisotropy correction. Hence it is expected that thpesh@easurement bias corrected for
selection bias agree very well. No calibration factor hasnbapplied in both analyses, which
then consistently yielthape~ —9%.

CH The CH KSBt implementation yields a shape measurement bias which Estent with
zero without applying a calibration factor. However, in toenputation of thés" andPs™ tensors
this implementation approximates the separation betweenhject centre and each pixel by the
integer separation to the central pixel. Preliminary telsise with an adapted version of our
pipeline indicate that this approximation cafiegtively boost the average shear signal by a few
percent. Hence, without this “correction” the CH pipelineulbprobably also yield a slightly
negative shear measurement bias.

HH The HH pipeline yields a slightly positive shape measurdrbeas of~ 2.5%. In earlier
studies with simulations HH found a significant dependerfcEst on ellipticity. In order to
compensate thisfiect they introduce an ellipticity dependent correctioridac

Psh — (1 - €/2)Psh. (4.5)

Applying this factor in our analysis of the STEP1 PSF1 datthwi® = 0.1 boosts the shear
signal by~ 4% (see Table 4.4). Hence, without this correction the Hi¢le would probably
also yield a slightly negative shear measurement bias. Besitt MH and TS pipelines, the HH
implementation is the only tested K$Bmplementation which uses sub-pixel interpolation. In
the HH analysis TiP9/2 is fit as a function of .

LV The major diterences between the LV implementation and our method até thdoes
not use sub-pixel interpolation, but applies a fit oPIf2(ry, mag). His method yields a shear
measurement bias ef —6%.

4.2.6.2 A common trend but diferences in details

Ignoring all the “corrections”, which are applied to bods¢ tshear signal, all KSBpipelines
show a trend to provide an under-estimated shear measureifi@is shear measurement bias
ranges from a few per cent (HH, CH) to—15% for the MB implementation. A part of this bias
can be understood due to the negligence ofrfiependence dP*™ and PS™ for the methods
MB and C1.

One might suspect that pixelisation gives rise to the ol/geadd that shear is under-estimated.
This becomes, however, unlikely if one realises that botthous that do and methods that do
not use sub-pixel interpolation §ar from large bias (MH and TS versus MB). Also, among the
methods yielding rather small bias some do and some do nét app-pixel interpolation (HH
versus CH).
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In addition, we performed tests with our pipeline using dengimulations with Gaussian
profiles, for which the measured KSB quantities can be coatptr analytic predictions (Erben
et al. 2001). These tests indicate that pixelisation camodhice systematic size-dependent bi-
ases, which can be as big asl0% for certain KSB- parameters. In particular, the ellipticity
and diagonal components of tR€™ tensor are typically under-estimated, whereas the didgona
elements of thé*" tensor are typically over-estimated. Linear interpolatioakes the KSB es-
timates more stable with respect to the relative positiothefobject centroid on the pixel grid,
but does not correct for the bias. However, galaxies ang st& &ected in a similar way, so
that — at least in the Gaussian case — the impact on the final segmate partially cancels.

It seems likely that the dominant reason for the overalldrem under-estimate the shear
is connected with thé&%—correction, which we will discuss in the next subsectiorowdver,
it is important to note that probably several othéeets depending on the detailed coding are
responsible for the remaining large scatter between thbadst A very good example is given
by the X dependence of our method, where a change Xom 1.5 to X = 0.7 worsens the bias
from ~ —8% to~ —17% (for N > 4.0, see Table 44).

4.2.7 Impact of theP9%—correction

In the original STEP1 analysis all K3Bmplementations use the trace approximation (3.95) for
the inversion of thé>? tensor to reduce noise. Several of the methods additiofiallyP%/2 as a
function of size, magnitude, afat ellipticity, in order to further reduce noise (see Se@.@.1).

4.2.7.1 Tensor correction

Hetterscheidt (2007) argues that the trace inversid?? ¢dads on average to an under-estimation
of the shear compared to the tensor inversion. We test taigiron by applying the full tensor
inversion to our analysis of the PSF1 images wiftf = 0.1. Indeed, this leads to a substantially
increased shear measurement with~ +5% for |€5° < 2.0 (Table 4.4). However, the results
become very noisy and unstable with a strong dependenceaillifticity cut. We therefore do
not follow this approach for our science analysis. Nonets®|the negligence of the trace-free
part of PY is a very good candidate for the overall trend to under-edrthe shear. In fact, this
agrees with the observed dependence of the bias, avhich was enhanced for smadlwhere
the analysis is more stronglyfacted by PSFféects.

4.2.7.2 PY-itting

TrP9/2 is a noisy quantity. Hence its inversion might introducéssbThe MB, C1, C2, HH, and
LV implementations of KSB attempt to reduce this bias by fittingH%/2 as a function of less
noisy observables, such as magnitude and size. The fach#thbds with weak, but also meth-
ods with strong bias belong to this group indicates thangttioes not solve the overall problem.
It might, however, be useful to better control the dependesfcthe shear estimate on size or
magnitude. To test this, we re-applied our analysis usirgtdisnensional third-order polyno-
mial fits of TrP9/2 as a function of, and magnitude, and,and uncorrected ellipticity, where
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Figure 4.9: Dependence ¢TrP?/2) on r,and magnitudeléft) as well asry, and the modulus
of the un-corrected ellipticityef (right) for the STEP1 PSF3{“ = 0.1 galaxies. Bins without
galaxies show the mean value.

outliers have been rejected at the-3evel. The variation of the meanH¥/2 in this parameter
space is shown in Figure 4.9. In both cases fitting changes/éall bias only marginally (Table
4.4). If TrP9/2 is fit as a function of, and ellipticity, the slope of the shear calibration bias as a
function of magnitude and signal-to-noise is, howevemigicantly increased (Figure 4.10). In
fact, this provides a slight overkill, with a shear signarigasing with magnitude.

4.2.8 Conclusions from STEP1

In the original HO6 STEP1 analysis theffédrent KSB+ pipelines show a remarkablyftierent
performance, with systematic average calibration erranging from~ —-2% to~ -17%. For
several methods a large fraction of this bias arises frontyeasrectable &ects, namely stellar
contamination, false detections, selection bias due & aut possibly bias due to the weighting
scheme. Subtracting thesexts and compensating for artificially included correditmboost
the shear signal, we estimate the true bias in the objecestmgasurement for each method,
which ranges from-2% to —15%, and amounts te —9% for our method. We conclude that
the overall trend for all tested KSBimplementations to have a negative shear measurement
bias probably originates from the negligence of the traee-Eomponent in the inversion of the
P9 tensor. Fitting of TPY/2 seems to have little impact on the overall average bias.|drge
remaining scatter between thefdrent methods probably stems from subtlesdences in the
coding, e.g. the treatment of pixelisation, possibly usng-pixel interpolation. In particular,
we identify a strong dependence of the shear calibratios daathe scale factoX relating the
flux-radius of an object to the filter scalgused for shape measurements.

We estimate that with optimised selection criteria (Se@.5) a bias o~ —1% will remain
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Figure 4.10: Dependence of the shear estimate for the STEP1 Bimulations with{"® = 0.1

on half-light radiusry, (left), magnitude ¥AG_AUTO, middle and signal-to-noise /& (right),

for TrPY/2 fit as a function of,, and magnitudet¢p) as well asr, and the modulus of the un-
corrected ellipticitylel (botton). Compared to Figure 4.7 P8/2(r,,, mag)-fitting has only little
influence, whereas fitting as a functionrgfand|el significantly increases the slope of the shear
estimate depending in magnitude and signal-to-noise.
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from stellar contamination and selection bias for our méthtéence, the overall shear calibration
bias in our analysis amounts t0—10%. As the origin of this bias seems to be understood, and
given that it appears to be stable betweefedent PSF models on the-12% level (see Table
4.5), it is reasonable to compensate this bias by the inttamtu of a shear calibration factor,
where we define the corrected estimator

Yo = Ceal€®, (4.6)

with c.y = 1/0.91. Therefore, we decided to use this factor in the analyfslse0STEP2 simula-
tions (Sect. 4.3). Nonetheless, the actual value of thberedion obviously depends on the details
of the implementation. Hence, we urge everybody using K&Btest their own implementation
on image simulations, instead of blindly using calibratiactors found for other pipelines.

In the original STEP1 analysis dependencies of the sheanaston flux-radius and magni-
tude were identified, which we investigated further in thisrkv In particular, there is a strong
dependence of the shear signal on half-light-radiysvhich can introduce selection bias if the
cut to reject stars and poorly resolved galaxies is chosemigh. We find that a cut at.15r;
provides a good compromise between selection bias on thiesomte and PSF anisotropy leakage
and stellar contamination on the other.

In our default KSB- pipeline a deterioration of the shear estimate at the faagmitude end
occurs. For a low signal-to-noise cuti > 3.0 this can be ficiently cured by rejecting the
faintest~ 5 — 10% of the galaxies with a magnitude cut. The saifieceé could be achieved
by reducing the filter scale factor & = 0.7, which however increases the overall bias and
introduces PSF anisotropy leakage and is hence not recodederBesides this deterioration
we find a weak decline of the shear estimate with magnitudepating to a calibration bias of
~ 2.0% over the magnitude range.8k MAG_AUTO < 25.5, which is unproblematic for current
weak lensing analyses, but could be of concern for futurestcaimts orw. A possible way to
correct for this trend might be given by fittingH%/2 as a function of, and ellipticity, which in
the currently tested version however over-does the job. Weest this further using the STEP2
simulations in Sect. 4.3.8.

Concerning PSF anisotropy correction our approach to mbdedtellar anisotropy kernel as
a function of filter scale provides the best correction ok&B+ implementations. Hence, we
recommend this approach for all methods.
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4.3 STEP2: High precision simulations

After improving shear measurement methods based on the BiEsHIts, the collaboration con-
ducted a second blind analysis of simulated ground-basadas1 These simulations comprise
a number of more realistic refinements such as galaxy masgki@nd more complex PSFs. In
this analysis we achieved a significantly improved staidtmeasurement accuracy via a com-
bination of more extensive simulations and pairs of galaxgges which have been rotated with
respect to each other by/2, eficiently reducing noise due to intrinsic ellipticities. $hal-
lowed us to split the data into subsets enabling tests faraedtects which might fiect future
high-precision cosmic shear analyses, such as calibratesnwhich difers for diferent galaxy
populations.

The detailed analysis has been published in Massey, HeyrBamnge, Bernstein, Bridle,
Clowe, Dahle, Ellis, Erben, Hetterscheidt, High, Hirata,elstra, Hudelot, Jarvis, Johnston,
Kuijken, Margoniner, Mandelbaum, Mellier, Nakajima, HauHenriksson, Peeples, Roat, Re-
fregier, Rhodes, Schrabback, Schirmer, Seljak, Semboforgn Waerbeke (2007a), which |
will abbreviate as M0O7. Here | will mostly limit the discuesito the KSB performance and
detail on further tests conducted with our method.

The tested methods and associated authors are listed i@4L&bl

4.3.1 Shapelet simulations

The STEP2 simulations have been created by Richard MasseWdlam High using the
Massey et al. (2004) simulation package. Based on the shatgbeithm, which (de-)composes
images of galaxies and stars using sets of orthogonal 20iifunss it allows for the inclusion
of complex PSF models and galaxy morphology. Image paramb#ve been chosen to mimic
deepr—band data taken in good conditions with the Suprime-Cam @ore the Subaru tele-
scope.

For STEP2 six types of images withfidirent PSF or galaxy types have been modelled, whose
properties are summarised in Table 4.7, and which are gdlatt€&igure 4.11. Each set of sim-
ulations contains 128 & 7' images with pixel scale”@. For each set, the images have been
split into two halves, which feature the same patch of the bky where the second half has
been rotated by 90 degrees compared to the first half. Theeisnagve been sheared by a ran-
dom amount given by a flat PDF with"™"| < 0.06, where corresponding images between the
different halves have been equally sheared.

In ordinary simulations the error in the estimated meanstleereases with the number of
galaxiesN as 4/(|€™[2)/N, wheree™ denotes the intrinsic ellipticity of galaxyand /(|e"[?) ~
0.1 for the STEP2 simulations.

Due to the rotated pairs we can form a shear estimator for gaelxy pair

. eobsunrot+ eobsrot
vy = > ) 4.7)
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Table 4.6: Shear measurement methods and implementagistes in the analysis of the STEP2
image simulations (Table 2 from MO7).

Author Key Method

Berge JB  Shapelets (Massey & Refregier 2005)

Clowe Cl KSBr (same PSF model used for all galaxies)
Clowe C2 KSBr (PSF weight size matched to galaxies)
Hetterscheidt MH KSB (Erben et al. 2001 pipeline)

Hoekstra HH KSB

Jarvis MJ  Bernstein & Jarvis (2002)

Jarvis MJ2 Bernstein & Jarvis (2002) (new weighting scheme)
Kuijken KK  Shapelets (Kuijken 2006)

Mandelbaum RM Reglens (Hirata & Seljak 2003)

Nakajima RN  Bernstein & Jarvis (2002) (deconvolution fitting)
Paulin-Henrikson SP  KSB

Schirmer MS1 KSB (scalar shear susceptibility)

Schirmer MS2 KSB (tensor shear susceptibility)

Schrabback TS KSB

Semboloni ES1 KSB (shear susceptibility fitted from populations)
Semboloni ES2 KSB (shear susceptibility for individual galaxies)

Table 4.7: Summary of the fiierent PSF and galaxy types used in the STEP2 image simidation

(Table 1 from MO07).

Image set PSF description Galaxy type
A Typical Subaru PSF 0’6) shapelets
B Typical Subaru PSF(0!6) pure exponential
C Enlarged Subaru PSF (0’8) shapelets
D Elliptical PSF k-axis) shapelets
E Elliptical PSF (458) shapelets
F Circularly symmetric Subaru PSF shapelets
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Inverting (3.28) and considering that for the rotated paif$"® = " = —g"" we find

L [ €My —dMty y =y (€™)?
= d /2= "—"—= 4.
(1+,},*ent + 1_y*ent)/ 1_,),*(ent)2 ’ ( 8)

where we again approximage~ g due to the weak shears applied. Averaging this shear estima-
tor overN/2 galaxy pairs yields the significantly reduced shot-norseren (y) of

(e
N/2

o =yl (4.9)

where 1/(le}”t|4> ~ 0.05 andly| < 0.06 for the STEP2 simulations.

The shapelet-generated galaxy images are based on thenaigeitude morphology distri-
bution estimated from galaxies in the HST COSMOS survey. A&sdldata have not been de-
convolved for the ACS PSF, small galaxies in the simulatiaesirtrinsically slightly rounder
than in reality. To test the impact of morphology, the gadaxn simulation set B have be realised
using simple exponential profiles with concentric, elliptiisophotes.

In contrast to the STEP1 simulations, STEP2 images containelated noise to mimic driz-
zled stacked images. This has been realised by smoothirgkyheoise, which has an rms of
4.43 counts 8, with a Gaussian kernel of FWHM 3.5 pixels.

4.3.2 Shear measurement

For the STEP2 analysis we used our KSgipeline as detailed in Sect. 3.4.2.2, but applied im-
proved selection criteria derived from STEP1. For obje¢eckon withSExtractor we used

a Gaussian filter function (gaugs0_7x7.conv) and required objects to comprise at least 10 ad-
jacent pixels PETECT_MINAREA) which are 150 (DETECT_THRESH) above the sky background.
We selected galaxies with cues < 2.0, TrP9/2 > 0.1 (which has only minimal impact com-
pared to TP9/2 > 0.0), §/N > 4, and withr, > 1.05, """, wherer,“***'denotes the upper limit
of the 0.1 pixel wide interval for star selection, which appmately corresponds tg > 1.1r;.
When measuring PSF quantities from stars we integrate tawsratl4 stellar flux-radii in order

to properly account for the scale dependence of the shdp8let. The noise correlation has not
been taken into account in the computation of the sky rmg/ b, But led to the raised detection
thresholds. In order to take account for the stable caldmdiias detected in STEP1, we applied
a constant shear calibration factor 080 X. We do not apply a weighting scheme for our STEP2
analysis.

4.3.3 Analysis

The joint analysis of the shear catalogues created in thd b#ist has been performed by Richard
Massey and Catherine Heymans. After the extensive testefecton and weight bias con-
ducted in STEP1, the main STEP2 analysis was based on théedatotated-pairs catalogue,
which strongly reduces selection and weight bias isolatiegactual shape measurement bias.
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Figure 4.11:Left: The PSFs used for the sixftirent sets of STEP2 image simulations. The
colour scale and contour spacing is logarithmic (FigureoinfiM07). Right: 1’5 wide cutout
from one image of simulation set A.
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Table 4.8: Estimates of stellar parameters from the TS K8peline.r; denotes the stellar flux
radius fromSExtractor. The stellar ellipticities, have been measured with a filter sagle- 3
pixels (Table 5 from MQ7).

I €1/% e/%
07334 -0.68+0.10 121+0.07
0:334 -0.66+0.07 128+0.05
0’406 -0.47+0.07 097+0.06
0:390 1149+0.11 220+0.14
0’390 -221+0.14 1129+0.16
0’392 -0.01+0.12 001+0.01

TmMmooO®m>Y

4.3.3.1 Object detection

In STEP2 contamination with stars or false detections waselkcept for the SP implementation
of KSB+, which sufers from a~ 30% contamination. The number density of galaxies in our
matched catalogue for image set A amounts tgaB&mirf, which is significantly above the
average of all methods (@arcmirf). For details see Table 6 in MO?7.

4.3.3.2 PSF modelling

An interesting €ect identified in the STEP2 analysis is PSF anisotropy leaksween the
two ellipticity components. The two PSFs D and E are highlpttal (~ 11%), but according
to the input shapelet model they should contain a myrellipticity (D) or e, ellipticity (E)
respectively. Table 4.8 summarises PSF properties mehsuitle our KSB+ implementation.
For PSFs D and E, a 20% cross-contamination of the measured ellipticity iseobsd between
the two components, which is not expected from the input modhis efect already occurs
during the stellar ellipticity measurement and hence cahaaaused by neglectedf-aiagonal
components of th®*™ tensor. The mixing might be caused by skewness in the PSF.

4.3.3.3 Shear calibration bias and PSF anisotropy contamation

As for STEP1, the performance of the methods was estimatibdivg to test for calibration bias
m, and PSF anisotropy residuas Given that now alsg, # 0, the calibration bias could be
tested independently for both ellipticity components. &malysis was conducted twice, once
keeping the rotated image pairs separate but using onlyxigalavhich were detected in both
sets, and once including the rotated-pair analysis progittie increased sensitivity. By default
values given in the test refer to the rotated-pair analysid, errors of the mean calibration bias
give the scatter between theférent PSF models and shear components.

The performance of our pipeline and the HH implementatiok®B+ are compared in Fig-
ure 4.12 for the dferent image sets and ellipticity components. For the rounchaderately
elliptical PSFs A, B, C, and F our pipeline performs very welithAPSF residuals and calibra-
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Figure 4.12: Fitted values of calibration biag and PSF anisotropy residuals for the TS
(left) and HH fight) implementations of KSB. For each method theft sub-panel corresponds
to they; component, whereas thght sub-panel refers tp,. The dotted error-bars show rms
errors computed without the rotated-pairs shear estimatbonly including common detections
between the rotated and unrotated sets. The solid erroesldies®n obtained after removal of the
intrinsic ellipticity using the rotated-pairs shear esttor. The red, black, pink, dark blue, light
blue, and green points correspond to image sets A, B, C, D, EFamdpectively. Note the
different axis scales in the two panels (from Figure 5 in MO7).

tion bias(m) = (-0.6 + 1.9)% consistent with zero. This confirms the robustness okhwar
calibration factor estimated from the STEP1 simulationst the highly elliptical PSFs D and
E we under-estimate the shear on average3/8(+ 2.5)%, where the bias is strongest for the
& component of PSF E withn, = —(7.8 + 2.0)%. Additionally, for these PSFs significant PSF
anisotropy residuals are measured, indicated by non-adwes ofc,. In particular, we measure
a significantly negative, for PSF D and positive; for PSF E. From the shapelet input PSF
models these components should not ieded by PSF anisotropy. The reason for this spuri-
ous signal is probably given by the false cross-terms foaritle stellar ellipticity measurement
(Sect. 4.3.3.2), which are then (falsely) subtracted fromthe galaxy ellipticities. For PSFs
D and E significant PSF anisotropy residuals have been éetéat all methods, see e.g. the
HH analysis in Figure 4.12. The presence of these residsalsiurbing but not too worrying
for current surveys, given the fact that these PSF models iavh a strong PSF ellipticity that
similar data would probably be rejected for real cosmic slseaveys. The mostfkective PSF
anisotropy suppression has been achieved by the MJ imptatrmnof the Bernstein & Jarvis
(2002) method reaching, < 0.002.

A comparison of all methods achieving shear calibrationrsrsmaller than 7% is given in
Figure 4.13, where the mean calibratiom) is compared to the mean PSF anisotropy residuals
(c). Note that this parameterisation is somewhat misleadivgngihat anisotropy residuals with
opposite signs partially cancel, which, however, is notdase for real data.
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Figure 4.13: Comparison of thefterent STEP2 analyses in terms of their mean shear calibra-
tion bias(m) and PSF anisotropy residudty, also averaged over the two shear components. In
the left panel all image sets have been considered, whereas the kigptical PSFs D and E
have been excluded in tight panel. Note that methods witls) consistent with zero may still
have significant residuals for the individual PSF modelsictvithen average out. The results
from C1, SP, MS1, and ES1 are not shown here (Figure 6 from MQ7).
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4.3.3.4 Performance of the other KSB- pipelines

Concerning calibration bias the KSBpipelines already tested in STEP1 perform with simi-
lar results: The HH implementation still achieves accuratyhe 1- 2% level with(m) =
(-1.7 + 1.8)%, still including the ad-hoc correction B". Similarly to our method the MH im-
plementation has optimised the selection criteria anddhtced a shear calibration factgi138,
which is slightly overzealous wittm) = (3.8 + 2.5)%, as expected from the STEP1 compari-
son, where the MH analysis yields similar shape measurebiastas our method (Table 4.5).
The C¥C2 methods yield an under-estimation of the shear with= (-121 + 4.6)% for C1
and(m) = (-7.7 + 2.6)% for C2. As this already includes thg¢Q95 shear calibration factor,
the calibration bias seems to be slightly enhanced compgar&TEP1. The new SP imple-
mentation of KSB- numerically integrates within pixels and uses a trace siearof PY. Its
performance is very interesting, with a stronglL7 + 2.2)% bias for they; component, but
only (-6.1 + 2.1)% bias fory,. The MS1 and MS2 methods use sub-pixel integration arfeffit
as a function of gand magnitude, where MS1 applies a trace inversion, whéi&&suses the
full PY tensor. As seen from our tests on STEP1, the full tensor ciioreyields a substantially
higher shear estimate with a mean biap = (-4.1 + 4.8)% for MS2 compared to MS1 with
(m) = (-15.7 + 3.5)%. The ES1 and ES2 implementations use sub-pixel iniegrahd a trace
inversion of P9, where TP?9/2 has been smoothed as a functiorr gand magnitude for ES1.
They achieve a typical negative bigs) = (-16.3 + 4.3)% for ES1, but interestingly a slightly
positive biasim) = (3.1 + 6.9)% for ES2. This might suggest that smoothingP8finstead of
fitting is more dfective. However, the method shows a disturbingly largetscaetween the
different PSF models.

4.3.4 Pixelisation ffects

For most methods; is estimated more accurately thanwith my > m, (typically (my) — (mp) ~

(1 - 5)%), which is the case even for the circular PSF F. Here, tiye preferred direction is
given by the pixel grid, indicating that theftBrence might originate from pixelisation. For the
square pixels, the;-direction is sampled better than thedirection by a factory2, which could
explain the better estimates. However, this does not exfiiai reverse trend observed for the SP
method.

4.3.5 Galaxy morphology

Complex galaxy morphologies included in the shapelet gataseem to slightly hinder the shape
measurement accuracy for the majority of the KSiEnplementations. This can be seen by
comparing image set A (shapelet galaxies) with set B (sirapp®nential profiles). For set A the
KSB+ implementations C1, C2, MH, SP, MS1, TS, and ES1 yield a morativegcalibration
bias than for set B, while the trend is reversed only for the HH s1S2 methods. In the case of
our method the diierence amounts ta2+ 2.1%. The reason for this trend is probably given by
the fact that KSB measures ellipticity for one window scaléyoSeveral of the newer methods
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tested in STEP2 deal with the complex morphologies very,wtticularly the KK, MJ, and
MJ2 methods.

4.3.6 Magnitude and size dependence

Due to the high discriminating power the STEP2 data couldolieisto several subsets to study
calibration bias and PSF anisotropy residuals as a funcfialifferent parameters. Figure4.14
shows the dependence on the input magnitude and galaxyositeefHH and our implementa-
tion of KSB+, where the galaxy sizR was computed according to equation (53) in Massey &
Refregier (2005)

e _ Je PXXPTO9
L X f(x)

with the position relative to the object cenit@and surface brightned¢x). For both methods the
calibration bias becomes more negative for fainter magegwand weakly increases with galaxy
size, where bothféects are more pronounced for our analysis. Our method ®ignates the
shear by~ 6% at the bright end while under-estimating it by(20 — 30)% for faint galaxies.
Trends to under-estimate the shear for faint galaxies haee ketected for all methods tested
in STEP2, and are particularly problematic for 3D shearys®d. The method which was least
affected is the ES2 implementation of K$Bhowing a~ 5% decline. We will further investigate
the detected dependencies in Sect. 4.3.7. As expected ®frapy residuals are most strongly
pronounced for small galaxies.

(4.10)

4.3.7 Impact of noise correlations

In the original STEP2 analysis all methodgtsu from a degradation of the shear estimate for
faint galaxies. We will see that — at least for our KSBnplementation — this is mostly due to
the negligence of the noise correlations when applyingaditpnoise cuts.

In the case of uncorrelated noise the dispersion of the suimegbixel values oveN pixels
scales as

on = VNoyp, (4.11)

whereo is the dispersion computed from single pixel values. Dneglor convolution in the
case of the STEP2 simulations, reduegsbut introduces correlations between neighbouring
pixels. For example, even for pure noise it becomes morg/likeind a “high” pixel value near
to another “high” pixel than at a random position. The sigimahoise of an object is usually
defined as the ratio of the summed object flux convolved witheswvindow or weight func-
tion, divided by an rms estimate for the noise in an equal eoe&olved with the same weight
function. If the noise estimate is computed fromand scaled according to (4.11), or a version
taking the weight function into account such as (3.93), theetations are neglected and the
noise estimate is too small compared to the uncorrelatesl cas

Together with the sheared images, the STEP2 simulatiohgi@one image without objects
providing a pure noise realisation. We use this image tonedgé the &ective influence of the
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Figure 4.14: Shear calibration biasg) and PSF anisotropy residualsoftorm) computed from

galaxy bins in input magnitude and size for the T&t{ and HH (ight) implementation of

KSB+. Measurements of the two components have been averagededhelack, pink, dark

blue, light blue, and green points correspond to image seB, &L, D, E, and F respectively
(extracted from Figure 7 in MQ7).

noise correlations. Here we compute the rms of the pixel s{§ff*"'“in independent quadratic
subregions of the image with side lendth= vN. We then determine the ratio

O.RI’IeaSUI‘e

r = W&" (412)
which in the absence of correlated noise would be equal tor BIifoN. In the presence of
noise correlations it will converge for larde to the factor by whicho7***""®under-estimates
the uncorrelatedr;. This can be understood as drizzling or (normalised) cariian typically
re-distributes pixel flux within a relatively small area. #@on as this is much smaller than the
area spanned biy1? pixels, the correlations become unimportant for the argelgum. The
estimated (M) is plotted in Figure 4.15. Extrapolating féd — oo we estimate that ordinary
noise estimates based on the single pixel dispersion iggdhe noise correlation will over-
estimate the signal-to-noise of objects by a facter2.8 for the STEP2 simulations. Hence, our
selection criterion @N > 4.0 corresponds to a rather brave true cfi8*® > 1.4 and includes
objects with much lower true signal-to-noise than in STEP1.

We plot the dependence of our STEP2 shear estimate on ther(aoted) $N in the top left
panel of Figure 4.16. For/8l < 7, corresponding to "™ < 2.5, a significant deterioration
of the shear signal occurs, with a calibration bjas ~ —10% and a large scatter between the
different PSF models. Hence, this probably marks the limit wber& SB+ implementation can
yield reasonable shear estimates. This also agrees wiBiltE®1 results, where shear estimates
appeared to be stable with only moderate bias down to théeabplit SN = 3.0. We there-
fore reject the very noisy and strongly biased STEP2 gadawaéh a modified cut N > 7.0.
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Figure 4.15: Ratio of the dispersiorf|**“"*measured from large areasMf= M? pixels to the
estimate from the normal single dispersi@NaTeaS“reas a function oM, determined from an
object-free STEP2 image. In the absence of noise corrakatie 1 for all M. The valug ~ 2.8
for M — oo gives the factor by which an object signal-to-noise is e&imated when measured
from the single pixel dispersiam]****""!ignoring the correlations.
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Table 4.9: Calibration biasy, and PSF anisotropy residuais for different correction and cut
schemes for the modified TS KSBanalysis of the STEP2 data. The first line for each scheme
givesm, andc, computed from all image sets, whereas the highly elliptRaFs D and E have
been excluded for the second line. The errors correspongetgdatter between thefidirent
image sets. In all cases a modified calibration facy®:93 and cut$e*°| < 2.0, TrP9/2 > 0.1
were applied. The first row corresponds to the standard cwrewith TrP9/2 from individual
galaxies, whereas P#/2 has been fit as a function gfand mag from the galaxies with 8 > 7

for the other rows (compare to Figure 4.16, Figure 4.17, agdrE 4.19). In the table mag refers
to MAG_AUTO from SExtractor.

Correction | Cuts | (m)/% (c)x1073| (mp)/% (cp) x 1073
TrP¢/2 nofit| S/N>7 |0.6+38 30+49| 04+25 -04+01
mag< 244 |24+26 -04+01| 20+13 01+0.3

TrP9/2 fit S/IN>4 |12+49 32+48|-06+46 -19+28
(rh, Mag)n-7 40+30 -02+04| 23+21 01+01
TrP9/2 fit S/N>7 |00x+5.0 26+47|-05+38 -16+29
(rh, magkns7 | mag< 244 | 26+24 -06+03| 19+13 02+03

The remaining galaxies are best corrected with a slightlyced calibration factar., = 0.93
leading to a mean calibration biasy) = (0.6 + 3.8)% and(m,) = (0.4 + 2.5)% (see Table 4.9).
If the highly elliptical PSFs D and E are excluded, the biassss to(m,) = (2.4 + 2.6)% and
(mp) = (2.0 + 1.3)%. For the following analysis we shall adapt the slightlgdified calibration
factorcey = 0.93%, as the value derived from STERL{ = 0.9171) was based on a smaller data
set. The diference between the two values agrees with the estimma®8d accuracy.

We also test our STEP2 analysis for a possible dependente afatibration bias on half-
light-radiusry, (bottom left panel of Figure 4.16). As for STEP1, we detect @amegative
bias for large galaxies, which, however, only sets inrfae 4 pixels for the STEP2 simulations.
Hence, a more careful rejection of stars and poorly resajedaixies with increaseg cuts would
not introduce selection bias for the STEP2 data.

In Figure 4.17 we revisit the dependence of calibration lbiad PSF anisotropy residuals
on galaxy magnitude and size for our K&Rnalysis. In contrast to the original MO7 analysis
we treat the two shear components seperately in order neetage out PSF residuals. Addi-
tionally, we apply the refinded calibration facig = 0.931. The left panel corresponds to the
cut N > 4 applied in the original blind analysis, whereas we utitlse adapted cut/®l > 7
(S/N™e > 25) in the right panel. This cut rejects 30% of the originagJexted galaxies from
the faint end, leading to the modified binning, see th-Snagnitude correlation shown in Fig-
ure 4.18. Furthermore, we apply a cut in the measured mapMAG AUTO < 24.4 to increase
the homogeneity of the data, which however only leads to alitiadal rejection of 2.2% of
the remaining galaxies. With these modifications the aweadibration bias remains consis-
tent with zero and the variation with magnitude is reducethte +4% at the bright end and
m ~ —4% for the faintest magnitude bin.
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Figure 4.16: Calibration bias as a function of the uncorrected signal-to-noigé&l $top) and
half-light-radiusry, (botton) for the TS analysis of the STEP2 simulations. Téfepanels corre-
spond to the default correction withA%/2 from individual galaxies, whereasH%/2 was fit as

a function ofr,, and observed magnitude using only galaxies witN'S 7 for theright panels.
For all plots an adapted calibration factg = 0.93* (original 091-1) was applied, and for the
bottompanels additionally cuts/8l > 7 andMAG_AUTO < 24.4. Thin solid (dashed) lines show
v1 (y2) estimates for individual PSFs, where we show individuebdars only for one PSF for
clarity. Bold solid lines and errorbars show the mean anddstahdeviation of the individual
PSF estimates and shear components. Note the deteriootismshear estimate for the STEP2
galaxies with N < 7 (S/N" ¢ < 2.5) if no TrP9/2 fitting is done.
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For comparison we also repeat the analysis with an altematit TiP9/2 > 0.0 instead of
TrP9/2 > 0.1. In this case the bias in the faintest magnitude bin is #lighnhancedrq ~ 6%),
but the calibration bias shows no more dependence on gailey s

« STEPZ trP  no fit SN>4 ~ STEPZ trP  no fit SN>7
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Figure 4.17: Calibration bias and PSF residuatsas a function of input galaxy magnitude and
size for our refined analysis of the STEP2 data. Thin solidifdd) lines show; (y,) estimates
for individual PSFs, where we include individual errorbargdy for one PSF for clarity. Bold
solid lines and errorbars show the mean and standard deviatithe individual PSF estimates
and shear components. For tleé panel all galaxies with 8N > 4 are included, showing the
strong deterioration at the faint magnitude end already seigure 4.14. In theight panel only
galaxies with 3N > 7 (S/N"® > 2.5) andMAG_AUTO < 24.4 are taken into account, strongly
reducing the deterioration. For both plots the default ection with TiP¢/2 from individual
galaxies and an adapted calibration factgr= 0.931 (original 091°1) were applied.

4.3.8 PY9-itting

We also tested the impact of H¥/2—fitting as a function of less noisy observables for the STEP
data.

Considering only the sample withy 8 > 7, fitting as a function of,, and magnitude leads to
a slightly flatter slope in the magnitude range 20 < 235, but amplifies the bias at the faint
end to~ —10% (top right panel of Figure 4.19). Interestingly, a fitided from the on average
unbiased sample with/8l > 7, which is then applied to all galaxies with$ > 4, leads to an
almost flat slope down to~ 24.2, and only in the faintest magnitude bin a substantial catiibn
bias of~ —12% occurs (top left panel of Figure 4.19). Hence, a fit d?9JR as a function of
r,and magnitude derived from Siciently high signal-to-noise galaxies, but applied to gdar
sample, might be a possibility to increase the number deos$igalaxies usable with KSB, if
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Figure 4.18: Distribution of galaxies in/S—magnitude-space for a simulated STEP2 set A
image. The line indicates the adjusted cyiNS> 7, corresponding to A" > 2.5 when
corrected for noise correlations. This cut rejects 30% efdhlaxies originally selected with
S/N > 4.

an additional magnitude cut is applied to reject objecthienfaint magnitude tail. However, the
actual behaviour in the faint magnitude bins depends sggmfly on the exact cut to select the
fit sample, which is not surprising given thgtNsand magnitude are not independent quantities.
As a further side-ect, the described fitting scheme introduces a significaetdependence of
the calibration bias, which might be similarly problemag&a magnitude dependence for a real
cosmic shear survey. Furthermore, it slightly enhancescdhter in the calibration bias between
the diferent PSF models. Therefore, we decided not to follow thiga@gch in our cosmic shear
pipeline.

On the other hand we found thatPPy 2—fitting as a function ofy, and|g worsens the negative
shear calibration bias for faint galaxies and introducesr@eng dependence on size (bottom
panels of Sect. 4.19). This is in contrast to the STEP1 resuhere this fitting approach led to
a higher shear estimate for faint galaxies (Sect. 4.2. D@ to this apparent dependence on the
exact image properties the approach seems to be littlelustdnce, we also do not include it in
our cosmic shear pipeline.

4.3.9 Conclusions from STEP2

The shear calibration factor and improved selection ¢atderived from the STEP1 analysis
for our KSB+ implementation proved to be robust providing good resulie ér the STEP2
simulations. The resulting average calibration bias wassistent with zero at the two-percent
level except for the highly elliptical(~ 12%) PSFs D and E, which led to a significantly negative
shear calibration bias 0f-3.8 + 2.5)%. For these PSFs significant PSF anisotropy leakage was
detected for all KSB methods. Complex morphologies seem to increase the overad of
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Figure 4.19: As Figure 4.17, but with P¥/2 fitted as a function of, and observed magnitude
(top) or rhand uncorrected ellipticitybtton). For all panels the fit was derived using only
galaxies with 3N > 7 (S/N"™e > 25). It was then applied to all galaxies withI$ > 4 for the
left panels. For theight panels only the brighter galaxies withii$ > 7 andMAG_AUTO < 24.4
are taken into account. In all cases fitting increases thieratibn bias for the faintest magnitude
bin and introduces a strong size dependence.
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KSB+ implementations to under-estimate the shear. The STERgZsaalso identified a trend
for most tested shear measurement pipelines thagtltemponent is typically measured with
less bias than the, component, where theftierence is probably caused by pixelisation.

All methods tested in STEP2 far from an under-estimation of the shear at the faint magni-
tude end. Tests conducted later suggest that for our metii®ddterioration originates from the
negligence of noise correlations, which lead to an ovamadion of objects’ signal-to-noise by
a factor~ 2.8. Adjusting the cut to 8\ > 7 (S/N"™® > 2.5) cures the deterioration and reduces
the overall bias, so that a slightly reduced calibratioridad/0.93 fits the data better, with a
weaker dependence of the calibration bias on magnitudgimaifirom ~ +4% for the brightest
galaxies to~ —4% at the faint end.

Our tests to fit TP9/2 as a function of half-light-radius and magnitude or hagft-radius
and ellipticity did not help to reliably reduce the remamimagnitude-dependent calibration
bias, without introducing a size dependence. Thereforehstam from applying Te9/2 fits in
our cosmic shear analysis.
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4.4 STEP3: Simulated space-based images

In parallel to the STEP2 analysis a third STEP project wasdhad in 2005, STEP3, the blind
analysis of shear simulations with properties of spacedamta. Given that a large fraction
of this data mimics the PSF and image properties of ACS, thiysindbecame a particularly
valuable test for this thesis project. Before, it has beemeandow well KSBr is able to correct
for the PSF of the space-based instrument due to the fundahtiemtations of the method. The
results summarised here have not been published at the tithe write-up.

4.4.1 Simulations

The STEP3 simulations were created by William High and Ridhdassey and are, similarly to
the STEP2 data, based on the Massey et al. (2004) shapelgason package.

The diferent STEP3 data sets are summarised in Table 4.10. Sets AdBC aesemble
333 x 3'33 1 ksi—band exposures from the planned SNAP satellite, whereitfereht sets
correspond to dierent telescope apertures and pixel scales. Image sets Dnimic the PSF
properties of the ACS Wide-Field-Channel (WFC) Detector (sex.Sel.2) with a 267 x 2/67
field-of-view and 2 ks exposure time, where the PSF was medieising a modified version of
theTinyTim package described in Rhodes et al. (2007) ffiedent stellar positions within the
ACS field-of-view . Whereas the true WFC features a pixel sca® @5, most simulated ACS
data sets have a pixel scale ¢00@, which reflects the slightly improved sampling achieeabl
for drizzled dithered data. On the other hand image sets Ezanave coarse pixels sizetd1®
resembling the pixel scale of WFPC2, which is the major workbdor HST since the failure of
ACS. A small cutout from an ACS-type image of set D is shown irufegt.20.

In addition to the STEP3 image simulations five times oveathPSF images were pro-
vided, which some methods used to derive a PSF model. Theigalhave been modelled
including complex morphologies with shapelets usingHiuebleDeep Field North as a training
set, except for image sets F and G which contain simplifieexi@é with exponential profiles.
The images contain stars with surface densities predictide galactic poles. In additional, one
stellar field with increased number density was providedclviban be used to characterise the
PSF similarly to periodical observations of globular chudtelds in real WL surveys. The PSF
does not change across the field-of-view or within one imageBhis is a simplification com-
pared to real data, which allows the separation of two ingmtrtout diferent problems, namely
shape measurement as tested here, and second PSF intenpatat stability, which we test for
ACS in detall in Sect. 6.2. In contrast to STEP2, the STEP3 datéain uncorrelated noise.

4.4.2 Shear estimation

The diferent methods tested in the STEP3 blind analysis are listédhle 4.11.

We applied our KSB pipeline with some minor modifications compared to the STEP2
analysis, in order to keep it as similar to the analysis of A&S images presented in Chap-
ter 6 as possible. We applyftirent detection parameters for image sets with large pofels
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Table 4.10: Overview of the STEP3 image sets. The ACS-typesP5te L differ in the PSF
model, which has been computed foffdient image positions but the same telescope focus using
TinyTim.

Image set Instrument Pixel scalg” Galaxy model Number of images

A 2.0m SNAP 0.05 Shapelet 100
B 2.0m SNAP 0.10 Shapelet 100
C 1.4m SNAP 0.10 Shapelet 100
D ACS 0.04 Shapelet 100
E ACS 0.10 Shapelet 100
F ACS 0.04 Exponential 100
G ACS 0.10 Exponential 100
H ACS 0.04 Shapelet 50
I ACS 0.04 Shapelet 50
J ACS 0.04 Shapelet 50
K ACS 0.04 Shapelet 50
L ACS 0.04 Shapelet 50

Figure 4.20: Cutout from one STEP3 image from set D with AC8-pkoperties (width 30.



4.4. STEP3: Simulated space-based images 101

Table 4.11: Shear measurement methods and implementtd&iad in the analysis of the STEP3
image simulations.

Author Key Method

Berge JB  Shapelets (Massey & Refregier 2005)

Heymans CH KSB

Mandelbaum RM Reglens (Hirata & Seljak 2003)

Nakajima RN Bernstein & Jarvis (2002) (Nakajima & Bernstein 200
Paulin-Henrikson SP  KSB

Rhodes JR  RRG (Rhodes et al. 2000)

Schrabback TS KSB

Schrabback T2 KSB (high resolution PSFs)

size @10 DETECT MINAREA=6, DETECT THRESH=1.5, filter gaus2.55x5.conv), and for im-
age sets with pixel scales®@ and 005 (DETECT MINAREA=8, DETECT THRESH=1.4, filter
gauss3.0.7x7.conv). In the case of more than one detection within @ausadf 1’2 we only
keep the brightest object in order to exclude possible comation from galaxy substructures,
as done for real ACS data. When measuring PSF quantities feosse integrate to a radius of
4.5 stellar flux-radii in order to properly account for theended wings of the ACS PSFs.

Our default PSF correction and analysis (TS) is based onténe gresent in the simulated
star field images. As an additional test we derive altered®8F models from the over-sampled
high-resolution PSF images. The ellipticity definition88) is normalised and dimensionless,
and hence does not depend on the coordinate system or patel sSthe same is true for the
Psh tensor, as follows from (A.24). This is fiierent for thePS™ tensor [(A.18), which is not
normalised and scales as (pixel sciles can be seen by comparing the definitionQef(A.4)
andX,s (A.12). We therefore need to scale the estimates foPfffecomponents derived from
the high-resolution images by’ ,5in order to correct the galaxies. This alternative coroect
scheme has the key T2. However, we expect that it will prefaorse than the TS method as
pixelisation éfects can no longer cancel out between stars and galaxies.

For the TS analysis we list stellar flux-radii and elliptiegt in Table 4.12. Note that the
simulated STEP3 PSFs are only moderately elliptical yéths 2.3% forrgy = 0716.

Given the flatr;, dependence of the shear calibration bias found in STEP2pplg a more
conservative rejection for stars and poorly resolved dgetag > 1.15r """ ~ 1.2r*. Further-
more, we select galaxies with cy&®| < 2.0, TrP9/2 > 0.1, and SN > 4. In order to take
account for the overall calibration bias detected in STEP&onstant shear calibration factor
of 0.91°! was applied in the blind analysis. We do not use a weightihgse in our STEP3
analysis.
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Table 4.12: PSF quantities estimated for the STEP3 sinonisitiising the TS KSB pipeline,
with PSF estimation from the low-resolution stars in the idated stellar field. r; is the
SExtractor FLUX_RADIUS. The ellipticities have been estimated using a Gaussiaght&inc-
tion with filter scalery = 0716.

Image set Pixel scal¢” re/” (e1)/% (&) /%
A 0.05 Q0792+ 0.0001 049+0.03 051+0.04
B 0.10 00934+ 0.0002 054+0.05 048+0.03
C 0.10 01132+ 0.0003 001+0.03 -0.04+0.03
D 0.04 00721+ 0.0001 -0.07+0.03 -2.25+0.03
E 0.10 00895+ 0.0003 005+0.14 -157+0.03
F 0.04 00721+ 0.0001 000+ 0.03 -2.30+0.02
G 0.10 00896+ 0.0003 009+0.14 -1.60+0.03
H 0.04 00721+ 0.0001 231+0.04 -0.15+0.04
[ 0.04 Q0721+ 0.0001 015+0.03 229+0.04
J 0.04 00721+ 0.0001 -2.27+0.03 021+0.04
K 0.04 Q0721+ 0.0001 -0.18+0.03 -2.22+0.04
L 0.04 00721+ 0.0001 -0.01+0.03 002+0.04

4.4.3 Analysis

The analysis of the submitted shear catalogues was done Iner@et Heymans and Jason
Rhodes. The estimates for calibration bias and PSF anisotegiduals are summarised in
Table 4.13, where our TS analysis yields the best resultspfed by the CH analysis also using
KSB+ and the JR implementation of RRG (Rhodes et al. 2000). Theseodsetiave all been
used and optimised for space-based data before. On thehathdr methods not yet used for
space-based datafBer from stronger calibration bias or PSF residuals.

Interestingly, all KSB- implementations and the related RRG method yield higher shear
estimates (less negative calibration bias) for the po@@ed image sets than for the sets with
pixel scale 004. This indicates that pixelisation in fact increases tieas estimate, in contrast
to the dfects seen in STEP2 (Sect. 4.3.4). Thigedence in the shear estimate is in fact lowest for
the TS and T2 methods amounting~+dl%, which is probably due to the interpolation scheme
used. The trend of a higher shear estimate for the poorerlsdrdpta is also seen for the RM
reglens method and the JB implementation of shapelets.

The TS and T2 results for the individual image sets are showiigure 4.21. The T2 analysis
yields a shear estimate which is lower than the TS estimate 16, consistently for the better
and worse sampled image sets. Thi$adence provides an approximate estimate for the impact
of pixelisation éfects, which largely cancel out for the TS but not T2 methodweier, note
that the high resolution PSF was not additionally convolwgith the larger pixel size. Hence,
it is effectively slightly narrower than the low resolution PSF, evhwill lead to lesser seeing
correction and a smaller shear estimate, explaining at peass of the dierence between TS
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Table 4.13: Number density of galaxibk calibration biasn, and PSF anisotropy residuals

for the methods tested in the STEP3 blind analysis. The bwgtfor each author was computed
from the simulations with pixel scal¢’04, whereas the second row corresponds to the sets with
coarse sampling (analysis by CH).

Key N (my) (C1) (my) (C2)

TS 71+3 -0.01+001 0001+0.000 QO01+0.01 0001+ 0.000
TS 57+13 001+001 0001+0.001 Q02+0.01 0001+ 0.000
T2 71+3 -007+0.01 0001+0001 -0.06+0.01 0001+0.001
T2 57+13 -006+0.00 0001+0.000 -0.05+0.01 0001+ 0.000
RM 159+3 -0.10+0.01 -0.007+0.001 -0.10+0.01 0002+ 0.001
RM 112+25 -0.04+0.00 0018+0.009 -0.02+0.02 0003+ 0.002
RN 74+7 -006+0.01 0001+0.001 -0.03+0.01 0001+0.001
RN 106+25 -0.09+0.01 0001+0.000 -0.09+0.01 0000+ 0.000
JR 67+0 0.03+0.02 0003+0.000 -0.02+0.02 -0.002+ 0.001
JR  46+9 007+0.02 0003+0.001 Q00+0.01 0000+ 0.000
JB  175+7 -0.22+0.01 -0.001+0.001 -0.23+0.01 -0.001+ 0.001
JB 132+28 -011+0.03 0000+0.000 -0.10+0.04 -0.001+0.001
CH 105+4 -005+001 0001+0.000 -0.06+0.01 0000+ 0.000
CH 101+24 -0.02+001 0000+0.000 -0.03+0.01 0000+ 0.000
SP 64+2 -0.19+0.01 0001+0.000 -0.17+0.01 -0.002+ 0.001
SP 46+7 -010+0.01 0000+0.001 -0.11+0.01 0000+ 0.000

and T2. In any case we would expect a larggfedence for the PSFs with’ 00 pixel scale,
being more stronglyféected by pixelisation, but maybe this is compensated byniieepolation
scheme.

4.4.4 Subtraction of the intrinsic ellipticity

After receiving the results for the mean calibration biad BSF residuals in the blind analysis,
| conducted a more detailed analysis to study their beha@sa function of galaxy parameters
similarly to STEP2. Here | relaxed the signal-to-noise oM\ > 3 and adapted the calibration
factor to /0.93 due to the conclusions from STEP2. Due to the lackingedtahage pairs in
STEPS3, the derived constraints for a magnitude or size dkpe® were however weak com-
pared to the STEP2 results. In order to decrease the distusbiape noise, we therefore decided
to subtract the intrinsic ellipticity

) input __
P (4.13)
1-— y*elnput
which we estimate from the sheaand input ellipticity
et = 2= Dgig (4.14)

a+b
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Figure 4.21: STEP3 calibration bias, and PSF anisotropy residuais for the standard TS
analysis {op) and the T2 analysid6tton), in which the PSF model was determined from a five
times oversampled PSF images. Te& panels correspond to the component, whereas the
analysis fory, is shown in theright panels. Biases in the KSBestimates due to pixelisation
largely cancel out for stars and poorly resolved galaxfemegasured from the same pixel scale
(TS). If only the stars are measured with high sampling theces can no longer cancel, which
explains the poor performance of the T2 method (plot by CH).
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Table 4.14: Estimates for calibration biag and PSF anisotropy residuals for the diferent
image sets using the TS method with a modified ¢iN S 3, a calibration factor 40.93, and
the intrinsic ellipticity subtracted shear estimagor ~

Image set  (m)/%  (ci)-10"  (mp)/% (cy) - 10
-19+10 -53+48 -07+10 -37+49
-1.0+14 08+50 07+15 85+5.0
-04+16 -64+54 00+16 83+54
01+15 79+53 03+16 23+54
19+16 66+55 04+16 85+56
09+11 128+38 07+11 113+39
64+12 126+42 42+1.2 38+42
-1.0+22 -18+74 16+22 00+76
-04+21 -78+74 32+22 -95+76
11+21 40+x74 28+22 -110+76
-06+22 103+75 -25+22 -19+76
-14+22 25+74 -18+21 -30+76

rAxXoa—IOTTmOoOOw>

where the galaxy major ax& minor axisb, and position angleé are computed from the shapelet
codficients and included in the input catalogues. We then usehhpesnoise reduced shear
estimator

¥ = Cea€%° — €. (4.15)

We list the global estimates for calibration bias and PSBaropy residuals derived from ~
in Table4.14. On average the uncertainties in the estimeaéidration bias for the dierent
image sets shrink by 39% when using the shape noise redueadestimator. For the ACS-type
simulations only, we then compute the overall calibrati@stand anisotropy residuals

(M, Mp)acs = (-0.1+11, 0.6+20)%, (4.16)
(C1.Cacs = (31%57,-21+62) 10", (4.17)

where the errors correspond to the-kcatter between theftkrent image sets. If all image sets
are considered, these values become

(0.3+2.1,0.8+1.9) %, (4.18)
(3.0+7.0,11+70)-10". (4.19)

(Mg, M) acs+SNAP

(C1, C2)ACS+SNAP

4.4.5 Dependence on galaxy properties

In the STEP3 simulations we detect no degradation of thershigaal down to $N = 3 (top
panels of Figure 4.22), similarly to the behaviour for theetssignal-to-noise in STEP2. The
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strong dependence of the shear estimate,oseen in STEP1 does not occur for our STEP3
analysis (bottom panels of Figure 4.22), as it was the cas8T&P2. We therefore consider
this behaviour to probably be a peculiarity of the STEP1 $atnons and conclude that more
conservative cuts im, used to exclude poorly resolved galaxies should not inttechstrong
selection bias in the analysis of the ACS images.

The signal-to-noise cut/8l > 3 roughly corresponds to a magnitude cut 26.5 (Fig-
ure 4.23). Down to this limit we detect no significant magdétdependent calibration bias in
our shear estimate (Figure 4.24), but only a large increasieei noise for the faintest bin. For
the ACS-type simulations there seems to be a slight trendep@stimate shear by 6% in the
brightest bin, but the scatter is too large to be conclusive.

The simulations with a coarse pixel grid show a trend to syatecally over-estimate the
shear for intrinsically small galaxies. This agrees withititerpretation of more positive average
calibration bias being caused by pixelisation issues (set 8.4.3), which will have the strongest
influence for small galaxies.

PSF anisotropy residuals are generally small. The ACS-typalations appear to have a
slight deterioration in the faintest magnitude bin, butiaghe scatter is too large to be conclu-
sive.

4.4.6 Conclusions from STEP3

For the ACS cosmic shear project the most important conaiusmn STEP3 is that our KSB
implementation performs very well for simulated ACS datae Talibration correction /D.93
derived from STEP2 leads to a calibration bias consistettit zégro, which shows act-scatter of
2% (4.16) between all ACS and SNAP type simulated images. RBBteopy residuals are also
consistent with zero, with a scatter ok2.0* (4.17). Although the ACS-type simulations do not
exactly resemble all possible configurations of the sggatald temporarily variable ACS PSF
(e.g. simulated ellipticities 2.3%), the inclusion of the SNAP-type simulations should ptev
a fair estimate of the expected scatter for real ACS data. ¢Jeme conclude that the average
shear calibration should be accurate to 2% in the analysiseoACS data. For a proper PSF
interpolation scheme PSF anisotropy residuals should ppressed to a level well below the
statistical accuracy of the ACS data.

We do not detect a significant dependence of the shear estondualf-light-radius,. Hence,
conservative cuts to reject poorly resolved galaxies shoat lead to a significant selection bias.
The magnitude and size dependence of the shear calibratitet except for a slight trend to
over-estimate the shear at the bright end~b§%, but the statistical accuracy is too low to be
conclusive.

Additionally, in the simulations with pixel scal€ 00 we significantly over-estimate the shear
for intrinsically small galaxies. This agrees with the gehérend of all KSBr implementations
and the related RRG method to obtain a higher shear estimatiesf@oorly sampled data than
the @04 ACS simulations. This indicates that pixelisation, whigs most impact for poorly
sampled data and small galaxies, in fact leads to an ovienaggin of the shear, arflect which
partially cancels with the under-estimation due to th®T2 approximation. The comparison of
the TS and T2 analysis, where the latter one uses super-asdimgh-resolution PSFs, indicates
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Figure 4.22: Calibration bias as a function of (true) signal-to-nois¢MN (top) and half-light-
radiusry, (botton) for the TS analysis of the STEP3 simulations, computed fthenintrinsic
ellipticity subtracted shear estimatpr The left panels show the ACS—type image sets with
pixel scale 004, whereas theight panels correspond to the larger pixel scales. For all plots
TrP9/2 was computed from individual galaxies and an adapted redidm factorc.y = 0.931
(original 09171) was applied. Galaxies were selected with cutblS> 3, |€%°9 < 1.4, and
TrP9/2 > 0.1. Thin solid (dashed) lines show (y,) estimates for individual PSFs, where we
show individual error-bars only for one PSF for clarity. Badlid lines and error-bars show
the mean and standard deviation of the individual PSF ettsrend shear components. In the
bottom rightpanel the errors increase for langedue to the low number of remaining galaxies.
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Figure 4.23: Distribution of galaxies iryB—magnitude-space for simulated STEP3 images from
set C (1.4m SNAP-likdeft) and D (ACS-like right).

that pixelisation has an impact on the shear estimate ofr ordé%, which however largely
cancels out if both the galaxies and stars are measured fr@saime images.
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Figure 4.24: Calibration biawm and PSF residuatsas a function of input galaxy magnitude and
size for the TS analysis of the STEP3 simulations, computaah the intrinsic ellipticity sub-
tracted shear estimatgr Theleft panel shows the ACS-type image sets with pixel scat
whereas theight panel corresponds to the larger pixel scales. For all pld®€/2 was computed
from individual galaxies and an adapted calibration factgr= 0.93 (original 0911) was ap-
plied. Galaxies were selected with cuts\S> 3, |€%°| < 1.4, and TP9/2 > 0.1. Thin solid
(dashed) lines show; (y,) estimates for individual PSFs, where we show individuabirars
only for one PSF for clarity. Bold solid lines and errorbarswlthe mean and standard devia-
tion of the individual PSF estimates and shear componentge tthe significantly more stable
correction for the space-based data shown here comparbd snulated ground-based STEP
data shown in Figure 4.17.



110 Chapter 4. Testing and improving KSBwvith the STEP simulations

4.5 Conclusions

The Shear TEsting Programme has demonstrated that nowadagsal shear measurement
pipelines reach an accuarcy at the 2% level, whereas tastistprSTEP yielded 16- 15%
only. Within the subsequent projects of STEP we identifiedahgin of biases which originally
affected our analysis. After elliminating biases introducgabject selection and our weighting
scheme for the case of a constant shear, our K8Bplementation stliers from a remaining
bias at the 7% (STEP2, STEP3) to 9% (STEP1) level, which seem®stly originate from the
approximate trace-inversion of tiR8 tensor required for noise minimisation. Similarly, all eth
tested KSB- implementations which apply a trace-inversion show a teogéo under-estimate
sheatr, if calibration corrections boosting the shear $igreaignored.

For our method the bias is stable at the2% level between the flerent simulation sets,
justifying the use of a calibration correction. Howeveeg tterived correction cannot directly be
applied to independent KSBimplementations, as details of the coding modify the biassh
by the scatter of the ffierent KSBr results. In particular, we identify a significant dependenc
on the choice of the scale factor for the Gaussian filter fonctHence, we urge independent
methods to verify their accuracy, e.g. on the public STERuktions. In addition, we identify
a moderate increase of the bias for highly elliptical PSFgiasn by image sets D and E for
STEP2. However, real cosmic shear surveys will most likedgard images taken under such
poor conditions.

Although the KSB- method is based on assumptions which are strictly fullfibbedy for
certain simple PSF types, the analysis of the STEP3 sirouktias revealed that our modified
KSB+ implementation also yields 2% accuracy for simulated sfimseed data. Within the sta-
tistical accuracy of the simulations we detect no significeependence of the shear estimate on
magnitude or size. For the analysis of the ACS data we therefmnclude that systematic errors
due to shape measurement will be well within the statisgcadrs.

Finally, we want to highlight the importance to apply progegnal-to-noise cuts. For our
pipeline we found that galaxies selected witiNS> 3 show only a weak dependence of the
calibration bias on magnitude. Possibly, this cut can evemdiaxed to 8N > 2.5, where
the additional galaxies are, however, very noisy, so thaemhting scheme should probably
be applied. These signal-to-noise cuts refer to the casaatfrtelated noise. Correlated noise,
introduced for example by drizzling, leads to an undemestion of the background noise, which
must be taken into account for the computation of a meanifigifynal-to-noise estimate. In the
case of the STEP2 simulations this modifies thill stimate by a factor 2.8.

The reachable 2% accuracy of shear measurements with+ K&Bich has been demon-
strated for the CH, HH, and our implementation, is reassucmigcerning its use on current
and upcoming surveys. Nonetheless, KS&ifers from fundamental shortcomings, namely it's
assumptions regarding the image PSF and the lack of pragantent both of noise and pixeli-
sation. We therefore regard it unlikely that K&Bvill be tuneable to serve as tool for precision
cosmology with sub-percent accuracy, underlining thenirgeed to develop and improve more
sophisticated methods.



Chapter 5

Instrument and data reduction

In this chapter | will first summarise relevant propertieste Hubble Space Telescopad its
Advanced Camera for Surveyghich are relevant for weak lensing analyses. | will thesaiibe

our data reduction pipeline, which has been upgraded thiautghe course of this project. For
the data used in the cosmic shear study, we distinguish kettwd diferent development stages
named Mark-I and Mark-IlI reduction. During the developmehthe Mark-Il reduction we
joined forces with the HAGGL&Sproject, which aims at the detection of galaxy-scale strong
lenses in the ACS archive.

In this chapter | describe the general scheme of the datatiedu The particular data sets
are then described in the following chapters.

5.1 The Advanced Camera for Surveys on-board the Hubble
Space Telescope

5.1.1 The Hubble Space Telescope

TheHubble Space Telescé?p@-IST) is a 2.4 metef /24 Ritchey—Chretien Cassegrain telescope
deployed in April 1990 into a low Earth orbit with a period @ fnhinutes. Being urféected by
Earth’s atmosphere, it provides high-resolution imagmdJV, optical, and near-infrared wave
bands. In addition, space-based observations have a leywbaskground, which in combination
with the high resolution enables very deep observations. weak lensing measurements it
provides the great advantage of a high number density ofved@alaxies, allowing accurate
weak lensing measurements at small angular scales.

Thttp://www.slac.stanford.edu/ pjm/HAGGLeS/
2The HST is a joint programme of the National Aeronautics apac® Administration (NASA) and the European
Space Agency (ESA).
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5.1.2 The Advanced Camera for Surveys

The Advanced Camera for Survef&CS) was installed on board théubble Space Telescope
during Servicing Mission 3B on March 7, 2002. ACS consisthoé¢ independent detectors:

e TheWide Field Channel detector, called ACSVFC, consists of two 2048 4096 pixel
thinned, backside-illuminated CCDs, with 0.05 arcseconds per pixel, thus covering a
nominal field-of-view of 202< 202 arcseconds. AQWFC is sensitive in the spectral
range from~ 3700A to 11000A.

e TheHigh Resolution Channeldetector, called ACHIRC, is a 1024 1024 pixel thinned,
backside-illuminated CCD, witk 0.028x 0.025 arcseconds per pixel, covering a nominal
29x 26 arcsecond field-of-view, with a spectral response froB®00A to 11000A.

e The Solar Blind Channel detector, called ACSBC, is a solar-blind Csl Multi-Anode
Micro-channel Array (MAMA), with 1024x 1024 pixels. With one pixel corresponding
to ~ 0.034x 0.030 arcseconds, AGSBC has a nominal 3% 31 arcsecond field-of-view,
with a far-UV spectral response from 1150A to 1700A.

For weak lensing measurements the ACS Wide Field Channeltdetiscthe instrument of
choice, as it provides the largest field-of-view and higlsesisitivity in optical bands of all HST
cameras, in combination with relatively good sampling dingtaccurate shape measurements.
| will hence limit the discussion to the Wide Field Channelhe following subsections. For a
detailed description of ACS, the reader is referred toAS Instrument HandbodPavlovsky

et al. 2006Db).

5.1.3 Instrument design of the ACS Wide Field Channel

The Wide Field Channel was designed to increase the survapitdéies and therefore the dis-
covery dticiency of HST. On one hand this is achieved by a field-of-vi2@2( x 202’) which is
larger than the field of any other HST camera. Furthermoeegtlfantum ficiency of the WFC
(48% at maximum including the optical telescope assemblygbiout a factor of three to four
higher at optical and near-infrared wavelengths than fd6%hd WFPC?2 (see Fig.5.1).

The high throughput is possible due to the use of very seashinned, backside-illuminated
CCD chips with anti-reflection coatings optimised for red wawkgths. Additionally, the number
of optical elements is minimised, since only three mirrorthwvgilver coating are used inside
the camera. The design of the A®®-C is sketched in Fig.5.2: Light coming from the HST
secondary mirror is reflected by these three mirrors thrawgltfilter wheels onto the WFC CCD
chips. The mirrors are also used to correct for the sphaatmadration of the HST primary mirror
and field dependent astigmatism.

The two filter wheels are shared by the WFC and the HRC and allewsh of the following
filters for the WFC: F435W, F475W, F502N, F550M, F555W, F606B2%W, F658N, F660N,
F775W, F814W, F850LP, and the grism G800L. The throughpuhefdiferent broad-band
filters is compared in Figure 5.3.
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Figure 5.1: The total throughput for the CCD systems of AUBC, ACSHRC, WFPC2-4, and
STIS. For optical and near-infrared observations ABBC has by far the highest sensitivity
(Fig. 5.7 from Pavlovsky et al. 2006b).

The two CCD chips are usually denoted WFC1 and WFC2, where WFCL1 igtbathigher
Y positions in the composite image. Both have 2848096 pixels with a nominal pixel size of
0.050 arcseconds per pixel. The WFC PSF has a FWHM @f3 pixels for the F775W filter.
The CCDs are read-out by four read-out amplifiers in the corofetise camera. For gaia 1,
which is the default value, the number of photons which caadmeimulated without saturation
in a single exposure is limited by the 16 bit-per-pixel in@rbuter, which corresponds to 65,535
counts. For higher gains (2, 4, 8 possible), the dynamicgdeds limited by the depth of the
potential well (84,700 9. The read-out noise amounts to 5.0 &he nominal dark current is
0.002 €/s. For further details the reader is referred to Pavlovslal.€2006b).

5.1.4 Geometric distortion of the WFC

The two chips of the WFC are located about 200 to 500 arcsedoowisthe optical axis of
the telescope. This results in a tilted focal surface wigpeet to the optical axis, creating a
strong geometric distortion. As a result the pixel scalemslter along the radial direction from
the optical axis than along the tangential direction. Thie,square pixels are projected onto
trapezoids of varying area across the field. In[Fig. 5.4, tbgepted position of the WFC field-of-
view relative to the optical axis and the other cameras isvgh&imilarly to the single pixels, the
whole WFC field-of-view is stretched along the direction tamigal to the optical axis relative to
the radial direction, which approximately coincides witle diagonal from the upper left corner
of WFC1 to the lower right corner of WFC2. This leads to a projectegle of thex-/y-detector
axes on the sky of 85 degrees.
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Figure 5.2: Design of the ACS Wide Field Channel. Light comimanf the HST secondary

mirror is imaged by a spherical mirror (IM1) onto mirror IM&hich is an anamorphic asphere
designed to correct for the spherical aberration in the H8WMary mirror and the field dependent
astigmatism of the HST at the centre of the WFC field-of-vielwe Tight is then reflected by a

Schmidt-like plate (IM3) through the two filter wheels onb@tWFC CCD chips (Fig. 3.2 from

Pavlovsky et al. 2006b).

Meurer et al. (2003) measure the field-dependent distodidhe WFC from dithered, i.e.
relatively shifted observations of 47 Tucanae taken withRA75W filter (Sloanq. Fitting the
measured distortions with polynomials they find that fototter fits characterise the distortion
to an accuracy of better than 0.2 pixel over the entire fielth an rms of~ 0.04 pixels inx and
y. The largest fiset is required for pixels in the upper left corner of WFCL1, vahace shifted by
~ 82 pixels. An updated distortion model including a look-aple for filter-dependent residual
distortions was found by Anderson (2006). The derived disto codficients are provided by
the Space Telescope Science Institute (STScl) as so-dBI@TAB tables, which are used for
the distortion correction witMultiDrizzle (Sect.5.2.4).

Proper correction for camera distortion is essential foeakdensing analysis due to various
reasons: First, dithered images can only be co-added ifafeegnapped to a distortion-free coor-
dinate system. Otherwise local residual shifts lead to aadtzgion of the image PSF. Second, the
varying pixel scale across the field-of-view influences thg fheasurement of compact sources.
Finally geometric distortions influence the shape and osdf objects leading to wrong shear
measurements.

Note that Anderson (2007) recently reported on detectegddeahvariations of the distortion
solution, similar to our findings from the ACS GOODS obsexwasidetailed in Sect. 6.1.2. Such
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Figure 5.3: Transmission curves for the ACS broad-banddilteft) and the ACS SDSS filter set
(right). Thetop panels show the filter transmittance, whereadibttompanels refer to the total
system throughput. The Sloan filters are also nanged: F475W,r" = F625W,i” = F775W,
Z = F850LP (from http/acs.pha.jhu.edunstrumenffilters).

changes are not taken into account in the data reduction. i$¥es$ possible implications for
the shear measurement in Sect. 7.8.

5.1.5 Parallel observations

The HST scientific instruments are located at fixed positinribe focal plane of the telescope.
Therefore it is possible to use one or more instruments itiaddo the primary instrument. In
theseparallel observationsregions in the sky close to the primary pointing are obsgrwdere
the dfset can be readfiofrom Fig. 5.4.

Since parallel observations must not interfere with thenpry observation, the choice of
exposure time and, in case of shared filter wheels, also tbeelof the filter is restricted by
the primary instrument. Additionally, the dither pattenelétive shifts between the féerent
exposures) is determined by the primary observation.

Parallel observations are possible for the AUEC and the AC8IRC in combination with
any other instrument on-board HST. One distinguishes Bt®&ES coordinated paralle)svhich
are coordinated observations with another HST instrunfespgecific targetsACS auto-parallels
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Figure 5.4: The HST field-of-view after Servicing Mission 3Bhe positions of the cameras
mounted in the HST focal plane and the Fine Guidance Sens@S)(are shown. Thefisets
from the optical axis in the V2 and V3 direction are given ios@conds. The stretched shape
of the ACSWFC CCDs is due to the strong geometric distortion (Fig. 3.3 fRawmlovsky et al.
2003).

where two ACS channels are used simultaneously/ pure parallelswhich are taken com-
pletely independent of the observation of the primary unsint.

Especially in the early phase of ACS many observations wdreanhducted with the HST
cameras WFPC2 and STIS, so that ACS parallel observations beudkecuted on many oc-
casions, leading to a relatively quickly growing data setirePparallels additionally have the
advantage that the data becomes publicly available imrtedgiavhereas other HST observa-
tions are protected (proprietary) for one year. Cosmic skialies benefit from the relatively
large data volume available for parallel observations.dditzon, parallel observations are sep-
arated by several arcminutes from the primary target (e.@ for WFPC2) providing nearly
random pointings for most classes of primary targets.

5.1.6 Cosmic rays, hot pixels, and other image defects

As in the case of any other CCD camera, AB&C images arefiected by image defects like hot
and cold pixels or bad columns. In contrast to ground-basedsC€@¥mic rays (cosmics) are of
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Figure 5.5: Number of permanent hot pixels in the AVEC as a function of time, for éierent
dark current thresholds (Fig. 4.9 from Pavlovsky et al. 2006

special concern for space-based cameras. These are higintyetic particles of extraterrestrial
origin, which deposit energy while passing through the CCRlilegto pixels with very high
signal. Depending on the angle under which a cosmic passasgth the chip, its signature in
the image can range from only very few neighbouring pixeleng traces of fiected pixels. As
can be seen in Fig. 5.6, the number of cosmics in a typical BeACSWFC image is much
larger than the number of galaxies in the field. Also, mangxjak are fiected by cosmic rays,
making any reliable brightness and shape measurement sibpgmsHowever, since cosmic rays
occur at random positions, they can be rejected if sevepairage exposures are combined.

Another concern is the steadily increasing number of hatlpin the ACA3WFC (~ 1200
new hot pixels per day), which are largely created by thengtimombardment of the camera
with cosmic rays. As for the other HST CCD cameras, a fractiaihese new hot pixels can be
annealed by heating the camera, which is usually done omerqeth by pointing HST at Earth.
However, the rate of successful annealing is wii©-65% significantly lower than for the other
HST CCDs £80-85%). Figure 5.5 shows the number of persistent hot paefunction of time
for different thresholds. Due to the rapid increase dithering besguarticularly important for
later observing cycles. Unfortunately, a large fractiorttef GO (guest observer) observations
were taken without proper dithering, alsibexting simultaneous parallel observations.

Furthermore, the AGSVFC includes a significant number of bad or variable columes (s
Sect. 5.3.5) and cold pixels with very low response, whiainaaly be corrected using dithered
data.
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5.1.7 Charge-transfer dficiency

For space-based cameras a degradation of the chargeetrdiisfency (CTE) can significantly
influence weak lensing shape measurements. The continosaosaray bombardment in space
creates chip defects acting as charge traps. If the image obgct moves across such a trap
during parallel read-out transfers, a fraction of its cleaxg! first be trapped and then statistically
released during the following read-out steps. Tliisaively creates charge-trails behind objects
in the readout direction.

The ACSWFC has two read-out amplifiers per chip, which are locatetearfour corners of
the instrument. During parallel transfer charges are mal@ayg their column towards the top of
the upper chip (WFC1) or bottom of the lower chip (WFC2) respedbtivAlso in the distortion
corrected drizzled images (Sect.5.2.4) the read-out titreés approximately parallel to the
y—direction. The created charge trails lead to an averagerakgt of objects in thg—direction,
corresponding to a negative averagellipticity component. CTE degradation is increasing with
time due to the continued cosmic ray bombardment. As thehddfmtharge traps is limited, faint
objects loose a larger fraction of their charges than bioglets, leading to a signal-to-noise and
shape dependence of theet. Therefore PSF models derived from high signal-toeestars
do not provide a dfticient CTE correction for faint and more extended galaxiesdidition, the
effect depends on the number of transfers (position) and skgbawnd, where high sky values
fill the traps continuously, reducing th&ect of charge trails.

For the photometric loss due to CTE degradation empiricalections have been found
(Riess & Mack 2004; Riess 2004; Mutchler & Sirianni 2005). Tloa+#inear influence of CTE
degradation on object shape has however not been modelkbetan yet. For the GEMS and
early parallel data we detect no significant CTE signatuna fiee galaxy ellipticity (Sect. 6.4.1.2).
However, from the galaxies in the COSMOS data, which have tsdem later in time, we mea-
sure a highly significant CTE signal manifesting in a negatieane; ellipticity (Sect. 7.2.5).

5.1.8 Tracking precision and velocity aberration

Pointing and tracking of the HST is done with the Fine Guides®es (FGS) system, which uses
stars of the Guide Star Catalog as reference. The accurabg @ffsolute pointing is typically
precise tog 2”7, except for a low number of exposures where we detectedatiatdfsets in
the world coordinate system (WCS) defined in the image heafdep, to ~ 1’. Such WCS errors
complicate proper image registration, but do nié¢et the final weak lensing analysis.

For weak lensing analyses the tracking precision is of lazgecern, because deviations from
the nominal position broaden the image PSF within an exgosnd in case of non-isotropic
pointing errors also introduce an additional anisotropyhef PSF. Random pointing errors can
be created by varioudfects, such as jumps due to thermal expansion of telescoperiatatr
impacts of cosmic dust particles. The tracking quality isally good if two guide stars are
available. Then one star is used to control the pitch of tlest®pe and the other one to stabilise
the roll-angle. In this case the tracking precision typicakatters between’005 and 003
during a single visit, if the same guide stars can be usedreanisly. If only one or no guide
star is available, the HST gyros are used for tracking. Halostaintially larger drifts and rotations
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can occur. In this work we therefore only use exposures takémntwo guide-stars.

Another concern is dierential velocity aberration, bothetweerdifferent HST cameras, but
alsoacross the field-of-viewf the WFC CCDs: Due to the orbital motion, velocity aberration
shifts the apparent positions of objects. If the HST wouddkronto a guide staxactly the po-
sitions of all other points in the HST focal plane would sipwhange due to tlierential velocity
aberration. However, thisflect is taken into account and the HST always tracks corréatly
the image centre of the primary instrument. Neverthelesterdntial velocity aberration leads
to imperfect tracking for a secondary (parallel) instrumérne strength of thisféect of course
depends on the geometrical alignment of the source postiointhe HST orbit, as well as the
separation of the primary and the secondary instrument.

For a typical separation of 60®etween a primary and a secondary camera (compare Fig. 5.4),
drifts introduced by dferential velocity aberration during/Z orbit (~48 min) do not exceed
07023 (0.46 WFC pixels) according to th#ST Observation Logs DocumentafforSince indi-
vidual exposures are much shorte#00-600 sec), the un-corrected drift during one exposure
will typically be smaller than- 0701 (0.2 WFC pixels). We investigate the tracking accuracy for
the early parallel data in Sect. 6.1.1.

Resulting from the relatively large field-of-view, alsdtdrential velocity aberratioacross
the field-of-viewplays a role for ACBNCS. Cox & Gilliland (2002) found that éerential ve-
locity aberration can create a shift of 0.3 pixels acrossagatial of the ACBVFC during one
full orbit. Due to the movement of the Earth relative to thenSmages taken six months apart
can even have misregistrations up to 1.4 pixels. Thexeis corrected in the data reduction with
MultiDrizzle (Sect.5.2.4).

5.1.9 ACS status

After sufering malfunctions in the primary electronics ACS was optaising the backup side-
two electronics since June 30th, 2006. On January 27th, a@®&fious failure of the side-two
electronics led to the loss of the ACS WFC and HRC. Since thenWide Field Planetary
Camera 2(WFPC2) became the major workhorse for optical observatiatisAST. However,
due to its smaller field-of-view, poorer resolution, lowensitivity, and worse CTE degradation
it provides only limited capabilities for weak lensing megsments.

Currently Servicing Mission 4 is scheduled for autumn 2008wy the mission WFPC2
will be replaced by th&Vide Field Camera WFC3), which has a slightly reduced area and
optical sensitivity compared to ACS, but adds UV and infrasedsitivity. In addition plans
for a possible repair of ACS are being considered at the mankémwever, due to the strongly
degraded ACS CTE, WFC3 will probably become the instrument atetfor most weak lensing
studies.

Shttpy/www.stsci.edghsyobservatorypointingobslogOL _1.html
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5.2 Mark-I reduction

In this section | will detail on our “Mark-I" data reductionpgeline, which was used for the pilot
study (Chapter 6). Later upgrades (“Mark-I1") are then disat in Sect. 5.3.

5.2.1 On-the-fly re-processing by the archive

The data archives at the Space Telescope Science Instgilitec() and the Space Telescope
European Coordinating Facility (ST-ECF) usually provideadatoducts for dterent reduction
stages. Hence, users can choose which of the automatieaflyrmed reduction steps are suf-
ficient for their science goals, and which they have to redih wefined parameters. This is
possible as the basic reduction packages used by the aspbAtACS andMultiDrizzle, are
publicly available. The data products provided are autarably reprocessedn-the-flyusing the
most up-to-date calibration files, once data is requestadbys.

We decided to base our Mark-I reduction on the flat-fielged (* _flt.fits) images provided
by the archives. These files have been pre-processed wikQ8eCalibration Pipelin€ALACS.
The reduction steps are fairly straightforward and critstaps regarding the weak lensing anal-
ysis should only occur afterwards. For the ARG C CALACS performs the following tasks:

1. Creation of a simple noise map by calculating a noise madteddch pixel as
o = +/Isignal- biag/(gain) + (readnoisg¢gain)?, where the first addend in the square root
is an estimate for the Poisson noise, while the second omeiatzfor the readout noise;

2. Creation of a static bad pixel mask by flagging known bad atatated pixels;

3. Bias subtraction from bias images and the over-scan rggion

4. Subtraction of a dark image, which was scaled with the sxpotime;

5. Division by a flat field image;

6. Calculation of photometry header keywords and some imiagstscs;

7. Trimming of the over-scan regions.
The calibrated science frames of the two chips are then dagedher with the corresponding
static bad pixel masks and noise maps in a multi-exterfslidnfits file. An example for a science
frame and the associated bad pixel mask is given in Fig. 5.6.

Additionally to theFLT-images we also use the so-called jitter files containingrimition
about the tracking accuracy. In this work | denote all filekbbging to a single exposure as a

dataset For a detailed description of the ACS Calibration Pipelire tbader is referred to the
ACS Data HandbookPavlovsky et al. 2006a).
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Figure 5.6: The pre-calibrated science franmp) and static bad pixel maslkgtton) in the
file j8hodtkiq flt.fits, created with th&€ALACS pipeline for the ACBNFC2 chip. Note the large
number of cosmic rays present in the science frame. The arpdsne of this image is 500
seconds.
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5.2.2 Association identification

From the individual datasets we define associations cantaal exposures which shall later
be co-added. Here we allow for a maximal dither of ®®@rresponding to M of the field-of-
view. For the parallel fields in the pilot study we aimed at akimmal stability of the observing
conditions, keeping datasets fronffdrent visits separate (Sect.6.1.1). Due to the good results
achieved for the combination of two GOODS epochs of the CDESt(8.1.2), we however later
abandoned this limitation in order to obtain deeper data.

5.2.3 Drizzling and distortion correction
5.2.3.1 Drizzling

“Drizzling” denotes a technique to map the pixels of an injpoge onto another output pixel
grid. It was originally developed by Fruchter & Hook (2008)reconstruct a higher resolution
image from the under-sampled WFPC2 data of the HDF—North.zlimig is implemented into
the dither package of STSDA8xKizzle). The reconstruction of a higher resolution image re-
quires that the individual exposures are dithered by neegar shifts, so that fferent exposures
sample the PSF- and pixel-convolved light-distributiordiiierent positions. For this applica-
tion, the output pixel grid also has to be finer than the inpiat, gvhich is controlled by the factor
scale in drizzle. All individual exposures are then mapped and added ontsahee output
grid.

In the simplest approach, the flux of one input pixel is singhiitributed to the output pixels
it covers after the mapping, according to the fraction of tkierlapping area. However, this
will lead to a final image which is still convolved with the vdow function of one input pixel.
Furthermore, in this case the additional sampling leads teffactive further broadening of the
PSF. This can be avoided by shrinking the input pixels by #ofatixfrac € [0, 1]. Drizzling
is schematically illustrated in Fig.5.7. In this sketcle thriginal input pixels are drawn in red,
whereas the shrunken pixels are depicted in blue. For thiggewation plotted, the central pixel
of the output grid receives no flux from this input image. Tiiigstrates that thepixfrac
parameter should significantly be reduced below 1 only ifdata is properly dithered, so that
gaps are filled by other input frames. Additionally, one ltabd aware of the fact that drizzling
produces correlated noise in the output image, since flur fsoe input pixel is distributed over
several output pixels. Here the degree of correlation dégpen the relative size of the shrunken
input pixels to the output pixels.

The properties of the output image strongly depend on thezldrkernel, the function de-
scribing how the flux of each input pixel is distributed acrtige output image. In the description
above this has always been thguarekernel, with variablepixfrac. Other kernels which are
often used argaussianwhich leads to smooth object profiles but strong noise tatioms, and
lanczos3 which is a 3rd-order polynomial approximation of the sifuzetion. In principle the
latter yields an optimal reconstruction with minimal no@®relations. For space-based data it
however has the disadvantage to introduce “ringing” ardtedarge number of masked pixels.
Hence, it should only be used if a large number of exposuretscked.
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Figure 5.7: Schematic illustration of drizzling: The ingixel grid (eft) is mapped onto a finer
output grid ¢ight). In the mapping a shift, rotation and geometric distortbam be taken into
account. The input pixels can be “shrunken” to smaller gixethich are called drops (the inner
blue squares). Output pixels only receive flux from overytinops. In the depicted situation the
central pixel in the output grid receives no flux from any stken input pixel.

In principle, the mapping carried out lolyizzle can be any geometric transformation. Be-
sides accounting for relative shifts and rotations, it daréfore be used to correction for geo-
metric field distortion. However, if strong field distorti®are present, as it is the case for ACS,
half-pixel shifts commanded for the image centre transtatedifferent shifts for dierent cam-
era positions. For very deep observations the best stragetinen often given by large dither
steps, which are necessary to correct for bad pixels or fdsdsetween chips, in combination
with random sub-pixel shifts.

For a detailed introduction into the drizzling method thader is referred to thEST Dither
Handbook(Koekemoer et al. 2002).

5.2.3.2 Motivation for drizzling ACS/WFC images

The ACSWFC sufers from strong geometric distortions (see Sect. 5.1.4nckledrizzling is
required for the co-addition of separate exposures. Furibiee, accurate point source photome-
try requires distortion correction: Owing to the distortjohe area of sky one pixel covers varies
between 0.89 and 1.08 times the central value. Correctindpi®etect with simple flat-fielding
will artificially brighten or respectively dim poorly resad objects with steep brightness profiles
in the centre. In contrast, drizzling by construction comes surface brightness and enables us
to perform correct point source photometry.

The issue of reconstructing a higher resolution image is iegportant than for WFPC2,
since the ACBNFC pixels sample the HST PSF better by a factor of two than itkedgpof the
Wide Field chips of WFPC2. In addition, due to the strong fielstalition of ACS, complex
dither patterns are required for a uniform reconstructidh Wigher resolution across the whole
field-of-view (Sect.5.2.3/1). Additionally, the WFC PSF igrsficantly broadened by charge
diffusion, which cannot be recovered by dithering.
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5.2.3.3 PyDrizzle

PyDrizzle was developed by STScl to automatise the usagkrdfzle for ACS. It combines
the flat-fielded frames of the two WFC CCDs onto one output grichtathe camera distortion
stored in the IDCTABs (see Sect.5.1.4) into account. In aslditit includes a correction for
differential velocity aberration across the field-of-view (S8d.8).PyDrizzle is able to pro-
cess any number of input images, where their relative shiftsrotations have to be specified in
an association table. The input images are then drizzlea thetsame output grid taking these
transformations into account.

PyDrizzle also takes bad pixel masks into account, so that flaggedspitcehot contribute
to the output image. In principle each input pixel can begaesil a specific weight. As default
option the diferent exposures are weighted according to their exposues tivhich performs
reasonably well in the case of sky-limited images if sky gbods are stable. Given that all the
data used for weak lensing are taken in broad-band filteis melatively long exposure times,
they are sky-limited. In addition, the co-added exposue® lusually been taken closely in time
with similar sky background. We therefore use this simplegivéng scheme for the Mark-I
reduction. Then the created output weight image gives theutative exposure time contributing
for each output pixel, scaled with the relative area of ottpunput pixels.

In the actual drizzling procesByDrizzle allows the user to choose betweeffetient ker-
nels. Besides the already mentiorsgpiare gaussian andlanczos3ernels, further options are
point (assquarewith pix_frac = 0), turbo (square kernel ignoring rotations), ataphat(top
hat). Concerning units it converts electrons as given irRlhE-images to electrons per second
for the drizzled output science imagPRZ-image). PyDrizzle does not reject cosmic rays
and previously unknown bad pixels, a task performedinytiDrizzle, as detailed in the next
section.

5.2.4 Cosmic ray rejection and co-addition with MultiDrizzle

To automatise the rejection of cosmic rays and the co-awddf several input images, Koeke-
moer et al. (2002) developed the python based padmg'eiDrizzlﬂ which use®yDrizzle
and several task of the STSDAS dither package. Here | willmarse the main steps performed
by the software. For a more detailed description the readeférred to th&CS Data Handbook
(Pavlovsky et al. 2006a) and the MultiDrizzle Home&dge

FirstMultiDrizzle creates an association table for the proviééd-files, computing rel-
ative shifts and rotations from the image WCS possibly updbhtedser-provided absolute or
residual (“delta”) shifts (see Sect.5.2.5). Next, theisthad pixel masks of the input images
are updated for pixels which are more than below the median value. Also, the median sky
background in the field is subtracted. The following majepstare also illustrated in Fig. 5.8:

1. The sky-subtracteBLT-images are drizzled separately but onto the same outputlieoo
nate system, i.e. relative shifts and rotations are takinaiccount.

4In the Mark-1 reduction we uskultiDrizzle version 2.7.0.
5http://stsdas.stsci .edu/multidrizzle/
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2. The median image of the separately drizzled images islleadrl taking their pixel masks
and weights into account. This median image provides a fasmate for the cosmic
ray-cleaned image. However, double- and triple-incidsnmiecosmic rays can lead to
remaining artifacts, especially if the number of combinedges is small. To make the
rejection more ficient, thecombine nhigh pixels with the highest values are generally
rejected, whereombine nhigh = 1 by default.

3. The median image is transformed back to the coordinatesatf input image. This inverse
drizzling is calledblotting.

4. For each exposure the blotted median image is comparee totrespondingLT-image
in order to identify cosmic rays in this image. Pixels for afnthe absolute ¢fierence of
these images is larger than expected by noise statistittse diattening &ect of taking the
median, are flagged as cosmic rays.

5. Finally, all sky-subtracteBLT-images are drizzled onto the same output grid taking both
relative shifts and a combined mask of bad pixels and cosmginto account. The result
is a cosmic ray-cleaned and distortion-corrected imagle aweighted mean co-addition.

Compared to a pure median image this approach provides cleasmic ray rejection and better
statistics.

MultiDrizzle also provides an alternative rejection mechanism for thdiamamage called
minmed which further improves the cosmic ray rejection in the caéew input images. In
this algorithm, first the median is calculated, again witleectng thecombine nhigh highest
pixels. If this median is more thamsigma above the minimum pixel value, it is replaced by the
minimum, wheren is by default 6 and sigma is approximated as the square-fabeanedian
counts. In case the minimum is taken for a certain pixel, toegdure is repeated for all pixels
in a radius ofcombine_grow (default 1.0 pixel) around this particular pixel, but nowthva
lower threshold (3 sigma by default). The latter is done tpprly reject the “halos” around
cosmic rays. Similarly, lower thresholds are used for nleggits of already masked pixels in the
comparison of the blotted median image to Bid -image.

Note that the cosmic ray rejection carried outMyltiDrizzle also removes previously
un-flagged hot pixels, if the data are well dithered.

5.2.5 Shift refinement

Usually the image WCS is not accurate enough to provide prdigemaent of the single frames.

If datasets have been taken affelient visits their astrometry may be misaligned by several
arcseconds. Even for data taken within one orbit sub-phiéissmay occur which would signifi-
cantly degrade the image PSF if the data was simply co-adtledherefore refine relative shifts
and rotations by matchingExtractor (Bertin & Arnouts 1996) positions of compact sources
detected in the separately drizzled frames. Here weSHgeractor positions measured with

a Gaussian window function which are more accurate thanlsifingt moments. The rotations
and shifts between the separate frames are then computegl thsi IRAF taskgeomap. The
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Figure 5.8: Flow chart for the main stefpsl tiDrizzle performs to create cosmic ray-cleaned,
distortion-corrected, co-added images. Whereas the gemmdicate un-drizzled images, the
rhomboids correspond to drizzled, distortion-correctedges. The grey ellipses represent real
objects (galaxies), whereas the solid black lines cornedgpmcosmic rays and the dashed-dotted
black lines to cosmic ray artifacts. The red lines reprefiagged pixels in the cosmic ray masks.
The sketch only shows two input images. A higher number isggsed completely analogously.
The depicted situation corresponds to small (in the sketrtoticeable) shifts between the two
exposures. Note that there is a chance alignment (doubideince) of two cosmic rays in the
upper chip, which therefore cannot be rejected completely.
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derived transformations are then passedubtiDrizzle as “delta’-shifts. For not yet under-
stood reasons the frames usually do not line up perfectdy #ie first correction. We therefore
iteratively repeat the procedure adding derived residuiftissand rotations until they converge
to residuals< 0.04 pixels. For the early parallel data we quantify the detiskifts and rotations

in Sect. 6.1.1.1.

For the alignment of multi-epoch GOODS observations ($ett2) we determined signifi-
cant residual rotations-(0.1°). When we passed these “delta” rotation$ltd tiDrizzle, we
found that it falsely introduces a significant change in thli@d image scale, which would lead
to a significant misalignment in the outer regions of the figfleliew. As a work-around we
correct theFLT image header for the derived rotation, which seems to wogk fin

Note that we do not align multi-colour data in the Mark-I retian.

5.2.6 Parameters for the data reduction

Deviating from the default parameters, we useriliemed algorithm during the creation of the
median image as it is mordfeient to reject cosmic rays for a low number of co-added ex-
posures. For the cosmic ray masks we let rejected regiong lgyoone pixel in each direc-
tion (driz_cr_grow=3) in order to improve the rejection of neighbouring pixefieated due to
charge difusion and pixels with cosmic ray co-incidences ifietient exposures.

In the final drizzle step we use a finer pixslale of 0'03 per pixel in combination with the
square kernel in order to increase the resolution in the co-addesygrand reduce the impact
of aliasing. For the default pixel scale’(@b per pixel) resampling adds a strong artifical noise
component to the shapes of un- and poorly resolved objeligsifay), which depends on the
position of the object centre relative to the pixel grid anolstrstrongly &ects thee;-ellipticity
component. According to our testing with stellar field imsgbegaussian kernel leads to even
lower shape noise caused by aliasing. However, as it leatsioger noise correlations between
neighbouring pixels, we decided to use thmare kernel for the analysis. In the Mark-I analysis
we usepixfrac = 1.0.

Aliasing most strongly fiects unresolved stars, which is critical if one aims to deRSF
models from a low number of stars in drizzled frames. Howes®ice we determine our PSF
model from un-drizzled images (see Sect. 6.2.4), this do¢sifect our analysis. Consistent
with the results from Rhodes et al. (2005, 2007) we find thatthéu reduction of the pixel scale
does not further reduce the impact of aliasing significamtfyile unnecessarily increasing the
image file size.

In the subsequent chapters the tgaxel refers to the scale of the drizzled image’s0® per
pixel) when dealing with ACS data, unless we explicitly adud WFC pixels An example for
a fully processed single filter image is shown in Fig!5.9.
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Figure 5.9: Example for a cosmic ray-cleaned, distortiorrected, co-added AQ&FC image,
which was processed wittultiDrizzle and our Mark-I pipeline. For this GEMS F606W field
three exposures with a total exposure time of 2160 seconds ezeadded. The dither pattern
was selected in order to cover the gap between the two WFC CCDi thi® slightly higher
background level in the upper left image quadrant, whichue tb a residual bias level. We
correct for this blemish in the Mark-11 version of our piped. Near the upper and lower image
border objects have falsely been rejected as cosmic raysbyiDrizzle, because only one

input exposure contributes to these regions. They are @adlérom the shear analysis by our
manual masks.
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5.3 Mark-Il reduction and the HAGGLEeS pipeline

In our analysis of the early ACS parallel data we detect a Bggmit mean alignment of the galax-
ies with the image y—axis for poorly dithered data (Sect163). We interpret thisféect to be
caused by galaxies whose images dfeced by artifacts of ingticiently rejected bad columns
and pixels. In order to properly rejedifected galaxies, accurate knowledge of problematic pix-
els is required. Unfortunately not alffacted pixels are flagged in the static bad pixel masks.
After finishing this pilot study it was therefore one of thénpary goals to upgrade our reduction
pipeline by introducing improved bad pixel masks and opediweighting of pixels.

At this point Phil Marshall (KIPAC, UC Santa Barbara), who isdéng the HAGGLeS
Project, theHST Archive Galaxy-scale Gravitational Lens Survayd | decided to join forces
as we independently planned to reduce a large fraction oA@f® archive, where HAGGLeS
aims at the detection of galaxy-scale strong lenses. Tegetith Chris Fassnacht (UC Davis),
Eric Morganson (KIPAC), and Marusa Bradé&IPAC, UC Santa Barbara) he had already set
up aMultiDrizzle-based pipeline for ACS data reduction at the computing fafrthe Stan-
ford Linear Accelerator Center (SLAC). After adding some of sayipts we developed several
upgrades and additional functions for this joint pipeline.

| will give an overview about the pipeline in Sect.5.3.1 ahdrt detail on my major contri-
butions to the code being improved pixel masks, backgroubttaction and weighting, but also
optimised shift refinement and the developmentfatent tools for masking and image inspec-
tion in Sections 5.3.2 to 5.3.7. In the following chaptersill vefer to this improved reduction
as “Mark-II” reduction.

A paper on details of the HAGGLeS data reduction and firstlte$wom the lens search is
currently been written (Marshall et al. in prep.). The datacpssed in the frame of HAGGLeS
will be made publicly available through tHeST Legacy Archi‘@estarting with multi-colour
observations used for the strong lens search around thefe&2@D@. The weak lensing fields
used for the cosmic shear analysis (see Sect. 8.3) will becand2008 after completion of the
shear analysis.

5.3.1 HAGGLeS pipeline overview

The HAGGLeS pipeline performs the following tasks:

1. Work space set up The raw image files are identified and moved to a temporagctry
tree.

2. CALACS: The ACS calibration pipeline processes the raw exposuiieg tise adequate
reference files to create flat-fieldBUT frames.

3. Background subtraction: The sky background is subtracted as detailed in Sect.5.3.2

E’http ://hla.stsci.edu/hlaview.html
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10.

11.

12.

. Manual inspection of FLT-images Using the web inspection tool detailed in Sect. 5.3.3,

we markFLT frames &ected by satellite trails or variable scattered light. Ilreond step
we manually create masks for thiexted frames (see Sect. 5/3.4).

Improving the bad pixel masks We update the static bad pixel masks using the manual
masks from the last step plus automatically created masksofopixels, bad or variable
columns, and other persistent defects (Sect. 5.3.5).

. Computation of an accurate noise modelWe compute accurate noise estimates for each

input pixel as detailed in Sect. 5.3.6, from which we deripéirnal weights for the image
co-addition.

Shift refinement: All exposures from all filters belonging to one field are dhe&l together
but without co-addition usingultiDrizzleﬁ . We iteratively refine their relative shifts
and rotations until the frames are optimally aligned (F26t.7).

. MultiDrizzle : UsingMultiDrizzle we create cosmic ray masks and co-add the single

exposures as generally described in Sect.5.2.4. Here aedifferent filters separately.
Deviations from the defauMul tiDrizzle parameters are detailed in Sect. 5.3.8.

Computation of an output RMS image We transform the inverse-variance map com-
puted byMultiDrizzle into a RMS map, which can directly be used$Bxtractor as
weight image IfWEIGHT_TYPE = MAP_RMS is specified. Then th&Extractor detection
parameters do not require a correction for noise correlatio

WCS correction: In order to correct for the astrometric uncertainty of theide Star
Catalog we match the positions of bright objects to their USBIGunterparts and correct
the image header for the average shift.

Colour JPG: In case observations in multiple filters are available @agoIPG is created,
otherwise a grey-scale JPG.

Catalogue creation Automatically aSExtractor catalogue is created, which is used as
input for the strong lens search. However, due to tliedint detection requirements this
catalogue is not used for the weak lensing analysis.

The HAGGLEeS pipeline in Bonn For the reduction of the COSMOS (Chapter 7), STAGES
(Sect. 8.4), and RXJ1347 data (Sect! 8.2) in Bonn | used a sfigtatdified version of the HAG-
GLeS reduction pipeline which starts with tR&T-images provided by the archives. This ap-
proach is not followed at SLAC to save disk space on the costat CPU time. In addition,
the Bonn version concludes with the WCS correction, for whickplaced the originally used
IDL routines by an self-written Perl script. Thesdtfdiences will have no impact on the weak
lensing analysis. As an example for a Mark-II-reduced imssgFigure 3.4.

"In the Mark-1I reduction we us¥ultiDrizzle version 2.7.2
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Table 5.1: Keywords added &LT headers during the background subtraction.

Keyword Possible value | Description
BG_MODEL | MEDIAN|MODE | Statistic used for subtraction
BG_MODUL | 1)0 Request residual modulation with flat-field
BG_MFLAT | String Name of modulation flat-field
BGMED.i| Float Sky median in chip and amplifierj
BGMOD.ij | Float Sky mode in chip and amplifierj
SKY_SHAG | Float Mean subtracted sky estimate
BG_FLAGS | Flag First bit: residual modulation done
Second bit: Background fierence above threshold

5.3.2 Improved background subtraction

Sometimes ACFLT-images show a moderate jump in the background level betdigksment
image quadrants, which is caused by uncorrected residamtfisets (Anton Koekemoer, private
communication). These jumps are typically in the order obw tenths of an electron, but
can amount to~ 2e and more. Although such residuals are usually not criticabrg that
most science applications apply their own background aabtn, we still aim at removing this
blemish.

For this we first rurSExtractor on eachFLT-image to detect and mask all kinds of objects
including cosmic rays. The created mask is then combineul thé static bad pixel mask. From
the unmasked pixels we next estimate the background vaheraely for each chip, where
we by default use the median and optionally the mode stistin the next step we subtract
the mean background estimate from all chips. ThHEedénce between the individual and mean
estimate is then modulated with the inverse flat-field vemmatn the quadrant, normalised to
1. This dtference is then subtracted from the corresponding imagerapiadlhe modulation
is necessary as tHe.T-images have been divided by a flat-field image after the ifepebias
subtraction.

We found that for crowded fields or fields containing very btignd extended objects, the
background estimates can be significantly disturbed. Ieramensure that our method does not
lead to an erroneous over-correction of the background jfiamguch cases, we adopt a maximal
accepted dference in the background estimates (by defaul).4# this is exceeded we only
subtract the minimal background estimate for all quadrats pipeline also adds a number of
header keywords, which are listed in Table 5.1.

5.3.3 Web inspection tool

In the HAGGLeS project a huge amount of data is centrallyest@at SLAC, with several re-
mote users processing and analysing the data. Hence, seoedid arose for arffcient tool

to quickly browse and inspect large numbers of images usigeld band-width. This was
necessary for the pre-selectionFfT-images which require manual masking (Sect. 5.3.4), but
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also the inspection and classification of strong lens categlidentified by a lens robot, and the
verification of automatically created masks for the stadkeatjes (Sect. 7.2.1).

To fulfil these needs | wrote a pgryi-based web interface which displays compressed JPG
versions of the images requiring inspection, in combimatwih form elements allowingf&cient
image selection and annotation. The entered data are stoesgi-tables with user- and time-
stamps, and are automatically parsed by subsequent sc8pteen-shots of the interface are
shown in Figure 5.10.

|% File Edit View Go Bookmarks Tools Window Help Is  Window Help

Infs/slac/g/ki/haggles/work/ACS]J160611+552 HSTJ015257.81-135238.8

thetaE = 0.42 arcsec, xgamma = 0, xtheta = 0 rad
scalar = 70.8144, source F606W mag = 30.234279, goodness
of fit (sigmas) = 13.021385

put image

Qralar ah o prminy ructed (min)
Scalar obj e (min)

Comment

blue disk residual 1

Lens quality (0=nc

Figure 5.10: Screen-shots of the pegi-based web interface fofficient image inspection via
the Internet. Théeft panel shows thELT-inspection mode, in whicRLT frames can quickly be
scanned visually by scrolling a web browser window. In tharegle shown the image has been
selected for manual masking due to the satellite trail prieSeheright panel shows an example
for the lens inspection mode, in which strong lens cand&atentified by a robot are visually
inspected and classified one-by-one. Here a static web padeqed as output from the robot
is converted into dynamic cgi-output.
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5.3.4 Hficient masking of FLT frames

Using the web inspection tool (Sect. 5.3.3) we visually extpd allFLT-images processed with
the HAGGLeS pipeline, amounting to more than 12,000 filebatime of the write-up. About
20% of these files were marked for manual masking, as thegresthowed satellite trails or
scattered light which moves between dithered observafseesFigure 5.11). These features are
only incompletely masked by the cosmic ray rejectioMuitiDrizzle, as they have less sharp
edges than cosmic rays. Hence, we mask them manually in twrdehieve optimal data quality
and maximal usable area in the co-added frames.

To make this tedious work mostfeient | wrote a further script which is run on the user’s
local computer. It automatically transfers the inspecfitalists from the cgi server and down-
loads the JPG images of markBdTs. These are locally converted to low resolution fits files
and automatically displayed usidg9. Here the user manually creates polygonal region files to
mask the disturbing objects. These files are automaticatigmed and scaled to the corrEti
scale. Then they are checked into a repository making satethfile is unnecessarily inspected
twice.

For a survey of this size manual masking is still feasiblg,ig combined with &icient image
display tools. However, this will be impossible for dedefuture weak lensing surveys, which
will require the development of fully automated maskingtnoes.

Figure 5.11: For dithered data scattered light often chsuitgeappearance and position relative
to the locations of stars and galaxies, which can be seenmpaong thdeft andright panels
showing dithered data from the COSMOS survey. By masking tfeegares in thé-LT-frames
we increase the usable sky area in the co-added frames. INatihé chips displayed in thep
andbottomdo not belong to the same pointing.
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5.3.5 Improved bad pixel masks

Due to the results from the early parallel data (Sect. 8% \e invested a considerabl&at
into optimising the bad pixel masks in the Mark-11 pipelingo fulfil the lensing requirements
we follow a philosophy to aggressively reject problematiefs, possibly excluding a fraction
of pixels which might still be usable for other applications

5.3.5.1 Mask creation

For eachLT-image we combine the existing static bad pixel mask witHoeHewing new time-
dependent masks:

1. Updated hot pixel mask We reject all pixels with dark current 0.04€e /sec in the asso-
ciated dark reference file. By default pixels with dark cutre®.08e /sec are rejected as
hot pixels in the static bad pixel mask, whereas pixels witkaurrent- 0.02e /sec are
only marked as warm pixels.

2. Bias variance mask The ACSWFC shows dferent bias structures, most prominently
columns with high bias values. If this bias value is time-@ggent, high or low column
values will occur in the science frames after subtractioa loias reference file. To identify
variable columns we use all available bias reference fraf@seach one we compute the
variance from itself and the four bias reference framesrtakkesest in time, providing a
good estimate for the degree of variability in a time-windafw 2 months. An example
for such a variance image is shown in Figure5.12. From thimmee image we create
masks using.cdmask as detailed in Sect.5.3.5.2.

3. Median image mask The other masks are usually able to identify most of the lerobtic
pixels and columns. Yet, a small number of culprits stilldemo dficiently resist capture.
As a solution we found that a median image mask in most casesttie job: Here we
compute the median image from tReT-frames of 50 dierent pointings observed closely
in time, after sky-subtraction and masking of objects detkwithSExtractor. In order
to exclude domination of few very deep pointings we limit theximal number ofFLTs
from one pointing to six. An example for such a median imad@ctvis similar to what is
usually called asuper-flat is shown in Figure 5.13. From these median images we create
masks using.cdmask as detailed in Sect.5.3.5.2.

4. Manual masks The manual masks for satellite trails and scattered lighich have been
described in Sect. 5.3.4, are also included at this stage.

All of these masks are time-dependent. Hence, a sciebtemage is always corrected with
the proper mask for the time of observation. The names of ppéesd mask files are stored in
the FLT image header.
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Figure 5.12: Variance image computed from five AB&C super-bias frames for gaifh, which
combine bias frames taken in December 2004 and January 20@%.the 5x 5 binning (aver-
age), the dynamic range iSSSCOUNTS (black) to 45 COUNTS (white).
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Figure 5.13: Median image computed from the backgroundraatedFLT-frames of 40 COS-
MOS pointings observed in May 2005. Besides some remainigg{scale variation and hot
pixels a number of bright and dark columns are visible, whieedatter usually represent over-
corrections in the bias subtraction. After the 5 binning (average), the dynamic range-tse
(black) to 4 € (white).
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Table 5.2: Lower and upper thresholds for pixel masking using tkkedmask task for the bias
variance and median images.

Image type lsigma | hsigma

Bias variance | 100 25, +5 if more than 2.5% masked
Median, gaia1 | 13 11

Median, gaia-2 | 15 15

5.3.5.2 Column masking with ccdmask

In order to create masks from the bias variance and mediagesndescribed in the previous
subsection, we realised that simple thresholding is not steted for the noisy images with
large-scale variation, as it either leads to fragmenteddofidmn masks or falsely rejected noisy
pixels. We achieve better results using IRAF taskccdmask, which is part of the NOAGmred
package. It computes the local median signal and rms vamiatimoving rectangles. A pixel is
then masked if its values is eith&sigma below orhsigma above the local median value. This
is done for individual pixels and sums of pixels in columntgets, where in the latter case the
background dispersion is scaled by the square root of thebauwf pixels in the section. In
the end each column is scanned for short segments of un-flauxels between bad pixels. We
additionally mask these segments if their length is less fltapixels.

The selection of proper thresholtlsigma andhsigma strongly depends on the image noise
properties. Therefore we had to manually tune these thigstior the diferent image types
investigated, where we summarise the derived parametefahile 5.2. Note that sometimes
even between images of one type significant variations imti&e properties occur, e.g. due to
the growing number of hot pixels. Therefore the performamas not optimal in all cases. This
was particularly troublesome for a number of bias variantagges, where the parameters listed
in Table 5.2 lead to a false flagging of a significant fractidrgood pixels. As a solution we
iteratively increasésigma by 5 until the fraction of flagged pixels drops below 2.5% dileg
acceptable results.

5.3.6 Computation of an accurate noise model

We compute a noise image for each inpufl, which is used for inverse-variance weighting in
the co-addition yielding optimal signal-to-noise in thacited frame. Here we do not use the
simple noise model computed IRRLACS (Sect.5.2.1), as it includes photon shot-noise, which
would lead to a subtile bias towards an under-estimatiorbjgfcd fluxé.

TheFLT science frames are in units of electrons. This is also hamdyhé computation of a
noise image given that electrons are the relevant unit ®Pthisson noise from sky background

8Including photon noise would down-weight exposures withifdee deviations from the expectation value and
up-weight exposures with negative deviations, leadingitefiective bias.
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and dark current. Hence, we compute the rms noise imageddtahfielded science frame as

ERR= 1 \[SF 41D + 02 452V, (5.1)

with the normalised flat-field reference imageThe sky backgroundwas estimated in Sect. 5.3.2
and is given in e. For the error contribution from dark current, the corregfing dark reference
imageD, which is given in /s, has to be scaled with the exposure tim& further contribution
comes from the read-noisg, which is about 5& Finally, we also take the bias variance image
V into account, which was described in Sect.5.3.5. As the A@S trames are given in counts
instead of electrons, a conversion using the gajexpressed ingcount) is required. We store
the computed noise image in te&RRextension of thd-LT image. An example noise image is
shown in Figure 5.14.

5.3.7 Robust shift refinement

Similarly to the Mark-I reduction (Sect.5.2.5) we iteraliy refine relative shifts and rotations
by drizzling the frames separately but onto the same outpet grid. We match windowed
SExtractor positions of compact sources, which we select with filtgpedeent size and mag-
nitude cuts. “Delta” shifts and rotations are then computsidg theIRAF taskgeomap with a
rejection at the &-level.

In this step we include the exposures from all filters, legdm stacks for dierent filters
which are aligned on the same pixel grid. However, due to timeesimes relatively large WCS
errors, the dominance of cosmic rays, variousedent dither patterns, andffirences in depth
and object morphology between thdfdrent filters, proper catalogue matching turned out to be
challenging for a large fraction of the HAGGLeS data.

We ended up with a complex combination of scripts to catclouarspecial cases. One of the
central procedures is a pixelised catalogue cross-ctimejavhich was the best methods to find
initial off-sets in the case of large WCS errors. Fortunately, the HSTamdge is usually well
constrained< 0.1°), so that delta rotations do not need to be considered imitialimatching.
Another challenging task was the robust automatic detectfonatching failures, with merged
catalogues based on chance alignments mostly of cosmic\Weyfound that these could be well
identified by their rms shift residuals after applying te®map transformation to the catalogues,
in combination with the number of positive matches.

Using only exposures from one of the broad-band lensingdiltematched catalogues typi-
cally consist of order 100 compact sources for typical extra-galactic fields. WHamiag
exposures from dlierent filters typically 36- 60 pairs of matched positions are available, which
is still sufficient to constrain relative shifts and rotations with higlwacy. The iterative align-
ment is continued until shifts and rotations change by lees 0.05 WFC pixels and.@004
respectively, where the latter corresponds to a maximalatement of 0.02 WFC pixels in the
corners of the FOV.

We apply the same work-around for “delta” rotations as usekkict. 5.2.5, since the reported
problem also occurs fafultiDrizzle version 2.7.2, as used in the Mark-1l reduction.



5.3. Mark-Il reduction and the HAGGLEeS pipeline 139

Figure 5.14: This image shows the rms noise model computethtoCOSMOSFLT-image
|8xi24Ix (stored in the updateERRimage extension). After the 55 binning (average), the
dynamic range is 9¢e(black) to 11 & (white).
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5.3.8 MultiDrizzle parameters and output RMS image

As for the Mark-1 reduction (Sect. 5.2.6) we use a finer oufgixe:l scale of 003, in combination
with the square drizzle kernel. Here we choose to slightly shrink the pixXelisx_frac = 0.9),

to reduce the degree of noise correlation. We found thatthdureduction obix_frac leads

to significantly enhanced aliasing. Further pixel shrirk#igerefore only seems useful for deep
stacks of well dithered data. As done for the Mark-I reduttiwe use theninmed algorithm in
the computation of the median image, and grow cosmic ray siaglone pixel in all directions
(driz_cr_grow = 3) in order to reliably reject chargeftlision halos of cosmic rays.

As weighting scheme we specifiinal weight_type = ERR, so thaMultiDrizzle uses
the ERRextension image of thELT-file to perform inverse-variance weighting. Note that we
over-write the originaERRimage with a noise image including all noise sourerseptphoton
noise, as detailed in Sect. 5.3.6. In this way we exclude silplesbias in the co-addition due to
the photon shot-noise. Furthermore, using our noise schisarfenal weight image computed by
MultiDrizzle provides an accurately scaled inverse variance noise mapsaWé its inverse
square root image using the “rms.fits” extensi®@MSimage). ThisRMSimage can directly
be specifies as noise map3Bxtractor (WEIGHT TYPE = MAP_RMS). For proper photome-
try, SExtractor requires an rms image, which includes all noise sourcespexd®ton noise,
exactly as provided by the pipeline.



Chapter 6

Analysis of the GEMS and early ACS
parallel data

In this chapter | present results from a pilot study testiregdapabilities of ACS for cosmic shear
measurements with early parallel observations and the t@dliSEMS and GOODS data of the
ChandraDeep Field South (CDFS). The results of this study have beélighed in Schrab-
back, Erben, Simon, Miralles, Schneider, Heymans, Eiflegbkry, Freudling, Hetterscheidt,
Hildebrandt, & Pirzkal 2007, A&A, 468, 823—-847.

In this work we developed a new correction scheme for the -tiegendent ACS point-
spread-function (PSF) based on observations of stellaisfieAt the time the paper was sub-
mitted this represented the only technique which takesutérhe variation of the PSF between
individual ACS exposures into account and can be appliedriatrary dither patterns and ro-
tations. We estimate that our PSF correction scheme redeesystematic contribution to the
shear correlation functions due to PSF distortions ®x 107 for galaxy fields containing at
least 10 stars, which correspondsgdb% of the cosmological signal expected on scales of a
single ACS field. We perform a number of diagnostic tests mtitig that the remaining level
of systematics is consistent with zero for the GEMS and GO@Bta confirming the success
of our PSF correction scheme. For the parallel data we datlest level of remaining system-
atics which we interpret to be caused by a lack dfisient dithering of the data. Combining
the shear estimate of the GEMS and GOODS observations uigglfxies arcmirf with the
photometric redshift catalogue of the GOODS-MUSIC samptedetermine #ocal single field
estimatefor the mass power spectrum normalisatiefrprs = 0.527311(stat)+ 0.07(sys) (68%
confidence assuming Gaussian cosmic variance) at a fixedmdattsityQ2,, = 0.3 for aACDM
cosmology marginalising over the uncertainty of the Huljideameter and the redshift distri-
bution. We interpret this exceptionally low estimate to e do a local under-density of the
foreground structures in the CDFS.

This chapter is organised as follows: After describing thagnd data reduction in Sect. 6.1,
we present our analysis of the ACS PSF and the correction scimeBect. 6.2. Next we elaborate
on the galaxy selection and determined redshift distritou¢Bect. 6.3), and compute several esti-
mators for the shear and systematics in Sect. 6.4. Afteepties) the results of the cosmological
re-analysis of the GEMS and GOODS data in Sect. 6.5, we cdadtuSect. 6.6.

141
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6.1 Data

In this pilot project we use pure parallel ABFC F775W observations from HST proposal
9480 (PI J. Rhodes), denoted as the “parallel data” for theofdhis chapter.

For comparison we also apply our data reduction and anapypiline to the combined
F606W AC3WEFC observations of the GEMS field (Rix et al. 2004) and the GO©Db&erva-
tions of theChandraDeep Field South (CDFS, Giavalisco et al. 2004). A cosmicishealysis
of this~ 28 x 28 mosaic has already been presented by Heymans et al. (2005 h@thceforth),
allowing us to compare theftkerent correction schemes applied.

Both datasets were taken within the first operational year @8 AAugust 2002 to March
2003 for the parallel data; July 2002 to February 2003 foGE®S and GOODS observations).
Therefore these data enable us to test the feasibility ghmoshear measurements with ACS at
an early stage, when the charge-transtéciency (CTE) had degraded only slightly (Riess &
Mack 2004; Riess 2004; Mutchler & Sirianni 2005).

6.1.1 The ACS parallel data

The data analysed consist of 860 WFC exposures, which weiatséa fields by joining ex-
posures dithered by less than a quarter of the field-of-vieseoved with the guiding mode
FINE_LOCK. In order to permit cosmic ray rejection we only process @ssions containing at
least two exposures. Furthermore, in this pilot study wg oambine exposures observed within
one visit and with the same role-angle in order to achieveimabstability of the observing con-
ditions. With these limitations, which are similar to thassed by Pirzkal et al. (2001) for the
STIS Parallel Survey, we identify 208 associated fieldsl(iog re-observations of the same
field at diferent epochs), combining 835 exposures.

For a weak lensing analysis, accurate guiding stabilityesireéd in order to minimise vari-
ations of the PSF. In case of parallel observationSedintial velocity aberration between the
primary and secondary instrument can lead to additiondisddiuring observations with the
secondary instrument (Cox 1997). In order to verify the qwgdstability for each exposure
we determine the size of the telemetry jitter-ball, whiclsatées the deviation of the pointing
from the nominal position. While the jitter-balls typicalhave shapes of moderately elliptical
((b/a) = 0.68) distributions with(FHWM) = 9.8 mas (0.196 WFC pixel), we have verified that
FHWM < 20 mas (0.4 WFC pixel) anld/a > 0.4 for all selected exposures. Therefore the track-
ing accuracy is dticiently good and expected téfact the image PSF only slightly. Any residual
impact on the PSF will be compensated by our PSF correctioanse, which explicitly allows
for an additional ellipticity contribution due to jitterde Sect. 6.2.4).

6.1.1.1 Data reduction

For this pilot study we used the Mark-I reduction detailedSiect. 5.2. When refining shifts
for the star and galaxy fields selected for the analysis (s8¢ $6.1.1.2), we find a median
“delta” shift relative to the first exposure of an associaid 0.17 WFC pixels, with 73% of the
exposures requiring shifts larger thas WFC pixels. Refinements of rotations were in most
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Figure 6.1: Examples for fields which were rejected by visaspection for the following rea-
sons (panel$eft to right): erroneous calibration, galactic nebula, many saturstaxs, almost
empty field.

cases negligible with a median abk 10 degrees corresponding to a displacement 6f008
WFC pixels near the edges of the FOV. Only ih% of the exposures rotation refinements
exceeded X 1073 degrees, corresponding to displacements 6f15 WFC pixels.

6.1.1.2 Field selection

The 208 associations were all visually inspected. We disiratotal 31 fields for the following
reasons:

¢ Fields which show a strong variation of the background ingireeprocessed exposures (4
fields).

Fields containing galactic nebulae (10 fields).

Fields of significantly poorer image quality (6 fields).

Fields which contain a high number of saturated stars witbreded difraction spikes (5
fields).

Fields in M31 and M33 with a very high number density of staesulting in a strong
crowding of the field, which makes them even unsuitable far fs¢lds (4 fields).

e Almost empty galactic fieldsfiected by strong extinction (2 fields).

Examples of the discarded fields are shown inFig. 6.1.
After this pre-selection, fields fulfilling the following iteria are selected as galaxy fields for
the cosmic shear analysis:

e Fields have to be located at galactic latitugl#s 25° in order to be &ected only weakly
by galactic extinction.

e Only fields co-added from at least three individual exposae used, facilitating $ir
ciently good cosmic ray rejection.
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Table 6.1: Observation dates and position ang@R&RIENTAT) of the ACSWFC F606W
GOODSCDFS observations.

Epoch| Observation dates | Position angle
1 2002-07-31-2002-08-04 -112
2 2002-09-19-2002-09-22 -67
3 2002-10-31-2002-11-08 =22
4 2002-12-19-2002-12-22 23
5 2003-02-01-2003-02-05 68

e Fields are required not to be dominated by a single objedtos sesolved in a local group
galaxy.

e In the case of re-observations of the same field @& dint visits, the observation with the
longest exposure time is used.

55 independent fields fulfil these selection criteria. Aiddially four fields with 20 < |b| < 25°
are included, which contain a high number density of gakiidicating rather low extinction,
making a total of 59 galaxy fields. This corresponds to 28.4%e fields and 36.2% of the
co-added exposures.

All fields passing the preselection and containing at le@8tsars are used as star fields for
the PSF analysis (see Sect./6.2). These 61 fields consi$tip@xposures amount to 29.3% of
the fields and 24.5% of the co-added exposures.

6.1.2 The GEMS+GOODS data

The GEMS F606W data consist of 63 AQE-C tiles imaged with three exposures of 720 to 762
seconds each. They are arranged around the ACS G@TIFS observations, which have been
imaged in five epochs with flerent position angles (see Tab./6.1) consisting of two axgss
per tile and epoch with 480 to 520 seconds per exposure.

In total the ACS GOOD&DFS field is covered with 15 tiles during epochs 1, 3, and 5,
whereas 16 tiles were used for epochs 2 and 4. HO5 limit tinailyais to the epoch 1 data. In or-
der to reach a similar depth for the used GOODS and GEMS datkewided to combine the data
of epoch 1 with either epoch 3 or 5 as they have an optimal apeiThe combination of epoch 1
and epoch 5 exposures is unproblematic. In contrast we fymifisiant, FOV dependent residual
shifts between matched object positions in exposures fimyoles 1 and 3 after applying refined
image shifts and rotations (Fig. 6.2). Possible interpiata for these remaining shifts are slight
medium-term temporal changes in the ACS geometric distouioa slightly imperfect treat-
ment of the distortion correction in thltiDrizzle version used. Pirzkal et al. (2005) report
similar efects for two epochs dfiubbleUltra Deep Field (UDF) data. As remaining shifts also
occur for UDF images observed with position angles that~a8®r apart, theultiDrizzle
interpretation might be more plausible. The largest redidhifts have a comparable magnitude
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of ~ 0.5 pixels for both the GOODS and UDF data. A combination of expes with remaining
shifts would in any case degrade the PSF of the combined infsdpitionally central pixels of
some stellar images could falsely be flagged as cosmic raysbyiDrizzle. Therefore we
only use the combined epoch 1 and 5 exposures for the coseae ahalysis that follows.

GOODS residual shifts: (Xpos, Ypos);— (Xpos, Ypos), GOODS residual shifts: (Xpos, Ypos)y; — (Xpos, Ypos),
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Figure 6.2: Residual shifts [pixel] computed from windowdgix8actor positions of compact
sources between epochs 3 andeft) and between epoch 5 and right) of the F606W ACS
GOODSCDEFS observations. For these plots compact objects frombalilds are used, and
residual shifts are averaged in bins of 7Q@xels. For each tile the exposures of each epoch
were drizzled onto one output pixel grid, with a common WCS derdefined by epoch 1.
Possible interpretations for the residual shifts in thé pefnel are slight temporal changes in
the ACS geometric distortion or a slightly imperfect treatinef the distortion correction in the
MultiDrizzle version used.

In order to investigate the ACS F606W PSF, we additionallylyseal 184 archival F606W
exposures of dense stellar fields containing at least 30§, sthich were observed between July
2002 and July 2003.

6.1.3 Catalogue creation

We useSExtractor (Bertin & Arnouts 1996) for the detection of objects and thedtr et al.
(2001) implementation of the KSB formalism for shape measents. The pipeline version
is the same as the one used for the original STEP2 analysi$. 4S8), i.e. we apply a shear
calibration factorc,, = 1/0.91 and uniform weightsy; = 1.

We analyse the images of galaxies in the combined drizzleg@s. However, for the time-
dependent PSF correction described in Sect. 6.2.4, weiadiy perform stellar shape mea-



146 Chapter 6. Analysis of the GEMS and early ACS parallel data

Table 6.2: Relevant parameters for the object detection SHE#tractor for the galaxy fields
and the star fields. Note that the number of pixels for a dieteDETECT _MINAREA corresponds
to the sub-pixel of the drizzled images except for the valnésackets, which are used for object
detection in the un-drizzleBORimages.

Parameter Galaxy fields| Star fields
BACK_TYPE AUTO MANUAL
BACK_SIZE 100 -
BACK_FILTERSIZE 5 -
BACK_VALUE - 0.0
DETECT_MINAREA 16 16 (5)
DETECT_THRESH 1.5 3(4)
DEBLEND_NTHRESH 16 32
DEBLEND_MINCONT 0.05 0.1
FILTER NAME gauss2.55x5 (gauss2.0.3x3)

surements in the un-drizzled but cosmic ray-clea@&@Rimages, which are also created by
MultiDrizzle, and the drizzled un-combined fram&RZ-images).

The SExtractor object detection and deblending parameters are summaniSeble 6.2.
We use a rather low detection threshold for the galaxies deroto minimise the impact of
PSF-based selection bias (Kaiser 2000; Bernstein & Jandg)2®purious detections are later
rejected with cuts in the signal-to-noise ratio. We find ttiet deblending parameters applied
perform well except for the case of spiral galaxies exterimeseveral arcseconds, for which sub-
structure components are in some cases detected as sejgeats. Thus, we mask these galax-
ies manually. If more than one object is detected withid, bnly the brighter component is kept.
We furthermore reject galaxies containing pixels with loalues in thefultiDrizzle weight
image Wmin = 100 s} within their SExtractor isophotal area and also semi-automatically cre-
ate masks to reject bright stars withfdaction spikes and extended image artifacts like ghost-
images.

We use diferent detection parameters for the star fields (see TableBu2 to the increased
detection thresholDETECT THRESH, the object detection becomes less sensitive to the fatht an
extended stellar diraction spikes, reducing the time needed for masking.

We use theSExtractor FLUX_RADIUS parameter as Gaussian filter scejefor the shape
measurements of the galaxies. Here the integration isechaut to a radius of g from the
centroid. This truncation was introduced to speed up therikgn and is justified due to the
strong down-weighting of the outer regions in KSB. We alsafiest from the data that it does
not bias the shape measurement. For the stelRZ-images we repeat the shape measurements
for 18 different filter scales ranging from 2.0 to 15 pixels, which aterlanatched to the filter
scales of the galaxies. For larger filter scales we find thagissential to continue the integration

1The weight image pixel value corresponds to tffeetive exposure time contributing for the pixel, scalechwit
the relative area of output and input pixels.
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out to suficiently large radii due to the widefiiiaction wings of the PSF. Therefore, we employ
a stellar integration limit of 4 x FLUX_RADIUS* ~ 9 pixels. For the stellar shape measurements
in the CORimages we use a fixed Gaussian filter segle 1.5 WFC pixels, which according to
our testing roughly maximises the signal-to-noise of tledlat ellipticity measurement for most
of the occurring PSF anisotropy patterns (see Sect. 6.2).

For object selection we use the signal-to-noise definitiwargin (3.93). In the computation
of S/N we do not take the correlation of noise in adjacent pixetis account, which is created
by drizzling. However, Casertano et al. (2000) estimate section for the noise in a large area
(e.g. the extent of a galaxy), given by their Eq. A19

@:mﬁ’[l p][l S]_l, (6.1)

o1 slT 3msl|T 3p

whereo; = oy is the single pixel background dispersion, whitgq denotes the dispersion
computed from areas of sié¢ = n? (drizzled) pixels. The variablgs ands denote the drizzle
parameterpix_frac andscale, both given in input pixels. Inserting the applied valges 1.0
ands = 0.6 yields

ON 25 5

Bl 62

The expression in squared brackets gives the correctidarfaxthe area scaling expected for
uncorrelated noise. Using thdfective area of the Gaussian weight functi@n= 27rr§ and

m= VA we estimate a noise correction factor which increases fr@& fbr unresolved sources
(rg = 2.1 pixels) to 2.05 for the largest galaxies considered.rfres oo (6.2) yields a correction
factor of 208. The true B\ will be lower than the directly computed value by this fact®he
cuts applied to the data refer to the directly computed value

6.2 PSF analysis and correction

Due to the low number of stars (10— 30) present in galaxy fields at high galactic latitudes we
examined the ACS PSF from stellar fields (see Section 6/1cbrpining~ 300— 20000 stars.
We do this analysis on the basis of single exposures insttadnobined images, in order to
optimally investigate possible temporal PSF variation® iWestigate the PSF both in the un-
drizzled, but cosmic ray cleans@DRimages created iyultiDrizzle, and also the drizzled
and cosmic ray cleansed single exposui2B4). Here we limit the discussion to the F775W
data. Our analysis of the F606W PSF was performed in an wrfashion with only minor
differences in the resulting PSF models. A detailed kSBalysis of the F606W PSF can be
found in HO5.

6.2.1 Star selection

In the DRZ-images CORimages) we select stars with 0.6 pixel (0.45 WFC pixel) widesen
half-light radiusry, (Erben et al. 2001) and cuts in the signal-to-noise ratid S 40 (SN > 30).
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We furthermore reject stars with saturated pixels usingmtade cuts, and, in the case of crowed
fields, stars with a neighbour closer than 20 (10) pixelscihivould otherwise féect the shape
measurements for largg.

6.2.2 PSF anisotropy variation

EXP: JShOOHVV F775W-COR e, PSF—core r,=1.5 EXP:j8hoanrv F775W-DRZ e, PSF—core r,=2.4 EXP:j8hoanrv F775W-DRZ e, PSF—wings r,=10.0
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Figure 6.3: Stellar “whisker plots” for an example F775Wlsatefield exposure. Each whisker
represents a stellar ellipticity. ThHeft panel shows’ in the un-drizzledCORimage measured
with rg = 1.5 WFC pixels (PSF core). Thaiddleandright panels correspond to the drizzled
DRZ-image showing the PSF cong & 2.4 pixels,middlg) and the PSF wings { = 10.0 pixels,
right). The fit to the ellipticities in the middle panel is shown fretiower right panel of Fig. 6.5.

Investigating stellar fields we find that the stellar elligy € and anisotropy kernejf, vary
smoothly across each WFC chip and can well be fit with thirceomblynomials. Fig. 6.3 shows
the FOV variation ofe, for a 400 second stellar field exposure both for the un-cgzZIOR
image (left panel) and the drizzled and thus distortionexigdDRZ-image, where the middle
panel corresponds to the PSF core measurednyith2.4 pixels, whereas the right panel shows
the PSF wingsrg = 10.0 pixels). The observed flierences between the PSF core and wings,
which mainly constitute in a stronger ellipticity for lamgyg, underline the importance to measure
stellar quantities as a function of filter scalg(see also Hoekstra et al. 1998; HO5).

In Fig.6.4 we compare the stellar ellipticity distributiomthe CORimage and théORZ-
image for similar Gaussian filter scalesrgf= 1.5 WFC pixels andy = 2.4 pixels, both uncor-
rected and after the subtraction of a third-order polyndbmiadel for each chip. Here drizzling
with the SQUARE kernel increases the corrected ellipticity dispersjtﬁa*li”'”‘) by ~ 24% and thus
decreases the accuracy of the ellipticity estimate. Fog#hexy fields we therefore determine the
PSF model from the un-drizzlsdORimages (see Sect. 6.2.4). Note that the stellar ellipgit
in the CORimages (left panels in Fig. 6.3 and 6.4) are created by thebared image PSF and
geometric camera distortion, whereasliRZ-image ellipticities correspond to pure image PSF.
However, since the resulting pattern can in both cases wedit lovith third-order polynomials,
the corrected ellipticity dispersions are directly congide.
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Figure 6.4: Stellar ellipticity distribution (PSF core) fan example F775W stellar field exposure
measured in the un-drizzl€ORimage (eft) and the drizzledRZ-image (ight). The open cir-
cles represent the uncorrected ellipticitg8swhereas the black points show the ellipticitedd"
corrected with a third-order polynomial for each chip. le tight paneb—(ei‘”‘*) Is significantly
increased, which is a result of the re-sampling in the deiatgorithm. In these plots outliers
have been rejected at the Bevel.

Note that we always plot the FOV variation in termsepin order to simplify the comparison
to other publications. However, for the actual correctionesne we employ fits af}, defined in
(3.88) due to a slight PSF width variation leading to a vaoiabf P5l (see Sect. 6.2.3).

Comparing stellar field exposures observed &edent epochs, we detect significant tempo-
ral variations of the PSF anisotropy already within one torfhime variations of the ACS PSF
were also reported by Krist (2003); Jee et al. (2005a,b, P0HB5; Rhodes et al. (2005, 2007)
and Anderson & King (2006), and are expected to be causeddmsfchanges due to thermal
breathing of the telescope. Krist (2003) illustrates thaa®n of PSF ellipticity induced by
astigmatism, which increases for larger foctisets and changes orientation by 9hen pass-
ing from negative to positiveftsets. This behaviour is approximately reproduced in Fig. 6.
showing polynomial fits to stellar ellipticities in two sesi of subsequent exposures.

6.2.3 PSF width variation

Additional to the PSF ellipticity variation we also deteché and FOV variations of the PSF
width. Fig.6.6 shows the FOV dependence of the stellar Ifgiif-radiusry, for three diferent
exposures. Among all F775W stellar field exposures the gedralf-light radius varied between
1.89 < T, < 2.07, with an average FOV variatian(r,) = 0.085. We find that the variation of the
stellar quantitylT* needed for the PSF correction of the galaxy ellipticitie93 closely follows
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Figure 6.5: Third-order polynomial fits to stellar elligties in theDRZ-images of two series of
subsequent exposures. The 400 second exposures were BR802308-28 ((pperpanels) and
2002-08-17 lower panels), where the time indicated corresponds to the mifdlee exposure
(UT). The variations are interpreted as thermal breathirt@telescope. Thapper rightand
lower leftplots are near the optimal focus position, whereas the ettgysures represent positive
focus dfsets (ipper leftpanel) or negative focudisets [ower right panel).

the variation ofr,, and can well be fitted with fifth-order polynomials in eachgchror a further
discussion of the PSF width variation see Krist (2003).

6.2.4 PSF correction scheme

In order to correct for the detected temporal PSF variatimisg the low number of stars present
in most galaxy fields (see Fig. 6.7), we apply a new correciicireme, in which we determine
the best-fitting stellar field PSF model for each galaxy fiedplasure separately.

6.2.4.1 Description of the algorithm

Due to the low number of stars present in galaxy fields, weireuPSF fitting method with as
few free parameters as possible, excluding the possibilitise for example a direct polynomial
interpolation. As the main PSF determining factor is theuiposition, we expect a nearly
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Figure 6.6: Field-of-view variation of the stellar hal§ht radiusry, in the DRZ-images of three
F775W stellar field exposures with positive focuset (eft), near optimal focusniiddle and

negative focus fbset fight). For these plots, was averaged within bins of 300300 pixels.

Bins without any stars show the average value.

1-parameter family of PSF patterns. With the high numbertelfss field exposures analysed
Ngt = 205 for F775W andNgs = 184 for F606W, we have a nearly continuous database of the
varying PSF patterns. This database consists of well-cainsd third- or fifth-order polynomial

fits to g,(X, Y, rg) andT(X,y, rg) for numerous values af;, both for theCOR andDRZ-images.

In this section we omit the asterisk when we refer to thesguohial fits derived from the stellar
fields in order to allow for a clear distinction &) measured from the stars in the galaxy fields.

Given the noisieg’ andq’ measurement in drizzled images (see Sect.6.2.2), we dstima
the PSF correction for a galaxy field from the stellar imagesachCORexposure of the galaxy
field. However, we apply the correspondiBiRZ-image PSF model as galaxy shapes are also
measured on the drizzled co-added image.

In order to determine the correction for a co-added galaxig,fieve fit the measured
qZ‘;COR(rg = 1.5) of the Nsiarsk Stars present in galaxy field exposiravith the stellar field PSF
modelsq;TR(x, Y, rg), with j € 1,..., Nt and identify the best fitting stellar field exposyjrewith
minimal

Nstarsk
xey= D [ = 1.5) - dS9R(%, yi, 1.5)|

i=1

z (6.3)

Here we choose the Gaussian window scgte 1.5 WFC pixels to maximise the signal-to-noise
in the shape measurement (see Sect. 6.1.3). In this fit wet mjdiers at the Bo- level to ensure
that stars in the galaxy field with noisy ellipticity estimmatdo not dominate the fit.

Having found the “most similar” (best-fittingfORPSF modelj, for each galaxy field ex-
posure, we next have to match the coordinate systems of thesppndinddRZ-image and the
co-added galaxy field. This is necessary, as the siD§l&images used to create the PSF mod-
els are always drizzled without extra shifts in the defatikmtation of the camera, whereas the
galaxy field exposures are alignedMyl tiDrizzle according to their dither position. For this
we trace the position of each object in the co-added galaky liiack to the position it would
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Figure 6.7: Histogram of the number of galaxy fields Wik, selected stars in the co-added
images for the Parallel Survey (dashed line) and the GEGISODS data (solid line).

have in the single drizzled exposutavithout shift and rotation. Lepy and (o, Yo)x denote the
rotation and shift applied bjyultiDrizzle for exposurek. For a galaxy with coordinateg,(y)
in the co-added image we then compute the “siigfRZ’-coordinates

X COSpx  Singy X — Xok
- | = . K 6.4
(Y)k (—S|n¢k COS¢k)( y_yO,k) (64)
and the PSF model
qERZ(X, y’ rg) = quDkRZ()?’ y’ rg) 62i¢k (65)
TRy, rg) = TRHR.9.1q). (6.6)

where we denote the componentsgf* asq?R”.
In order to estimate the combined PSF model for the co-addickygimage, we then com-
pute the exposure timg-weighted average

Ooams(%. Y. Tg) = (Z k(X Y, rg)Ak] RN (6.7)
k k

T(%I?nzb(x’ y, rg) = (Z tkaDRZ(X’ y’ rg)Ak) / Z tkAk (68)
k k

of all shifted and rotated single exposure models, with= 1 if the galaxy is located within the
chip boundaries for exposukeandAy = 0 otherwise.
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Figure 6.8: Comparison of the stellar quantitiggsandT* measured from a co-added stellar field
to the same quantities computed as an exposure time-wdighitrage of the estimates in the
singleDRZ-images. In both cases a fixed Gaussian filter sgate2.4 pixels was used. The good
and unbiased agreement justifies the direct use of thesgitipgaim the PSF correction scheme
without the need to work on individual moments. For thesésdioe three stellar field exposures
shown in the bottom of Fig. 6.5 have been used. Note the |mcpter forg; compared tay,
which is mainly due to the noise created by re-sampling (@ @ect. 6.2.2).

Another factor which is expected to influence the image P3¥dbs focus changes are jit-
ter variations created by tracking inaccuracies (Sec}. 6la take those into account we fit an
additional, position-independent jitter tergfi(ry). We already take this constant into account
while fitting the galaxy field stars with the stellar field mégieo ensure that a large jitter term
does not bias the identification of the best-fitting star fidel, as the number of stars with suf-
ficient signal-to-noise is higher in the co-added image amckesonly the combined jitterfiect
averaged over all exposures is relevant for the analysigewtetermine the jitter term in the
co-added drizzled image after subtraction of the combir@fl RodelgPR2 (X, y,rg). The final
PSF model used for the correction of the galaxies is themdiye ’

DRZ DRZ

qa,total(x’ y’ rg) = qa,comb(x’ y’ rg) + qg(rg) (6-9)

andTORA(X, Y, Tg).
Note that this correction scheme assumes that the PSF modetitiesq){*(x, y. rg) and
T2R%(x,y, rq) determined for each galaxy field exposure can directly [szamed to determine
the correction for the co-added image. While only brightrressnents add exactly linearly,
this computation-simplifying approach is still justifieals both the PSF size variation and the
absolute value of the stellar ellipticities are small (seet®ns 6.2.2 and 6.2.3). Computing the

flux-normalised trace of the stellar second brightness nmbsne

A~ Qu+Qx
Q= X (610

for all stars in the F775W stellar field exposures with fixge: 2.4 pixels, we find thad has a
relative variation of 3% only (@&). Therefore we can well neglect non-linear terms inducethby
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denominator in( (3.85). The same holds for non-linear cbatidbns ofPS™ andT*, which show
lo-variations of only 6% (TfP*™]) and 5% T*). As a (very good) first-order approximation
we can therefore simply averaggR“(x,y, rg) andTR%(x,y, rg) linearly, as also demonstrated in
Fig.6.8, where we compare the exposure time-weighted gearthe quantities measured from
stars in individual drizzled frames to the value measurdtienco-added image.

6.2.4.2 Test with star fields

In order to estimate the accuracy of our fitting scheme weitest all co-added stellar field
images. For each stellar field we randomly select subsel§gfstars from theCORimages
and the co-added image, in order to simulate the low numbestan$ present in galaxy fields.
This subset of stars is used to derive the PSF model as deddnitSect. 6.2.4/1 which we then
apply to the entirety of stars in the co-added image. For thiadiof a particular stellar field
exposure, we ignore its own entry in the PSF model databasermyg consider the remaining
models. The strength of any coherent pattern left in théestellipticities after model subtraction
provides an estimate of the method’s accuracy. In order teraiéne the actual impact of the
remaining PSF anisotropy on the cosmic shear estimate, aswIitonsider that although galaxy
ellipticities are less féected by PSF anisotropy than stars, they are additionadliggdavith the
PY correction (3.89, 3.90). We thus “transform” the remaingtellar ellipticity into a corrected
galaxy ellipticity (see e.g. Hoekstra 2004)

2Ccal TrPg

gal DRZ

%,iS0 __
e

where we randomly assign to each star the valuﬁgg,f P°T, andrg from one of the parallel
data galaxies used for the cosmic shear analysis (see.rg%ctF@gJG—ﬂ!a shows the estimate of
the two-point correlation functions &;'*° averaged over all star fields and 30 randomisations
for different numbers of random stalXg,. This plot indicates that already fdig,, = 10 stars
present in a galaxy field the contribution of remaining PSB@tropy is expected to be reduced
to aleveke];5°e;°) < 2 x 107 corresponding te: 1-5% of the cosmological shear correlation
function expected on scales probed by a single ACS field. Sithoéthe examined parallel fields
and the large majority of the GEM$OODS fields contain more than 10 stars (se€ Fig. 6.7), we
are confident that the systematic accuracy of this fittingriesuie will be sifficient also for the
complete ACS parallel data.

The further reduction of the remaining systematic signaldcgerNg,, Shows that the accu-
racy is mainly limited by the number of available stars antibyoa too narrow coverage of our
PSF database or the linear averaginggﬁz(x, Y, ).

For comparison we also plot in Fig. 6.9 the correlation fiors calculated from thé?-
scaled, butnot anisotropy corrected stellar ellipticity, which for largecales is of the same
order of magnitude as the expected shear signal. Note tagbltited values depend on the
selection criteria for the galaxies (see Sect. 6.3.1). icaarly, the inclusion of smaller, less
resolved galaxies would increase both the corrected andrieated signal. Additionally, it is
assumed that the distribution of PSFs occurring is the sam@hé star and galaxy fields. For
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Figure 6.9: Estimate for the PSF fitting accuracy: In ordesitoulate the low number of stars
in galaxy fields, the PSF correction technique was appliethéo61 parallel data star fields,
from which only small random subsets Nf;, stars were used to determine the fit. We plot the
correlation functionge"*°e"**°) (left) and(e;*°e*°) (right) of the “transformed” and corrected
stellar ellipticity €;'*° (6.11), which accounts for thefirent susceptibility of stars and galaxies
to PSF dfects. The numberblg, = (5,10, 20,50) indicate the number of random stars used
in each subset. Note that the uncorrected PSF signal cothfrat@ the transformed butot
anisotropy corrected ellipticity (nocor) and its Lipper limit (noco#10-) are only slightly lower
than ACDM predictions for the cosmological lensing signal showrthzy dashed-dotted curves

forog = 0.7, 2, = 1.34.

more homogeneous surveys (e.g. the GEH@®ODS data) one might expect that more similar
PSFs occur more frequently than for the quasi random paetdlefields, for which the stellar
correlation function is expected to partially cancel outus, we also plot the one sigma upper
limit of the uncorrected correlation function in Fig. 6.%ieh might be a more realistic estimate
for the uncorrected systematic signal for such surveys.
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6.2.4.3 Discussion of the algorithm

The applicability of the proposed algorithm relies on theuasption that the stellar fields densely
cover the parameter space of PSF patterns occurring in tagygiéelds. This is likely to be the
case if

1. both datasets roughly cover the same time span,
2. the number of star field exposures isfgiently large,

3. and no significant additional random component occurglesghe constant jitterftset
that we have considered.

For both the F606W and F775W data (1.) is fulfilled and fromeheemble of observed stellar
field PSFs we are confident that (2.) and (3.) are also welfgadi This is also confirmed
by the test presented in Sect.6.2.4.2. Yet, the reader dimmié that datasets might exist for
which conditions (1.) to (3.) are not well fulfilled, e.g. dteeobservations in a rarely used
filter with only a low number of observed stellar fields. In Buccase the algorithm described
might be adjusted using a principal component analysisigl&rJain 2004, see also Sect.7.7) or
theoretical PSF models (Rhodes et al. 2005, 2007). Notetaaliferences in the observed PSFs
are interpreted to be mainly driven byfidgirent focus fisets. However, the suggested algorithm
will work just as well if further factors play a role, as long sufficient stellar field exposures are
available.

6.2.4.4 Advantages of our PSF correction scheme

Finally we want to summarise the advantages our method giesvior the high demands of a
cosmological weak lensing analysis on accurate PSF camect

1. Our technique deals very well with the low number of staiesent in typical high galactic
latitude fields, which inhibits direct interpolation acsd&e field-of-view.

2. The ACS PSF shows substantial variation already betwersecative exposures (see
Fig.[6.5), which is adequately taken into account in our hémphe. When exposures from
different focus positions are combined, a single-focus PSF imasle.g. used by Rhodes
et al. (2007), is no longer guaranteed to be a good desarifiiicthe co-added image.

3. Our PSF models are based on actually observed stellas &eld are thus notff@cted by
possible limitations of a theoretical PSF model.

4. We determine the PSF fits in the un-drizzl®Rimages, which excludes any impact
from additional shape noise introduced by re-sampling.

5. The algorithm is applicable for arbitrary dither pateand rotations, and can easily be
adapted for other weak lensing techniques (e.g. Nakajiraa &t prep.).
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6.2.4.5 Comparison to independent correction schemes

HO5 use a PSF correction scheme, in which they combine thewithin each of the two GEMS
observation epochs. Although this approach is expectedrrea for longer term trends in the
average focus position, it does not take short-term PSEt@ns into account. Hence, it is likely
that some residual PSF residuals are present in their anabthough the tests for systematics
presented by HO5 indicate zero contamination for the GEME&, damaining systematics are
indeed measured at small scales if the GOODS data are intlude

Rhodes et al. (2005, 2007) propose a correction scheme, chwihey fit co-added frames
with theoretical single-focus PSF models created with aifieativersion ofrinyTirrE. Although
this approach will probably yield a better time-dependemtection than the HO5 method, it
also fails to capture inter-exposure variations. Also eéhare residual discrepancies between
their TinyTim-model and actual stars in the COSMOS field (Fig. 6.10). Therejmncies are
neither symmetric between the two chips, nor vanish at thetdottom of the field, as would
be expected for CTEfEects. Hence, they cannot be mainly explained by CTE degmdas
argued by the authors.
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Figure 6.10: Rhodes et al. (2007inyTim PSF model left) for a focus value of-2um and
the average of many observed stargl(t) from COSMOS fields with a similar estimated focus
value. The discrepancies are neither symmetric betweetwthehips, nor vanish at the top or
bottom of the field. Hence, they cannot be mainly explaineh¥ degradation (Fig. 8 from
Rhodes et al. 2007).

2http ://www.stsci.edu/software/tinytim/tinytim.html
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6.3 Galaxy catalogue and redshift distribution

6.3.1 Galaxy selection

We select galaxies with cuts in the signal-to-noise rafiN S 4, half-light radius 8 < r,, < 15
pixels, corrected galaxy ellipticitys°| < 2.0, and TP?9/2 > 0.1. From the analysis of the STEP1
image simulations (Heymans et al. 2006b) we find no indicatior a significant bias in the shear
estimate introduced by these conservative cutge®t and TiP9. However, due to a detected
correlation of the shear estimate both withand theSExtractor FLUX_RADIUS, cuts in the
latter quantities may introduce a significant selectiors bkor the analysis of the STEP2 image
simulations we therefore chosgcuts closely above the stellar sequence (Massey et ala2007
Yet, as the magnitude-size relation is verytelient for ground- and space-based images, we
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Figure 6.11:rp—magnitude distribution of the Parallel data F775W objaétsr applying a cut
S/N > 4. The vertical lines indicate two filerent cuts for the galaxy selection: Although a cut
rn, > 2.4 pixels is stficient to reliably exclude stars, we additionally rejectyvemall galaxies
(2.4 pixels< r, < 2.8 pixels), which are most stronglytacted by the PSF.

expect that a cut at largex will introduce a smaller shear selection bias for spacethasages.

In Fig. 6.11 we plot the,—magnitude distribution of the objects in the F775W galagidf after

a cut 9N > 4 was applied. Considering the PSF size variation (Sec8)ahd increased noise
in ther, measurement for faint objects, stars can reliably be regewaith a cutr, > 2.4 pixels.
With the cuts in|€®?, and TIPY applied, increasing the size cutitp > 2.8 pixels rejects only
6.1% of the remaining galaxies. As these galaxies are nfiesttad by the PSF, and considering
the possible limitations for the application of the KSB faimm for a ditfraction limited PSF
(Sect. 3.4.2), we decided to use the more resolved galatbsryv> 2.8 pixels. At the time
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the Schrabback et al. (2007) paper was submitted, it wdsustilear if this conservative cut
might introduce significant selection bias, as it was theedas STEP1. However, the recent
STEPS3 results indicate that no significant selection biagilshbe introduced by the cut in,
(Sect. 4.4.5).

In total we select 39898 (77749) galaxies corresponding tovarage galaxy number density
of 63 arcmin? (96 arcmin?) for the parallel F775W fields (GEMS500DS F606W tiles) with
a corrected ellipticity dispersiam(c.,€5°) = 0.32 (0.33) for each component.

HO5 found that the faintest galaxies in their catalogue wemy noisy, diluting the shear
signal. Therefore they use a conservative rejection ot fgahaxies (ngos < 27.0, significance
v > 15) leading to a lower galaxy number density~0f60 arcmin? for the GEMS and GOODS
F606W data. For our primary analysis we use a rather low ¢Nt>$4 (see above). In order
to assess the impact of the faintest galaxies and ease thgadson to HO5, we repeat the
cosmological parameter estimation in Sect. 6.5 with monsepvative cuts 8N > 5, mgos < 27.0
leading to a number density of 72 arcrminwhich is roughly comparable to the value found
by HO5 given the deeper combined GOODS images in our analijgte that the primary cut
S/N > 4, corresponding to/ "¢ > 2 if (6.2) is taken into account, is in fact relatively low giv
the recent results from the STEP2 and STEP3 simulationgeldre, the more conservative cut
should yield more reliable results, which however was notigar at the time the cosmic shear
paper was finalized.

We plot the average galaxy number density as a function cdsxe time for the dierent
datasets in Fig. 6.12, indicating that F606W is mdfeent than F775W in terms of the average
galaxy number density. However one should keep in mind tieparallel fields are subject to
varying extinction, sky background, and less homogeneatsaglality.

For the GEMS-GOODS tiles we rotate the galaxy ellipticities to a commoardmate sys-
tem and reject double detections in overlapping regionskvgiaves 71682 galaxies fofI$ > 4
and 53447 galaxies for/8l > 5, mgps < 27.0.

6.3.2 Comparison of shear catalogues

In regions where dierent GEMS and GOODS tiles overlap, we have two independesdrs
estimates from the same galaxies witlffelient noise realisations corrected foffelient PSF
patterns. This provides us with a good consistency checkdoishear pipeline. We compare
the two shear estimates in the left panel of Fig. 6.13. Algiothere is a large scatter created by
the faint galaxies, which are stronglyfected by noise, the shear estimates agree very well on
average confirming the reliability of the pipeline.

Additionally, we match our shear catalogue to the HO5 cgtado which stems from an in-
dependent data reduction and weak lensing pipeline, anga&aihe two shear estimates in the
right panel of Fig. 6.13. Overall there is good agreemenwbeh the two pipelines with a slight
difference in the shear calibration, where our shear estimat@i®rage larger by 3.3%. This is
also consistent with results of the STEP project given a 3életiestimation of the shear for the
Heymans pipeline in STEP1 (Heymans et al. 2006b) and an@fitbe average shear calibration
consistent with zero for the Schrabback pipeline in STEPag34y et al. 2007a). The slightly
different results for the two KSBpipelines are likely to be caused by the shear calibratiotofa
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Figure 6.12: Number density of selected galaxie8\(S 4) for the parallel data F775W fields
and the GEMB500DS F606W tiles as a function of exposure time.

used in our pipeline and theftBrent treatment of measuring shapes from pixelised daterevh
we interpolate across pixels while HO5 evaluate the integriathe pixel centres. See Sect. 4.2.6
for a further comparison of the two KSBpipelines. For the GEMS and GOODS data a shear
calibration error ok 3% is well within the statistical noise.

6.3.3 Redshift distribution

In order to estimate cosmological parameters from cosnaarsttata, accurate knowledge of the
source redshift distribution is required. This is of partar concern if the redshift distribution is
constrained from external fields (see e.g. van Waerbeke 20@6; Huterer et al. 2006). How-
ever, as the&ChandraDeep Field South has been observed with several instrunmeitgling
infrared observations, accurate photometric redshiftsdieectly be obtained for a significant
fraction of the galaxies without the need for external aalilon. In this work we use the pho-
tometric redshift catalogue of the GOODS-MUSIC sample gméed by Grazian et al. (2006).
This catalogue combines the F435W, F606W, F775W, and F8BA@WHGOODICDFS images
(Giavalisco et al. 2004), théHKs VLT data (Vandame et al. in prep.), the Spitzer data pralide
by the IRAC instrument at 3.6, 4.5, 5.8, and gr@ (Dickinson et al. in prep.), anld—band data
from the MPGESO 2.2m and VLT-VIMOS. Additionally the GOODS-MUSIC caigle con-
tains spectroscopic data from several surveys (Cristiaali 2000; Croom et al. 2001; Wolf et al.
2001; Bunker et al. 2003; Dickinson et al. 2004; LevFe et al. 2004; Szokoly et al. 2004; Stan-
way et al. 2004; Strolger et al. 2004; van der Wel et al. 200gnidli et al. 2005; Vanzella et al.
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Figure 6.13: Comparison of the shear estimates betweerapypenig ACS tilesleft) and between

the HO5 and our catalogueight). The grey-scale indicates the number of galaxies. Note the
slight difference in the shear calibration between the two pipelire3.3%). In theleft panel
galaxies from dierent noise realisations are compared, leading to therlaogdter. The solid
line shows a 1:1 relation.

2005), which are also compiled in a Maéteatalogue by the ESO-GOODS team. We match the
GOODS-MUSIC catalogue to our filtered galaxy shear cataogielding in total 8469 galaxies
with a photometric redshift estimate, including 408 gataxwith additional spectroscopic red-
shifts and a redshift quality flagz < 2. In the area covered by the GOODS-MUSIC catalogue
95.0% of the galaxies in our shear catalogue witlgs < 26.25 have a redshift estimate, and
only for fainter magnitudes substantial redshift incongess occurs (Fig. 6.14). Grazian et al.
(2006) estimate the photometric redshifts errors from theohute scatter between photometric
and spectroscopic redshifts to ¢4az/(1 + 2)|) = 0.045.

In cosmic shear studies the redshift distribution is oftarametrised as

B z\" z\V
o2 - (2] exe|-(2]] 612)
ar (52) (&) 1
(e.g. Brainerd et al. 1996; Semboloni et al. 2006; Hoeksted. @006). In order to extrapolate
the redshift distribution for the faint galaxies with redsincomplete magnitudes we consider

p(2) = p(z Mmgos) @and assume a linear relation between the magnitaggeand the median red-
shift z,, of an ensemble of galaxies with this magnitude

Zm = Zp = a(mgps — 22) + b, (6.13)

wherer(a, 8) is calculated from numerical integration of (6.12). Forirgie galaxy of mag-
nitude mgpe, (6.12) corresponds to the redshift probability distibotgiven the parameter set

E‘http ://www.eso.org/science/goods/spectroscopy/CDFS_Mastercat/
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(a,B,a,b). Thus, we can constrain these parameters via a maximuiinhbkel analysis, for
which we marginalise over the photometric redshift erzszs The total redshift distribution of
the survey withN galaxies is then constructed as

=N p(z Meos(i))
. .

Note that this approach is similar to the one used by HO5, batdot require magnitude or
redshift binning.

$(2) = (6.14)

800

Ngc\oxies / b\ﬂ

200

Figure 6.14: Number of selected GOODS-CDFS galaxies as aidunaof mgps. The solid line
corresponds to galaxies for which spectroscopic or phatieenedshift are available from the
GOODS-MUSIC sample (Grazian et al. 2006), whereas the didittie shows galaxies in the
shear catalogue without redshift estimate located in theesarea.

For the maximum likelihood analysis we apply the CERN Prograbrdry MINUIT# and
use all galaxies with redshift estimates in the magnitudwea2175 < mgps < 26.25. Vary-
ing all four parametersof, 3, a, b) we find the best fitting parameter combination4, a, b) =
(0.563 1.716,0.299 0.310), for whichz,, = 0.7477z. In order to estimate the fit accuracy, we
fix @ andg to the best fitting values and identify the 68% (95%) configentervals fora andb:
= 020992050919 1y — 0:31'95:909%)

Using these parameter estimates, we reconstruct the fedishiibution of the galaxies used
for the fitting (Fig. 6.15). The reconstruction fits the atteashift distribution very well except

for a prominent galaxy over-density at 0.7 and an under-density at> 1.5, which are known

4'http ://wwwasdoc.web.cern.ch/wwwasdoc/minuit/
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large-scale structure features of the field (Gilli et al. 200005; Szokoly et al. 2004; Leckre

et al. 2004; Adami et al. 2005; Vanzella et al. 2006; Graziaal.e2006). Yet, given that the
reconstruction and the photometric redshift distributi@ve almost identical average redshifts
(Zecolfitsample) = 1.39, (Zynadfit sample) = 1.41, we estimate that the impact of the large-
scale structure on the cosmic shear estimate via the soedshift distribution will be small.
Also, we find thatP(¢) computed for the two distributionsftigrs by< 1% for 200< ¢ < 10000
assuming a flat WMAP-3.CDM cosmology. However, the large-scale structure sigmfigan-
fluences the estimate of the median redshjiftco(fit sample)= 1.23, zy, pnorffit sSample)= 1.10.
Thus, a redshift distribution determined from the compuedlian redshift of the galaxies would
most likely be biased to too low redshifts. Note that in Fig5athe reconstruction fallsioslower
for highzthan the actual distribution of the data. To exclude a ptessilas we thus always trun-
cate the high redshift tail far > 4.5.

For comparison we also determine a reconstruction froméiefiiting values ford, b) with
fixed values ¢, 8) = (2,1.5), which are sometimes used in the literature (e.g. Baughsgeitfiou
1994; HO5). While they seem to provide a good parametrisdtioshallower surveys (see e.g.
Brown et al. 2003), they lead to a distribution that is too oty peaked with a maximum at too
high redshifts for the deep GEMS and GOODS data (Fig. 6.15).

J.ll||||||||||||||||||||||||J.
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Figure 6.15: Redshift distribution for the matched sheaalogte galaxies with redshift estimate
from the GOODS-MUSIC sample in the magnitude ranggd2% mgs < 26.25 (solid line his-
togram). The dashed curve shows the reconstructed redstiibutionN¢(z) for these galaxies
using the best fitting values fow (3, a, b) = (0.563 1.716 0.299 0.310). The dotted curve was
computed for fixedd, B) = (2, 1.5).

A maximum likelihood analysis can only yield reasonableapaeter constraints if the model
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is a good description of the data. To test our assumption iolead behaviour in (6.13), we bin
the matched galaxies in redshift magnitude bins and determisinglez,, for each bin using
an additional likelihood fit with fixedd, 8) = (0.563 1.716), see Fig.6.16. A linea,(mMsoe)
description is indeed in excellent agreement with the dathé magnitude range used for the
joint fit. Only at the bright end the large-scale structurakpatz ~ 0.7 induces an increased
scatter. However, the likelihood fit is much leskeated by large-scale structure than the directly
computed median redshift, which in contrast under-esem#te slope of the,(msee) relation

for z,, < 24.7 (see Fig. 6.16). This is the reason why HO5, who use the meddshift computed
from spectroscopic data in the magnitude rang® 21mgos < 24.4, derive a significantly flatter

Zn(Mepe) relation
215 = _3132+0.164mgps  (21.8 < Meps < 24.4) (6.15)

leading to an estimate a@f, = 1.0 + 0.1 for their shear catalogue.

In order to verify the applicability of (6.13) for our fainteshear galaxies, we also plot
Zn(meoe) in Fig.6.16 computed from photometric redshifts for theBRJ(Coe et al. 2006), find-
ing a very good agreement.

Using the parametersy(B3,a, b) we construct the redshift distribution for all GEMS and
GOODS galaxies in our shear catalogue from (6.14). The tirguledshift distribution has
a median redshifg,,(GEMS+ GOODS)= 1.46 + 0.02(005), where the statistical errors stem
from the uncertainty of andb. Systematic uncertainties might arise from applying (bfb8
galaxies up to 1.5 magnitudes fainter than the magnitudgeraised to determine the fit. Ad-
ditionally, the photometric redshift errors used in the maxm likelihood analysis do not take
catastrophic outliers or systematic biases into accountsée Grazian et al. (2006) for a com-
parison to the spectroscopic subsample. Furthermore tpadinof the large-scale structure on
the source redshift distribution will be slightlyftgrent for the whole GEMS field compared
to the GOODS region. We estimate the resulting systematensinty asAz ~ 0.1, yielding
Zn(GEMS+ GOODS)= 1.46 + 0.02(0.05) + 0.10. The constructed redshift distribution is well
fit with a magnitude independent distribution (6.12) with4, z,) = (0.537, 1.454, 1.832).

Given that we derive the redshift parametrisation from tlagamed GOODS-MUSIC galax-
ies in the magnitude range 256 < mgps < 26.25, while a low level of redshift incompleteness
already occurs fomggs > 25.75 (see Fig. 6.14), we repeat our analysis as a consiste®ok ch
using only galaxies with 2T5 < mgoe < 25.75 yielding a very similar redshift distribution with
Zn = 1.44. We thus conclude that the low level of incompleteness aa significantly &ect
our analysis.

For the brighter galaxies in our shear catalogue witN S 5, mgos < 27.0, the constructed
redshift distribution is shallower as expected wigh= 1.37 + 0.02(0.05) + 0.08. It can well be
fit with a magnitude-independent distribution (6.12) with4, z5) = (0.529 1.470 1.717). Using
our redshift parametrisation we also estimate the medidshré for the HO5 shear catalogue
yielding z,, = 1.25+ 0.02+ 0.08. Here we estimate slightly lower systematic errors duthéo
lesser extrapolation to fainter magnitudes.

In Sect. 6.5 we will use our derived redshift distributionctinstrain cosmological parame-
ters marginalising over the statistical plus systematioren z,. Furthermore we will use this
redshift distribution when we compare cosmic shear esémfr the GEMS and GOODS data
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Figure 6.16: Median redshift of the galaxies in the matchezhs-photaz catalogue computed
in Mg bins. The median has been estimated directly from the dataqtosses) and determined
from a maximum likelihood fit forz,, with fixed (@, 8) = (0.563 1.716) (triangles), with errors-
bars indicating the error of the mean or the donfidence region, respectively. The solid line
corresponds to the best fitting parameters of the jointihkeld fit, whereas the dashed line
shows the fit determined by HO5 for the magnitude rang8 21mgos < 24.4. Note that a large-
scale structure peak at~ 0.7 induces both the flatter slope for the directly computgdor
Meos < 24.7 and the increased spread for the fitted pointsnfigds < 23.3. FOr mggg = 26.25
substantial redshift incompleteness occurs. For companmge also plot the directly computed
median photometric redshift from the HUDF (open circles, €bal. 2006).
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with theoretical models. The theoretical cosmic sheariptieths shown in this chapter are cal-
culated for a flanCDM cosmology according to the three year WMAP-only bestAfiftvalues
for (Qa, Qm, Qp, h,ng) = (0.76,0.24,0.042 0.73,0.95) (Spergel et al. 2007) for fikerent power
spectrum normalisationsg calculated using the non-linear correction to the powecispm
from Smith et al. (2003).

At this stage we use the parallel data to test our pipelinesaacth for remaining systematics,
while presenting a cosmological parameter estimation iataré paper based on a larger data
set. Given the inhomogeneous depth and data quality of tredlgladata, this cosmological
parameter estimation will require a thoroughly estimafed-dependent redshift distribution.
For the purpose of comparing theférent estimators for shear and systematics to the expected
shear signal in the current work, we apply a simplified glabdkhift distribution estimated from
the F775W magnitudes in GOODS-MUSIC catalogue. Similaslyhe F606W data we apply
our likelihood analysis to all GOODS-MUSIC galaxies with.@22 m;75 < 26.0 yielding best
fitting parametersd, 3, a, b) = (0.723 1.402 0.309, 0.395), for whichz,, = 0.9395. The upper
magnitude limit was chosen due to a similar tuffifoint of z,(mys) as in Figl. 6.16 indicating
redshift incompleteness. To account for th&atient extinction in the parallel fields and the
CDFS QA?ESFS: 0.017 mag), we apply an extinction correction based on the rbgchlegel
et al. (1998).

Using the extinction-corrected magnitudes of all F775Wagi@s in the parallel data shear
catalogue, we construct a redshift distribution wath= 1.34, which can be fit with a magnitude-
independent distribution withr( 8, 7p) = (0.746,1.163 1.191).

6.4 Cosmic shear estimates and tests for systematics

In this section we compute fiierent cosmic shear statistics and perform a number of dstigno
tests to check for the presence of remaining systematiasthEedGEMS and GOODS data the
plots in this section correspond to the larger galaxy sét ®itN > 4 including the faint galaxies

which are strongerféected by the PSF.

6.4.1 Average galaxy ellipticity

For data uncontaminated by systematics the average gdlgoticity is expected to be consistent
with zerd. Any significant deviation from zero indicates an averaggnahent of the galaxies
relative to the pixel grid. We plot the average correctedimtirotated (see Sect. 6.3.1) galaxy el-
lipticity (€5°) for each field in Fig. 6.21. Whereas the global average is &affgitonsistent with
zero for the GEMS and GOODS dat&{°y = —0.0004+ 0.0011,(e5°) = 0.0012+ 0.0011), the
averageef°>-component is significantly negative for the parallel d&&§% = —0.0084+ 0.0015,
<e‘25°> = 0.0020+ 0.0015) corresponding to an average orientation in the dinect they-axis.

SNote that for a single field the average galaxy ellipticityynségnificantly deviate from zero due to a net mean
gravitational shear in the field. For GEMS, however, we careltiles observed underftirent role-angles. Thus,
we expect that the average corrected but not rotated galépdyoity should vanish with good accuracy.
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Figure 6.17: Mean galaxy ellipticity beforég(), left) and after (€°), right) PSF correction as a
function of the mean PSF anisotropy kernel averaged oveaddixies in a fieldq,), computed
on afield-by-fieldbasis for the F775W parallel fields. The lack of a correlatdfter PSF cor-
rection (correlation coe 0.08) is a clear indication that PSF anisotropy residuals cabe the
origin for the negative average eIIiptici(¢f°>.

6.4.1.1 Could it be residual PSF contamination?

There are dferent d€fects which could in principle cause such an average alighnter ex-
ample one could speculate that our PSF fitting technique fail the parallel data or that our
implementation of the KSB formalism under-estimates the PSF anisotropy correctign,due
to neglected higher-order moments. Yet, the average dedegalaxy ellipticity is consistent
with zero for the GEMS and GOODS data, while the average wactad ellipticity is signif-
icantly non-zero for both datasets (paralléd;) = —0.0102+ 0.0012,(e,) = 0.0028+ 0.0012;
GEMS+GOODS:(e;) = —0.0090+ 0.0009, (&) = 0.0045+ 0.0009). Therefore this explana-
tion becomes quite implausible, particularly as the averagnber of stars usable to derive the
fit is higher for the parallel data (Fig. 6.7).

To further test whether imperfect PSF correction could leecttiuse, we plot the mean galaxy
ellipticity as a function of the mean PSF anisotropy kernehbdield-by-fieldbasis for parallel
data in Fig. 6.17. While there is a substantial correlatiawben(q,) and the mean uncorrected
ellipticity (e,) (correlation cor= cov[{(q,), (€,)]/(07q,)0¢e,)) = 0.38), the mean PSF corrected el-
lipticity (€5°) is basically uncorrelated wittg,) (cor = 0.08), clearly indicating that imperfect
PSF correction is not the culprit here.

We also plot the mean corrected galaxy ellipticig°y computed irg,-bins in Figl 6.18. The
absence of a correlation both for the GEMSOODS data and additionallgs®) in the parallel
data again confirms the success of the PSF correction. Fpath#éel data a moderate correlation
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Figure 6.18: Mean PSF-corrected galaxy elliptic{gf®) binned as a function of the PSF
anisotropy kernet, for the parallel data¢ft) and the GEM$GOODS datar{ght). The binning
(indicated by the horizontal error-bars) was chosen suatdthbins contain an equal number of
galaxies. The lack of a correlation for the GEMSOODS data andes°) for the parallel data
confirms the success of the PSF correction. The interpoetati the moderate correlation de-
tected for(e"ls°) in the parallel data is ambiguous as it can also be causeddsittom dependence
of (e7°).

is observed betwee®®) andq;, which at first sight might be interpreted as an indication fo
imperfect PSF anisotropy correction. However, it is impottto keep in mind thai, is position
dependent. Hence, if aftrent position dependentfect causes the non-zete™) it will also
mimic a dependence ap,. From Figl 6.5 we find for example that highly negative valtas
0. appear mainly near medigtpositions close to the gap between the two chips. Thus, the
apparent correlation betweééf") andq; shown in Fig. 6.18 could also be caused by féedéent
effect which acts most strongly near the chip gap, such as CTEdagon (see Sect.6.4.1.2)
or artefacts due to bad columns (see Sect.6.4.1.3). In é¢misesthdield-by-fieldcomparison
shown in Fig. 6.17 is a better test for imperfect PSF aniggtamrrection, as it is independent of
a possible position dependence. Given the fact that thislées not show a significant indication
for imperfect PSF anisotropy correction, we conclude thiatmost likely not the explanation for
the non-zerg€es®). We investigate the position dependence further in and compute
the star-galaxy cross-correlation as an additional te?&F anisotropy residuals in Sect. 6.4.3.

6.4.1.2 Impact of CTE degradation

Another possible explanation is a degradation of the chtaayesfer éiciency (CTE), which can
lead to a spurious negatieg ellipticity component, as described in Sect.5.1.7.
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Figure 6.19: Average corrected galaxy elliptic{gf°) for the parallel F775W galaxy fields as a
function ofAy, they-position relative to the gap between the two camera chips.clirve shows
(€5°)(Ay) box-averaged over 3000 galaxies. For certgithe error-bars indicate the width of the
averaging imy and the error of the estimate. The straight lines indicageipected dependence
if the negative(e€®) was purely caused by CTE degradation assuming a linear depeadf the
mean ellipticity on the CTE charge loss.

For a uniform distribution of charge traps, the impact of Cgmrhdation depends linearly
on the number of parallel transfers, so that objects locaézdt the gap between the two chips
will be affected the most. Mutchler & Sirianni (2005) find no significdifference in the parallel
CTE for the two chips, indicating that also any impact on thakdensing measurement should
be symmetric between the two chips. In Fig.6.19 we &) as a function ofAy, the y-
position relative to the gap between the two camera chipthafigh for the lower chipAy <
0) (€°°)(Ay) roughly agrees with the linear trend expected for a CTE disgien, there are
significant deviations for the upper chigy > 0).

Furthermore the ACSVFC CTE decreases nearly linearly with time (Riess & Mack 2004;
Riess 2004; Mutchler & Sirianni 2005) so that one would algpeex a linear decrease #*°)
with time, which is not in agreement with the data (Fig. 6.208)addition, again, the discrepancy
does not occur for the GEMS and GOODS data, which were takamyia the same time period
as the parallel data. We thus conclude that CTE degradatioot e dominant source for the
observed negativee>).

As a further test we also split the data shown in Figures 6620 into a low and a high
signal-to-noise subset. Here the observed dependen@eaguatitatively unchanged, but at a
lower significance, with a slightly larger absolute valuéthe negativees®) for the fainter sam-
ple: (€5°)(S/N < 7.5) = —0.0092+ 0.0022,(€5°)(S/N > 7.5) = —-0.0077+ 0.0018. If the dfect
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Figure 6.20: Average corrected galaxy elliptic{gf°) for the parallel F775W galaxy fields as a
function of time since the installation of ACS on March 7, 2002e solid line shows a linear
fit. If the negative(€®) would be created by degradation of CTE an increase of fleetewith
time would be expected, which is not supported by the data.

was caused by CTE, one would probably expect a stronger depeadan the signal-to-noise
ratio.

Note that we do detect a signature of CTE degradation in the COSklata (Sect. 7.2.5),
similarly to Rhodes et al. (2007). This is not in contradiotigith the results presented here, as
the COSMOS data were taken at later epochs with significamtieased CTE degradation.

6.4.1.3 Impact of dithering

In order to understand the origin of the negaﬂd@ for the F775W parallel data it is helpful to
consider the dierences between the two surveys, as the problem does natfoctine F606W
GEMS and GOODS images. Besides thffatent filters and more homogeneous depth of the
GEMS and GOODS tiles there are only twidets which can significantlyfiect the image qual-
ity: Firstly the F775W fields are taken in parallel in contressthe F606W data. Although this
could have some impact on the image PSF (Sect. 6.1.1), keémtmto account in our PSF cor-
rection scheme (Sect. 6.2.4). Secondly the GEMS and GOOBESada well dithered, whereas
most of the parallel fields were observed with no or only suliftlering as defined by the primary
observations. To test the impact on the galaxy shape memasuatave split the parallel fields in
Fig./6.21 into three sets according to the maximal ghitbetween the exposuresxrdirection.
Indeed(€?°) is almost consistent with zero for the well-dithered fieldthwAX > 10 pixels (6
WEFC pixels), whereas it is significantly negative for the ldgkered fields.
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F775W Parallel Survey — Average galaxy ellipticity F606W GEMS+GOODS — Average galaxy ellipticity
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Figure 6.21: Average corrected galaxy ellipticigf® for the parallel dataléft) and the
GEMS+GOODS datarfght). The open symbols represent single field averages, whéreas
bold symbols with error-bars ¢ show global averages. The large error-bars in the lowét rig
corner correspond to the average single fieldetror, where the GEMSGOODS error-bar is
smaller compared to the parallel data error-bar due to thieehiaverage galaxy number density
(Fig.6.12). The parallel data was split according to the imakdither between the exposures
in the x—directionAX [pixels], as thex—dithering determines the possibilities to correct for bad
columns.

Proper dithering is important to correct for bad or hot mx&hich otherwise create artifacts
in the co-added frame. Without dithering, known bad pixetd to output pixels receiving zero
weight, which we set to zero pixel value, while unknown baxkefs such as spontaneously hot
pixels or variable bias structures directly contributehwiiteir bad pixel value.

Bad pixels are not completely randomly distributed on the CCips;tbut sometimes occur
as bad columns or clusters of bad pixels, which are prefiatgraligned in the readout direction
and therefore thg—direction. Thus, without proper dithering the shapes oftfabjects contain-
ing bad columns or pixel clusters could possibly be influensech that a slight average align-
ment in they-direction is created and a negat'ndf‘% is measured. We expect that faint galaxies
are more strongly, and due to their size more likelieeted than compact high signal-to-noise
stars, which additionally might be rejected as noisy otgl@uring the PSF fitting, explaining
why this dfect is not taken into account by the PSF correction.

We try to minimise the impact of known bad pixels by rejectomaxies containing low
weight pixels within theirSExtractor isophotal area (see Sect.6/1.3). However, also a bad
column located near the edge of a galaxy image might biashthpesestimate without being
rejected in this way. Note that bad column segments appehrahigher density near the chip
gap, which might qualitatively explain they dependence plotted in Fig. 6.19.
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Although the comparison shown in Fig.6.21 supports ourrnigation that the negative
<eif°> is caused by a lack of dithering, we will need to further inigege this &ect on the basis
of the complete ACS Parallel Survey for a final judgement, astiénds over a much larger time
span allowing a clearer distinction from CTHexts.

So far we co-add parallel data observed within one visit tximese the stability of the
image conditions. Due to the successful PSF correctionh®rtwo-epoch GOODS data (see
also Sections 6.4.3 and 6.4.4) we are confident that a cotidninat different visits will also be
possible for parallel data with re-observations, whicH w@tluce the number of fields with poor
dithering. Additionally we are working on an improved sdwatgorithm for galaxies which are
affected by bad columns.

6.4.2 Error estimates

In the following subsections we compute several estimdimrghe cosmic shear signal and
remaining systematics. The statistical errors of thesmagts are always computed in a similar
way.

6.4.2.1 Parallel data

Bootstrapping on galaxy basis. To derive statistical weights f@t. and(M§p>, we generate for
each field 200 bootstrap samples of the galaxy catalogue and conqutand(Mgp)i j for each
angular binj. The weightw;; for this field and bin is then given as the inverse bootstrappi
variancew;j = 1/0'i2j, yielding the combined estimates

Nfield Nfields , p 12
ey ExijWij (M2 = Zier (M3pijwij
Ntields ’ ap>J - Nfields ’
Zi=1 Wij Zi:1 Wij

The estimate for the galaxy-star cross-correlation (see/64.3) is calculated accordingly, with
bootstrapping of the galaxy catalogue and a fixed stellai@gte.

fr,j = (616)

Bootstrapping on field basis. We determine the measurement error of the field combined es-
timates for, | and<M§p> ; from 300 bootstrap samples of our fields, combining the edgsifor
each realisation according to (6.16). The error of the coetbisignal in each angular bjnis

then given by the bootstrap variana%. This error estimate accounts both for the shape noise
and cosmic variance.

6.4.2.2 GEMS and GOODS

Bootstrapping on galaxy basis. For the combined GEMS and GOODS mosaic catalogue we
analogously perform bootstrapping on galaxy basis to dettie shape noise error. The er-
rors plotted for the galaxy-star cross-correlation andBkiB-mode decomposition within Sec-
tions 6.4.3 and 6.4.4 correspond to this bootstrap variance
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For the cosmological parameter estimation in Sect. 6.5r@wees are required, which addi-
tionally take sampling variance into account. We compakagances estimated directly from
the data using a jackknife method with estimates from Gaugssalisations of the cosmic shear
field.

Jackknife method. We use the modified jackknife method applied by HO5 to esenthé
covariance matrix of the cosmic shear estimators. In cehtmthe bootstrapping on galaxy
basis, the jackknife method includes an estimate for setalle cosmic variance. However, it
must under-estimate cosmic variance on scales of the ofdéedield size. We describe the
algorithm in terms of the correlation functiotis: We first compute the correlation functign ;
in the angular binf from the complete galaxy catalogue. Next, we divide the wisoirvey into
N separate sub-regions on the sky, where for convenience avéhadl = 78 individual ACS
tiles. Then, the correlation functian ;; is computed omitting theth subregion for = 1, ..., N.
With

&rij = NEwj — (N = 1)éi, (6.17)

the jackknife estimate faf. ; is given by the averagfget, i =& and the jackknife estimate of
the covariance between bipgndk can be computed as

i=N
(Aé, jAELy) = N(N;—l) Z (0 = &) (Er — ) - (6.18)
i1

Note that this jackknife method is expected to slightly ued@mate the error even on scales
much smaller than the field size due to the mixing of power betwdiferent scales in the non-
linear regime.

Sampling variance from Gaussian random fields. Given that the GEMS and GOODS mo-
saic samples only one particular field in the sky, the largéessampling variance errors cannot
be determined from the data itself. In order to derive a thiecal error estimate we have created
2000 F x 1° Gaussian realisations of the shear field f&t@DM cosmology withog = 0.7 and
the GEMS redshift distribution, which we populate with 96agges arcmin® with ellipticities
randomly drawn from our shear catalogue. We then selecRd x 28 subregion representing
the actual masked geometry of the mosaic. From the shedigticgles we then compute the
covariance matrix of the correlation functions from thé&etient realisations (see Simon et al.
2004). This provides us with a robust estimate of the erreagance in the Gaussian limit
also including the shape and shot noise contribution. Nude/ever, that the Gaussian assump-
tion strongly under-estimates the sampling variancedfgr 10 (Kilbinger & Schneider 2005;
Semboloni et al. 2007), which we further discuss in Sect. 6.5

6.4.3 Star-galaxy cross-correlation

An important diagnostic test for thdtectiveness of the PSF anisotropy correction is given by
the cross-correlation between uncorrected stellar wiiifgts e* and PSF and calibration cor-
rected galaxy ellipticities, which can be used as an estimate for residual PSF contaomnat
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Following Bacon et al. (2003) we compute

(yeNO)Kye o)l
(ee) o)

CYY9) = (6.19)

For the parallel data we substitigewith the smearing corrected PSF model ellipticity

. 2Ccal
€oda = Tr5 Papiga o6 Y o) (6.20)
gal

(see Eg. 6.11), at all galaxy positions, which is necessag'&) is very noisy and undetermined
in many bins due to the few stars present in most of the siraiallel fields.
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Figure 6.22: Star-galaxy cross-correlatiGf* for the parallel datal¢ft) and the GEMS and
GOODS datarfght), whereC%¥*is calculated from the uncorrected stellar ellipticiteégor the
GEMS and GOODS data and the PSF anisotropy mefglfor the parallel data. The squares
show C*¥s computed from the corrected galaxy ellipticities. For tleghlel data this can be
compared to the crosses (stars), where the PSF correctisrd@vaved using the second-best
fit PSF models. The negligible ftierence between the two indicates that the F775W stellar
field exposures sample the PSF variationisiently well. For comparison we also plGfY®
determined from the smearing but not anisotropy correctéalxy ellipticities (triangles), and in
case of the parallel data also computed from corrected galéipticities after subtraction of the
mean corrected ellipticity (circles). Thefiirent data sets are displayed witlffelientd-offsets
for clarity. The dashed (dotted) line show€DM predictions foryyyy) ((yxyx)) for og = 0.7.

As can be seen from Fig. 6.225¥ is consistent with zero for the GEMS and GOODS data
for all 6 indicating that the PSF correction works very well for thestaket. For comparison
we also plotC*¥s computed from the smearing but not anisotropy correcteaxgagllipticities,
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which exceeds the theoretically expected cosmic sheaalsigmphasising the need for proper
PSF correction.

In contrast,C3* is non-zero for the parallel data for mast Considering the results from
Sect. 6.4.1.3 we interpret this remaining systematic siga&ross-correlation between the (av-
erage) PSF pattern and the mean ellipticity component edily the lack of dithering. This
interpretation is supported by the fact ti@&®* is almost consistent with zero when computed
from the corrected galaxy ellipticities minus the mearpéltity (Fig. 6.22), suggesting that the
PSF correction also performs well for the parallel data.

The underlying assumption of our PSF correction algoritbrthat the stellar fields sample
the parameter space of PSF variations in the galaxy fieldisismtly well (see Sect. 6.2.4.3). To
test this assumption we repeat the analysis always usingeitndbest fit PSF model instead
of the best fitting model. If the sampling of the PSF variasiovas not sfiicient, we would
expect a significant impact on the PSF corrected ellipéisitind particularlZsYswhen switching
to thesecondbest fit PSF model. However, as the observed impact is nielgligoth forC®*
(left panel of Fig. 6.22) and the mean corrected galaxytaity (<e'150’mOOIZ = —0.0085+ 0.0014,
(e5°™9% = 0,0018+ 0.0014, compare to Sect. 6.4.1), the sampling of the PSF paeasgace
indeed seems to fiice.

6.4.4 E{B-mode decomposition

As a further test for contamination of the data with systecsate decompose the shear signal
into E- and B-modes using the shear correlation funct&®), £8(6) (Fig.[6.23) and the aperture
mass dispersion (Fig. 6.24). For this we first calcufat@) and&_(6) in 300 (1800) finite linear
bins of widthAg = 0783 (1'17) from 1’to 4.2 (38) for the parallel (GEMS and GOODS) data.
£58(0) and(MZ, , )(6) are then computed according to equations (3.77, 3.81)agatithmically
re-binned to reduce noise.

6.4.4.1 &F/£B decomposition

As the computation of%B(6) requires knowledge af_ also foré larger than the field size (see
Sect. 3.3.3), we substitute the measufetbr > 4’ in the case of the parallel data afid- 35
for the GEMS and GOODS data with theoretical predictionsafdiducial ACDM cosmology
with og = 0.7. The impact of the fiducial cosmology on the/E=mode decomposition can be
estimated by comparingf8(6) computed forog = 0.6 andog = 1.0 (dotted lines in Fig. 6.23).
While the diference is small for the GEMS and GOODS dat®(x 10°), the small size of the
single ACS fields leads to a stronger cosmology dependentéx 10-4) for the parallel data.
The B-mode componer® is consistent with zero for both datasets indicating thaiavesnot
subject to major contaminations with systematics. The emlyeption is the slightly negative
£B for the GEMS and GOODS data at large scales, which is an attefahe discontinuity
between the fiducial cosmological model and the low sheaasigpeasured at large scales (see
the E-mode signal and Sect. 6.4/5.1) in combination wittbthastrap errors, which do not take
cosmic variance into account.
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Figure 6.23: E/BB-mode decomposition of the correlation functions for theaphal data [eft) and

the combined GEMS and GOODS datiglit). The open circles shogF and£® computed using

a fiducial ACDM model withog = 0.7 for the extrapolation in Eq. (3.78), whereas the dotted
lines correspond tog = 1.0 (upper line forcE, lower line foréB) andog = 0.6 (lower line for

£E, upper line foréB). The thin solid lines showACDM predictions forog = (0.6,0.8, 1.0). In

the right panels we also plot the HO5 GEMS only estimate-foand¢® for og = 0.7 (crosses).
Note that the HO5 catalogue is slightly shallower.

6.4.4.2 (MZ)/(M?) decomposition

We also compute the B-mode component of the aperture masssism M2 )(6), which is con-
sistent with zero for both datasets indicating the succlessrd®SF correction scheme (Fig. 6.24).
Note that the EEB-mode mixing due to incomplete knowledge&f{6) for smallg, which was
recently discussed by Kilbinger et al. (2006), only leadsitoor dfects for thed range consid-
ered here, since we truncatg6) only for 6 < 6, = 2. See Schneider & Kilbinger (2007) for
a E/B-mode decomposition which can also be used for lafiggr

6.4.5 Shear correlation functions

We plot our estimate for the logarithmically binned shear-point correlation function&yy; ()
and{y»y»)(0) in Fig./6.25. Note that we usg (6) for the cosmological parameter estimation in
Sect. 6.5, but plot the equivalent data vectgks:)(¢) and(y.y)(6) in order to enable the com-
parison with HO5.
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Figure 6.24: E/B-mode decomposition of the aperture mass dispersion fqrahadlel dataléft)
and the combined GEMS and GOODS datgHt). The thin solid lines showxCDM predictions
for og = (0.6,0.8,1.0).

6.45.1 GEMS and GOODS data

As we have shown in the previous sections, the GEMS and GOQGixSaile not contaminated
with significant non-lensing signals. We are therefore dmrft that the measured shear signal
(right panel of Fig. 6.25) is of cosmological origin. While wetect significant shear correlations
at small angular scales consistent with predictions-fpr 0.6, both{yyy;)(8) and{y.y«)(0) are
consistent with zero fof > 5, which we interpret as caused by a large-scale under-geoisit
the foreground structures in the CDFS.

There is good agreement between the error-bars determiowedtlie jackknife method and
from Gaussian realisations. Only for scales of the ordeheffield size the jackknife method
significantly under-estimates the modelled errors as isdu# account for large-scale cosmic
variance. Note the good agreement of the data with the sefsath HO5.

6.4.5.2 Parallel data

While the measured shear correlation functions are roughigistent with the plotted CDM
predictions forog ~ 0.8 (left panel of Fig. 6.25), one must be careful with its iptetation due
to the detected indications for remaining systematicst(8et1 and 6.4.3), even if they do not
show up as B-modes. We thus postpone the cosmological iatatjgn of the parallel data shear
signal to a future analysis based on a larger data set withelucorrections for the remaining
systematics.
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Figure 6.25: Two-point correlation functiokgyy;) and{y.yx) for the parallel datal¢ft) and the
combined GEMS and GOODS dataht). In the right panels we plot our estimate (open circles)
both with the errors determined from Gaussian realisat{bokl error-bars) and the Jackknife
errors (thin caps), and for comparison also the HO5 resaitsées). The thin solid lines show
ACDM predictions foiog = (0.6, 0.8, 1.0). Note the very low cosmic shear signal measured from
the GEMS and GOODS data for large

6.5 Cosmological parameter estimation from the GEMS and
GOODS data

In the last section we have shown that our GEMS and GOODS slaalogue is not subject
to significant non-lensing systematics. We therefore useestimate of the shear correlation
functions, binned in 14 logarithmic bins fot@b8 < ¢ < 281, in combination with the redshift
distribution determined in Sect. 6.3.3, for a cosmologjmameter estimation. Here we apply a
Monte Carlo Markov Chain (MCMC) technique (see e.g. Tereno &045) as detailed in Het-
terscheidt et al. (2007) and utilise the covariance mainved from the Gaussian realisations.
This is motivated by the good agreement with the errors deterd from the jackknife method
at small scales indicating rather low impact of non-GausiaHowever, using ray-tracing sim-
ulations Kilbinger & Schneider (2005) and Semboloni et20Q7) found that Gaussian statistics
strongly under-estimate the covariances also for GEMSdikeeys, which we further discuss
below.
For the parameter estimation we consider two simy\dBEM cosmological models:

A: aA-universe withQp, Q, € [0, 1.5],

B: aflat universeQ,, + Q, = 1 withQ, > 0,



6.5. Cosmological parameter estimation from the GEMS and B8 @ata 179

both with fixed (v, Qy, ns) = (—1,0.042 0.95). We assume a strong constrdint 0.70+0.07 for

the Hubble parameter, as supported by the HST key projeee@rnan et al. 2001) and compute
the non-linear power spectrum usihglofit (Smith et al. 2003), with the shape parameter
calculated according to Sugiyama (1995):= Qnhexp [Q,(1 + V2h/Qm)], and the transfer
function as given in Efstathiou et al. (1992). In the likeldd analysis we marginalise over the
uncertainty in botth and our redshift distribution.

We plot the derived likelihood contours forg, Q,, andQ, in Fig.6.26, where we use all
galaxies with $N > 4 (Ng, = 96 arcmin?) corresponding to a median redstzft= 1.46 + 0.12.

For the more general modalthe data only weakly constraip, (Qn = 0.3) = 0.64'533, whereas
more stringent constraints are found fo§(Qm = 0.3) = 0.52'51%, or respectivelyQn(os =
0.6) = 0.2673%¢, reflecting the marginalised 68% confidence regions withnstrpriors on
Qn or og respectively. Assuming flatness (mod&l changes the estimates only marginally
to g(Qm = 0.3) = 0.517393 andQn(os = 0.6) = 0.25735%, respectively.

Using the more conservative sample selection Wit S 5, mgps < 27.0, Nga = 72 arcmin?,
Zn=137+010 leads to a higher estimate ofcg(Qm=0.3)=05971 or
Qm(os = 0.6) = 0.3075:38 for model A without significantly &ecting the error. In principle, one
would expect that the inclusion of the faint galaxies insemathe signal-to-noise of the shear
measurement as both the galaxy number density and the degffitiency increase. However,
we can confirm the trend seen by HO5 that the faintest galayipsar to mainly add noise, possi-
bly leading to a slight under-estimation of the shear. Th&lso consistent with the results from
the STEP2 image simulations, where we find that the shedaratiin of our KSB- implemen-
tation is on average accurate4a%, but shows a significant dependence on magnitude, with a
slight over-estimation at the bright end and 20% under-estimation of the shear for the faintest
galaxies (Massey et al. 2007a). Given the on average godmatan found for our analysis of
the STEP2 simulations, which incorporate a ciS- 4, we consider the estimate @§ for the
same cut to be more robust. Yet, as the magnitude and sizibdigin, and additionally also the
noise correlations are somewhatfeient for the STEP2 simulations and our data, we expect a
slight remaining systematic error also for the averagerstmiﬂ)ratioﬁ. Therefore, we use the
difference of the two estimates fog as a conservative estimate of this uncertainty and take it
into account as additional systematic error, yieldingQ, = 0.3) = 0.52*313(stat)+ 0.07(sys).

For a future shear tomography analysis this issue will nedaktrevisited, as it does not only

require accurate shear calibration on average, but algaloyevhole magnitude range.

The constrained value farg is significantly lower than the estimates from other recens!
ing surveys, e.gog = 0.86+ 0.05 (Semboloni et al. 2006) anrck = 0.85+ 0.06 (Hoekstra et al.
2006), both from the CFHTLS faR2,, = 0.3; see Hetterscheidt et al. (2007) for a compilation
of recent estimates. Our results are consistent with 0.8, Q,,, = 0.3 only at the 3--level as-
suming Gaussian cosmic variance, which we interpret as stautinl local under-density of
the foreground structures in the CDFS. In order to allow araeaparison to the HO5 results,
who determinerg(Q,/0.3)*° = 0.68 + 0.13, we recompute our redshift distribution using their
Zn(mag) relation[(6.15), yielding a median redshift= 1.12 (z, = 1.07) for the galaxies with

5Note that we conducted the detailed analysis of the STERZmuirrelations (Sectt. 4.3.7) after the cosmic shear
paper was accepted. Hence, the results are not taken irdaract this point.
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Figure 6.26: Constraints arng, Q,, andQ, from the GEMS and GOODS data using all galaxies
with S/N > 4. The three large contour plots show marginalised jointni2edisional 12, and

3o likelihood contours for model, whereas the small one was computed assuming flatness
(model B). For modelA the marginalised probability is plotted on the right fog, (top), Qa
(middle), andog (bottom), where the thick solid curves correspond to thel totarginalised
values, while the thin solid (dotted) lines correspondpnfrtop to bottom, to fixed2, = 0.7

(0 =0.6),Q, =0.3 (03 =0.6),Q2, = 0.7 (Qm = 0.3).
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S/N > 4 (S/N > 5, mgps < 27.0). Then we repeat the cosmological parameter estimatgumas
ing a redshift uncertaintyz,, = 0.1 to be consistent with HO5. For this redshift distributioa w
find og(Qm = 0.3) = 0.62'512 (0°5(Qm = 0.3) = 0.66'317) in excellent agreement with the HO5
results. We thus conclude that our lowsy estimate compared to HO5 is mainly a result of our
new redshift distribution based on the GOODS-MUSIC samghel that the two independent
shear pipelines yield consistent results (see also/S82)6.

Our estimate of the statistical error includes the shapgsenoontribution, the estimated un-
certainty of the redshift distribution, and a Gaussianneste for cosmic variance. Although
there is good agreement of the errors from the jackknife oteind Gaussian realisations at
small scales, we expect to under-estimate cosmic variameéochon-linear evolution. Kilbinger
& Schneider (2005) and Semboloni et al. (2007) found thaGaassian approximation can lead
to a substantial under-estimation for the correlation fiemccovariance matrix in the non-linear
regime. Using a fitting formula found by Semboloni et al. (ZD@e estimate that the diagonal
elements of th&, covariance matrix will be under-predicted by a factor~oR.9 for a single
source redshift plane at= 1.4 andé ~ 2. As this corresponds to the median redshift of our
galaxies and since our shear signal has the highest sigriéidar 06 < 6 < 5 (see Fig. 6.25),
which (logarithmically averaged) roughly corresponds scaed ~ 2', we estimate very broadly
that we on average under-estimate the cosmic variancdlwatidn to the covariance matrix by a
factor of~ 2.9 leading to an error afg which is actually larger by V2.9 ~ 1.7. Note that this
is probably a conservative estimate, given that the cdrogléunction foré > 5, which shows a
rather low signal, still influences the parameter estinmegignificantly. However, at larger scales
the corrections due to non-Gaussianity become less imgorta

Apart from the shear calibration uncertainty consideredvab further systematic errors
might be introduced by intrinsic alignment of sources (Brastral. 2002; King & Schneider
2002; Heymans & Heavens 2003; Heymans et al. 2004, 2006cd&liaaum et al. 2006) or
a correlation between the intrinsic ellipticities of gaksxand the density field responsible for
gravitational lensing shear, detected by Mandelbaum €2@06). Given the depth of the data
analysed here, we however expect that the impact of theseffects will be small compared
to the statistical uncertainties (see Heymans et al. 20@&ather uncertainties arise from the
limited accuracy of the predictions for the non-linear posgectrum. Yet, given that the mea-
sured shear signal is particularly low for largésee Sect. 6.4.5.1), which are leskeated by
non-linear evolution, this cannot explain the low estin@dte s for the GEMS and GOODS data.

6.6 Conclusions

We have presented a cosmic shear analysis of a first set ofA€STpure parallel observations
and the combined GEMS and GOODS data of the CDFS. We estinatteuh new correction
scheme for the temporally variable ACS PSF reduces the sgsitegontribution to the shear
correlation functions due to PSF distortions<@ x 1076 for galaxy fields containing at least
10 stars. This is currently the only technique taking thétfale variation of the PSF between
individual ACS exposures into account. In the GEMS and GOOBa the success of the PSF
correction is confirmed by a number of diagnostic tests atthg that the remaining level of
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systematics is consistent with zero. For the parallel daadetect a low level of remaining
systematics manifesting in a slight average alignment@hntlieasured galaxy ellipticities in the
y—direction, which we interpret to be due to a lack of propehaiing. This has led to the
implementation of improved bad pixel masks in the Mark-pgdine (Sect.5.3). Although the
degradation of the ACS charge-transf@ie@ency has not been found to be a problem for the
early data analysed in this work, an in-depth analysis amdecton will be required for later
datasets. Furthermore the parallel data are rather inhenaagis regarding depth and extinc-
tion, raising the need for a well calibrated field-dependedshift distribution. It will also be
necessary to carefully exclude any selection bias whicthtragise for certain classes of pri-
mary targets, particularly galaxy clusters. Once theseneimy obstacles are overcome, it will
be possible to measure cosmic shear at small angular sciltesnprecedented accuracy from
the complete ACS Parallel Survey, with a strong reductiom lodtthe shape noise and cosmic
variance error due to many independent pointings. The rmaitation of the cosmological inter-
pretation of the data might then arise from the current aaguof theoretical predictions for the
non-linear power spectrum at small scales. An interestomgparison will be possible with the
ACS COSMOS data (Massey et al. 2007c, Chapter 7), from whichicagmar can be measured
on a wide range of angular scales.

Given the high demands concerning the control over systesi@r cosmic shear measure-
ments with ACS, the derived technical expertise (see alsg Bi®& et al. 2005a; Rhodes et al.
2005; Rhodes et al. 2007; Leauthaud et al. 2007) will also beeakfit for other weak lens-
ing studies with the instrument, and possibly also othesassh fields requiring accurate PSF
modelling.

Due to the weakness of the shear signal on the one hand, amstréing impact of poorly
understood systematics on the other hand, an analysis mtiagdedatasets with more than one
independent pipeline is of great value to check the religdof the algorithms employed. In this
work we have independently re-analysed the ACS observatidthe GEMS and GOODS fields.
If we assume the same redshift parametrisation, our shaaradss are in excellent agreement
with the earlier results found by HO5 indicating the relldapiof both lensing pipelines. Such an
independent comparison will also be highly desired bothtiercomplete ACS Parallel Survey
(Rhodes et al. in prep.) and the ACS COSMOS field (Massey et af.c0Uhese comparisons,
together with the results from the STEP project, will aid pineparations of future space-based
cosmic shear survey such as DUNE or SNAP, which will reachrg kigh statistical accuracy
(Refregier et al. 2004) requiring the continued advanceroéimproved algorithms such as
shapelets (Bernstein & Jarvis 2002; Refregier & Bacon 2003 skE\a& Refregier 2005; Kuijken
2006; Nakajima & Bernstein 2007).

Finally, we want to stress the possible impact of the fiele@n on a cosmic shear anal-
ysis: TheChandraDeep Field South was originally selected in a patch of thecélaracterised
by a low Galactic neutral hydrogen column density (= 8 x 10*°%cm) and a lack of bright
stars (Giacconi et al. 2001). Additionally, it neither camntd known relevant extragalactic fore-
ground sources nor X-ray sources from the ROSAT ALL-Sky Sw@atalogtféexcluding e.g.
the presence of a low redshift galaxy cluster. Adami et &108) present a detailed analysis of

7se€http ://www.mpe.mpg.de/ " mainieri/cdfs_pub/index.html
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compact structures in the CDFS showing the presence of a-tkaistructure az = 0.66, a
massive group a = 0.735 embedded into a galaxy wall extending beyond thex2A1’ field
covered by the Vimos VLT Deep Survey (L&We et al. 2004), and a further massive group
atz = 1.098 (see also Gilli et al. 2003; Szokoly et al. 2004; Vanzetlal. 2006). Wolf et al.
(2004) identify a strong galaxy over-densityzat 0.15, which is too close to produce a sig-
nificant lensing signal. Given the lack of massive strudwatlower redshifts @ < z < 0.6
with high lensing éiciency, one would expect to measure a shear signal biased/ér Values

in this field as a result of strong sampling variance. Theeefois not surprising that our local
single field estimate afgcprs(Qm = 0.3) = 0.527311(stat)+ 0.07(sys) based on a source redshift
distribution derived from the GOODS-MUSIC sample (Grazgml. 2006), is incompatible at
the ~ 3o-level assuming Gaussian cosmic variance with recenttsestilother weak lensing
studies (e.g. Hoekstra et al. 2006; Semboloni et al. 20068)clwprobe much larger regions
on the sky. Kilbinger & Schneider (2005) and Semboloni e{2007) investigate the impact
of non-Gaussianity on cosmic shear covariances. From tesults we broadly determine an
under-estimation of the cosmic variance contribution to ewor onog by a factor~ 1.7, in-
dicating that the CDFS is still an exceptionally under-defiredd, but with a lower significance
(~ 207) than under the Gaussian assumption. @slestimate is also significantly lower than the
HO5 results ofrg(Q,/0.3)%%° = 0.68 + 0.13 due to the deeper redshift distribution found in our
analysis with a median source redslzift= 1.46+ 0.12. Recently Phleps et al. (2007) found a
strong deficiency of faint red galaxies in the CDFS for the hétisange 025 < z < 0.4 indicat-
ing a substantial under-density, which is in excellent egrent with the low shear signal found
in our analysis.

We believe that the CDFS represents a somewhat extreme casevet, also other cosmic
shear studies which observe a low number of small “emptydiedduld be slightly biased just
due to this prior selection. Such a bias can of course bergitad either with the observation of
suficiently large fields or truly random pointings, which arelizad in good approximation for
a large fraction of the fields in the ACS Parallel Survey.

We plan to further investigate the peculiarity of the CDFSdolsn a shear tomography anal-
ysis with photometric redshifts derived for the full GEMSldiealso using deep ground-based
optical images from the MP&ESO 2.2m telescope (Hildebrandt et al. 2006) in combinatiibim
infrared images from the ESO 3.5m NTT (Olsen et al. 2006fahe low estimate fowrg cprs
indeed stems from an under-density of foreground strustareewould expect an increased shear
signal for a high-redshift sample of source galaxies dubéspectroscopically confirmed struc-
tures atz = 0.735 andz = 1.098. Comparing the results with ray-tracing through N-body
simulations we aim to further quantify the rarity of such axder-dense foreground field.
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Chapter 7

Preliminary analysis of the ACS COSMOS
Survey

The COSMOS Survey is the largest continuous field ever imageithdo Hubble Space Tele-
scope, spanning a total area of 1.64%ég combination with accurate photometric redshift cat-
alogues derived from deep multi-colour ground-based easiens, COSMOS provides a unique
dataset for weak lensing measurements. It is particulaely suited for dark matter mapping,
galaxy-galaxy lensing, and cosmological weak lensingistudt small and intermediate scales.
Although the cosmic shear signal can be measured out tovedlakarge scales in the COSMOS
Survey, large-scale constraints are subject to strong lgagnariance.

| conducted an analysis of the COSMOS data in the last five nsaoitthis thesis project.
Because of the special requirements our weak lensing pgplates on the data reduction, such
as the creation of the cosmic ray cleaned, un-drizgi@Rimages, we independently reduced
the COSMOS data and did not use the public reduced images.n @it the data volume is
huge, COSMOS provides a substantial increase in statisi@alracy compared to the seven
times smaller sky area of the GEMS Survey analysed in Chaptfihé revealed previously
undetectable residual systematic errors indicated byrafsignt B-mode signal, whose origin
could not be identified unambiguously in the short time remmag. Therefore, the analysis pre-
sented here is still preliminary, leaving room for furthevdlopment in the time after the PhD
project. The analysis has been carried out in collaborattim Patrick Simon and Jan Hartlap.

A cosmological weak lensing analysis of COSMOS has alreaéw Ipeesented by Massey
et al. (2007c), as well as dark matter maps of the field (Massay. 2007b), allowing for inde-
pendent tests of the analysis. Interestingly, a similanaifor remaining systematic errors has
been reported by Massey et al. (2007c).

This chapter is organised as followed: In Sect. 7.1 | will stemise important properties of
the data and data reduction. | will then detail on the creadithe shear catalogue in Sect. 7.2
and our estimate of the redshift distribution in Sect. 7.3 &mpute dark matter maps of the
field as described in Sect. 7.4. After summarising testsdioraining systematics in Sect. 7.5, the
cosmic shear analysis is presented in Sect. 7.6. In ordentioef investigate the origin of the
detected B-mode | performed a PCA analysis of the ACS PSF, aslieda Sect. 7.7. Finally,
| will draw preliminary conclusions and discuss planed fatprojects based on COSMOS in
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Sect. 7.8.

7.1 Data and data reduction

The ACSWFC COSMOS data consist of 583 pointings observed with the W8flider (“broad

1), each consisting of four 507 second exposures. The mdsaentred at RA. = 10"00"28.6°,

decl = +02°1221’0 (J2000.0) and covers a total area of 1.64°degth approximately 77
along each side. In addition, the centrat 3 tiles have also been imaged using the blue F475W
filter. However, due to the relative size we do not use thedédiadal data for the shear analysis.
The exposures are well dithered to cover the chip gap and dtlo proper correction of bad
columns. In addition, half-pixel shifts have been appli@ttprove the sampling of the PSF, see
Koekemoer et al. (2007) for further details on the dithetgrat

For the data reduction we use our “Mark-11" reduction pipelas set-up in Bonn (see Sect. 5.3).
Here we match the astrometry of the co-added frames to thedJBNcatalogue. However, due
to the small field size of ACS, several pointings end-up witly ome or no USNO source, raising
the need for an additional registration of neighbouringstilas detailed in Sect. 7.2.3.

The correctly scaled RMS maps created in the Mark-II redactiltow us to test the ap-
proximate correction for noise correlations given by (6uhich yields a correction factor of
fpredict — 1 93 for the Mark-I1 drizzle parametess= 0.6, p = 0.9 andm — oo. Figure 7.1 shows
the RMS map for a typical COSMOS tile. The median value of thip m&00565€ /sec. Com-
pared to thesExtractor estimate for the median single pixel RM§*""*= 0.00299€¢ /sec
computed from the science frame, we find a measured connefetoor f ™€2sU'¢= 1,89, in good
agreement with the predicted value.

7.2 Catalogue creation

We create catalogues similarly to our analysis of the GEMSeanly parallel data described in
Sect. 6.1.3. Here we therefore only describe updates iadlatfter this earlier analysis.

7.2.1 Automated masking in co-added images

The huge COSMOS data volume rose the need for a further ausatiam of the image masking
process. In the mask creation we consider the followingsstefich are included as fierent
bits in the final flag image:

1. We detect bright stars with ftliaction spikes usin§Extractor PETECT MINAREA = 50,
DETECT_MINTHESH = 50, uncorrected RMS from the science frame) and select them ac
cording to their location in size—-magnitude space. We ergsgnitude dependent polyg-
onal regions, which cover thefttiaction spikes and extended halos of the selected stars,
and which are converted into masks usimggghtWatcher.
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Figure 7.1: RMS map of a typical co-added COSMOS tile, centr@&if = 09'58"50°, decl =
+02°3920". The grey-scale ranges from0045€ /sec (black) to M14e /sec (white). The
median value @0565€e/sec agrees well with thBExtractor RMS estimate @0299¢/sec
from the science frame, if scaled with the noise correlatiomection factorf = 1.93, yielding
0.00577€e/sec. The feature near the left end of the upper chip is causadaturated star with
substantial blooming.
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2. We also create masks usifBxtractor with a very low detection threshold but large de-
tection arealfETECT_MINAREA = 5000,DETECT_MINTHESH = 0.5, uncorrected RMS from
the science frame). Then tis&xtractor “OBJECTS” check image provides masks for all
detected large objects including extended galaxies, botlaight stars and stellar “ghost”
images if present. We furthermore grow these masks by 10spusng theIRAF task
noao.imred.crutil.crgrow. Our usual detection parameters are tuned to include the
faint and typically small galaxies relevant for the sheaalgsis. Therefore, large galaxies
are sometimes falsely de-blended into multiple objectifTéxclusion from the lensing
analysis using our masks is unproblematic as they anywaty eary little shear informa-
tion.

3. Our properly scaled RMS maps allow us to robustly flag objeontaining problematic
pixels in the co-added image. Here we distinguish betwerelgpicontaining basically
no more information (RMS> 10 €) and poorly constrained pixels with high noise. To
define the threshold for the latter we first compute the mean RMS&Il pixels with
RMS < 0.05€e. Pixels are then flagged if their RMS exceeddl — 0.5(RMS), where
N is the number of combined exposures (four in case of COSMQ®) stibtracted value
of 0.5 has been tuned such that an output pixel is accepted if twmoe input exposures
contribute to it with reasonably good pixels.

4. We reject pixels near the image boundaries by creatingsk wizall science frame pixels
which are exactly equals 0 and growing this mask by 15 pixXetss procedure also per-
forms well for most dither patterns in the Extended ACS Par&lrvey (Sect. 8.3.2). As
all the COSMOS tiles have been dithered exactly in the samewagdditionally include
a manually created static region file to precisely definentegie boundaries used.

The automatically created masks are then inspected usngeh tool (Sect. 5.3.3). Here we cre-
ate a JPG image with green markings for the masked sectiohsedmarkings for the detected
objects (Sect. 7.2.2). This enables us to quickly check ifiuah corrections to the automati-
cally created masks are required. Minor corrections, whiehusually done within less then
one minute, are necessary for about half of the images. Ampbeafor a marked JPG image is
shown in Figure 7.2.

7.2.2 Object detection and shape measurement

Object detection and shape measurement are done simiadyrtanalysis of the GEMS and
early parallel data (Sect. 6.1.3). As a modification we nalisetour properly scaled RMS maps
as input weight images forSExtractor, leading to adjusted detection parameters
DETECT_MINAREA = 16 andDETECT_MINTHESH = 0.8.

7.2.3 Astrometric registration of neighbouring tiles

The astrometric accuracy of our images matched to USNO-Batisufficient to directly iden-
tify double detections in neighbouring tiles. We thereforess-correlate the galaxy catalogues
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Figure 7.2: Example for a mask inspection image computea fiypical co-added COSMOS
tile, centred at RA. = 10"01M16%, decl = +02°06'59”. Masked regions are shown in green,
whereas included objects are highlighted in red.
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starting from the central pointing and then adding neighimgptiles in a spiral pattern. As a last
step we subtract the mean shift from the matched positiorntel properly matched overlapping
regions we keep the detection with the higher signal-tesamestimate.

7.2.4 PSF correction and galaxy selection

For COSMOS we again utilise our new PSF correction schemetaetkin Sect. 6.2.4, with a
PSF library built from a total of 577 stellar field F814W exposs. We select galaxies with cuts
TrP9/2 > 0.1, [€9 < 2.0, 28 < 1, < 10.0, and SN > 5.5 corresponding to "¢ > 2.9 using

the measured correction fact6fe@“®= 1.89 (Sect. 7.1). For the final shear catalogue we also
apply a cutMAG_AUTO < 26.1, which rejects 4.8% of the galaxies, to minimise calibnatibas
introduced by the faintest galaxies and make the sample hmmregeneous. We use a shear
calibration correction of @31 as supported for example by the ACS-type STEP3 simulations
(Sect.4.4). Our final shear catalogue consists of 2510%igsl, corresponding to a number
density of 43arcmirf. In the analysis presented here we do not apply a weightingrse.

7.2.5 CTE correction

The ACS COSMOS images were taken between October 2003 and Mev@005, significantly
later than the early parallel or GEMS data analysed in Ch&ptdherefore we expect a much
stronger impact of CTE degradation for COSMOS. Indeed, Rhadds(@007) clearly show that
CTE degradation significantlyff@cts thee; ellipticity component of galaxies in their COSMOS
analysis. They apply a parametric correction for their sloatalogue, which is based on similar
assumptions as our investigation for CTE degradation in.8etfl.2. Rhodes et al. (2007)
assume a linear dependence of the spurjqussgnal on the number of parallgltransfers, time,
and inverse AN. They optionally also include a size dependent term, wieeldls to similar
results if the power of the Bl term is also adjusted.

Here we follow their approach, but additionally vary the powaw exponents of the filerent
contributing terms and check for a dependence on sky backdravhich would be expected
given that high sky values lead to a higher fraction of alyeflted charge traps. Dependencies
on §/N and sky background might be somewhat degenerate, becmiee bky values lead to
stronger noise. Therefore we alternatively fit for a dependeon flux and sky background.
Hence, our general CTE model is given as

(i) (o) () (65 () () - oo

! (Y°TEy ) \(FLUX)) \(S/N)/ \(r)) \(SKY)) \(tacs)) ’ '
wheretacs denotes the time since the installation of ACS, gndthe flux radius fron$Extractor.
For the y-distance the charge of an object is transfereshguead-out

yoTE = yOR(x) — Iy — ()| (7.2)

we approximate/d?(x) as a straight line along the middle of the chip gap, negigctminor
effects from the dither pattern. We constrain the fit paramete(3.1) by minimisingy? =
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Table 7.1: Cofficients for three tested parametric CTE models, based on (n.1)e first data
row the fitted value for the CTE amplitudg is given. In the other data rows the first column
specifies the considered parameter, for which the fitted ptameexponent (A, B, C, D, E, or F,
respectively) is given in columns 2 to 4. The mean value o€tiveesponding parameter, which is
used for normalisation, is listed in column 5. Note that tkevsalue has been averaged between
the co-added exposures. The errors refer to the diagonatiaoee matrix elements computed
by MINUIT from the Hessian, and thus only provide a rough estimateeofrtie uncertainty. If
exponents have been fixed for a certain model their valuegiaea without errors.

X Exp. model 1 Exp. model 2 Exp. model 3 (X)
& | —0.00306+ 0.00085| —0.00341+ 0.00093| —0.00321+ 0.00095
yCTE 1 1 1.193+ 0.453 2008 pixels
FLUX -0.134+0.228 -0.039+ 0.221 0 4.423€/s
S/N 0 0 -0.072+ 0.254 1651
re 0 —0.264+ 0.487 —-0.317+ 0451 | 6.226 pixels
SKY -1.355+0.781 -1.274+0.778 -1.265+0.774 578le
tacs 1 0.449+ 0.448 0.443+ 0.449 8364 days

(8- €£) /oe] 2 usingMINUIT. Note that we determine the CTE model from the anisotropy but
not isotropy corrected galaxy ellipticity. This is done asE&tects occugnfter PSF convolution
and should therefore in principle be corrected first. Howelog our parametric correction the
data first has to be corrected for PSF anisotropy, as it afkeimces the diagnosteg ellipticity
component. Estimating the CTE correction from the fully eoted galaxy ellipticity (as done
by Rhodes et al. 2007) would introduce a mixing with #fecorrection, probably leading to a
different size dependence of the CTE model.

We have tested several combinations of varied and fixed exgsrand summarise the re-
sults for three models in Table 7.1. In order to better camstthe time dependence, we use
both our COSMOS and GEMS catalogues for the fit, where GEMS &as bbserved at a sig-
nificantly earlier epoch. Interestingly, the time depermeseems to be weaker than the linear
trend expected from photometric losses due to CTE degrad@ig. Riess 2004). However, the
estimates for the dependence on time and sky backgrounder@rhat degenerate due to the
different sky conditions in GEMS and COSMOS. Therefore the oksirend is not really con-
clusive. Furthermore, we measure a strong dependence GiltBesignature on sky background,
which is not taken into account in the Rhodes et al. (2007) inddes dependencies on FLUX,
S/N, andr; seem to be rather weak, so that the choice which of the gigméite considered is
probably of minor importance. With model 3 we verify that thependence oyt and hence
the number of parallel transfers is in good agreement withettpected linear trend.

We base our primary cosmic shear analysis on CTE model 1, wé#H finear dependencies
on time andy“™E, and fitted dependencies on sky background and total object\We verified
that the choice which of the three CTE models is applied, h&smmor impact on the shear
correlation functions and residual B-mode component regart Sect. 7.5. Hence, we conclude
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that the CTE correction should befBaient for the preliminary 2D shear analysis presented
here. For a future tomographic analysis further testinghtiigpwever be required to ensure a
good correction as a function of magnitude and size.

The correction for field distortion leads to a mean rotatibthe originaly-axis and hence
readout direction by ~ —2.5°. Thus, CTE degradation also has a minfieet on thee, elliptic-
ity component, which we also correct in our analysis as

e = tan (%) €' ~ —0.088€S"®. (7.3)

7.3 Redshift distribution

In our analysis we make use of the public photometric retiglaifalogue by Mobasher et al.
(2007) which covers the full ACS mosaic. It is based on Suptiem@SUBARU data taken
in BgVriz and the NB815 narrow band filtew; andi band data from CFHTKs near-Infrared
imaging (Flamingo&CTIO and Kitt Peak) and F814W HPACS images. Mobasher et al. (2007)
estimate the accuracy of the redshift catalogue via the eoisgn to 868 spectroscopic redshifts
of galaxies withz < 1.2, where they find a very low rms scatter of

o,/(1 + 2) = 0.031. (7.4)

In order to match our shear catalogue containing 25105 %igal&o their phota catalogue
we subtract a residual astrometric shiftaf = 1.134x 10*deg A6 = 0.344x 10*deg from
our catalogue and match sources in a radiug’8f providing a total of 142569 unique matches.
The magnitude distribution of matched and unmatched gadari our shear catalogue is shown
in Figure 7.3. 98% of the shear catalogue galaxies witky, < 24.7 have a redshift estimate,
whereas significant redshift incompleteness occurs fatdamagnitudes.

As done in Sect. 6.3.3, we use a maximum likelihood analgsestimate the redshift distri-
bution parametersy 3, a, b) from the galaxies withmg 4 < 24.7, where we now assume a linear
dependence between the F814Wand magnitude and the median redshift

Zm =1Zo = a(mg4— 21)+ b. (7.5)

In order to include the uncertainties on the redshift edtenae marginalise over therlredshift
confidence interval using the rms scatter (7.4). From the fititeag parametersd,5,a,b) =
(1.228 1.484,0.199 0.345), for whichz,, = 1.120z,, we reconstruct the redshift distribution of
the matched galaxies witlmg;4 < 24.7. It agrees well with the input distribution as shown in
Figure 7.4, with similar median redshiftg jnput = 0.88 andzy recon= 0.89.

We test the assumed linear relation between magnitude adéhmeedshift by binning the
matched galaxies as a function of magnitude and fithpdor fixed (@,8) = (1.228 1.484).
As can be seen in Figure 7.5, the linear relation fits the daitp well in the redshift complete
magnitude range 23 < mgy4 < 24.7, justifying the approach. Note that the derived slape
is significantly flatter than the value found from the GOQOBFS data (Figure 6.16). The
main reason for this élierence is probably given by thefi@irent filters, but also the detected
foreground under-density in the CDFS will likely lead to aegter slope.
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Figure 7.3: Number of selected COSMOS galaxies as a funcfiorgn. The solid line cor-
responds to galaxies for which photometric redshift arela@bvie from the public catalogue by
Mobasher et al. (2007), whereas the dotted line shows galanithe shear catalogue without
redshift estimate.

We construct the redshift distribution for our complete asheatalogue withmg;4 < 26.1
yielding a median redshift,, = 1.07. The constructed distribution can well be fit with a magni-
tude independent distribution witly (3, ) = (1.251,1.279 0.807). To account for the magni-
tude extrapolation we consider a 8% error in the derived arecgdshift.
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Figure 7.4: Redshift distribution of the matched COSMOS gakwith mgy, < 247
(black histogram), and reconstruction using the best dittparameters of8,a,b) =
(1.228 1.484,0.199 0.345) (red curve). The peak at- 0.7 is caused by a large-scale-structure
concentration.
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Figure 7.5: Median redshift of the matched COSMOS galaxiesprded in F814W magnitude
bins. Black crosses show the directly computed value, wheoe-bars indicate the error of the
mean. Red triangles show the results for a likelihood fit witkdi @, 8) = (1.228 1.484). They
show a nearly linear trend in the redshift complete mageittathge 25 < mgy4 < 24.7. For
fainter magnitudes redshift incompleteness leads tofsgnit deviations. The directly computed
median redshift shows significant deviationsrigr, < 22.5 due to the large-scale-structure peak
atz ~ 0.7. The much higher number of galaxies leads to strongly redlecror-bars compared
to the GOOD®CDFS data shown in Figure 6.16.



196 Chapter 7. Preliminary analysis of the ACS COSMOS Survey

7.4 Dark matter mapping

We use our mosaic weak lensing catalogue to reconstructDhar@ected foreground mass in
the COSMOS field. The algorithm is based on the Kaiser & Sq\{it893) formalism detailed
in Sect. 3.2.2, but includes noise propagation and Wienterifig as proposed by Hu & Keeton
(2002) to derive a maximum likelihoadreconstruction. The algorithm has been implemented
and applied by Patrick Simon, and is further detailed in étsttheidt et al. (in prep.). In Fig-
ure 7.4 we compare our reconstruction to the earlier work lagddy et al. (2007b), who apply
a wavelet transform tofgciently reduce noise and combine information frorfietient scales as
detailed in Starck et al. (2006). The two analyses make udéfefent shape measurement and
PSF correction schemes, applytdrent selection criteria, and utilisefidirent mass reconstruc-
tion techniques. Therefore itis not surprising that the srelpw diferences in details, especially
at low « values. Nonetheless the prominent features are in goo@mgrd, like the clusters in
the left and upper image regions. Note the low signal in tineftaright quadrant, where obvi-
ously several voids are aligned along the line-of-sightsoAhote the good agreement with the
baryonic tracers shown in the Massey et al. (2007b) map, roonfy that baryons do trace the
underlying dark matter distribution well. We postpone tle¢adled quantitative comparison to a
future analysis based on an improved, ideally B-mode frezage.

7.5 Shear statistics and tests for systematics

We compute the shear two-point correlation functions, dkagehe star-galaxy cross-correlation
in 4800 linearly spaced angular bins betweé&rahd 75, from which we compute further shear
statistics. The logarithmically re-binned correlatiomdtionsé, and the normalised star-galaxy
cross-correlation functionG%Ys are compared in Figure 7.7: We find that the shear correlation
functions yield a significant signal almost over the enfireange probed. For'ls 6 < 20 we
also detect a marginally significant signalGf'=, which indicates remaining systematics possibly
related to the PSF anisotropy or CTE correction. Howevehisét-range the signal is smaller
than the expected cosmological signal by factors of aboQtt@dL0, so that we expect only a
minor impact. ASC®® extends to relatively large scales, a residual CTE signaeeens to be
the more likely explanation. CTE degradation creates a leoperent saw-tooth pattern across
the whole mosaic, whereas PSfFeets should mainly be present on scales of single tiles.

As further tests we perform/B-mode decompositions using the correlation function (Fig-
ure 7.8) and the aperture mass dispersion (Figure 7.9). Batibtics show a significant B-mode
signal at small scales, indicating that remaining syste®atre present. Thefacted scales are
6 < 0.7 for &g and@d < 5 for (M?), which is consistent given that the latter measures the powe
spectrum at smaller scales (see Sect. 3.3.2). For compa&®the B-mode estimates from
Massey et al. (2007c) in Figure 7.8 and Figure 7.9, who detsanilar B-mode signal at small
scales usingM?). Their B-mode estimate using is consistent with zero. However, at small
scales their error-bars highly exceed ours, which we ctlyréio not understand as both analysis
utilise similar galaxy number densities.

Until the time of the write-up we have not been able to idgntife origin of the B-mode
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Figure 7.6: Reconstruction
of the convergence (projected
mass) in the COSMOS field.
Top: Maximum likelihood
reconstruction from our shear
catalogue applying noise
propagation and Wiener fil-
tering as suggested by Hu &
Keeton (2002). The algorithm
has been implemented by
Patrick Simon and is further
described in Hetterscheidt et
al.(in prep.). The absolute
scale has been set such that
the mearx vanishes.Bottom:
Figure 3 from Massey et al.
(2007b): The contours show
_ | a wavelet k—reconstruction,
-0.01 -0.005 0 0.005 0.0 0.015 0.0z 0.0z25 0.03 Wh||e the CO|OUf Coding indi_
cates baryonic tracers (blue:
stellar mass; yellow: galaxy
number density; red: X-ray
gas). For both maps the con-
tours start at and are spaced in
steps ofc = 0.005. Note that
we use less galaxies due to
our more stringent selection
criteria  (43arcmirf versus
71/arcmirf). This leads to
a larger &ective smoothing
scale for our Wiener filtered
reconstruction compared to
the wavelet reconstruction.
Also note that the two maps
are based on independent data
reduction pipelines, shape
measurement techniques, PSF
correction schemes, and mass
reconstruction codes.

Declination (°)

150.6 150.4 150.2 150.0 149.8 149.6
Right ascension (h)
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Figure 7.7: Left: Shear two-point correlation functions. computed from our COSMOS
catalogue. The curves show predictions for a A&iDM cosmology withQ,, = 0.3 and

og = (0.6,0.7,0.8,0.9,1.0). Right: Star-galaxy cross-correlation functio®S¥* normalised

by the star auto-correlation function. The dashed (dottesye shows predictions fdfyyy)
((yxyx)) assuming?, = 0.3 andog = 0.7. In both panels the error-bars have been computed
using bootstrapping. They include the uncertainty due &wsmoise but not cosmic variance.

signal. For the parameter estimation presented in Seciv@ #herefore only consider B-mode
free scales.

7.6 Cosmological parameter estimation

For the cosmological parameter estimation we closely fol®ect. 6.5 using a MCMC tech-
nique. We assume a flatCDM cosmology and marginalise over the uncertainty of the bieib
parameteh = 0.70+ 0.07. The non-linear power spectrum is estimated uhuipfit (Smith
et al. 2003), with the shape parameter calculated accotdiBgigiyama (1995). In order to ex-
clude the B-mode féected scales we base the parameter estimation on the tiorrdlanction
measured in 20 logarithmic bins betweenahd 80. The B-mode fiected scaleg < 1’ are
anyway problematic given that theoretical predictions@wer at such small scales due to the
neglected influence of baryons on the power spectrum. Weeutll covariance matrix estimated
from Gaussian shear field realisations and the redshifilligion derived in Sect. 7.3, where we
marginalise over the redshift uncertainty. The estimatedetation between the angular bins of
the covariance matrix is shown in Figure 7.10.

In Figure 7.11 we plot the estimated likelihood distribatifor o-g for fixed values ofQ,,
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Figure 7.8: FB-mode decomposition of the COSMOS data using the shear aborefunctions.
Left: Analysis based on our shear catalogue. The curves ind\da@M predictions as in Fig-
ure 7.7. For the required extrapolation of the shear signaifinity o = 0.7 was assumed. The
error-bars include the uncertainty due to shape noise lasoic varianceRight: Analysis by
Massey et al. (2007c), where the inner error-bars are ttatig/ithout cosmic variance, whereas
the outer error-bars (without caps) include an estimatecé@mic variance. The solid points
show the E-mode, whereas the open circles refer to the B-mgdals The curves show theo-
retical predictions for a flanACDM cosmology withQ),, = 0.3 andog varying from 0.7 (bottom)
to 1.2 (top) (Figure 6 from Massey et al. 2007c).

where we both test the default lensing reference v&lye= 0.3 andQ,, = 0.24 as suggested
e.g. by WMAPS3. From these we find the median estimates

o5 =060+008 for Qp=030, (7.6)
0g=071+009 for Qn=024, (7.7)

where the #r-error includes the statistical uncertainty assuming Gianscosmic variance, the
uncertainty in the redshift distribution and the Hubblegmaeter, and a 2% error in the shear cal-
ibration as estimated from the STEP3 simulations (Sedk. Ndte that the neglected influence
of non-Gaussian cosmic variance is expected to lead to aerwestimation of the true uncer-
tainty. However, thef@ect should be smaller than for the GEMS data due to the mugérarea
of COSMOS, and hence stronger contribution of quasi-lineates. For comparison we also
estimaterg using<M§p> computed in 20 linear bins betweehamd 40, which allows for a more
stringent EFB-mode separation than the correlation function. From thasfiwd a very similar
estimate ofrg = 0.712% for Q,,, = 0.24.

0.09

Our estimate forog is in good agreement with the WMAP3 result @f = 0.761'533°

(Spergel et al. 2007), if we assunig, = 0.24 as suggested both by WMAP3 and the SDSS
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Figure 7.9: FB-mode decomposition of the COSMOS data us{ilv@p>. Left: Analysis based on
our shear catalogue, with error-bars including the unoegtalue to shape noise but not cosmic
variance. Right: Analysis by Massey et al. (2007c), where the inner erros-laae statistical
without cosmic variance, whereas the outer error-barshfwit caps) include an estimate for
cosmic variance. The solid points show the E-mode, wheteagpen circles refer to the B-
mode signal. The curves show theoretical predictions asgar€7.8 (Figure 6 from Massey
et al. 2007c).

baryonic acoustic oscillation measurements (see Segt. R&cently Benjamin et al. (2007)
presented a joint cosmic shear analysis of several largesngrbased surveys (CFHTLS-Wide,
RCS, VIRMOS-DESCART, and GaBoDS) with a total area of approxitydt@0 ded yielding
08(Qm/0.24)°%° = 0.84 + 0.05. Together with the WMAP3 results this suggests thatquesti-
mate is rather low, but within the errors the results are isteist. In fact, given that for example
no extra-ordinarily massive galaxy cluster is present @O SMOS field at redshifts with high
lensing dficiency, one might expect a rather low estimate from the field.

Surprisingly, Massey et al. (2007c) derive a significantiyhler value fotog from their cos-

mic shear analysis of the COSMOS field. Using a similar 2D asislthey flndag( o
0.81 + 0.075 (staf) + 0.094 (sysi), corresponding targ = 0.90 + 0.083 (staf) + 0. 104 (syst)
for Q, = 0.24, which is still consistent with our results if all errorusoes are considered.
Additionally, they perform a 3D analysis by splitting thelaydes into three redshift bins yield-

ing tighter constraintsarg(%)o'44 0.866 + 0.033 (staf)*0932(syst), corresponding targ =
0.96 + 0.037 (staf)*2953 (syst) for Qn = 0.24. This result is no longer consistent with our esti-
mate. However, note that they do not include the correctimrcévariance matrices estimated
from data, which was described by Hartlap et al. (2007). €bidd lead to a significant under-

estimation of the statistical error.
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Figure 7.10: Correlation matrix derived from Gaussian skielt realisations for our COSMOS
analysis, in which we use the correlation function compure®lO logarithmic bins between' 1
(top left of each quadrant) and ‘8®ottom right of each quadrant).

In any case the fact that two analyses of the same data sgayiglost marginally consistent
results is somewhat disconcerting. However, both anafysid®ased on independent data reduc-
tion, shear measurement, and PSF correction methods. tioybar, diferent galaxy selection
criteria are applied, so thatfterences within both the statistical and systematical gmog not
unexpected.

For GEMS the dference between the Heymans et al. (2005) and our estimatg asuld
be explained due to theftierent estimates of the redshift distribution, while thesshestimates
were consistent (Sect. 6.5). For COSMOS the contrigceseems to be the case: Both analyses
are based on the photometric redshifts estimated by Mobashé k2007), where Massei etal.
d2007c) make use of an internal catalogue of the COSMOS awlidion, while we use the public
catalogue, which is based on slightly fewer bands and orides objects with < 25. We
therefore need to include an extrapolation for the redsistribution. This diference might be
responsible for some deviation within the systematic sfrbut cannot explain the totaffect.
Note also that the median redshifts of the estimated digtabs agree well, where we find
Zn = 1.07 while Massey et al. (2007c) estimag = 1.11 including their weighting scheme.
However, Massey et al. (2007c) seem to measure a signifydagtier shear signal, which can be
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Figure 7.11: Histogram showing the likelihood distributitor og estimated from our COS-
MOS data assuming a flatCDM cosmology. The green histogram corresponds to the defaul
Qn = 0.3, whereas the red histogram has been compute@for 0.24, as suggested e.g. by
WMAP3. The likelihood has been marginalised over the ungrs ofh and the redshift dis-
tribution.

seen from Figure 7.8 and Figure 7.9. Of courdedént selection criteria can yield significantly
different shear estimates, but given the similar median redstéfwould expect more coinciding
signal levels.

One reason for the flerent shear estimates could be given by a shear calibraidsnol
one of the methods, but due to the low bias estimated for bipipes in STEP3, where the
Massey et al. (2007c) analysis corresponds to the JR impiatien of RRG, this explanation
becomes rather implausible. Theéfdrences could also originate from thé&eient PSF and CTE
correction schemes, which could be related to the remaiBingpodes detected at small scales
for both analyses. Within the short time available for the GATES analysis we have not been
able to unambiguously identify the reason for thfedent shear signal and postpone this task
for a later stage, when we hopefully have a B-mode free catalatjhand.
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7.7 Principal component analysis of the ACS PSF

Earlier tests of our PSF correction scheme indicate thatctsiracy should be ficient for the
statistical accuracy of the ACS data (Sect. 6.2.4.2). Howdhese tests were based on a limited
sample of stellar fields, all taken with the F775W filter. Cah&issumptions of our correction
scheme are that the PSF variation mainly occurs in a onerdiimeal parameter space, and that
the stellar fields sample this variation well. We decidedutdhfer test these assumptions given
that we detect a significant small-scale B-mode in COSMOS (309t which could be related
to PSF residuals. For this test we perform a principal corepbanalysis (PCA) of the ACS PSF
variation.

A principal component analysis, which is often also reférne as Karhunen-L&ve trans-
form, is a linear transformation of the coordinate systeovialing new basis vectors pointing
in the direction of the principal axes of data variation. ¢&lere perform a PCA of the stellar
field PSF patterns in cdigcient space. This allows us to verify if the observed PSFatiam is
dominated by focus changes.

7.7.1 General description

As described in Sect. 6.2, we fit each of the two anisotropgéderomponents in the stellar fields
with third-order polynomials for each chip, resulting inctal of M = 40 codficients for each
field. For thejth field, we arrange these d@ieients in aM-dimensional data vectat;, where
we denote théth component of the vector ag. Computing the mean and standard deviation of
theith cosdficient from all vectors

j:N 1 j:N 2
: dj, oi= N (dij - W\) ’ (7.8)
=1 j=1

whereN denotes the number of fields, we define the mean-subtractedtandard deviation-
normalised vectok; for each field with components

d: —
x; = i —Mm (7.9)

of
which we arrange in 8 x N dimensional data matrix
X = X1 eoes Xjy ooy XN} - (7.10)
The central step of the PCA is a singular value decompositicf o
X =WxVT, (7.11)

where the orthonormal matrW consists of the singular vectors ¥fand the diagonal matrix
Y = {s} contains the ordered singular values)>ofas diagonal elements. Here tkih largest
singular value corresponds to thkéh singular vector, which is also named tkéh principal
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component. The first singular vector points in the directibrthe strongest variation (largest
scatter) of the data vectoxs from the subtracted mean vector. Then the higher singulatore
define orthogonal directions along which the data vary lesdess.

In the coordinate system spanned by the singular vectas;dfrelation matrix of the data
vectorsC becomes diagonal

C=XXT=WZV'VE'W' = WEZZ'W" = WAW' . (7.12)

Hence, the singular vectors &f can be computed as the eigenvector€CofThe eigenvalues
Ai = & of the diagonal matrixA are equal to the variance of the vectarsalong the direction of
theith principal component.

Due to the normalisation applied in (7.9), the variance efith codficient computed from
all N fields becomes

1 2 1 2
=R -0) = e 2, (i -m) =1 (7.13)
=1 I j=1
Using the invariance of the trace under orthonormal transétions we then find that
i=M
TTA=TrC= > vi=M. (7.14)

i=1
Hence A;/M gives the relative fraction of the total variation of thealatong the direction of the
ith principal component.

Again, the variation of the vectors; is largest in the direction of the (most important) first
principal component, which we name “focus position” (in abitary unit) in our case. The
higher principal components are getting less and less itappras the data show less variation
in these directions. Depending on the accuracy sought, ogiet therefore choose to only keep
the firstL principal components and neglect the data variation aldngigher ones. In some
applications this is used for data compression. Yet, for B Balysis it is the main aim to
describe the PSF variation with a low number of parameters.

Dropping the higher principal components corresponds t@gegtion of X onto the reduced
space spanned by the fitssingular vectors

Yo =W X, (7.15)

where we denote the componentsYgfasy;; andW, has been formed out &%™ by filling rows
L +1,..., M with 0. The data points projected onto the reduced spacehesnlte transformed
back to the original coordinates as

XL =WY,L. (7.16)

Note that a PCA is sometimes performed without the standarhiiten-normalisation in
(7.9), which yields the covariance matrix instead of the@ation matrix in|(7.12), and a fier-
ent normalisation with tha; beingabsolutevariances. The analysis presented here is partially
based on public PCA code by F. Murt&bh

lhttp ://astro.u-strasbg. fr/” fmurtagh/mda-sw/pca.c
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7.7.2 Application to the PSF models

In this subsection we apply the PCA formalism described irt.S€t.1 to the stellar fielODRZ-
PSF models. Here we limit most of the discussion and detailatd to the F814W PSF models
being the relevant filter for COSMOS and a specific Gaussiaar Bltale ofy = 2.8 pixels. The
derived results and conclusions are in qualitative agreeémi¢h those for other filters and Gaus-
sian filter scales (e.g. similar eigenvalues, see| Figl dif#dring in details such as the higher
singular vectors.

mean F814W-DRZ q, poly3  r,=2.8
- ‘ T T T ‘ T T T ‘ T T T ‘ T ]
subtracted mean
r© lal = 0.30 NN
ofl - - e - - - - - - N \
o[ P P \ -
o
) s [N
/////////////// (I
////// VA A A A B I |
—_
o) o VA A A A A A [
x
= O [ i VA A A A I
o
— /7 7 VR R A A A A A A A |
8 ////////////// [ |
Q v s s s s s [ |
>
A A A A [ |
o
(@ 3 I A A A S A A A A A A A [
g I A R A A A A A B R [
L T T T A A S R S A A | | |
E S S |
NN N N v e e e e
NN N N N N S~ s = == s s s
(S el I P | —
0 2000 4000 6000
Xpos [pixel]

Figure 7.12: Mean PSF model computed from all F81BRZ-PSF models fory = 2.8 pixels.
This model is subtracted during the first step of the PCA.

For the F814W star fields, we plot the subtracted mean PSFIrmmBg&y.7.12, and the first
four singular vectors in Fig.7.13. The first singular veattosely resembles what has been
labelled a typical PSF pattern with negative focukset in Sect. 6.2/2 (compare to Fig. 6.5).
Consistent betweenfiierent filters about 60% of the total PSF variation (variarfdd® models
in codticient space) occurs in the direction of this first principainponent, which can be seen
from the normalised eigenvalugg/M plotted in Figl. 7.14 and tabulated in Tab. 7.2. Given that
the first eigenvalue exceeds all higher eigenvalues by at te#e order of magnitude, the first
principal component by far represents the most important.telowever, it is unable to describe
the full PSF variation, where due to the rather slow decreétiee eigenvalues;/M for 2 < | <
23 (see Fig. 7.14), 12 (24) principal components are redquoeapture 90% (99%) of the total
variance.

We plot the cofficientsy;; of the PSF models projected onto the parameter space spanned
by the first four singular vectors in Fig. 7.15. Except for & loumber of outliers the apparent
distribution of occurring PSF models seems to be samplebbyehe star fields confirming the
applicability of our PSF correction scheme. We note thatetfage indications for substructure
in the model distribution within the plane spanned by thd fired third singular vectors. This
possibly indicates some non-linear dependence, whichadvoatl be accounted for by the PCA.
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Figure 7.13: The first four singular vectors for the F81BDRZ-PSF models fory = 2.8 pixels.

However, due to the dominance of the first principal componendid not attempt to correct for
this efect.

In order to further illustrate the relative impact of thé&erent principal components we pick
six PSF models according to their position projected onédfitist principal component = y;j,
but randomly concerning the higher principal componentsFig.7.16 we plot these models
as well as a reconstruction using only the first principal ponent L = I,ax = 1) and residuals
after subtraction of this reconstruction. The first pritipomponent already provides a good
approximation for the overall coherent pattern. Howevegesiduals should be suppressed with
high accuracy, a high number of principal components hasttaken into account.(> 20).
This can be seen from the also shown residuald_fer10, which provides only moderate im-
provement compared to= 1.

As an additional test we perform the analysis using the canee matrix instead of the
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Table 7.2: Eigenvalue /M of the first 10 principal components for filters F606W, F77%\]
F814W, for filter scale, = 2.8 pixels.

/1|606/ M /l|775/ M /l|814/ M
0.665 | 0.588 | 0.637
0.038 | 0.056 | 0.040
0.034 | 0.044 | 0.038
0.029 | 0.042 | 0.032
0.027 | 0.040 | 0.031
0.025 | 0.028 | 0.023
0.024 | 0.022 | 0.023
0.020 | 0.021 | 0.020
0.019 | 0.019 | 0.018
0.015 | 0.016 | 0.016

O©CoOO~NOOULA,WNPR—

[ERN
o

correlation matrix, with very similar overall results. Tb@variance analysis behaves mildly less
stable for high principal components 15, on average leading to slightly stronger residuals if a
large number of principal components are considered.
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Figure 7.14: Eigenvalueg /M of the first 30 principal components for filters F6GO6W, F775W,
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components reduces the residuals only moderately. Fonstshppressioh > 20 is required.
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7.8 Conclusions

In this chapter we have presented an independent weak ¢easalysis of the ACS COSMOS
Survey. Compared to the data sets analysed in Chapter 6, COSkt@8gs an increase in sky
area of approximatly a factor seven. The increased seitgiteveals previously undetectable
indications for remaining systematics, which could notdntified in the short time remaining
for the analysis. Therefore, the results presented hererdyepreliminary, and further tests,
which will hopefully yield a catalogue free of detectablestgmatics, are planned for the time
after this thesis write-up.

As a first result, we reconstruct the projected mass in the COSKield. Our results agree
well with the dark matter maps and baryonic tracers pregelnyeMassey et al. (2007b). Ad-
ditonally, our 2D cosmological parameter estimation ysetd = 0.71 + 0.09 for Q,, = 0.24,
which is in good agreement with the WMAP-3 results. It is dliglhower than most of the re-
cent ground-based shear estimates, @gQ,/0.24)*>° = 0.84 + 0.05 found by Benjamin et al.
(2007). This is not too surprising given the lack of excemidy massive structures in the COS-
MOS field, which still sififers from significant sampling variance. Surprisingly hogreiassey
et al. (2007c) derive a significantly higher value &y from their cosmic shear analysis of the
COSMOS field yieldingrg = 0.90 + 0.083 (staf) + 0.104 (sys) for a similar 2D analysis and
og = 0.96 + 0.037 (staf)*0. 055 (syst) for a 3D analysis, both faR, = 0.24. We do expect varia-
tions within the errors given that both analyses are baséud@pendent data reduction pipelines,
shape measurement and PSF correction methods, findedt selection criteria. However, the
large discrepancy might suggest that further systematorsemay be present in one or both of
the analyses. Our preliminary analysis suggests that thisrence rather originates from the
shear measurement than the estimates of the photometshiftedistribution. Note that both
analyses still slier from B-mode signals at small scales. If the origin for the &des can be
identified and corrected, theftBrence inrg might become less significant.

In any case it will be important to understand the cause #®difierent results. While STEP
tests the actual shape measurement in shear pipelines olatdhdata, this is only one step of
a cosmic shear analysis. Comparisons @edent pipelines on the same dataset as done here are
an important additional test to verify the creditabilityaismological weak lensing studies. In
order to understand the reason for thifedent estimates it might be helpful to perform a direct
comparison of the shear catalogues.

Using a principal component analysis (PCA) we have been ablerify that most of the
PSF variation occurs in a one-dimesional parameter spagehwan be identified as the focus
position. This is an important confirmation for the applitipof our PSF correction scheme.
Higher principal components do play a role if very high aecyris sought. For a future analysis
we are considering to upgrade our PSF correction schemethatPCA, which will allow the
inclusion of higher principal components in the fit depegdim the number of stars present in
the field. A similar correction scheme will surely be neceg$ar dedicated future weak lensing
missions. In addition, the PCA will allow us to split the gafeield ACS tiles into groups with
similar PSF properties, which could prove helpful in ordeidentify the origin of the B-mode
component.

Possibly the detected B-mode signal could also be relatettdnges of the ACS camera
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distortion. We have reported on a possible medium-termatian in Sect. 6.1.2. In addition,
Anderson (2006, 2007) find indications for variations of linear distortion terms, where they
detect both a long-term trend and short-term breathingédad variations. For COSMOS, long-
term variations are unproblematic given that each COSM@Swés observed within one orbit
and the overall distortion is only of order10-#, about two orders of magnitude below the cosmic
shear signal. However, breathing induced variations miigigd to significant misalignments
between the individual exposures, which would be uncoedeby our pipeline. Thisféect could
significantly degrade the PSF in the co-added frame, whialldvoot be taken into account by
our PSF correction scheme. Hence, it could possibly cagseédtected B-mode signal.
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Chapter 8
Other ACS projects

Besides the major ACS science projects described in Chapterd|8,garts of the developed
ACS data reduction and shear measurement pipeline have edsoused in further studies led
by some of my collaborators. In addition, we are still workin further gravitational lensing

studies using ACS data. Here | will briefly summarise sevefdahese projects, following a

chronological order. For details the reader is referrethéocbrresponding papers.

8.1 Measuring the mass distribution of the merging galaxy
cluster 1IE0657-56 with strong and weak lensing

Brad&, Clowe, Gonzalez, Marshall, Forman, Jones, Markevitchd&rSchrabback, & Zarit-
sky (2006) study the strong and weak lensing signal of thegyimgrgalaxy cluster 1E0657-56,
dubbed the “Bullet cluster”, and compare it to the emissiomaif X-ray gas. In this cluster,
which is located at a redshiit = 0.296, recently two sub-components merged nearly in the
plane of the sky, where the sub-cluster left the core of thie wlaster with a relative velocity of
4500 33°km s as deduced from the gas bow shock seen in X-rays. Due to diigsifthe gas

is slowed down and trails behind the galaxies, which foll@sibally collisionless trajectories.

Using new HSTACS images, Bradaet al. (2006) and Clowe et al. (2006) have been able
to study the mass distribution of the system using graweitai lensing. While Clowe et al.
(2006) uses pure weak lensing constraints, Btadal. (2006) combine weak and strong lensing
measurements. | contributed to this work during the redaatif the ACS images, where M&a
Brada&'s pipeline was based on our Mark-I pipeline.

The result of the analysis is illustrated in Figure 8.1 shmthat the major mass compo-
nent resides with the galaxies andt the gas, which contains most of the baryonic mass. This
observation is consistent with the picture that galaxiessarrounded by (nearly) collisionless
dark matter halos, which follow the trajectories of thelatetomponent. Hence, it is currently
considered to be the strongest evidence for the existendarkfmatter. Note that Angus et al.
(2007) claim that they are able to to describe the Clowe eR@Dg) weak lensing-map of the
system in the framework of modified Newtonian dynamics (MQMIthout CDM, if neutrinos

215
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Figure 8.1: The merging “Bullet” galaxy cluster 1IE0657-b6ft Press-release image, where
the central region shows the H&ICS colour image, whereas the outer regions use data from the
Magellan telescope. Red overlays show the location of hayXgas observed by Chandra. Blue
overlays show the location of the major mass componentsreddrom gravitational lensing.
Due to the merger the hot gas, which contains most of the baryoass, is observediset from

the major mass component deduced from gravitational lgnsirhis observation is currently
considered to be the most direct evidence for the existeh@liisionless) dark matter (image
courtesy: Marga Brada). Right HST/ACS image, where the overlaid red contours show the
strong and weak lensing-reconstruction, linearly spaced witlx = 0.1 starting a = 0.5 for

a fiducial source redshift, — . The white contours indicate X-ray brightness measureh fro
500 ks Chandra ACIS-I observations. North is up and East istledtfield is 49 x 3!2, which
corresponds to 1300 830 kp€ at the redshift of the cluster (Figure 4 from Brédst al. 2006).

have masses of 2 eV. The Karlsruhe Tritium Neutrino Experimgr(KATRIN) was designed
to measure the mass of the electron neutrino with an accuwfa@y? eV. Thus, this loophole
for MOND may be closed soon. In addition, it has not been shtivah MOND is also able
to describe the steep inner mass profiles derived from thébicwu strong and weak lensing
analysis.

8.2 Comparing X-ray and gravitational lensing mass estimates
of the most X-ray luminous galaxy cluster RXJ1347.5-1145

The galaxy cluster RXJ1347.5-1145 0.451) is the most X-ray luminous galaxy cluster know
to date. It has already been subject of numerous lensing aray Xtudies (see e.g. Gitti et al.
2007; Brada et al. 2005; Cohen & Kneib 2002, and references therein)clwhowever led to
significantly discrepant results.

lhttp ://www-ik. fzk.de/ "katrin/index.html
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Our collaboration successfully applied for HACTS observations of the cluster, which have
been carried out in HST Cycle 14 (proposal 10492, Pl: Thomaserjron March 9-11, 2006.
The cluster was observed in the three filters F475W, F814WF&50LP for 5280s each.

My task was the reduction of the data, first with an upgradesior of the Mark-I pipeline,
and later the improved Mark-I11 pipeline. In addition, | cteéweak lensing catalogues from the
co-added F814W image, similarly to our analysis of the COSM@ia (Chapter|7).

Figure 8.2: The F475W-F814W-F850LP colour composite ofdlister RXJ1347.5-1145.
Overlaid in red contours is the preliminary surface massitigfrom the combined weak and
strong lensing mass reconstruction. The contour levelsraaarly spaced witlhk = 0.2, starting
at« = 0.5, for a fiducial source at a redshift af — . The linearly spaced X-ray brightness
contours are overlaid in yellow and have been determinad 6@ ks Chandra ACIS-I observa-
tions. North is up and East is left, the field i& 25, which corresponds to 830870 kp¢ at
the redshift of the cluster (from Bradat al. in prep.).

The data have been used for a strong lensing analysis (tadiall. 200\7) and a combined
strong and weak lensing analysis (Bré@aal. in prep.). A central aspect of these analyses is the
identification of new multiple-image candidates from the Ad#$a. The preliminary combined
strong and weak lensing analysis yields a projected massastfor the cluster centri®l (<
350kpc)= (5.9 + 0.5) x 10'*M,,, which is in in excellent agreement with X-ray mass estimate
from Chandra data yieldinlylx (< 350kpc)= (6.6f8;2) x 10'*M,,. Figure 8.2 shows an image of
the cluster core with a preliminaryreconstruction using the strong and weak lensing analysis
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in comparison with X-ray estimates. For the full ACS image Biggire 3.4.

8.3 HAGGLeS: The HST Archive Galaxy-scale Gravitational
Lens Survey

As already mentioned in Sect.5.3, we joined forces with tR&GBLeS Project lead by Phil
Marshall for the reduction of a large fraction of the ACS avehiMost of the HAGGLeS fields
have been reduced at the time of the write-up using our Margeluction pipeline, and are now
being further analysed.

For the HAGGLeS field selection we excluded large surveyb pitblicly available reduced
images such as GEMS, GOODS, COSMOS, EGS, and the Hubble Déds figlso galac-
tic fields or observations of nearby galaxies filling the enfield-of-view have been rejected.
HAGGLeS consists of two main data sets, which partially ager

8.3.1 The HAGGLEeS strong lens search fields

Fields with an exposure time of at least 2 ks in two or more thioand filters have been selected
for the strong lens search. For the automatic lens searolicmiformation is critical to reliably
select multiple image candidates. The strong lens portidiAGGLeS comprises a total of 224
fields.

Strong lens candidates identified by the lens robot are Wsugpected using our web-tool
(Sect. 5.3.8). Afirst paper describing the project, datt deduction, and first results is currently
been written (Marshall et al. in prep.).

8.3.2 The HAGGLeS weak lensing fields

For the cosmological weak lensing analysis we do not requiiservations in multiple filters,
but it is crucial that we select quasi random pointings. Fameple, the ACS archive contains
a large number of observations of galaxy clusters. If inetydthese fields would lead to a
significant over-estimation afg. To minimise potential selection bias we require that a figld
either observed in parallel mode or has been pointed at ettaith z < 0.07 orz > 1.2, yielding
very low lensing éiciency at the target redshift. In the case of parallel olz@ms a potential
bias may arise from primary observations pointing at galaugters, which could significantly
affect the shear signal in the parallel field. However, it is gadego test for such a bias, e.g. by
investigating the shear signal as a function primary tactgess. In addition, such a bias will lead
to a net mean shear depending on the relative position ofdhe@s, e.g. a mean positiye
signal for primary observations with WFPC2.

For this survey we require a minimal exposure time of 1200 of the broad band filters
F606W, F625W, F775W, or F814W, with a minimum number of theegosures to enable good
cosmic rays rejection. With these selection criteria wenese that the whole data set will
amount to approximately 440 pointings or a total area.B2 tled, consisting of~ 69% parallel
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and~ 31% primary observations. We also refer to this data seteasgktended ACS Parallel
Survey”.

This survey is relatively complimentary to COSMOS: due to Itieny independent lines-
of-sight the impact of cosmic variance will be minimal. Ydte survey will be limited to rela-
tively small scales, for which we expect to constrain thaltotatter power spectrum with high
accuracy. At a typical lens redshift with high lensinflii@ency ¢ ~ 0.4) the ACS field size
corresponds to a physical (co-moving) separatior afMpc, for which current predictions of
the non-linear power spectrum seem to bffisently good to obtain interesting constraints on
og. We also expect to obtain tight constraints on the smallessab-arcminute power spectrum.
These cannot be used to constraindue to the current lack of accurate theoretical predictions
at a regime when baryons become important. However, theasurements can then be used to
test simulations helping to understand the impact of basyonthe power spectrum.

8.4 STAGES: the A90)A902 super-cluster field

STAGES (HST GO-10395, PI M. E. Gray) is & 3B0 mosaic consisting of 80 AGB/FC tiles,
each imaged for one orbit (1960 s) with four dithered expeswsing the F606W filter. It has
been pointed at the known galaxy super-cluster Abel/902 = 0.16) and is therefore not
suited for cosmic shear measurement, but can be usedferatit weak lensing studies.

We have reduced the images using our Mark-I11 pipeline anateteweak lensing catalogues
similarly to our analysis of the COSMOS data. Figure 8.3 shavseliminary weak lensing
mass reconstruction of the field. With this study we aim tosti@in the total cluster mass and
projected mass distribution. We also want to verify the texise of a dark matter filament be-
tween A901a and A901b, which has been reported by Gray &2( on the basis of shallower
ground-base data.

A key ingredient for further studies with the data are acmupdotometric redshifts. Photo-
metric redshifts have been measured for the field as parteo€CtBMBO-17 project. However,
these data are relatively shallow, so that redshift esémate only available for a minor fraction
of the source galaxies. Kitching et al. (2007) use the COMBQ®@etighifts in combination with
the ground-based weak lensing catalogue of Brown et al. (2@08pply the so-called shear-
ratio-test for the field. Here the relative strength of theastsignal is measured as a function of
redshift, which is a sensitive cosmological test. In comabiom with a deep photometric redshift
catalogue the high-resolution ACS images would allow us tthtanalysis with substantially
increased statistical accuracy. The low dependence of sie@surements with our pipeline on
galaxy magnitude and size, which was demonstrated for STE&S. 4.4), would be very useful
for such a 3D analysis.
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G02 group

Figure 8.3: Preliminary reconstruction of the projectedsia the 30x30 STAGES A901A902
super cluster field using our shear catalogue. The maxinketiibod reconstruction takes noise
propagation and Wiener filtering into account as suggestétli’ Keeton (2002), implemented
by Patrick Simon, and detailed in Hetterscheidt et al. (eppr. North is up and East left. The
known galaxy clusters A901a, A901b, and A902 are marked,edsas the signal of a galaxy
group discovered by Gray et al. (2002). Note the much steepmale compared to Figure 7.4.
Contours show-levels spaced by« = 0.01 starting ak = 0.03.



Chapter 9

Conclusions and outlook

| will summarise the main results and conclusions in Sett.&nd elaborate on future perspec-
tives in Sect.9.2. For a more detailed discussion and ceiacia from the individual science
projects see the concluding sections given at the end ofazallgsis chapter (chapters 4, 6, and

7).

9.1 Conclusions

With this thesis project | was given the extraordinary opoity to contribute to the exciting
field of cosmological weak lensing at a time when it was tugnimo a mature field of preci-
sion cosmology. Besides growing surveys, such as the on@hihgl Legacy Survey, this time
has seen substantial development of weak lensing methitidéed and enhanced by the STEP
Project, in preparation of future generations of surveys.

With the STEP blind tests we provided benchmarks quantifyfre accuracy of the fierent
weak lensing pipelines and helping to identify and elimérgtstematic errors and biases. During
the course of three STEP projects we successfully imprdvedrtean shear recovery accuracy
of our KSB+ pipeline from the~ 20% to the~ 2% level, with a~ +£5% variation as a function of
magnitude and size only. Similarly well tuned pipelinesénthe potential to serve asfiaiently
accurate tools for current surveys, such as the work preddmdre, but also surveys as large as
the CFHT Legacy Survey. For the coming generation of surveysh as PanSTARRS-1 and
VST/KIDS, a systematic accuracy ef 2% will be suficient for the early phase but ultimately
dominate the total error budget for the completed survesapd? correction for systematic errors
will be even more crucial for fourth generation surveys sashDES, PanSTARRS-4, LSST,
DUNE, and JDENMSNAP, requiring sub-percent level accuracy. Due to sevieradlamental
shortcomings and limitations we do not expect that the k&@malism will be able to reliably
reach this level of accuracy. This underlines the urgerd i@develop and improve new methods
such as the ones described by Kuijken (2006) and Nakajima &$ein (2007), combined with
continued STEP-like tests.

Previous ground-based surveys have measured the cosmaicsifpeal from several tens of
square degrees. Recently, Benjamin et al. (2007) presentaot apalysis of cosmic shear data
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from the CFHTLS-Wide, RCS, VIRMOS-DESCART, and GaBoDS surveysplaring to a
total sky area of 100 deg, from which they findrg(€,/0.24)°%° = 0.84 + 0.05.

For space-based surveys covering a mosaic of a single fisldifficult to provide compet-
itive constraints orrg due to strong influence of sampling variance. Especiallyot@e ded
GEMS Survey targeting th€handra Deep Field Southeems to difier from strong sampling
variance. For this field we obtain an estimate for the powecspm normalisation ofrg =
0.59*013 (stat) + 0.07 (sys), for a fixed matter densi@y, = 0.24* assuming Gaussian sam-
pling variance (see Sect. 6.5). This estimate agrees oniginaly with the WMAP-3 result
of o = 0.761'332° (Spergel et al. 2007) and is significantly below the valuentbby Ben-
jamin et al. (2007). From this discrepancy we conclude thate is a significant under-density
of compact foreground structures in the CDFS. This is alssistent with results from Phleps
et al. (2007), who find a significant depletion of red galaxiethe field. Note that Heymans
et al. (2005) originally derived a higher valug = 0.79 + 0.15 (for Q,,, = 0.24) from the GEMS
data. While we have been able to show that their and our sheasureaments agree with a
relative accuracy ot 3%, we found that theirg estimate is most probably biased due to an
under-estimation of the mean redshift of the survey.

Studies performing ray-tracing through N-body simulasiordicate that non-linear evolution
leads to significant non-Gaussian sampling variance (Kgiler & Schneider 2005; Semboloni
et al. 2007; Hartlap et al. in prep), which suggests that vieadly under-estimate the statistical
uncertainty. The frank conclusion is that the sky coverdg8EMS is too small to yield repre-
sentative cosmological parameter constraints using eosha@ar. The concluding picture is that
the line-of-sight in the CDFS mostly passes through voidsreds compact structures are rare.
Following from the preliminary ray-tracing comparison bgrtap et al. (in prep.), this seems to
be a peculiar, but not extraordinary rare configurationj@assg a WMAP-3 cosmology.

Note that ourrg estimate from the CDFS was more discrepant with other weakrigmesults
at the time of the analysis. For example, early results froenGFHTLS yielded significantly
higherog estimates ofrg = 0.86 + 0.05 (Semboloni et al. 2006) anc = 0.85+ 0.06 (Hoekstra
et al. 2006) computed f&e,,, = 0.3, which corresponds g = 0.98 + 0.06 andog = 0.97 + 0.07
for Qn, = 0.24. However, with the new Benjamin et al. (2007) analysis,ciwiimakes use of a
carefully calibrated redshift distribution and considessent STEP results, the tension has been
significantly reduced. It will be interesting to observehisttrend towards lowerg estimates
from cosmological weak lensing studies continues in the-Sa€P era.

We presented a preliminary analysis of the ACSOSMOS Survey in Chapter 7. Although
this is also a single mosaic field, the approximately sevewdilarger sky area of @4 ded
considerably reduces the influence of sampling variancepeoed to GEMS. From our analysis
we have been able to confirm the main features of the projetdeki matter maps published
by Massey et al. (2007b). Both maps show several mass peaksaies with galaxy clusters
and groups, partially connected with filamentary structi{see Figure 7.4). In addition, a huge
relatively empty region is visible in the lower right (soutlest) quadrant of the mosaic, with

INote that the results in Chapter 6 are quotedCgr = 0.3, as traditionally done in cosmic shear studies. For
the comparison presented here we follow the example of B@njat al. (2007) to refer to the best-fitting WMAP-3
value to ease the comparison.
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a diameterz 9h~! Mpc at a typical lens redshift ~ 0.4 (assuming a flanCDM cosmology).
We expect that this line-of-sight has similar statisticalgerties as the GEMS Survey, being a
projecting of mostly voids along the line-of-sight, but wid dot test this quantitatively.

From the COSMOS data we have been able to measure the cosrarcsgljeal at a wide
range of scales!@ < # < 80. At small scales we detect a significant B-mode signal, where
the dfected scales are¢ < 0/7 for &g andd < 5 for (M?2). Similar indications for remaining
systematics have been reported by Massey et al. (2007chéardnalysis of the data. In our
preliminary cosmological parameter estimation we only Bsaode free scales, and a redshift
distribution based on the public redshift catalogue by Miiea et al. (2007). From the COS-
MOS data we obtain an estimate for the power spectrum nosatenog = 0.71 + 0.09 for
Qn, = 0.24 assuming Gaussian cosmic variance, which is fully ctersisvith the WMAP-3 re-
sults. Yet, our estimate agrees only marginally with regeotind-based estimates, which favour
slightly higher values oérg. However, the fact that no extraordinarily massive galdwgter is
present in the field at redshifts with high lensin§@ency (see e.g. Massey et al. 2007b) might
suggest arg estimate rather at the low end of the expected range. Thudindet surpris-
ing that our measurementftiérs significantly from the Massey et al. (2007c) estimatettier
same field, who findrg = 0.90 + 0.083 (staf) + 0.104 (sysf) from a similar 2D analysis and
og = 0.96+ 0.037 (staf)*0 935 (syst) from a tomographic analysis, both {0, = 0.24. Note that
differences within the statistical and systematic errors aramexpected, given that independent
data reduction and shear measurement pipelines have bgl@gdaps well as dierent selection
criteria. Yet, their 3D and our 2D results are clearly notsistent. Until the time of the write-up
we have not been able to unambiguously identify the origmtlics discrepancy, but prelimi-
nary results suggest that it is rather related to the achedrsmeasurement than uncertainties
of the redshift distribution. We will continue to investigahis discrepancy, but note that both
catalogues still contain indications for systematic atlsstales. Once these are eliminated, the
discrepancy might (partially) resolve.

Compared to ground-based surveys the strength of currecé4@sed weak lensing mea-
surements is clearly given by the strongly increased gataxgber density. This is crucial for
dark matter mapping which requires local shear informathrt also helpful to constrain the
cosmic shear signal at small scales. Measurements of tn@cshlear signal at sub-arcminute
scale (corresponding to physical separatigr&)0 kpc for typical lens redshifts), are only mod-
erately useful to constraimng due to uncertainties in theoretical predictions whichefism the
influence of baryons (Rudd et al. 2007). However, measureradrihe small-scale signal can
be used to actually study the inter-relation of dark and daicy matter. Also, they are useful
to estimate the achievable accuracy of local weak lensingections, being relevant for exam-
ple for type la supernovae studies. To a certain degree seelsumements can be derived from
mosaic observations such as GEMS and COSMOS. However, mearlstructure growth is ex-
pected to mix power from tlierent scales, so that the small-scale signal measured flamedy
under-dense field such as GEMS cannot be expected to bedprysentative. For this purpose a
shear measurement from a large number of random pointingoaigled by the Extended ACS
Parallel Survey (Sect. 8.3.2) is expected to be more uggifidn that it minimises the error due
to sampling variance. In addition, the field-of-view of ACSasge enough to provide additional
shear estimates in the angular ranges16 < 4’ from single pointings, which can be used to
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constrainog.

In Chapter 6 we have already investigated a sample of 59 ealtisfirom the ACS Paral-
lel Survey. From these data we clearly detect a significamaiskignal (Figure 6.25), which we
however do not yet use to constratg because of remaining systematics in the data, manifesting
in a significant average alignment of the galaxies with thageny—axis. Several tests indicate
that this spurious signal is not related to the degradatichedACS charge transfefficiency,
which leads to a similar signature for later observatiorchaas COSMOS, but is caused by the
poor data quality of a large fraction of the data. For thedddiéhe lack of dithering leads to
various artifacts such as bad columns in the reduced datahwbkem to be responsible for the
false signal. Due to these findings we spent a substarif@t énto further improving our data
reduction pipeline (to the Mark-II state), which shouldallus to reliably rejectfiiected galax-
ies. However, the analysis of the Extended ACS Parallel Suwieich comprises approximately
440 independent fields, is only just starting. Thus, the owed accuracy of the updated pipeline
still has to be demonstrated.

Cosmological weak lensing studies with ACS, such as the orsepted here, but also the
work by Heymans et al. (2005); Rhodes et al. (2007); Leautleaadl (2007) and Massey et al.
(2007c) play a pathfinder role for dedicated future cosmeastimissions from space such as
DUNE or JDEMSNAP: Firstly, current surveys act as proof of concept forisaged future
projects. They also provide first estimates for the smallessignal, which can be used as input to
estimate the accuracy of future studies. Furthermoregnuprojects with ACS yield substantial
technical expertise, which will be very valuable for therpiang, conduction, and analysis of
future surveys. Following from the experience with ACS fetunission should for example
aim to achieve maximal thermal stability to minimise tenglorariations of the point-spread-
function. Also, it will be crucial to use hardened CCD chips,iathare subject to less CTE
degradation. Concerning the analysis of future surveydsteach as our PSF interpolation
scheme (Sect. 6.2.4), possibly upgraded using a princgmaponent analysis (PCA) similarly to
the one described in Sect. 7.7, will be very valuable to aghilee systematic accuracy sought.

In addition to the cosmological weak lensing studies, paftsur ACS data reduction and
weak lensing pipeline have also been used for studies okgalasters, led by some of my
collaborators. Here the high resolution and sensitivitf4&T/ACS enables detailed studies of
the total matter distribution using strong and weak graigiteal lensing. These include investi-
gations of the galaxy clusters 1E0657-56 (Sect. 8.1, Bratdal. 2006) and RXJ1347.5-1145
(Sect. 8.2, Halkola et al. 2007, Bradat al. in prep.), where the first one yielded the currently
most direct evidence for the existence of dark matter, aad#icond one allows for a very accu-
rate comparison of X-ray and gravitational lensing massnesés.

9.2 Outlook

The results of this thesis project provide the starting plmnseveral future projects:

It will be one of the first goals to improve the COSMOS shearlogtze, ideally to achieve
a B-mode signal consistent with zero. An upgrade of the PSfection scheme using the PCA
results might be a useful tool to reach this goal. In addjtigmian to investigate if changes in the
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ACS field distortion could be responsible for the systemagoa. If this is the case, a further
upgrade of our pipeline and re-reduction of the data will éguired. Once an improved cata-
logue is found, it can be used for several interesting sei@pplications, such as a tomographic
analysis which might resolve some of the discrepancy to theddy et al. (2007c) results. In
addition, we plan to use it for a detailed comparison withugib-based shear estimates from the
CFHTLS Deep Survey and galaxy-galaxy lensing studies.

The progress of our study of the STAGES A@8902 field (Sect. 8.4) depends on the avail-
ability of good photometric redshifts. If we are grantedesscto the COMBO-17 redshift cat-
alogue of the field, we will be able to study the detailed massibution of the clusters in the
field. In addition, we are aiming at measuring the shear $ighA901 as a function of source
redshift. This geometric shear-ratio test can be used tetan cosmological parameters in-
cluding the dark energy equation-of-state paramestas demonstrated by Kitching et al. (2007)
from a shallower ground-based catalogue of the field. Tharacy of our analysis would then
be limited by the depth of the COMBO-17 redshift cataloguegdsally one would aim to obtain
deep multi-colour ground-based data from a wide-field imagea telescope in the 6—-8m class.

After completing the data reduction we are currently stgrthe analysis of the Extended
ACS Parallel Survey. This survey will provide an interestogmparison to COSMOS, and
possibly help to identify the origin of the COSMOS B-mode sigr@nce free of systematics,
we want to constrain the small-scale power spectrum frord@te with high accuracy, providing
constraints owrg and the inter-play of baryons and dark matter. We also plantduct a galaxy-
galaxy lensing study from the survey.

The combined data from COSMOS, GEMS, and the Extended ACSé&l&@afvey will form
the largest space-based dataset for cosmological wealkdemeasurement for several years.
After the loss of ACS, the Wide Field Camera 3, which is curgestheduled for installation on
board HST in August 2008, will constitute an instrument vaiimilar weak lensing capabilities
as ACS. It will be very powerful for studies of galaxy clustelsit due to its slightly smaller
field-of-view and optical sensitivity, no significant immement for cosmic shear measurements
is expected compared to ACS. On the other hand large dedigedadd-based surveys are either
already on their way (CFHT% or soon to begin (PanSTARR@;l/ST/KIDéZ, DES). There-
fore, cosmic shear will mostly become the domain of widedfggbund-based surveys for several
years. The extreme accuracy sought for detailed studiear&fahergy might, however, only be
reachable using a dedicated space-based mission such 2= mUdhe of the Joint Dark Energy
Missions (JDEM) SNAPand DESTIN‘@, which are currently proposed to funding agencies.

http://www.cfht.hawaii.edu/Science/CFHLS/
Shttp://www.pslsc.org/
4'http://www.astro—wise.org/projects/KIDS/
5http://www.darkenergysurvey.org/
®http://www.dune-mission.net/
7http://snap.lbl.gov/
E‘http://www.noao.edu/noao/staff/lauer/destiny.h1:m


http://www.cfht.hawaii.edu/Science/CFHLS/
http://www.ps1sc.org/
http://www.astro-wise.org/projects/KIDS/
http://www.darkenergysurvey.org/
http://www.dune-mission.net/
http://snap.lbl.gov/
http://www.noao.edu/noao/staff/lauer/destiny.htm
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Appendix A

The KSB+ formalism

In this section | will outline the technique developed by $&i Squires, & Broadhurst (1995),
Luppino & Kaiser (1997), Hoekstra et al. (1998) for the pesptead-function (PSF) correc-
tion of galaxy ellipticities, closely following the desption in Section 4.6.2 of Bartelmann &
Schneider (2001).

The observed brightness distributitfi6) of a galaxy image is given as the convolution of
the PSF unfiected brightness distributidii@) with the PSHP(6)

WWm=bf&¢u@Pw—¢x. (Al)

In the KSB formalism it is assumed that the anisotropic pBR i small and thalP can therefore
by decomposed into an isotropic p&t° and an anisotropic pag; such that

P@=f&mww%—m, (A2)

whereP'° andq are both normalised to unity and have vanishing first moments
The coordinate system is chosen such that the image centeraited at the origin. The
position of the image center is definded by a vanishing fiigihibness moment

f d’0 W(6%)61 () = 0, (A.3)

whereW(#?) is a weight function, which truncates the integration farge distances = |6|
from the image center. Since gravitational lensing coreesurface brightness, the center of
the image is in principle mapped onto the center of the souAdéhough this is not strictly
true anymore due to the introduction of the weight functié(®?), deviations are expected to be
very small. We will assume that all image centers are locatede origin of the corresponding
coordinate systems.

Galaxy ellipticities are defined in terms of the second—-olbdghtness moments

Qj = f d?oW(6%)6:6;1(8), i, j € {1,2) (A.4)
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as :
ez Qu E?l?f 5222' Qiz. (A.5)
A.1 Influence of PSF anisotropy
By inserting (A.2), we can rewrite (A.1) as
1956) = [ a0 - o)1), (A.6)
where we have definded the brightness profile
1=0) = [ ol @P=0-), (A7)

which would be observed if the true image would only be snehyean isotropic PSF. Inserting
(A.7) into (A.6) it can be shown that
o*f

+0(d), A.8
Torda (@) (A.8)

f d’0 £(6)1°°%6) = f P 1°°(p) f () + %le f &’ 1°%(p)

with
Qu = f o o(p)ewa » (A.9)

holds for an arbitrary functiori(@). Here we used thaj is normalized and has vanishing first
moments. In the KSB formalism it is assumed that the anipgtod the PSF is weak. Therefore,
only terms linear irg are considered henceforth. By insertifh@) = 6i6;W(6?) into (A.8), we
find that the second—order brightness mom&?s andQ*° are interrelated by

62
o)

i 1
0= Q- 5% f el ®*Np)
where we used Einstein summation convention. By calculahagelevant combinations 6;

' tr(QiSO) = tr(QObS) — Xola »
Q- Q%) = (Qh°- Q3) — Xaall (A.12)
2QIlSZO = ZQ?L)gS - xZaqa' P

|eioW(e?)] . (A.10)

where we defined

Xp = f GP1°P) [ (W -+ 210PW) 845 + 1 (@Ds @)W (A12)
o= um Gz, (A.13)
© = 2w, (A.14)
X, = f Pl p)na () (2W' + [0lPW") | (A.15)
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with the Kronecker symbai,; and
m(p) = ‘Pi - ‘Pg’ m2(p) = 20192, (A.16)
we find that the ellipticitieg’s® ande®®s, which were defined in (A.5), are interrelated as
e = &~ P (A.17)
Here we defined themear polarisability
P = (rQ) " (X — %) (A.18)

which characterises the response of the ellipticity to a &3sotropy.

The anisotropy kernej has to be measured from the observed shape of stellar imaipes.
stars are point-like sources which are nfieeted by lensing, they would have zero ellipticity in
the absence of PSF anisotropy and tH&s = 0. Here the asterix indicates that stellar images
are considered. Therefore the anisotropy kernel at thiausspalsition is given by

(Psm *) obs* (A.lg)

A.2 Influence of PSF smearing
As the next step we relate the intrinsic brightness distidiouwith 1S°. Inserting the brightness

distribution of a lensed image as givenin (3.11) into (A1) &ransforming to source coordinates
yields

1'5°(9) = f e 15(AP)P(0 - )

— i 218 isofg _ g-1r7) — |
= det?lfd L13(Q)P™(0 — AE) = 1(A6). (A.20)
In the last step we defined the brightness moment
[(6) = f Pl ()P - ¢) with P(6) = dlmP'SO(ﬂ 19), (A.21)

where the normalised functidhhas zero mean and is anisotropic in the presence of shear.
In order to find a relation between the ellipticitiesI&f andl, we consider the second-order
brightness moments of the latter as definded in (A.4)

8, = f 285, (BW(?) . (A22)

In the weak lensing regime, and thus for small distortiomg can employ a Taylor expansion
of the weight functiodW(g) in (A.22) to first order, yielding the following relation tveeen the
ellipticities € ande’°:

€ -8, =Pigs. (A.23)
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where we have defined tishear polarisability E’[} as

P = 26,4 — 26650 + €M, + D,y ,With (A.24)
2 . )

Mg = _trQisofdzglglzllso(e)W 1n.(0) and
2 : ,

P = e f FO1=OW 70(0)15(6)

(A.25)

Although P;j,} is defined in terms off*°, we can directly calculate this tensor from the brightness

profile 1°5S, since the dference only yields terms in second orderof
We can decomposde into an isotropic and an anisotropic part analogously t@)A.

)= [ doa@Pe- o). (A.26)
If we then define the brightness profile
0 = [ der@Pe-). (A27)
which would be observed from a source only smeared by arojgictPSF, we find
= [ delae-o. (A.28)

Since the relation betwedrandi® is the same as the one betwéd&#%and!'°, the corresponding
ellipticities fulfill in analogy to [(A.17):

& =&, - Pyes. (A.29)

wherePs™in principle has to be calculated fromHowever, we can again calculd®™ from the
observed brightness distributid?Ps, since diterences are of second ordegirand are therefore

neglected.
Combining ((A.23) with|(A.29) we find
& = & + PSgs + P3G (A.30)
From the fact tha€” ande®° both vanish for stellar images follows
Go = - (P™),5 P3'g, . (A.31)
If we then define
oy = Po — P[P P (A32)
and combine Eqgs. (A.17) and (A.30), we finally obtain
& = €0~ Pojts — P05 (A33)

This equation interrelates the observed ellipticity to eéligticity of the source under the influ-
ence of an anisotropic PSF and a gravitational shear. Shecexpectation value & is zero,
e’PSyields an estimate of the reduced shgaf the PSF anisotropy is corrected.
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