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1 Introduction and main results

In this thesis, we study the coarsening process and its underlying mechanisms of thin
viscous liquid films on solid substrates. The time-evolution of these films is well-described
by the so-called lubrication approximation, which relies on the assumption that the
typical horizontal length scale of the liquid on the substrate is large compared to the
typical vertical length scale. In this regime, the evolution of the liquid film is governed
by the competition between driving energetics and limiting viscous friction, which is
encoded in the Rayleigh principle, see Section 1.2. The underlying equation is the thin-
film equation, a fourth-order parabolic equation for the time-dependent film height h =
h(t, x) > 0 above the substrate, see Figure 1.1.

vapour

liquid

solid

h(t, x)

x

h

x ∈ Ω

Figure 1.1: A liquid film on a solid substrate defined by the height function h.

Now let us present the mathematical framework for our studies: Let Ω ⊂ Rd (d = 2 is
physical) be the region of the substrate surface under consideration. In the following,
we consider smooth solutions h : (0,∞) × Ω → (0,∞) of the thin-film equation in
non-dimensionalized form

∂th+∇ · J = 0, (1.1a)

J = −m(h)∇δE
δh

(h). (1.1b)

We assume no-flux and equilibrium boundary conditions:

∇δE
δh

(h) · ν = ∇h · ν = 0 on (0,∞)× ∂Ω, (1.1c)

where ν denotes the outer normal of ∂Ω. Here, the energy functional is defined by

E(h) =
∫

Ω

1
2 |∇h|

2 + U(h) dx, (1.2)

see Section 1.2, and δE
δh denotes the L2-gradient of E with respect to h, that is

δE

δh
(h) = −∆h+ U ′(h). (1.3)
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1 Introduction and main results

The boundary conditions (1.1c) ensure that the total mass
∫
Ω h dx is conserved and that

the total energy E(h) is a Lyapunov functional:

d

dt

∫
h dx = 0, (mass conservation) (1.4)

d

dt
E(h) = −

∫
1

m(h)
|J |2 dx. (energy dissipation) (1.5)

Note that we will skip the integral subscript Ω if it is clear from the context. In fact, E
is much more than just a Lyapunov functional, the dynamics are a gradient flow w.r.t.
E, which can be formulated with the help of the Rayleigh principle: At any time, the
flux J minimizes

1
2

∫
1

m(h)
|J |2 dx+

∫
∇δE
δh

(h) · J dx. (1.6)

Indeed, the Euler–Lagrange equation of (1.6) is just given by (1.1b), and the change of
the film height h is defined by the continuity equation (1.1a).

The model features two constitutive functions: U = U(h) and m = m(h). We first
address the role of U , the so-called intermolecular potential. We consider a general class
of potentials of the form [4]

U(h) := σ1
σ2−σ1

h−σ2 − σ2
σ2−σ1

h−σ1 + 1 for 0 < σ1 < σ2, (1.7)

see Figure 1.2 for a typical shape.

0 1 10
film height h

1

p
o
te

n
ti

a
l
U

1

limh→∞ U (h) = 1

1

Figure 1.2: A typical shape of the intermolecular potential U of the form (1.7).

We normalize U such that

arg min
h
U = 1 and lim

h→∞
U = 1. (1.8)

Loosely speaking, U allows for two equilibrium heights: h = 1 (the equilibrium height
of the so-called precursor layer) and h = ∞. Up to translation, there is a unique one-
dimensional minimizer of E, which connects these two states, see Figure 1.3. We observe

2
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Figure 1.3: The normalization of the potential U (1.8) sets the asymptotic film height 1
in the precursor layer and the effective contact angle

√
2 of the minimizing

profile (in blue).

on the one hand, that the asymptotic film height is equal to arg minh U = 1 as x→ −∞,
and on the other hand, that the effective contact angle is set by

lim
x→∞

∂xh(x) =
√

2(limh→∞ U(h)−minh U(h)) =
√

2. (1.9)

Hence, length and height in this model are non-dimensionalized in such a way that both
the height of the precursor layer and the contact angle are unity.

Now we consider the other constitutive function, the so-called mobility function m =
m(h). We restrict our attention to the following parametric form

m(h) := hq, q ≥ 0,

where we call the parameter q the mobility exponent. In particular, this means that we
have chosen the time scale in such a way that the mobility is unity in the precursor
layer. The appropriate exponent q depends on the underlying rheology, see Section 1.2,
in particular, q = 2 and q = 3 are physical. As we shall see, the exponent q will play a
crucial role with a crossover at exactly the physically relevant exponents.

To familiarize ourselves with m, we consider the following Gedankenexperiment, which
investigates the energy dissipation rate in a particular scenario, see Figure 1.4: How
much dissipation

∫
1
m |J |

2 dx costs the translation Ẋ of the one-dimensional minimizing
profile under the constant flux boundary condition J = J∞ at x = −∞ ? An elementary
integration of the continuity equation −Ẋ∂xh+ ∂xJ = 0 yields that J is of the form

J = Ẋ (h− 1) + J∞.

Therefore, we obtain the dissipation rate on the interval [0, R]∫ R

0

1
m
|J |2 dx = (J∞)2

∫ R

0

1
m
dx

+ 2 ẊJ∞
∫ R

0

1
m

(h− 1) dx+ (Ẋ)2
∫ R

0

1
m

(h− 1)2 dx, (1.10)

3



1 Introduction and main results

J
∞

h

Ẋ

x

R0

Figure 1.4: The translation Ẋ of the minimizing profile subject to the flux boundary
condition J∞.

where we think of R � 1. In the last two integrals in (1.10), we observe the following
crucial crossovers in the leading order contribution to the dissipation:

• In
∫ R
0

1
m(h− 1) dx, the leading order contribution comes

– for q ≤ 2 from x ∼ R where h ∼ R, and

– for q > 2 from the transition region between the linear and the constant
profile h ≈ 1.

• In
∫ R
0

1
m(h− 1)2 dx, the leading order contribution comes

– for q ≤ 3 from h ∼ R, and

– for q > 3 from the transition region.

In view of mass conservation (1.4), it is relevant to investigate minimizers of the energy
E given the (excess) volume. According to (1.3), these are characterized by

P :=
δE

δh
(h) = −∆h+ U ′(h) = const,

where the pressure P > 0 plays the role of a Lagrange multiplier. For any excess volume
V =

∫
(h − h∞) dx � 1, where h∞ ≈ 1 denotes the asymptotic height of the profile

as |x| → ∞, there exists a (up to translation) unique minimizer, called the equilibrium
droplet profile, which is radially symmetric, see Figure 1.5. The profile is parabolic and
the effective contact angle is

√
2. This implies that the excess volume V , the droplet

radius R, and its energy E are related by

V ∼ Rd+1 and E ∼ Rd. (1.11)

For our further studies, we are interested in the evolution of liquid films of average height

H := −
∫

Ω
h dx > arg min U(h) = 1.

4
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Figure 1.5: Equilibrium droplet profile (in blue), a minimizer of E given the volume.

The competition between attractive and repulsive forces encoded in the special form (1.7)
of the intermolecular potential U stabilizes a liquid layer of height ≈ 1 according to the
normalization of U in (1.8). The “excess” liquid accumulates on top of the precursor
layer in a configuration of near-equilibrium droplets, whose typical volume is given by
V ∼ LdH. Here, L denotes the typical distance between the droplets. Figure 1.6 shows
a configuration of such droplets sitting on a precursor layer in the two-dimensional case.

Figure 1.6: A typical configuration of well-defined equilibrium droplets connected by a
uniform precursor layer on a periodic domain.

The scaling relations (1.11) suggest that the energy E of a droplet as a function of the
volume V is concave:

E ∼ V
d

d+1 ,

since d
d+1 < 1. Consequently, with respect to energetics, it is more favorable to dis-

tribute the excess mass into fewer droplets. Hence, driven by the reduction of the total
energy, such droplet configurations change in time; the dynamics is only limited by the
dissipation (1.5). We call this process coarsening, since the number of droplets decreases
while the typical distance L increases over time. Figure 1.7 shows a coarsening sequence
in the two-dimensional case.

However, it is a-priori not clear by which detailed mechanisms this energy-driven coars-
ening process is realized.

5



1 Introduction and main results

Figure 1.7: A coarsening sequence of a droplet configuration on a periodic domain.

1.1 Main results

Dynamics of droplets: Competing coarsening mechanisms

In detail, the coarsening process of a droplet configuration can be mediated by two
competing mechanisms: collapse of small droplets, which relies on the mass exchange
between droplets through the precursor layer, and collision of at least two migrating
droplets, see Figure 1.8. However, it is not clear whether collapse or collision of inter-

shrinking

growing

mass transfer

Figure 1.8: Coarsening mechanisms: Collapse (left) due to mass transfer and collision
(right) of migrating droplets.

acting droplets is the dominant coarsening mechanism. We study the competition in the
one- and two-dimensional case and find that the relative importance of collision depends
both on the mobility exponent q and the average film height H. In the following, we
will present our main results and motivate them based on formal arguments.

As a first step to understand the droplet interaction, we study the two individual mech-
anisms separately.

Ostwald ripening: To investigate mass transfer, we consider for the sake of simplicity
a mass-conserving configuration of two immobile equilibrium droplets of different sizes
Vi ∼ Rd+1

i and centers of mass Xi, i = 1, 2. If the droplet distance L = |X1−X2| is large
compared to the radii Ri, most of the dissipation will take place in the precursor layer,
where the mobility m is unity. Given the rate of volume changes V̇1 = −V̇2, the flux J

6



1.1 Main results

adjusts itself as to minimize the dissipation rate
∫
|J |2 dx subject to V̇1δX1 + V̇2δX2 +

∇ · J = 0. Accordingly, J = −∇ψ with ψ(x) = V̇1G(x −X1) + V̇2G(x −X2) and G as
the d-dimensional fundamental solution.

Now we see that the case d = 2 is critical: For d = 1, the flux J is constant between the
droplets, so that ∫

|J |2 dx ∼ L(V̇ 2
1 + V̇ 2

2 ),

whereas for d ≥ 3, most of the dissipation takes place in the neighborhood of the droplets,
so that ∫

|J |2 dx ∼ R2−d
1 V̇ 2

1 +R2−d
2 V̇ 2

2 ∼ V
2−d
d+1

1 V̇ 2
1 + V

2−d
d+1

2 V̇ 2
2 .

For d = 2, we have a logarithmic divergence:∫
|J |2 dx ∼ log(L/V

1
3

1 )V̇ 2
1 + log(L/V

1
3

2 )V̇ 2
2 .

Furthermore, the energy change scales as

Ė ∼ V
− 1

d+1

1 V̇1 + V
− 1

d+1

2 V̇2.

Thus, the Rayleigh principle (1.6), or, more precisely, the minimization of (1.5) in V̇1 =
−V̇2 yields that

V̇1 = −rip(L, Vi)
(
V
− 1

d+1

1 − V
− 1

d+1

2

)
, (1.12)

where the ripening factor rip(L, Vi) scales as

rip(L, Vi) ∼



L−1 for d = 1,(
log(L/V

1
3

1 ) + log(L/V
1
3

2 )
)−1

for d = 2,(
V

2−d
d+1

1 + V
2−d
d+1

2

)−1

for d ≥ 3.

In particular, the larger droplet grows at the expense of the smaller one. This effect is
a particularity of Ostwald ripening.

Migration: To study migration, we consider a single equilibrium droplet in an ambient
constant flux field J∞ ∈ Rd, which points from west to east, see Figure 1.9. It is intuitive
that the droplet moves in the direction opposite to the flux, that is to the west: From
the point of view of dissipation, it is more favorable to deposit mass at the western
side of the droplet and to take it away from the eastern side than to transport it across
the droplet. By this process, the droplet retains its equilibrium shape while moving
westwards. Qualitatively, this effect is independent of the mobility exponent q ≥ 0.

Again, we utilize the Rayleigh principle to show that the droplet velocity Ẋ is determined
by

Ẋ = −mig(R) J∞. (1.13)

7



1 Introduction and main results

J∞ J∞Ẋ

Figure 1.9: The equilibrium droplet migrates in the opposite direction to J∞.

Our asymptotic analysis in the regime of large droplets, i.e. R � 1, reveals the scaling
of the migration factor mig(R), which depends on the mobility exponent, but is (at least
in terms of scaling) independent of the dimension:

mig(R) ∼



R−1 for q ∈ [0, 2),
(logR)R−1 for q = 2,
Rq−3 for q ∈ (2, 3),
(logR)−1 for q = 3,
1 for q > 3,

to leading order in R.

The scaling mig(R) ∼ R−1, which holds for q < 2, is easy to interpret: In a small time
interval δt, the amount of mass deposited at the western foot region (which has size
∼ Rd−1) scales as δt |J∞|Rd−1; the same amount is taken away from the eastern side.
By this, the center of mass X of the droplet moves westwards by δX ∼ δt |J∞|R−1, so
that it is natural that the new center of the equilibrium droplet moves westwards by the
same amount. Loosely speaking, the mass deposited at the western foot moves up the
droplet flank, see Figure 1.10. At the eastern flank, the same amount of mass moves

� � �
� � �
� � �
� � � � � �

� � �
� � �

� � �
� � �
� � �gain

mass
loss

mass

h

Ẋ

x

Figure 1.10: The response Ẋ of the droplet on the flux J∞ (in green) for mobility expo-
nent q < 2. The deposited mass (in red) moves up the western flank.

down to compensate the mass loss at the foot.

However, it is not immediately clear why the droplet migrates much faster for larger q. Of
course, the droplets become more mobile with increasing q. It seems as if for q > 3, the
mass deposited at the western foot does not move up the flank, but that the droplet cap

8



1.1 Main results

� � � �
� � � �
� � � �
� � � � � � �

� � �
� � �
� � �

h

Ẋ

x

Figure 1.11: The response Ẋ on the flux J∞ for mobility exponent q > 3. The droplet
cap slides on the mass deposited at the western foot.

instead slides westwards to cover the deposited mass, see Figure 1.11. The real reason
for this behavior becomes apparent when reconsidering our Gedankenexperiment above,
see Figure 1.4. Here, R and Ẋ play the role of the droplet radius and speed, respectively,
and we look at the western flank of the droplet. By the Rayleigh principle, the optimal
speed Ẋ of the droplet should be determined by minimizing (1.10) for given J∞. As we
already pointed out, for q < 2, both integrals

∫
1
m(h − 1) dx and

∫
1
m(h − 1)2 dx are

dominated by the contribution of the droplet cap, i.e. h ∼ R, and thus, their ratio scales
as R−1. For q > 3, both integrals are dominated by the foot region, i.e. h ≈ 1. Thus,
their ratio is of order 1 in R.

In this thesis, we carry out detailed asymptotic analysis which reveals the dynamics of
both mechanisms separately. In particular, we recover the volume change (1.12) and the
droplet velocity (1.13) together with the leading order scaling relations of the ripening
and the migration factor.

Droplet interaction: Collision vs. collapse

As we found in the paragraph about Ostwald ripening above, mass exchange between
droplets gives rise to a flux field J . In the precursor, J is the gradient of a harmonic
function: J = −∇ψ. In an annular region around a given droplet centered at X, it
makes sense to speak of the linear part of ψ (in the sense of a Laurent expansion). This
linear part, or more precisely, its constant gradient plays the role of the flux J∞ in the
discussion of migration (see above). Hence, it is this linear part, which determines the
migration speed Ẋ of the droplet. In conclusion, the droplet migration is slaved to mass
exchange, i.e. the Ostwald ripening.

A configuration of two droplets will not lead to collision: Consider two droplets with
volumes V1 < V2 and centers of mass X1 and X2, respectively, see Figure 1.12 (left).
Then the minimizing flux J is a gradient: J = −∇ψ, where ψ has the form of the
harmonic function V̇1G(x−X1) + V̇2G(x−X2), see 1.12 (right) for a cross-section. The
constant part of −∇ψ in an annular region around a droplet is parallel to X2−X1 due to
the symmetry of the problem. Furthermore, it holds for both droplets that this constant
part has positive slope in the direction of X2 − X1. Since V̇1 = −V̇2, it even holds
that the constant parts are equal. Thus, according to the considerations above, both

9



1 Introduction and main results

Ẋ1 Ẋ2

ψ

Figure 1.12: Left: Two isolated droplets of different size generate a flux field J (in blue),
which transports mass from the smaller droplet to the larger one. Right:
The flux J is the gradient of a harmonic function ψ (in blue). For both
droplets, the constant part of −∇ψ in an annular region of the droplet
(playing the role of J∞) points eastwards (in green), and therefore gives
rise to migration to the west.

droplet move westwards in the direction of the smaller droplet. As the scaling of the
migration factor reveals (see above), the smaller droplet moves faster than the larger one.
Therefore, collision cannot happen in a two-droplet configuration. By this, we obtain
a different result than Pismen and Pomeau in [33] in the following sense: They claim
that both droplets migrate in the direction of the larger droplet, that is eastwards in
our picture. Furthermore, they argue (in accordance with our findings) that the smaller
droplet moves faster, so that it might catch up with the larger one leading to collision.
In contrast, numerical tests confirm our findings.

However, in many-droplet configurations, there is a bias towards collision of small
droplets: Consider two relatively small droplets submerged into a configuration of larger
droplets. We find that both droplets loose mass to the surrounding droplets, see Figure
1.13 (left). Furthermore, the specific form of ψ, see Figure 1.13 (right), yields constant

Ẋ1 Ẋ2

ψ

Figure 1.13: Left: Two smaller droplets submerged into a configuration of larger
droplets. They both loose mass to the surrounding droplets. Right: The
constant part of −∇ψ points westwards in the neighborhood of the western
droplet, and eastwards in the neighborhood of the eastern droplet. There-
fore, the droplets move towards each other.

parts of −∇ψ, which on the one hand, points westwards in the neighborhood of the
western droplet, and on the other hand, points eastwards in the neighborhood of the

10



1.1 Main results

eastern droplet. Here, we again invoke the symmetry of the problem. Accordingly, the
droplets move toward each other, which eventually leads to collision, provided no droplet
vanishes.

We finally address the question whether collapse or collision is the dominating coarsening
mechanism. We focus on the two-dimensional case. For this purpose, we consider a
(statistically homogeneous) arrangement of droplets of size of the order R, and thus of
average distance L ∼ (H−1

V )
1
2 . In view of (1.12), the typical time τrip it takes for a

droplet to collapse is

τrip ∼
V

V̇
∼ (log V )V

4
3 .

In view of (1.13), the typical time τmig it takes for a droplet to collide with another
droplet is

τmig ∼∼
L

L̇
∼ L

|Ẋ|
∼ mig(R)−1H

−1 (log V )V
4
3 .

Hence, we can identify the relative importance of migration in terms of scaling:

τmig

τrip
∼ H

−1



R for q ∈ [0, 2),
(logR)−1R for q = 2,
R3−q for q ∈ (2, 3),
logR for q = 3,
1 for q > 3.

For q < 3, we find that collapse is eventually the dominant mechanism, since the average
size R of a droplet increases during coarsening. However, for q ≥ 3, the average film
height H sets the relative importance of collision for all times (up to a logarithm for q =
3). In particular, we expect a collision-dominated coarsening scenario for configurations
with large average height.

In this thesis, we study the detailed interaction in many-droplet configurations by means
of the Rayleigh principle. For this purpose, we reduce the configuration space of all
possible film heights to an finite-dimensional ensemble of equilibrium droplets (defined by
the set of volumes {Vi} and centers {Xi}). It allows us to describe the droplet interaction
asymptotically in the regime of large, well-separated droplets, i.e. 1 � R� L, as a mass-
conserving system of ODEs, which determines the energy descent:

G({Vi}, {Xi})
(
{V̇i}
{Ẋi}

)
= −∇E({Vi}).

Here, the matrix G encodes the limiting dissipation of both mechanisms and their coup-
ling. In particular, we recover the detailed droplet interaction and the typical time scales
of both individual mechanisms as presented above.

To convince ourselves of the validity of our asymptotic results, we conduct several nu-
merical simulations for both the thin-film equation and the reduced system of ODEs.
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1 Introduction and main results

Thereby, we consider a two-droplet configuration in two dimensions for the physically
relevant case q = 2. Here, a challenge for the numerical validation of the reduced model
is the restrictive underlying regime 1 � R � L and the bounded domain on which
we solve the thin-film equation; a straightforward comparison of both results looks un-
satisfactory. However, further refinements of the approximations allow us to present a
conclusive numerical comparison between the full thin-film equation and a refined re-
duced system of ODEs. In particular, we remove the huge impact of the bounded domain
on the accuracy of the reduced dynamics by adjusting the ambient fluxes that generate
droplet migration. At the end, we obtain convincing results with deviations smaller than
10%.

Rigorous upper bounds on coarsening

In sufficiently large systems, the coarsening process seems to be statistically self-similar
as confirmed by heuristic arguments and numerical simulations. The “coarseness” of the
configuration at time t is typically measured in terms of the distance L(t). Then the
rate of coarsening is characterized by a power-law, e.g.

L(t) ∼ tβ ,

where β is the coarsening exponent.

For a rigorous treatment, Kohn and Otto [19] proposed a method of proving a lower
bound on the energy decay rate. The method relies on two inequalities, which are on
the formal level the following:

• Dissipation inequality:
(L̇)2 . −Ė, (1.14)

• Interpolation inequality:
E Lα ∼ 1. (1.15)

By this, we heuristically obtain

(L̇)2
(1.15)∼ (Ė)2E−

2
α
−2,

and therefore, by integration of (1.14) we deduce a lower bound on the energy:

E(t) & t−
α

α+2 .

The abstract framework of this robust method uses the fact that the evolution (1.1) can
be formally interpreted as a gradient flow on the Riemannian manifold of all possible
film heights with respect to the energy (1.2).

The rigorous analysis requires the definition of the length scale L, which provides a
way to express the distance between two droplet configurations h0 and h1. It is natural
to take the distance on the manifold, which is induced by the metric of the gradient

12



1.2 Modeling background

flow structure. For mobility exponent q = 1, the distance is explicitly known to be the
so-called quadratic Wasserstein distance:

W(h0, h1) :=
(

inf
{∫∫

|x− y|2dπ(x, y)
∣∣∣ ∫ dπ(·, y) = h0,

∫
dπ(x, ·) = h1

}) 1
2

,

which measures the quadratic costs of density-preserving transports.

Now, let us formulate our main result, which gives a rigorous bound on the decay of the
energy density in a time-averaged sense for the mobility exponent q = 1. In particular,
the proof reveals that α = d

d+1 , which leads to the dimension-dependent bound on the
energy decay defined by the exponent − d

3d+2 .

Theorem. Let the potential U satisfy

U ≥ 0 on (0,∞),
U ≥ 1 on (2,∞).

Let h be a smooth solution of (1.1) for q = 1 on a large domain Ω := [0,Λ]d, Λ � 1,
which has the same total volume as a constant layer of thickness 3:∫

Ω
h dx =

∫
Ω
h∗ dx, h∗ ≡ 3.

Then for σ ∈ (1, 3d+2
d ),∫ T

0

(
Λ−dE(h(t))

)σ
dt &

∫ T

0
(t−

d
3d+2 )σ dt,

provided T �
(
Λ−

d
2W(h∗, h(0))

) 3d+2
d+1 and Λ−dE(h(0)) � 1.

Our main contribution is the rigorous proof of the interpolation inequality (1.15) involv-
ing the Wasserstein distance.

Finally, the lower bound on the energy heuristically yields an upper bound on the coars-
ening rate:

L(t)
(1.15)∼ E(t)−

d+1
d . t

d+1
3d+2 .

We conduct numerical tests based on the thin-film equation in one and two dimensions
and obtain results, which are in agreement with the rigorous bounds.

1.2 Modeling background

In this section, we will briefly review the derivation of the thin-film equation (1.1) from
the Navier-Stokes equation. Basic ingredient is the Rayleigh principle, which provides
an important tool for our further studies.

13



1 Introduction and main results

We consider thin films of an incompressible Newtonian liquid with viscosity µ on a solid
substrate, see Figure 1.1. The substrate is defined by{

(x, z) ∈ Rd+1
∣∣∣ x ∈ Ω ⊂ Rd and z < 0

}
.

Note that we use the notation x ∈ Rd for the horizontal and z ∈ R for the vertical
coordinate. The liquid-vapor interface is a free (time-evolving) boundary assumed to be
given by a graph h = h(t, x), x ∈ Ω, see Figure 1.1. The mathematical description of
the flow of the liquid is provided by the incompressible Navier–Stokes equation:

∂t~u+D~u ~u = ∇ · T,
∇ · ~u = 0,

for the time-dependent velocity field ~u(t, x, z) = (~v(t, x, z), w(t, x, z)), where ~v denotes
the horizontal and w the vertical component, together with suitable boundary conditions.
Note that in this case the spatial derivatives are taken w.r.t. the variables x and z. Here,

• the incompressibility is guaranteed by ∇ · ~u = 0, and

• the stress tensor T is the sum of inner friction and the isotropic pressure p:

T = µ(D~u+D~uT )− p Id,

with Id as the identity map.

The crucial boundary condition is imposed for the horizontal component ~v at the solid-
liquid interface (z = 0): A classical choice would be the so-called no-slip boundary
condition

~v
∣∣
z=0

= 0. (1.16)

One way to relax this condition is to introduce finite-slippage models by the slip condition

~v
∣∣
z=0

=
β3−q

h2−q ∂z~v
∣∣
z=0

, q ∈ (0, 3). (1.17)

The parameter β > 0 is the so-called slip length. Here, the choice of q ∈ (0, 3) depends
on the underlying rheology. In particular, the case q = 1 is known as the Greenspan-slip
condition [17], and the case q = 2 as the Navier-slip condition, see e.g. [8].

1.2.1 Lubrication approximation

The lubrication approximation, introduced by Reynolds 1886 in [36], is based on the
assumption that the typical height H0 of the liquid film is small compared to the typical
horizontal length scale L0 of the film:

ε :=
H0

L0
� 1.

In this approximation, the liquid film and its evolution are described by

14



1.2 Modeling background

• the time-dependent film height h = h(t, x), (t, x) ∈ [0,∞) × Ω, which represents
the liquid-vapor interface as explained above, and

• the vertical average u = u(t, x) of the horizontal component ~v of the velocity field
~u:

u(t, x) =
1
h

∫ h

0
~v(t, x, z) dz.

The incompressibility of the liquid immediately implies the coupling between h and u
via the continuity equation

∂th+∇ · (hu) = 0. (1.18)

Then to leading order in ε, the Navier–Stokes equation implies that the pressure is
constant in the vertical direction, i.e. p = p(t, x), and that its horizontal gradient balances
the viscous stress:

∇p = µ∂2
z~v.

An elementary integration w.r.t. the vertical component z yields that ~v has the form of
a Poiseuille flow:

~v = 3
(

1 + 3
(
β
h

)3−q
)−1

((
β

h

)3−q
+
z

h
− 1

2

( z
h

)2
)
u (1.19)

described by the average velocity u. Here, we involve the slip condition (1.17) and the
continuity of the stress tensor at the liquid-vapor interface, i.e. ∂z~v

∣∣
z=h

= 0, as boundary
conditions for the integration.

1.2.2 Energy dissipation: The Rayleigh principle

The average velocity u is determined by the Rayleigh principle: For thin films, the vis-
cous friction coming from the boundary conditions (1.16) or (1.17), respectively, has a
huge impact on the evolution of the film, as it limits the energy driven dynamics. Con-
sequently, the velocity u balances the rate of the energy loss with the rate of dissipation
by friction.

In our model, the energy of the liquid film is a combination of surface energy and an
intermolecular potential U :

E(h) =
∫

1
2γ|∇h|

2 + U(h) dx, (1.20)

where γ denotes the surface tension of the liquid-vapor interface [9]. The first term is
derived from the expansion of the surface element

√
1 + |∇h|2 for small slopes |∇h| ∼ ε.

The second term, i.e. the intermolecular potential of the form (1.7), models the attractive
(van der Waals) and repulsive (Born-type) forces between the solid-liquid and the liquid-
vapor interface [11].

15



1 Introduction and main results

An easy calculation shows that the change of energy is

d

dt
E(h(t, x)) =

∫
δE

δh
∂th dx

(1.18)
=

∫
h∇δE

δh
· u dx =: Ė(h).u . (1.21)

Now we turn to the dissipation rate. In the lubrication approximation, the viscous
dissipation rate [22] is given by

D(~u) = µ

(∫ h

0

∫
Ω
|∂z~v|2 dx dz +

∫
Ω

h2−q

β3−q |~v(x, 0)|2 dx
)
, q ∈ (0, 3). (1.22)

According to the special form of ~v in (1.19), the dissipation can be expressed as a
quadratic form in the vertical average u:

D(u) := 3µ
∫

1
h

(
1 + 3

(
β
h

)3−q
)−1

|u|2 dx, q ∈ (0, 3). (1.23)

Now we can formulate the Rayleigh principle, which determines u:

At any time, u minimizes the Rayleigh functional

R(u) := 1
2D(u) + Ė(h).u . (1.24)

This principle is also called Onsager–Rayleigh principle, see [26] and references therein.

We see from (1.21) and (1.23) that Ė is a linear form and D is a quadratic form in u.
It immediately follows from the variational principle that the minimizing u fulfills the
Euler–Lagrange equation of (1.24), which reveals the balance between limiting viscous
forces and driving energy loss:

3µ
1
h

(
1 + 3

(
β
h

)3−q
)−1

u + h∇δE
δh

(h) = 0, q ∈ (0, 3).

The minimizing average velocity determined by the balance equation

u = − 1
3µ
h2

(
1 + 3

(
β
h

)3−q
)
∇δE
δh

(h), q ∈ (0, 3),

is coupled to the change of the film height through the continuity equation (1.18). Thus,
we finally obtain

3µ∂th−∇ ·
(
h3

(
1 + 3

(
β
h

)3−q
)
∇δE
δh

(h)
)

= 0, q ∈ (0, 3).

In particular, the mobility function m depends on the underlying fluid model: For large
slip lengths β � h, the mobility factor in front of the flux scales to leading order like
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1.2 Modeling background

hq, whereas for a small slip length β � h, we obtain the “standard” mobility function
h3 as derived from no-slip boundary conditions (1.16).

For the mathematical treatment, we will consider a non-dimensionalized form of this
equation together with no-flux and equilibrium boundary conditions, as stated in (1.1).
We will even generalize the range of mobility exponents as we allow for all q ≥ 0. In this
general case, the associated dissipation rate in non-dimensionalized form is given by

D(u) =
∫

1
hq

h2 |u|2 dx, q ≥ 0, (1.25)

and the energy as stated in (1.2), to which we will refer in the following.
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1 Introduction and main results

1.3 Outline

In Chapter 2, we analyze the profile of an equilibrium droplet, which minimizes the
energy under the constraint of fixed volume, by means of asymptotic analysis. Further-
more, we introduce a coarse-grained mesoscopic energy and its minimizers; it provides
a needful reduction for our further studies.

A rigorous bound on the energy decay is given in Chapter 3. The method, which
essentially relies on a dissipation inequality and an interpolation inequality, is introduced
in an abstract framework based on the gradient flow structure of the problem. The main
contribution is the proof of an interpolation inequality, which characterizes the geometry
of the energy landscape. Finally, heuristic arguments relate the lower bound on the
energy to an upper bound on the coarsening rate. The results of this chapter have been
published in SIAM Journal on Mathematical Analysis [28].

In Chapter 4, we study the two coarsening mechanisms, i.e. collapse and collision, by
means of two model problems, which treat Ostwald ripening and migration separately.
The results allow us on the one hand to deduce basic qualitative features of these mech-
anisms (e.g. the sign of the droplet velocity), and on the other hand to give leading order
scaling relations based on asymptotic analysis, which will finally quantify the relative
importance of both mechanisms to the coarsening process.

To infer the relative importance of collision and collapse, we analyze in Chapter 5
the detailed interaction of droplets in the framework of a reduced configuration space
of mesoscopic droplets. Basic tool is the Rayleigh principle, which sets the reduced
dynamics. We finally deduce heuristically typical time scales for both mechanisms,
which reveal the impact of each on the coarsening process. The results of the preceding
two chapters have been published in an SFB preprint, which is accepted for publication
in European Journal of Applied Mathematics [29].

Concluding, we conduct several numerical experiments in Chapter 6 to validate the ana-
lytical results of the previous chapters. For this purpose, we introduce discretizations
of both the full thin-film equation and the reduced dynamics for many-droplet configu-
rations. Furthermore, we refine the approximations in the reduced dynamics to obtain
better results in comparison with the thin-film equation. Our symmetric discretization
idea for the thin-film equation (or, more precisely, for Cahn–Hilliard-type equations) has
been published in the proceeding Multiscale Modeling in Epitaxial Growth [27].

For the convenience of the reader, a complete list of frequently used symbols and notation
is given in the Appendix.
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2 Equilibrium droplets

In this chapter, we will analyze the equilibrium droplet profile in detail by means of
asymptotic analysis.

An equilibrium droplet profile h̃ is a stationary point of the energy (1.2) subject to the
constraint of fixed volume

∫
h̃ dx = V , V > 0. Hence according to (1.3), the droplet

profile has constant pressure P > 0:

P =
δE

δh
(h̃) = −∆h̃+ U ′(h̃). (2.1)

In the following, we will asymptotically describe a family of radially symmetric equi-
librium droplets (parametrized by P ) in two dimensions on an infinite domain. The
asymptotic regime of interest is 0 < P � 1, which (as the analysis reveals) corresponds
to the regime of large droplets. Mathematically speaking, we seek solutions of

−∂2
r h̃− r−1∂rh̃+ U ′(h̃) = P, (2.2a)

∂rh̃(0) = 0 and lim
r↑∞

h̃(r) = h∞, (2.2b)

in the asymptotic regime 0 < P � 1. Note that we will use the same notation for h̃(x)
and h̃(r) for convenience. The compatibility condition U ′(h∞) = P necessarily holds.

First we prove a monotonicity property:

Proposition 1 (Monotonicity of an equilibrium droplet profile). An equilibrium droplet
profile characterized through (2.2) has the following properties:{

h̃(r) > h∞, r ∈ [0,∞),

∂rh̃(r) < 0, r ∈ (0,∞).

}
(2.3)

Proof. First let us state that h∞ ≈ 1 in the regime of interest. Indeed, a Taylor expansion
of U ′(h∞) around 1 yields

h∞ − 1 ≈ U ′′(1)−1 P � 1. (2.4)

Thus in particular,
U ′′(h∞) ≈ U ′′(1) > 0. (2.5)

For further investigations, we reformulate (2.2a) as

∂2
r h̃+ r−1∂rh̃+ V ′(h̃) = 0, (2.6)
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2 Equilibrium droplets

where V(h) := −U(h) + Ph. It is helpful to consider h̃ as describing the position of a
particle at time r moving in the landscape defined by the potential V.

Due to the definition of U and (2.5), the
potential V has the following properties:

• h∞ is the only local maximum of V.

• limeh↓0 V = −∞ and limeh↑∞ V = +∞.

0 12

0 

V (h∞)

1

p
o
te

n
ti

a
l
V

1

h∞

1

film height h

1

We utilize the energy 1
2(∂rh̃)2 + V(h̃): According to (2.6), the energy decreases:

∂r

[
1
2(∂rh̃)2 + V(h̃)

]
= −r−1(∂rh̃)2 ≤ 0

for r ∈ [0,∞). Then we obtain that once the particle is at rest, i.e. ∂rh̃(r∗) = 0 for some
r∗ ∈ [0,∞), it is trapped below the value V(h̃(r∗)). Indeed,

V(h̃(r)) ≤ 1
2(∂rh̃(r))2 + V(h̃(r)) ≤ 1

2(∂rh̃(r∗))2 + V(h̃(r∗)) = V(h̃(r∗)) (2.7)

for r > r∗. Note that even V(h̃(r)) < V(h̃(r∗)) as long as r∗ 6= 0. In particular, the
particle initially moves downhill (meaning ∂rh̃ < 0 where V ′(h̃) > 0, or ∂rh̃ > 0 where
V ′(h̃) < 0, respectively) or (at least) rests.

Furthermore, the particle never stops while moving downhill: Assume that ∂rh̃(r1) < 0
and V ′(h̃(r1)) > 0 for some r1 > 0. Then we deduce from integrating −∂r(r∂rh̃) =
r V ′(h̃) on [r1, r2], where we choose the interval such that V ′ has the unique sign +1,
that

r1∂rh̃(r1)− r2∂rh̃(r2) =
∫ r2

r1

r V ′(h̃(r)) dr > 0. (2.8)

Hence, in particular ∂rh̃(r2) < ∂rh̃(r1) < 0. (Vice versa, the assumptions ∂rh̃(r1) > 0
and V ′(h̃(r1)) < 0 analogously yield ∂rh̃(r2) > ∂rh̃(r1) > 0.)

Now it is easy to deduce the asserted monotonicity properties: Due to the form of V,
there exists h1 > h∞ such that V(h̃) > V(h∞) for all h̃ > h1. We follow from (2.7)
that the initial position is necessarily larger than h1: h̃(0) ≥ h1. Otherwise, it would
never reach h∞. Furthermore, for any r > 0, h̃ is never below h∞, since then, it would
be driven down the potential in contradiction to its asymptotic behavior h̃→ h∞. This
proves the first item.

Starting from h̃(0) ≥ h1, the particle moves downhill. Assume now that it moves non-
monotonically, that is, there exists r > 0 such that ∂rh̃(r) = 0. This can only happen
uphill according to (2.8). But then, according to (2.7), it would be again trapped in
contradiction to the asymptotic behavior. This concludes the proof.
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2.1 Asymptotic analysis of equilibrium droplets

2.1 Asymptotic analysis of equilibrium droplets

The matched asymptotic description of solutions of (2.2) in the regime P � 1 consists
of three regions:

1. Cap region: This outer region starting from r = 0 is characterized by h̃ � 1 and
U ′(h̃) � P (as hinted by the previous inspection). Approximately, the profile in
this region has parabolic shape.

2. Foot region: The approximation in the cap region is no longer valid as h̃ reaches
1, where U ′ attains its maximum larger than P , see Figure 2.1 (bottom). In this
interior region, the Laplacian −∂2

r h̃− r−1∂rh̃ is relatively large in order to balance
U ′(h̃). This layer connects the two outer regions.

3. Precursor region: The precursor region is characterized by a profile h̃, which con-
verges to h∞ ≈ 1 exponentially fast with a small slope, and, consequently, by
U ′(h̃) tending to P .

Figure 2.1 (top) shows a cross-section of a typical equilibrium droplet profile with P ≈ 0.1
on a two-dimensional substrate.

r=0
0 
1 
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20

linear
foot

constant
precursor
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cap

r=0
0  

P 

0.5

Figure 2.1: Cross-section of an equilibrium droplet profile (top) and the pressure contri-
bution U ′(h̃) (bottom) for P ≈ 0.1.

Now let us present the matched asymptotics in detail. To fix ideas, we define R > 0 by

h̃(r = R) = 2
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2 Equilibrium droplets

as the radius of the equilibrium droplet. Such a radius R exists and is unique, since h̃
is strictly monotone. It indicates the foot region and will be determined by matching in
terms of the asymptotic parameter P .

Precursor region

The precursor region is defined by r ≥ R. Then the profile is determined by the simplified
equation

− ∂2
r h̃(r) + U ′(h̃) = P (= U ′(h∞)) for r ≥ R. (2.9)

Later we will show that the omittance of the term r−1∂rh̃ is to leading order consistent.

Lemma 1 (Exponential convergence of the profile in the precursor region). It holds to
leading order that

log
(
h̃(r)− h∞

)
=
√
U ′′(1)(R− r) (2.10)

in the regime r −R� 1.

Proof. Equation (2.9) implies

∂r

[
−1

2(∂rh̃(r))2 + U(h̃)− (U(h∞) + U ′(h∞)(h̃− h∞))
]

= 0.

Including the boundary conditions (2.2b), we obtain by integration

− 1
2(∂rh̃(r))2 + Ũ(h̃) = 0 for r ≥ R, (2.11)

where
Ũ(h̃) := U(h̃)− (U(h∞) + U ′(h∞)(h̃− h∞)) (2.12)

is to leading order the quadratic error term in h̃ − h∞ in the Taylor expansion of U .
Integration of the resulting identity

∂rh̃ = −
√

2 Ũ(h̃)

on the interval [R, r] yields ∫ r

R

∂rh̃(r)√
2 Ũ(h̃)

dr = R− r.

The monotonicity property (2.3) admits a transform of variables of the following form:∫ eh(r)
eh(R)=2

1√
2 Ũ(h̃)

dh̃ = R− r. (2.13)

As stated above, Ũ is to leading order quadratic in h̃− h∞:

Ũ(h̃) ≈ 1
2 U

′′(1)(h̃− h∞)2. (2.14)
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2.1 Asymptotic analysis of equilibrium droplets

Hence, the integral in (2.13) diverges logarithmically as h̃→ h∞, that is to leading order

log
(
h̃(r)− h∞

)
=
√
U ′′(1)(R− r) for r −R� 1.

This finishes the proof.

Finally, let us argue why the term r−1∂rh̃ can be omitted in the approximation, or
equivalently, why r−1∂rh̃ is small compared to U ′(h̃) − U ′(h∞). According to (2.11),
this follows from

1
r

√
2 Ũ(h̃) ≤ 1

R

√
2 Ũ(h̃) � Ũ ′(h̃) for h∞ ≤ h̃ ≤ 2.

Due to (2.14) both terms scale the same for h̃ ≈ h∞. Hence, R� 1 is sufficient for this
inequality to hold. As we will see later, the assumption P � 1 indeed implies R� 1.

Foot region

It is convenient to choose the rescaling

r

R
= exp

( s
R

)
, s ∈ R. (2.15)

Then the regime
∣∣ s
R

∣∣� 1 corresponds to the foot region. Equation (2.2a) simplifies to

−∂2
s h̃(s) + exp

(
2 s
R

)
(U ′(h̃)− U ′(h∞)) = 0 for s ∈ R,

and hence, we obtain in the regime
∣∣ s
R

∣∣� 1

− ∂2
s h̃(s) + U ′(h̃)− U ′(h∞) = 0 for s ∈ R. (2.16)

Lemma 2 (Linear profile in the foot region). It holds to leading order that

h̃(r) =
√

2(R− r) (2.17)

in the regime 1 � R− r � min{R,P−1}.

Proof. As before, we integrate (2.16) and obtain

−1
2(∂sh̃(s))2 + Ũ(h̃) = c for

∣∣ s
R

∣∣� 1

for some constant c, or, in original variables,

−1
2( rR∂rh̃(r))

2 + Ũ(h̃) = c for
∣∣ r
R − 1

∣∣� 1.

Finally, to leading order in r
R it holds

− 1
2(∂rh̃(r))2 + Ũ(h̃) = c for

∣∣ r
R − 1

∣∣� 1. (2.18)
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2 Equilibrium droplets

The constant c is determined by matching with the precursor (described by r ≥ R) in
an overlap region with the foot: This overlap region is determined by

0 < r −R� R,

since
∣∣ r
R − 1

∣∣� 1 in particular implies r −R� R. By matching h̃ and its derivative in
(2.11) and (2.18), we conclude that c = 0.

In turn, we obtain ∫ eh(r)
2

1√
2 Ũ(h̃)

dh̃ = R− r for
∣∣ r
R − 1

∣∣� 1.

The potential Ũ can be to leading order approximated by 1 in a certain regime:

Ũ(h̃) = U(h̃)− (U(h∞) + U ′(h∞)(h̃− h∞)) ≈ 1 for 1 � h̃� P−1.

Indeed, on the one hand, U is normalized such that U(h) ≈ 1 as h � 1. On the other
hand, U(h∞) ≈ 0 and U ′(h∞) ≈ 0, respectively, since h∞ − 1 � 1. Furthermore, the
product U ′(h∞)h̃ is small if and only if h̃� U ′(h∞)−1 = P−1. Hence, in this regime, it
holds

h̃(r) =
√

2(R− r)

to leading order in R−r, which proves the assertion. The regime 1 � h̃� P−1 together
with

∣∣ r
R − 1

∣∣� 1 translates into 1 � R− r � min{R,P−1}.

Cap region

We define the cap region by

h̃� 1 and U ′(h̃) � P, (2.19)

so that (2.2a) simplifies to
− ∂2

r h̃− r−1∂rh̃ = P. (2.20)

Note that the regime (2.19) translates into

h̃� P
− 1

σ1+1 , σ1 > 0, (2.21)

according to the special form of U in (1.7), which implies a non-trivial overlap region
with the foot region.

Lemma 3 (Parabolic profile in the cap region). It holds to leading order that

h̃(r) =
R√
2

(
1−

( r
R

)2
)

(2.22)

in the regime R− r � P
− 1

σ1+1 .
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2.1 Asymptotic analysis of equilibrium droplets

Proof. Including the left boundary condition in (2.2b), a solution of (2.20) is given by

h̃(r) = −P
4
r2 + h̃(r = 0).

The constants P and h̃(r = 0) are determined in terms of R by matching the func-
tion and the derivative with the foot region: According to (2.21), the overlap region is
characterized through

P
− 1

σ1+1 � h̃� P−1,

which is non-trivial since σ1 > 0. Hence, matching function and derivative with (2.17)
leads to

−P
2
R = −

√
2 and h̃(r = 0)− P

4
R2 = 0,

and consequently

P =
2
√

2
R

and h̃(r = 0) =
R√
2
. (2.23)

Thus, the cap profile is to leading order given by

h̃(r) =
R√
2

(
1−

( r
R

)2
)
.

Since h̃ is linear in the overlap region, the regime translates into R− r � P
− 1

σ1+1 .

Let us summarize the results from the matched asymptotic analysis to leading order:

• The precursor profile is constant:

h̃(r) = 1 for r −R� 1. (2.24a)

• The radius of the droplet profile (identified by the connecting interior layer) is
given by

R = 2
√

2 P−1. (2.24b)

Note that this relation translates the scaling assumption P � 1 into R� 1.

• The cap profile is parabolic:

h̃(r) =
R√
2

(
1−

( r
R

)2
)

for R− r � 1. (2.24c)

These results are in accordance with the results of minimizing a coarsened, so-called
mesoscopic energy, which is presented in the subsequent section.
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2 Equilibrium droplets

2.2 Mesoscopic droplets

A mesoscopic droplet profile on a precursor of constant height +1 is a minimizer of the
mesoscopic energy

E(h) :=
∫

1
2 |∇h|

2 + χ{h>1} dx, (2.25)

subject to the constraint of fixed volume. The mesoscopic energy E supplies a “coarse-
grained” view on the intermolecular potential, which suppresses the details of the tran-
sition from min U = 0 to limh→∞ U = 1, see Figure 2.2.

0 1 10

U

1

film height h

1

U∞ = 1

1

χ{h>1}

1

Figure 2.2: Mesoscopic intermolecular potential χ{h>1} (in red).

Since the uniform precursor does not contribute to the energy, we shift h by −1 and
consider the following minimization problem: We seek minimizers of∫

1
2 |∇h|

2 dx+ vol ({h > 0}) (2.26)

under all h > 0 with fixed volume V > 0, that is
∫
h(x) dx = V . We denote the shifted

minimizer by h.

Proposition 2 (Mesoscopic droplet profile). There exists H > 0 such that

h(x) = − 1
2H

|x|2 +H on B√2H(0) (2.27)

is the (up to translation) unique minimizer of (2.26), where B√2H(0) denotes the ball
with center 0 and radius

√
2H. The height H depends on the volume V and the dimension

d:

H =
(
d+ 2

2
√

2ωd

) 1
d+1

V
1

d+1 , (2.28)

where ωd denotes the volume of the d-dimensional unit sphere. The mesoscopic contact
angle at ∂B√2H(0) is independent of the droplet size:

|∇h(x)| =
√

2 for x ∈ ∂B√2H(0). (2.29)
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2.2 Mesoscopic droplets

We will not present the proof in full detail and instead refer to the Appendix in [28], but
let us give a brief review. Basically, the proof is done in three steps, in which we prove
the following statements:

1. A minimizer of (2.26) is radially symmetric (w.l.o.g. with respect to the origin),
that is h(x) = h(|x|), and monotone decreasing in |x|.
The proof of this statement relies on the symmetric rearrangement of functions,
see e.g. [23].

2. A minimizer h satisfies
−∆h = 0 on {h > 0}. (2.30)

3. There exists a (up to translations) unique minimizer h with
1
2 |∇h(x)|

2 = 1 on ∂{h > 0}. (2.31)

This assertion is proven by volume-preserving homothetic variations.

Equation (2.28) follows from elementary integration.

By shifting h back and using the relation R =
√

2H, we obtain the so-called mesoscopic
droplet profile parametrized by its center X and its volume V (or, equivalently, its radius
R):

h(x) = 1 + hV,X(x),

where we define

hV,X(x) = max
{

0,− 1√
2ω
V −

1
d+1 |x−X|2 + ω√

2
V

1
d+1

}
(2.32a)

= max
{

0,− 1√
2
R−1|x−X|2 + 1√

2
R
}
. (2.32b)

Here, we set

ω :=


(

3
2
√

2

) 1
2 for d = 1,

√
2π−

1
3 for d = 2,

(2.33)

such that R = ωV
1

d+1 . It immediately implies that the constant pressure of a mesoscopic
droplet is related to R and V by

P =
2d√

2
R−1 =

2d√
2ω

V −
1

d+1 . (2.34)

The form of hV,X and P are in accordance with the asymptotic results of the preceeding
section.

Corollary 1 (Energy of a mesoscopic droplet). In terms of the radius R and the volume
V , the mesoscopic energy (2.25) of a single mesoscopic droplet is given by

E =
√

2(d+1)
ωd+1 Rd (2.35a)

=
√

2(d+1)
ω V

d
d+1 . (2.35b)
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3 Rigorous upper bounds on coarsening
rates in a droplet model

In this chapter, we will study the coarsening behavior of liquid films consisting of well-
defined droplets, whose evolution is given by the thin-film equation (1.1). We will restrict
to the case of mobility exponent q = 1. Based on an abstract framework established by
Kohn and Otto in [19], we will rigorously prove a lower bound on the energy decay rate
in a time-averaged sense. The rigorous lower bound on the energy can be heuristically
related to an upper bound on the coarsening rate.

The results presented in this chapter have been published in SIAM Journal on Mathe-
matical Analysis [28].

3.1 Abstract framework: The Kohn–Otto method

The framework of proving lower bounds on the energy decay was introduced by Kohn
and Otto in [19] for the Cahn–Hilliard equation with constant and degenerate mobilities.
It relies on the fact that the evolution can be (formally) interpreted as a gradient flow
on a Riemannian manifold. Main ingredients for the proof are two estimates:

• an estimate that restricts the rate of change of the distance between a gradient
flow trajectory and a reference configuration by the rate of the energy change. We
call this estimate dissipation inequality. On the formal level, this inequality follows
immediately from the gradient flow structure, provided the distance is the natural
one induced by the metric.

• an estimate on the geometry of the energy landscape that bounds the energy
as a function of the distance from below. We call this estimate interpolation
inequality. The bound is characterized by a geometric exponent α. Our main
analytical contribution is the proof of such an inequality involving the Wasserstein
distance as the natural distance.

An ODE argument relates the geometric exponent α with the dynamical exponent γ,
which bounds the energy as a function of time from below by

E(t) & t−γ (3.1)

in a time-averaged sense, see Theorem 3. Heuristically, this lower bound on the energy
yields an upper bound on the coarsening rate, see Section 3.6.
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3 Rigorous upper bounds on coarsening rates in a droplet model

A universal statement for lower bounds on the coarsening rate cannot be true, since
there are solutions of the thin-film equation that do not coarsen at all, for example the
unstable periodic configuration of equilibrium droplets. Hence, a lower bound can only
hold in some generic cases – a statement for all trajectories in the gradient flow cannot
hold.

Further applications of the method proposed in [19] can be found in the literature. In
[5], coarsening in off-critical mixtures within the Mullins-Sekerka evolution is studied.
The authors of [6] and [7] investigate the coarsening behavior in mean-field models of
phase transitions and of a phase-field model, which deals with both temperature and
phase fields. In [20] and [21], rigorous bounds on coarsening rates are proven for an
epitaxial growth model and for models of multicomponent phase separation. Recently,
the coarsening in a discrete, ill-posed non-linear diffusion equation was analyzed in this
framework [12].

In the physics literature, only few experimental studies of coarsening processes in thin
liquid films can be found. The only long-time results we are aware of are studies of
coarsening processes for polymer fluids [24, 25].

In the remainder of this section, we introduce the abstract framework of Kohn and Otto
based on the formal gradient flow structure.

3.1.1 Formal gradient flow structure

On a formal level, a gradient flow with trajectory t 7→ x(t) on a manifold M w.r.t. a
functional E : M→ R is defined by

ẋ = −∇E(x). (3.2)

To identify the tangential vector ∇E(x) with the co-tangent vector diffEx, one needs a
metric tensor g on the tangent space TxM defined in each x ∈M:

gx(∇E(x), v) = diffEx.v ∀v ∈ TxM.

The right hand side denotes the differential of E in x in the direction of v. Then the
trajectory of the gradient flow (3.2) is determined by

gx(t)(ẋ(t), v) + diffEx(t).v = 0 ∀v ∈ Tx(t)M. (3.3)

The metric tensor g induces a distance d : M×M → R+ between two points on the
manifold: For x0, x1 ∈M, we define

d(x0, x1)2 := inf
γ:[0,1]→M

{∫ 1

0
gγ(s)(γ̇(s), γ̇(s)) ds

∣∣∣ γ(0) = x0, γ(1) = x1

}
. (3.4)
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3.1 Abstract framework: The Kohn–Otto method

On the formal level, one can easily establish a bound on the rate of change of the distance
between a trajectory x(t) of a gradient flow and an arbitrary x∗ ∈M. For this purpose,
we set

E(t) := E(x(t)),
D(t) := d(x(t), x∗).

Lemma 4 (Dissipation inequality on the formal level). Let x be a solution of (3.2) and
x∗ ∈M. Then it holds ∣∣∣∣ ddtD(t)

∣∣∣∣2 ≤ − d

dt
E(t). (3.5)

Proof. Using the triangle inequality, we obtain for every δ ∈ R∣∣∣∣1δ (D(t+ δ)−D(t))
∣∣∣∣ ≤ 1

δ
d(x(t+ δ), x(t)).

The curve s 7→ x(t+ sδ) is admissible in the sense of the definition of d, so that

1
δ
d(x(t+ δ), x(t)) ≤ 1

δ

∫ 1

0
δ
√
gx(t+sδ)(ẋ(t+ sδ), ẋ(t+ sδ)) ds.

Hence, the limit δ → 0 yields∣∣∣∣ ddtD(t)
∣∣∣∣ ≤ ∫ 1

0

√
gx(t)(ẋ(t), ẋ(t)) ds =

√
gx(t)(ẋ(t), ẋ(t)).

On the other hand, we obtain

d

dt
E(t) = diffEx(t).ẋ(t) = −gx(t)(ẋ(t), ẋ(t)),

since x is a solution of (3.3). Therefore, the combination of the last two equations yields
(3.5).

Although the proof of this lemma relies on formal arguments, it reveals that using the
natural distance on the manifold, i.e. the one induced by the metric tensor g, as the
suitable length scale, one can expect to obtain an inequality of the form (3.5) for a
gradient flow. In Section 3.5, we prove such an inequality on the rigorous level.

3.1.2 From the geometry of the energy landscape to coarsening dynamics

The geometry of the energy landscape is characterized by the rate, at which the energy
E can decrease as a function of the distance between the trajectory x and a reference
configuration x∗. The lower bound on the rate is determined by the geometric exponent
α, see Figure 3.1. On the other hand, the information on the coarsening dynamics is
encoded in the rate, at which the energy changes as a function of time characterized
by the dynamical exponent γ, see (3.1). The following proposition proves (in a time-
averaged sense) that γ and α are related:

γ =
α

α+ 2
.
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3 Rigorous upper bounds on coarsening rates in a droplet model

x
∗

E

d(x
∗
, x)
−α

x ∈ (M, g)

Figure 3.1: The energy E(x) is bounded below by the distance between x and the refer-
ence state x∗.

Proposition 3. Let x : [0,∞) →M be a trajectory of the gradient flow (3.2) with initial
value x(0) = x0. Let x∗ ∈M.
Assume that for α > 0 the interpolation inequality

E(x) d(x, x∗)α ≥ 1 (3.6)

holds for all x ∈ M with E(x) ≤ 1. Then for all σ ∈ (1, 1 + 2
α) there exists a constant

C(α, σ) such that ∀δ > 0 ∃C(δ, α, σ):∫ T

0
E(x(t))σ dt ≥ (1− δ)C(α, σ)

∫ T

0
(t−

α
α+2 )σ dt (3.7)

provided T ≥ C(δ, α, σ) d(x0, x
∗)α+2 and E(x0) ≤ 1.

The last requirement guarantees that E(x(t)) ≤ 1, so that the trajectory x fulfills the
interpolation inequality (3.6) for all t ≥ 0.

Remark (Notation). To avoid lengthy notations, let us restate the result in the following
concise form:

For all σ ∈ (1, 1 + 2
α) it holds that∫ T

0
E(x(t))σ dt &

∫ T

0
(t−

α
α+2 )σ dt (3.8)

provided T � d(x0, x
∗)α+2 and E(x0) ≤ 1.

The notation & and � are then defined according to the original statement in the
proposition.

Proof. Since E is a monotone function of time, D(t) can be viewed as a function of E(t).
To distinguish the argument of this function from the actual value of the energy we write
D = D(e). Thus, (3.5) turns into

1 ≥
(
dD

de

)2

|Ė|. (3.9)
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3.1 Abstract framework: The Kohn–Otto method

Multiplying (3.9) by E(t)σ and integrating in t yield∫ T

0
E(t)σ dt ≥

∫ T

0
E(t)σ

(
dD

de

)2

|Ė| dt =
∫ E0

ET

eσ
(
dD

de

)2

de, (3.10)

where we have set E0 = E(0) and ET = E(T ). Then we obtain from the Cauchy–Schwarz
inequality(∫ E0

ET

eσ
(
dD

de

)2

de

∫ E0

ET

e−σ de

) 1
2

≥
∣∣∣∣∫ E0

ET

dD

de
de

∣∣∣∣ = |D0 −DT |,

with D0 = D(0) and DT = D(T ). Substituting in (3.10) and integrating
∫ E0

ET
e−σ de =

(σ − 1)−1
(
E1−σ
T − E1−σ

0

)
imply∫ T

0
E(t)σ dt ≥ (σ − 1)

(
E1−σ
T − E1−σ

0

)−1 (D0 −DT )2

≥ (σ − 1)Eσ−1
T (D0 −DT )2. (3.11)

Here we have used the assumption σ > 1. We rewrite the right hand side of (3.11) as

(σ − 1)E
σ−1− 2

α
T (ETDα

T )
2
α

(
1− D0

DT

)2

and apply the interpolation inequality (3.6), so that∫ T

0
E(t)σ dt ≥ (σ − 1)E

σ−1− 2
α

T

(
1− D0

DT

)2

. (3.12)

For abbreviation we set

f(T ) :=
∫ T

0
E(t)σ dt.

Then (3.12) turns into the differential inequality

f(T ) ≥ (σ − 1)f ′(T )(σ−1− 2
α

)/σ

(
1− D0

DT

)2

= (σ − 1)f ′(T )
σα−α−2

σα

(
1− D0

DT

)2

,

or equivalently,

f(T )
σα

α+2−σα f ′(T ) ≥

(
(σ − 1)

(
1− D0

DT

)2
) σα

α+2−σα

, (3.13)

provided σ < 1 + 2
α . Note that

f(T )
σα

α+2−σα f ′(T ) =
d

dt

(
f(T )

σα
α+2−σα

+1

σα
α+2−σα + 1

)
=

d

dt

(
f(T )

α+2
α+2−σα

α+2
α+2−σα

)
.
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3 Rigorous upper bounds on coarsening rates in a droplet model

Now we distinguish two cases. First, when T is such that DT ≥ C−1
δ D0 with

Cδ := 1− (1− δ)
α+2
2σα ,

inequality (3.13) yields

f(T )
σα

α+2−σα f ′(T ) ≥ (σ − 1)
σα

α+2−σα (1− δ)
α+2

α+2−σα . (3.14)

Secondly, when T is such that DT < C−1
δ D0, we deduce from the interpolation inequality

(3.6) that
EσT ≥ D−σα

T ≥ Cσαδ D−σα
0 .

Since E(t) ≥ ET for all t < T , this inequality holds for all E(t)σ. In the notation of f ,
we obtain

f ′(T )Dσα
0 ≥ Cσαδ . (3.15)

Hence, we conclude by combining (3.14) and (3.15)

d

dT

(
f(T ) + C̃δD

α+2−σα
0

) σα
α+2−σα

+1
= α+2

α+2−σα

(
f(T ) + C̃δD

α+2−σα
0

) σα
α+2−σα

f ′(T )

≥ α+2
α+2−σα(σ − 1)

σα
α+2−σα (1− δ)

α+2
α+2−σα ,

where we choose the constant C̃δ such that

C̃
σα

α+2−σα

δ Cσαδ = (σ − 1)
σα

α+2−σα (1− Cδ)
2 σα

α+2−σα .

Then we get by integration in time

f(T ) + C̃δD
α+2−σα
0 ≥ C(α, σ)(1− δ)T 1− σα

α+2 , (3.16)

where C(α, σ) is defined by

C(α, σ) :=
(

α+2
α+2−σα

)1− σα
α+2 (σ − 1)

σα
α+2 . (3.17)

Finally, for T such that

C(α, σ)(1− δ)T 1− σα
α+2 ≥ 1

2 C̃δD
α+2−σα
0 ,

or equivalently,

T ≥ (C(α, σ)(1− δ))−
α+2

α+2−σα (1
2 C̃δ)

α+2
α+2−σα Dα+2

0 , (3.18)

we obtain from (3.16) the desired inequality (3.7):

f(T ) ≥ C(α, σ)(1− δ)T 1− σα
α+2 ,

provided T ≥ C(δ, α, σ)Dα+2
0 . The constant C(δ, α, σ) is defined by (3.18).
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3.1 Abstract framework: The Kohn–Otto method

Remark. Equations (3.2) and (3.6) do not imply a pointwise estimate for the energy of
the form

E(t) & t−
α

α+2 . (3.19)

Indeed, let M = R+, x∗ = 0 and x(0) = 1. For a given b � 1 let Eb be equal to x−α

outside the interval (1, b) and linear on [1, b] such that Eb is continuous:

Eb(x) :=

{
1 + b−α−1

b−1 (x− 1) for x ∈ [1, b],
x−α else.

(3.20)

Then it holds

ẋ = −dEb
dx

(x(t)) = −b
−α − 1
b− 1

as long as x(t) ≤ b. Hence,

x(t) = 1− b−α − 1
b− 1

t

and therefore x(tb) = b for tb := (b−1)2

1−b−α . Thus,

Eb(x(tb))

t
− α

α+2

b

=
(b− 1)

2α
α+2

bα(1− b−α)
α

α+2

≤ 2b−
α2

α+2 → 0

for b→∞ in contradiction to (3.19).

Remark (Optimality of C(α, σ)). The coefficient C(α, σ) is optimal for σ = 1 + 1
α , see

Figure 3.2. Indeed, consider in 1-d the energy E(x) := x−α. Obviously, this energy

1 2 3 4
0

1

2

3

4

5

α

σ

σ
opt

Figure 3.2: Permitted values of σ (grey region) as a function of α. The dotted line
σopt := 1 + 1

α indicates the values of σ, for which the coefficient in (3.7) is
optimal.
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3 Rigorous upper bounds on coarsening rates in a droplet model

obeys the interpolation inequality (3.6) for x∗ = 0. The gradient flow of E with x0 = 0
is given by

x(t) = (α(α+ 2)t)
1

α+2 .

Hence,
E(x(t)) = x(t)−α = (α(α+ 2)t)−

α
α+2

and furthermore, ∫ T

0
E(t)σ dt = (α(α+ 2))−σ

α
α+2 α+2

α+2−σα T
1−σ α

α+2 .

The coefficient coincides with the coefficient in (3.17) provided σ = 1 + 1
α .

3.2 Gradient flow structure of the thin-film equation

In this section, we interpret the evolution (1.1) of the film height h formally as a gradient
flow w.r.t. the energy functional (1.20) on a Riemannian manifold (M, g).

For this purpose, we define the manifold M as the set of all film configurations with
fixed mass described by the film height h:

M :=
{
h
∣∣∣ ∫ h(x) dx =

∫
h∗ dx

}
. (3.21)

Here we denote by h∗ ≡ const the average film height.

The choice of the metric tensor g is physically motivated. We define it as the minimal
energy dissipation rate by viscous friction of a transport flux generated by δh ∈ ThM
(see equation (1.25)):

gh(δh, δh) := min
u

{∫
1
m
h2|u|2 dx

∣∣∣ δh+∇ · (hu) = 0
}

(3.22)

with no-flux boundary condition u · ν = 0. Note that the metric tensor depends on the
base point h, and furthermore on the mobility m.

A variation in u reveals that 1
mhu is a gradient. Hence, the Euler–Lagrange equation of

(3.22) allows us to define the metric tensor in terms of a potential ϕ:

gh(δh, δh) =
∫
m|∇ϕ|2 dx, where δh+∇ · (m∇ϕ) = 0

with no-flux boundary condition ∇ϕ · ν = 0. This type of weighted H−1-norm reveals
the analogy of the thin-film equation to the Cahn–Hilliard equation.

By the polarization formula for bilinear forms, one gets

gh(δh1, δh2) =
∫
m∇ϕ1 · ∇ϕ2 dx, where δhi +∇ · (m∇ϕi) = 0, i = 1, 2. (3.23)
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3.2 Gradient flow structure of the thin-film equation

Now, it is easy to derive the thin-film equation (1.1) from the gradient flow structure on
the Riemannian manifold (M, g) (defined by (3.21) and (3.23)) w.r.t. the energy (1.20):
On the one hand,

gh(t)(∂th, δh)
(3.23)
=

∫
m∇ϕδ · ∇ϕ dx with

∂th+∇ · (m∇ϕδ) = 0,
δh+∇ · (m∇ϕ) = 0,

=
∫
∂th ϕ dx.

On the other hand, according to (1.21),

diffEh(t).δh =
∫
δE

δh
δh dx =

∫ (
−∇ ·

(
m∇δE

δh

))
ϕ dx,

so that the combination of these two equations by (3.3) yields the thin-film equation.

Remark (Lifted metric tensor and connections to the Rayleigh principle). The gradient
flow equation (3.3) can be regarded as the Euler–Lagrange equation of

1
2gh(t)(δh, δh) + diffEh(t).δh

with respect to δh, where ∂th is the minimizer under all tangent vectors. According to
definition (3.22) of the metric tensor, the tangent vector δh and the velocity u linearly
depend upon each other through the continuity equation. Hence, the tensor can be
lifted from the tangent space onto the space of all admissible velocities. Then we can
reformulate the gradient flow evolution as follows: The film height h evolves according
to

∂th+∇ · (hu) = 0,

where u minimizes
1
2gh(t)(u, u) + diffEh(t).u.

Here, g is defined by gh(u, u) =
∫

1
mh

2|u|2 dx, which is exactly the dissipationD in (1.25),
and diffEh(t).u is derived from diffEh(t).δh via the continuity equation, see (1.21). This
enlightens the connection to the Rayleigh principle (1.24), since the “lifted” gradient
flow can be seen as the Euler–Lagrange equation of the Rayleigh functional R subject
to the continuity equation.

In the case of linear mobility m(h) = h, the natural distance (as defined in (3.4)) with
respect to the metric tensor (3.22) can be explicitly given. As was shown in [31], the
induced distance is the quadratic Wasserstein distance defined by

W(h0, h1)2 := inf
{∫∫

|x− y|2dπ(x, y)
∣∣∣ ∫ dπ(·, y) = h0,

∫
dπ(x, ·) = h1

}
. (3.24)

As an important particular case of a Monge-Kantorovich distance (as introduced in
[37]) it measures the minimal costs for the transport of the “density” h0 into “density”
h1 in terms of the squared Euclidean distance. The so-called transportation plan π, a
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3 Rigorous upper bounds on coarsening rates in a droplet model

measure on the product space Ω×Ω, is admissible if its projection on the first and second
coordinates are measures with densities h0 and h1, respectively. For further properties
of W, we refer to Section 7.1 in [37].

Hence, for the case q = 1, one can expect to get a dissipation inequality for the induced
distance as stated in Lemma 4. This is done rigorously in Lemma 9. Otherwise for the
cases q 6= 1, the natural distance induced by the tensor g is not explicitly known, so that
an alternative definition of a length scale for proving a type of dissipation inequality
would be required.

3.3 The main result: A lower bound on the energy

Based on the abstract framework, we can prove the following lower bound on the energy
density in a time-averaged sense for arbitrary dimension:

Theorem 1 (Lower bound on energy). Let the potential U satisfy

U(h) ≥ 0 on (0,∞),
U(h) ≥ 1 on (2,∞).

(3.25)

Let h be a smooth solution of (1.1) for q = 1 on a large domain Ω := [0,Λ]d, Λ � 1,
with total mass equal to a uniform configuration of constant film height 3:∫

h dx =
∫
h∗ dx, h∗ ≡ 3. (3.26)

Then for σ ∈ (1, 3d+2
d ), the estimate∫ T

0

(
Λ−dE(h(t))

)σ
dt &

∫ T

0
(t−

d
3d+2 )σ dt (3.27)

holds, provided T �
(
Λ−

d
2W(3, h(0))

) 3d+2
d+1 and Λ−dE(h(0)) � 1.

Remark. Let us give some explanations regarding the assumptions made in the theorem:

• The assumption Λ−dE(h(0)) � 1 of an initially small energy density states that the
initial configuration is energetically comparable to a configuration of well-separated
droplets connected by a precursor of height argmin U ≈ 1.

• On the other hand, the assumption T �
(
Λ−

d
2W(3, h(0))

) 3d+2
d+1 encodes that the

initial configuration h(0) is not too far away from the constant film h∗ = 3.

• The constants 1 and 2 in (3.25) and 3 in (3.26) are chosen purely for convenience.
In particular, any uniform film of height larger than 2 would give the same result.
Of course, the constant in (3.27) depends on h∗. A closer inspection of the scaling

relations in Section 3.6 reveals that the constant scales in h∗ as (h∗)
3d

2(d+1) .

38



3.4 Interpolation inequality

In particular, the theorem shows that the interpolation inequality depends on the di-
mension

α =
d

d+ 1
,

and therefore yields a dimension-depending bound. In contrast, the geometric exponent
in the context of the Cahn–Hilliard equation in [19] is equal to 1, independent of the
dimension. An obvious difference lies in a “mixed dimensionality” of our coarsening
problem: The mass exchange between the droplets, i.e. kinetics, is governed by a flux
through the precursor film on the d-dimensional substrate. On the other hand, energetics
(e.g. in form of surface tension) is (d+ 1)-dimensional.

To apply the abstract result in Proposition 3, we must provide a rigorous proof of an
interpolation inequality of the form (3.6) with the geometric exponent α as above and,
furthermore, of the dissipation inequality (3.5). This will be done in the following two
sections. In addition, we will give heuristic scaling arguments in Section 3.6, i.a. to
deduce an upper bound on coarsening rates from the lower bound on the energy, and to
motivate the dependence of α on the dimension.

3.4 Interpolation inequality

As can be seen from the abstract framework, a main ingredient for proving a lower bound
on the energy is an interpolation inequality, which relates the energy density and the
induced distance via the geometric exponent.

Proposition 4 (Interpolation inequality). There exists a constant C = C(d) > 0 such
that

Λ−dE(h)
(
Λ−

d
2W(h, 3)

) d
d+1 ≥ 1

C
provided Λ−dE(h) ≤ 1

C
, Λ ≥ C.

For the rigorous proof of Proposition 4, let us set

R := (Λ−dE(h))−1 and h := (h− 2)+. (3.28)

Note that the definition of R is motivated by dynamical scaling relations, which are
heuristically derived in Section 3.6.1. Also inspired by these scaling relations, the proof
is split into several lemmas:

1. Lemma 5 shows that the average droplet height H scales like the average droplet
radius in accordance with (3.52). The radius is expressed in terms of the energy,
see (3.28).

2. Lemma 6, applied to h, shows that most of the droplet mass lies in a “small” set
in the sense that the volume of the thickened set is controlled.

3. Lemmas 5 and 6 imply Lemma 7, which shows that the typical droplet distance L
scales like R

d+1
d , as suggested by the heuristic arguments in (3.53).
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3 Rigorous upper bounds on coarsening rates in a droplet model

4. Finally, Lemma 8 reveals that for sufficiently distant droplets, the averaged Wasser-
stein distance between h and the average height scales like L in accordance with
(3.57).

Now let us present the detailed statements and their proofs:

Lemma 5.

1. The typical droplet height H is at least of order R in the sense that∫
{h>H}

h dx ≥ 1
2

∫
h dx for H = R

2 . (3.29)

2. The typical droplet radius is at least of the order R in the sense that

R

∫
|∇h| dx ≤

∫
h dx. (3.30)

Proof. We first notice that h ≤ h+ 2 implies∫
h dx ≤

∫
h dx+ 2

3

∫
3 dx

(3.26)
=

∫
h dx+ 2

3

∫
h dx,

so that ∫
h dx ≥ 1

3

∫
h dx. (3.31)

Next we notice that

Λ−dE(h)
(3.26)
= 3R

h dx

∫
1
2 |∇h|

2 + U(h) dx
(3.25)

≥ 3R
h dx

vol ({h > 2}) ,

so that by (3.28)

vol ({h > 2}) ≤ 1
3R

∫
h dx. (3.32)

This inequality induces∫
{h≤H}

h dx =
∫
{2<h≤H+2}

(h− 2) dx

≤ H vol ({h > 2})
(3.32)

≤ H
3R

∫
h dx

(3.31)

≤ H
R

∫
h dx.

Hence, we obtain (3.29) the estimate∫
{h>H}

h dx =
∫
h dx−

∫
{h≤H}

h dx ≥
(
1− H

R

) ∫
h dx,
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3.4 Interpolation inequality

which motivates the choice of H.

Now we turn to (3.30):∫
|∇h| dx =

∫
{h>2}

|∇h| dx

(3.25)

≤
∫
|∇h|

√
U(h) dx

≤
∫

1
2 |∇h|

2 + U(h) dx

(3.26)
=

R
h dx

3Λd

∫
1
2 |∇h|

2 + U(h) dx

(3.31)

≤ Λ−dE(h)
∫
h dx.

According to (3.28), this turns into

R

∫
|∇h| dx ≤

∫
h dx,

which concludes the proof.

The next lemma is strongly inspired by Lemma 2.1 in [5].

Lemma 6. Let R ≤ Λ. Assume that g : (0,Λ)d → [0,∞)

1. has height H in the sense that∫
{g≥H}

g dx ≥ 1
2

∫
g dx (3.33)

2. and radius R in the sense that

R

∫
|∇g| dx ≤

∫
g dx. (3.34)

Then there exists a set AR ⊂ {g ≥ H},

1. which contains substantial mass in the sense that∫
AR

g dx ≥ 1
4

∫
g dx,

2. and is small in the sense that the volume of the thickened sets

AδR := {x ∈ (0,Λ)d | dist(x,AR) < δ}

is controlled by

vol
(
AδR

)
≤ 3d2d+1

(
1 + 4 δ

R

)δ 1
H

∫
g dx for all δ > 0.
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3 Rigorous upper bounds on coarsening rates in a droplet model

Proof. First, we extend g : [0,Λ]d → R to the domain [−Λ,Λ]d by even reflection and
subsequently to Rd by periodic continuation, and denote the extension by g : Rd → R.
Let us set for convenience A := {g ≥ H} and define

AR :=

x ∈ A
∣∣∣∣ ∫

BR
8

(x)
g dy ≥ H

2 vol
(
BR

8
(x)
) . (3.35)

With the help of the convolution of g defined by

gR(x) :=
1

vol
(
BR

8
(x)
) ∫

BR
8

(x)
g dy,

AR can be written as AR = {x ∈ A | gR(x) ≥ H
2 }. Next we recall the standard estimate∫

(−Λ,Λ)d

|g − gR| dx ≤ R
8

∫
(−Λ,Λ)d

|∇g| dx
(3.34)

≤ 1
8

∫
(−Λ,Λ)d

g dx.

Since the integrands are even functions, this yields∫
|g − gR| dx ≤ 1

8

∫
g dx. (3.36)

We now define A := A ∩ (0,Λ)d and AR := AR ∩ (0,Λ)d. Then we have

g ≥ H ≥ 2gR on A−AR

and thus,
g ≤ 2(g − gR) on A−AR.

Therefore,∫
A−AR

g dx ≤ 2
∫
A−AR

(g − gR) dx ≤ 2
∫
|g − gR| dx

(3.36)

≤ 1
4

∫
g dx. (3.37)

Notice that by assumption (3.33),
∫
A g dx ≥

1
2

∫
g dx. Hence,∫

g dx ≤ 2
∫
A
g dx

≤ 2
(∫

AR

g dx+
∫
A−AR

g dx

)
(3.37)

≤ 2
∫
AR

g dx+ 1
2

∫
g dx,

which yields the first assertion.
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3.4 Interpolation inequality

Let I ⊂ AR be maximal with the property{
BR

8
(x)
}
x∈I

are disjoint. (3.38)

Then necessarily,
AR ⊂

⋃
x∈I

BR
4
(x). (3.39)

Thus,

#I vol
(
BR

8
(0)
)

=
∑
x∈I

vol
(
BR

8
(x)
)

(3.35)

≤ 2
H

∑
x∈I

∫
BR

8
(x)
g dx

(3.38)

≤ 2
H

∫
(−Λ,2Λ)d

g dx

= 3d 2
H

∫
g dx. (3.40)

Here we used the assumption R ≤ Λ.
Now (3.39) implies AδR ⊂

⋃
x∈IBR

4
+δ(x), so that

vol
(
AdR

)
≤ #I vol

(
BR

4 +δ
(0)
)

=
vol
(
BR

4 +δ
(0)
)

vol
(
BR

8
(0)
) #I vol

(
BR

8
(0)
)

(3.40)

≤ 3d( 8
R(R4 + δ))d 2

H

∫
g dx

= 3d2d+1(1 + 4 δ
R)d 1

H

∫
g dx,

which proves the second assertion.

Lemma 7. Let Λ ≥ R ≥ 3d28d. Then the typical droplet distance L is at least of the
order R

d+1
d in the following sense: There exists a set AR ⊂ Rd such that

1. ∫
AR

h dx ≥ 1
12

∫
h dx, (3.41)

2.
3 vol

(
ALR
)
≤ 3

4

∫
AR

h dx for L = 3−12−10R
d+1

d . (3.42)
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3 Rigorous upper bounds on coarsening rates in a droplet model

Proof. According to Lemma 6 there exists a set AR such that∫
AR

h dx ≥ 1
4

∫
h dx, (3.43)

which by (3.31) turns into (3.41), and

vol
(
ALR
)
≤ 3d2d+1

(
1 + 4LR

)d 1
H

∫
h dx. (3.44)

By the definition of H and R in Lemma 5, (3.44) gives rise to

vol
(
ALR
)

≤ 3d2d+2
(
1 + 4LR

)d 1
R

∫
h dx

(3.43)

≤ 3d2d+4
(
1 + 4LR

)d 1
R

∫
AR

h dx

≤ 3d2d+4
(
1 + 4LR

)d 1
R

∫
AR

h dx.

Now L in (3.42) is defined such that

3d2d+4
(
1 + 4LR

)d 1
R ≤

1
4

provided R ≥ 3d28d. Hence, the inequality turns into

3 vol
(
ALR
)
≤ 3

4

∫
AR

h dx.

Lemma 8. Let h : Q → [0,∞) with h∗ := Λ−d
∫
h(x) dx and A ⊂ Rd and L > 0 be

given with

h∗ vol ({dist(·, A) < L}) ≤ 3
4

∫
A
h(x) dx. (3.45)

Then
W(h, h∗)2 ≥ 1

4L
2

∫
A
h(x) dx.

Proof. Set for abbreviation AL := {dist(., A) < L}. Let π be any admissible transporta-
tion plan in the definition of W. We conclude∫

Rd×Rd

|x− y|2 dπ(x, y) ≥
∫
A×(Rd−AL)

|x− y|2 dπ(x, y)

≥ L2π(A× (Rd −AL))
≥ L2(π(A× Rd)− π(Rd ×AL))

= L2

(∫
A
h dx−

∫
AL

h∗ dx

)
= L2

(∫
A
h dx− h∗ vol

(
AL
))

(3.45)

≥ 1
4L

2

∫
A
h dx.
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3.5 Dissipation inequality

Proof of Proposition 4. According to Lemma 8 (applied to h∗ = 3 and A = AR), it
follows from Lemma 7 for the L defined in (3.42)

W(h, 3)2 ≥ 1
4L

2

∫
AR

h dx
(3.41)

≥ 1
48L

2

∫
h dx.

In view of (3.26), this turns into

Λ−dW(h, 3)2 ≥ 2−4L2.

In view of the definition (3.28) of R and the definition (3.42) of L, this yields

Λ−dE(h)
(
Λ−

d
2W(h, 3)

) d
d+1 ≥ R−1(2−4L2)

d
2(d+1)

= R−1(3−22−24R2 d+1
d )

d
2(d+1)

= 3−
d

d+1 2−
12d
d+1 .

Since 3−
d

d+1 2−
12d
d+1 > 3−d2−8d, we set C := 3

d
d+1 2

12d
d+1 , which concludes the proof of the

interpolation inequality.

3.5 Dissipation inequality

The formal argument in Lemma 4 is replaced by the rigorous proof of the inequality∣∣∣∣ ddtW(h(t), h∗)
∣∣∣∣2 ≤ (− d

dt
E(t)

)
. (3.46)

Recall that

d

dt
E(h(t)) =

∫
δE

δh
∇ ·
(
h∇δE

δh

)
dx = −

∫
h

∣∣∣∣∇δEδh
∣∣∣∣2 dx.

Hence, we prove the following more general result:

Lemma 9 (Dissipation inequality). Let h be a solution of the continuity equation

∂th+∇ · (hu) = 0, (3.47)

where the vector field u is smooth, bounded on Ω and locally bounded on t ∈ [0,∞). Then
it holds that ∣∣∣∣ ddtW(h(t), h∗)

∣∣∣∣2 ≤ ∫ h(t, x)|u(t, x)|2 dx. (3.48)
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3 Rigorous upper bounds on coarsening rates in a droplet model

Proof. The proof is based on [30], but let us give the arguments for completeness.
Due to the triangle inequality one has

|W(h(t+ s), h∗)−W(h(t), h∗)| ≤ W(h(t+ s), h(t)),

so that it is sufficient to prove the inequality

lim
s↓0

1
s
W(h(t+ s), h(t)) ≤

√∫
h(t, x)|u(t, x)|2 dx. (3.49)

As a first step, we show that h(t+s) is the “push-forward” of h(t) under the diffeomorphic
flow Φ : [0,∞)× Ω → Ω generated by u, which is defined by

∂sΦ(s) = u(t+ s) ◦ Φ(s), Φ(0) = id. (3.50)

A push-forward is given by∫
ζ(x) h(t+ s, x) dx =

∫
ζ(Φ(s, y)) h(t, y) dy for all ζ ∈ C∞0 (Ω),

or, equivalently,∫
ζ(Φ−1(s, y)) h(t+ s, y) dy =

∫
ζ(x) h(t, x) dx for all ζ ∈ C∞0 (Ω). (3.51)

For this purpose, we set for abbreviation ζs := ζ ◦ Φ−1(s, .), so that ζs ◦ Φ = ζ. By the
chain rule it is easy to see that ζs satisfies

∂sζs + u(t+ s) · ∇ζs = 0.

Obviously, h(t+ s) fulfills the continuity equation

∂sh(t+ s) +∇ · (h(t+ s)u(t+ s)) = 0.

Now note that (3.51) holds for s = 0 due to the definition of the flow. Since the right
hand side of (3.51) is independent of s, it is sufficient to show that the left hand side is
constant in s:

d

ds

∫
ζs(x)h(t+ s, x) dx

=
∫
∂sζs(x)h(t+ s, x) + ∂sh(t+ s, x)ζs(x) dx

=
∫

(−u(t+ s, x) · ∇ζs(x)h(t+ s, x)−∇ · (h(t+ s, x)u(t+ s, x))ζs(x)) dx

=
∫

(∇ · (h(t+ s, x)u(t+ s, x))−∇ · (h(t+ s, x)u(t+ s, x))) ζs(x) dx = 0.
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3.6 Heuristics

Next we define an (in the sense of the definition of W) admissible transport plan πs on
the product space Ω × Ω, which realizes the transport of the configuration h(t) by the
flow Φ(s): Let πs : Ω× Ω → [0,∞) be defined by∫

Ω×Ω
ζ(x, y) dπs(x, y) =

∫
Ω
ζ(x,Φ(s, x))h(t, x) dx for all ζ ∈ C0

0 (Ω× Ω).

Indeed, πs is admissible: For arbitrary ζ1, ζ2 ∈ C0
0 (Ω) it holds∫

Ω×Ω
(ζ1(x) + ζ2(y)) dπs(x, y) =

∫
Ω

(ζ1(x) + ζ2(Φ(s, x))) h(t, x) dx

=
∫

Ω
ζ1(x)h(t, x) dx+

∫
Ω
ζ2(x)h(t+ s, x) dx.

Thus, according to the definition of W, one has

1
s
W(h(t), h(t+ s)) ≤

√∫
1
s2
|x− Φ(s, x)|2h(t, x) dx.

The integrand converges pointwise:

lim
s↓0

1
s2
|x− Φ(s, x)|2 = |∂sΦ(s, x)

∣∣
s=0
|2 = |u(t, x)|2,

and is bounded by |u(t+ s, x)|2. Hence, we obtain by Lebesgue

lim
s↓0

1
s
W(h(t), h(t+ s)) ≤

√∫
|u(t, x)|2h(t, x) dx,

which completes the proof of the lemma.

3.6 Heuristics

The coarsening process relies on rather complex mechanisms. Nevertheless, numerical
simulations suggest that the dynamics has a simple statistical behavior, meaning that
a typical length scale like the averaged distance L, which measures the “coarseness” of
the configuration, has – as a function of time – a power-law behavior:

L(t) ∼ tβ.

In the following section, we will heuristically deduce from a quasi-stationary set-up why
a lower bound on the energy E of the form (3.1) yields an upper bound on coarsening
rate characterized by β.
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1
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Figure 3.3: Droplet configuration on one-dimensional substrate.

3.6.1 Dynamical scaling

We consider a configuration of well-separated, large droplets. Furthermore, we assume
that the average height is of order 1. Such configuration has three typical length scales:
the average droplet height H, the average droplet size given by the radius R and the typ-
ical distance L between droplets, see Figure 3.3. By scaling, these averaged quantities
are not independent:

• On a mesoscopic level, we obtain from (2.27) that the height H and the radius R
of the mesoscopic equilibrium droplets scale the same:

H ∼ R. (3.52)

• We infer from mass conservation, i.e.

Λ−d
∫
h dx ∼ 1,

and from

Λ−d
∫
h dx ∼

(
number density

of droplets

)
×
(

volume of
individual droplet

)
∼ L−d × HRd

(3.52)∼ L−d × Rd+1

that R and L are related by

L ∼ R
d+1

d . (3.53)

Therefore, combining (3.52) and (3.53) we obtain the scaling relation

H ∼ R ∼ L
d

d+1 .
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3.6 Heuristics

From a lower bound on the energy to an upper bound on coarsening

Now it is easy to relate the energy density and the typical distance by scaling. Using
(2.35a), we get

Λ−dE ∼
(

number density
of droplets

)
×
(

energy of
individual droplet

)
∼ L−d ×Rd

(3.53)∼ L−
d

d+1 . (3.54)

Hence, a lower bound on the energy

Λ−dE(t) & t−
d

3d+2

as implied by (3.27) would give an upper bound on L:

L(t) . t
d+1
3d+2 . (3.55)

In particular, in one and two dimension, the coarsening exponent is bounded by

β ≤

{
2
5 for d = 1,
3
8 for d = 2.

(3.56)

Scaling of the Wasserstein distance

In this paragraph, we will motivate the choice of the geometric exponent α = d
d+1 , see

Theorem 4, in terms of scaling:

• From (3.54) we have
Λ−dE ∼ L−

d
d+1 .

• From the definition (3.24) of the Wasserstein distance W we obtain the scaling

Λ−dW(h, 3)2 ∼ Λ−d
∫∫

|x− y|2 dπ(x, y)

∼ Λ−d × L2

∫∫
dπ(x, y)

∼ Λ−d × L2 ×
∫

3 dx

∼ L2,

(see Figure 3.4), which implies

Λ−
d
2W(h, 3) ∼ L. (3.57)

Combining these two scaling relations leads to

Λ−dE
(
Λ−

d
2W(h, 3)

) d
d+1 ∼ L−

d
d+1 × L

d
d+1 ∼ 1,

in accordance with Theorem 4.
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L

HR
d

h
∗

= 3
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Figure 3.4: Scaling of W(h, 3).

Scaling of the number density

Another quantity that describes the coarseness of the configuration is the total number
of droplets, denoted by N . It is related to the typical distance:

Λ−dN ∼ L−d. (3.58)

Hence, the scaling of L given in (3.55) translates into

N(t) & t−
d(d+1)
3d+2 . (3.59)

Since N is a quantity to be easily measured in the numerics we will often refer to this
scaling relation when we analyze the numerical data.

Review on Glasner and Witelski [15]

The coarsening dynamics for the thin-film equation on a one-dimensional substrate for
the mobility exponent q = 3 was studied by Glasner and Witelski in [15].

The authors consider a configuration of equilibrium droplets as derived in Section 2.1,
but their asymptotic regime differs from ours: Instead of choosing the precursor height
of order 1 and droplets with large radii R� 1, they consider a precursor of height ε� 1
and droplet sizes of order 1. By means of asymptotic expansions and a Fredholm-type
solvability argument, they derive a system of ODEs for the change of the droplet centers
{Xi} and pressures {Pi} to describe the dynamics of interacting droplets. In Chapter 5,
we will analogously derive a system of ODEs with a different approach.

In the regime L � R, they heuristically deduce a power-law behavior for the number
of droplets as a function of time: N(t) ∼ t−

2
5 , see Equation (6.9) in [15]. This relation

is confirmed by numerical simulations. As can be seen from (3.59), the result is in
accordance with our bound on the coarsening rate. Indeed, their heuristics easily extend
to the case of mobility exponent q = 1.
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4 Dynamics of droplets

The dynamics of the thin-film equation relies on the competition between driving energy
reduction and limiting viscous friction as formulated in the Rayleigh principle (1.24). Let
us rephrase the structure in terms of the flux J = hu: At any time, J minimizes the
Rayleigh functional

R(J) = 1
2D(J) + Ė(h).J , (4.1)

where D(J) =
∫

1
m |J |

2 dx and Ė(h).J =
∫
∇ δE

δh (h) · J dx. Then the film height evolves
according to the continuity equation ∂th + ∇ · J = 0. In the following, we utilize
this concept to study model problems of the two relevant mechanisms for coarsening
separately, namely Ostwald ripening by mass transfer and migration.

4.1 Ostwald ripening of droplets

Ostwald ripening relies on the mass exchange between droplets through the precursor
layer. The large droplets grow at the expense of the smaller ones, see Figure 4.1, as mass
is transported from high- to low-pressure regions.

4.1.1 The model problem: Two immobile droplets

We consider a mass-conservative configuration of two droplets with fixed centers X1

and X2, but time-dependent sizes. As a leading order approximation, we describe this
configuration as a union of two mesoscopic droplets

h(t, x) = 1 + hV1(t),X1
(x) + hV2(t),X2

(x),

see (2.32a), with volumes V1 < V2. Let us denote hi := hVi,Xi for shortness. Note that
we choose a parametrization in terms of the volumes (instead of radii), which is natural
for the mass-conservative systems under consideration. A subsequent justification of the
coarse-grained mesoscopic treatment of the configuration will be given in the following
sense: The contribution of the detailed equilibrium profile of the droplets to the dissi-
pation is to leading order negligible compared to the contribution of the precursor. In
particular, the leading order scaling behavior is independent of the mobility exponent q,
since m(h) ≈ 1 in the precursor.

Now we characterize the volume change V̇1 = −V̇2 in this configuration by means of the
Rayleigh principle: Both the flux J and V̇1 minimize as a couple the Rayleigh functional
R subject to the continuity equation

V̇1 (∂V1h1 − ∂V2h2) +∇ · J = 0
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4 Dynamics of droplets

Figure 4.1: Ostwald ripening of a 3-droplet configuration on a periodic domain. The
largest droplet (right) grows at the expense of the smaller ones. Here, the red
arrows indicate the mass exchange through the precursor layer. Eventually,
the single-droplet configuration is stable.
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4.1 Ostwald ripening of droplets

with boundary condition J · ν → 0 as |x| → ∞. A variation of (4.1) in J reveals that
the flux is a gradient of a pressure: J = −m∇ψ.

To identify V̇1 from the Rayleigh functional, let us introduce a normalized model pressure,
which generates the volume change V̇1 = 1: Let ψ̄ be the solution of

(∂V1h1 − ∂V2h2)−∇ · (m∇ψ̄) = 0, (4.2a)
J · ν → 0 as |x| → ∞, where J := −m∇ψ̄. (4.2b)

It immediately implies that ψ = V̇1 ψ̄. Then the volume change is determined by

V̇1 = −
(∫

m|∇ψ̄|2 dx
)−1 ∫ δE

δh
(h) (∂V1h1 − ∂V2h2) dx. (4.3)

Indeed, a minimization of the Rayleigh functional

1
2(V̇1)2

∫
m|∇ψ̄|2 dx+ V̇1

∫
δE

δh
(h) (∂V1h1 − ∂V2h2) dx

w.r.t. the volume change V̇1 yields the characterization (4.3).

Corollary 2 (Sign of the volume change V̇1). In the case of V1 < V2, the volume V1

decreases:
V̇1 < 0.

Proof. The second integral in (4.3), which determines the sign of V̇1, can be derived
explicitly with the help of (2.34):∫

δE

δh
(h) (∂V1h1 − ∂V2h2) dx

(2.1)
= P1 − P2

(2.34)
=

2d√
2ω

(
V
− 1

d+1

1 − V
− 1

d+1

2

)
> 0

since
∫
BRi

(Xi)
∂Vihi dx = 1 and ∂Vihi = 0 in R2\BRi(Xi).

This result justifies the terminology Ostwald ripening.

4.1.2 Characterization of the volume change: The ripening factor

By approximating the ripening factor
(∫
m|∇ψ̄|2 dx

)−1 in (4.3) to leading order in the
regime of well-separated droplets, that is Vi � L, we will characterize the volume change
in terms of scaling in Vi and L. To be more precisely, we will show that

V̇1 = −rip(L, Vi)
(
V
− 1

d+1

1 − V
− 1

d+1

2

)
(4.4)

where the ripening factor is given to leading order by

rip(L, Vi) ≈


√

2
ω L−1 for d = 1,

4π
4
3

(
log(L/V

1
3

1 ) + log(L/V
1
3

2 )
)−1

for d = 2.
(4.5)

53



4 Dynamics of droplets

One-dimensional case

In the one-dimensional case, elementary integration of the continuity equation (∂V1h1 −
∂V2h2) + ∂xJ = 0 with no-flux boundary conditions J(−∞) = J(∞) = 0 yields

J(x) =



0 in (−∞, X1 −R1],

− 1
6
√

2ω
V
− 3

2
1 (x−X1)3 − 1

4
√

2ω
V
− 1

2
1 (x−X1)− 1

2 in BR1(X1),

−1 in [X1 +R1, X2 −R2],
1

6
√

2ω
V
− 3

2
2 (x−X2)3 + 1

4
√

2ω
V
− 1

2
2 (x−X2)− 1

2 in BR2(X2),

0 in [X2 +R2,∞).

Therefore, we obtain to leading order∫
m|∇ψ̄|2 dx =

∫
1
m
|J |2 dx

=
∫
BR1

(X1)

1
m
|J |2 dx+

∫ X2−R2

X1+R1

1 dx︸ ︷︷ ︸
≈L

+
∫
BR2

(X2)

1
m
|J |2 dx

≈ L,

since the two integrals over BRi(Xi) scale like V
1
2
i � L. Hence, the main contribu-

tion stems from the precursor, and the volume change is to leading order characterized
through

V̇1 ≈ −L−1

√
2
ω

(
V
− 1

2
1 − V

− 1
2

2

)
in the regime V

1
2
i � L.

Two-dimensional case

For the treatment of the two-dimensional case, let us first introduce an auxiliary pressure
relevant to the volume change of a single mesoscopic droplet h = 1 + hV,0 centered in
the origin. Let ψV be a radial symmetric solution of

− ∂V hV,0 −∇ · (m∇ψV ) = 0. (4.6)

Since for r = |x| > R

1 =
∫
Br(0)

∂V hV,0 dx = −
∫
∂Br(0)

m∇ψV · ν = −2πr(∂rψV )

holds, we find that

ψV = − 1
2π

log |x|+ const for |x| > R. (4.7)
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4.1 Ostwald ripening of droplets

We immediately obtain∫
BL(0)\BR(0)

m|∇ψV |2 dx =
1
2π

log(L/V
1
3 ) +O(1). (4.8)

The subsequent lemma shows that the leading order contribution of the mesoscopic
droplet is of lower order, namely independent of R ∼ V

1
3 .

Lemma 10. Let ψV be a solution of (4.6). Then∫
BR(0)

m|∇ψV |2 dx = O(1). (4.9)

Proof. Let JV := −m∇ψV , which solves ∂V hV,0 +∇·JV = 0. Now consider the rescaling
x = Ry and J̃(y) := RJV (Ry). Then an easy calculation based on the mesoscopic droplet
profile (2.32a) reveals that J̃ solves the problem ∂V hV,0(y, V )

∣∣
V=1

+ ∇ · J̃ = 0, which
does not depend on V . This implies∫

BR(0)
m|∇ψV |2 dx =

∫
BR(0)

1
m
|JV |2 dx ≤

∫
BR(0)

|JV |2 dx =
∫
B1(0)

|J̃ |2 dy,

which proves the assertion.

Now we can determine the leading order behavior of the ripening factor in the two-
dimensional case.

Proposition 5. In the regime of well-separated droplets, that is V
1
3 � L, we have the

leading order behavior∫
m|∇ψ̄|2 dx ≈ 1

2π

(
log(L/V

1
3

1 ) + log(L/V
1
3

2 )
)
. (4.10)

In particular, the leading order behavior does not depend on the mobility exponent.

Proof. First note that there are two variational representations of
∫
m|∇ψ̄|2 dx:∫

m|∇ψ̄|2 dx = max
ζ

{∫ (
−m|∇ζ|2 − 2 (∂V1h1 − ∂V2h2) ζ

)
dx

}
(4.11)

= min
J

{∫
1
m
|J |2 dx

∣∣∣ (∂V1h1 − ∂V2h2) +∇ · J = 0
}
. (4.12)

In the following, we apply this representation to provide lower and upper bounds on∫
m|∇ψ̄|2 dx that differ only by an amount of O(1).

Lower bound: Let ` := L/3. To construct a suitable test function we define

ζi(x) :=


(−1)i 1

2π log(Ri/`) in BRi(Xi),
(−1)i 1

2π log(|x−Xi|/`) in B`(Xi)\BRi(Xi),
0 in R2\B`(Xi),
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ζ1

X1

R1

X1 − (`, 0)
T

X1 + (`, 0)
T

Figure 4.2: The test function ζ1 carries mass 1 outside the droplet.

for i = 1, 2, see Figure 4.2. The test functions ζi are harmonic functions such that the
mass flux −∇ζi across ∂BRi(Xi) is equal to ±1:∫

∂BRi
(Xi)

∓∇ζi · ν dx = ±1.

Now consider the test function ζ =
∑
λiζi, where the constants λ1 and λ2 need to be

determined. We compute∫ (
−m|∇ζ|2 + 2 (∂V1h1 − ∂V2h2) ζ

)
dx =

1
2π

2∑
i=1

log(`/Ri)(−λ2
i − 2λi).

Maximizing in λi gives λi = −1. Therefore, we obtain the lower bound∫
m|∇ψ̄|2 dx ≥ 1

2π

2∑
i=1

log(`/Ri) =
1
2π

2∑
i=1

log(L/V
1
3
i ) +O(1).

Upper bound: Let X = (X1 +X2)/2 and Ω = BL(X)\(B`(X1)∪B`(X2)). We construct
the test flux J with the help of the auxiliary pressure defined in (4.6):

J(x) =


+J1(x−X1) in B`(X1),
−J2(x−X2) in B`(X2),
Jout in Ω,
0 in R2\BL(X),

(4.13)

where Ji := −m∇ψVi , i = 1, 2, is defined by (4.6), and Jout := −∇ψout with

−∆ψout = 0 in Ω,

∇ψout · ν =

{
− 1

2π` on ∂B`(Xi), i = 1, 2,
0 on ∂BL(X).

Here, the boundary conditions are chosen such that Ji · ν = Jout · ν at ∂B`(Xi), which
makes J an admissible test function in the sense that the divergence of J is defined
distributionally.

56



4.2 Migration of droplets

As above, a simple scaling argument (based on scaling of the domain and change of
variables) reveals that the dissipation integral in Ω has scaling O(1): Indeed,∫

Ω

1
m
|Jout|2 dx =

∫
Ω
|∇ψout|2 dx ≤ C

for some constant C = O(1). Combining this bound with (4.8) and (4.9) yields the
desired upper bound, which differs from the lower bound only by an amount of O(1).

4.2 Migration of droplets

4.2.1 The model problem: Isolated droplet in a flux field

We consider a single equilibrium droplet h̃ = h̃(x − X(t)) with fixed mass centered at
X = X(t) in a surrounding constant flux field J∞, see Figure 4.3. We expect the droplet
to migrate with speed Ẋ to minimize the dissipation under the flux boundary condition.
Let us write r := |x−X| and ν := (x−X)/r for shortness.

J∞ J∞X

R

Figure 4.3: An equilibrium droplet in an ambient constant flux field J∞.

To characterize the response Ẋ of the droplet, we apply the Rayleigh principle (4.1):
The flux J and the migration velocity Ẋ minimize as a couple the dissipation rate

1
2D(J) = 1

2

∫
1
m
|J |2 dx (4.14)

subject to the continuity equation

− Ẋ · ∇h̃+∇ · J = 0 (4.15)

with boundary condition
J · ν → J∞ · ν as r →∞. (4.16)

Note that the energy is translation-invariant, which implies Ė = 0 in this case.

Let us now argue that the flux J and the migration speed Ẋ are characterized by the
following second-order elliptic problem for a pressure ψ with flux boundary conditions
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4 Dynamics of droplets

and an additional solvability condition:

− Ẋ · ∇h̃−∇ · (m∇ψ) = 0, (4.17a)

J · ν → J∞ · ν as r →∞, where J := −m∇ψ, (4.17b)∫
∇h̃ ψ dx = 0. (4.17c)

The solvability condition (4.17c) allows us to extract a characterization of the migration
speed Ẋ.

First, the variation of (4.14) in J reveals that the minimizing flux is L2-orthogonal to
all divergence-free test fluxes, so that it is a gradient of a pressure ψ:

J = −m∇ψ. (4.18)

This implies (4.17a) from (4.15).

Furthermore, the continuity equation (4.15) induces

∇ · (−Ẋ(h̃− h∞) + J) = 0.

Hence, the variation of (4.14) w.r.t. Ẋ yields

0 =
∫

1
m

(h̃− h∞) J dx = −
∫

(h̃− h∞)∇ψ dx =
∫
∇h̃ ψ dx (4.19)

for a minimizing flux.

4.2.2 Characterization of the droplet velocity: The migration factor

In the following, we utilize (4.17) to characterize the migration speed.

One-dimensional case

In the one-dimensional case, the continuity equation (4.17a) together with the boundary
condition (4.17b) can be integrated explicitly. We obtain the solution J = J∞ + Ẋ(h̃−
h∞), so that (4.17c) yields

0 =
∫
∇h̃ ψ dx =

∫
1
m

(h̃− h∞) J dx

= J∞

∫
1
m

(h̃− h∞) dx+ Ẋ

∫
1
m

(h̃− h∞)2 dx.

Then the migration velocity is characterized by

Ẋ = −
∫

1
m(h̃− h∞) dx∫
1
m(h̃− h∞)2 dx

J∞. (4.20)
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4.2 Migration of droplets

We call the integral expression on the left hand side the migration factor

mig =

∫
1
m(h̃− h∞) dx∫
1
m(h̃− h∞)2 dx

,

which to leading order depends on the droplet radius R: mig ≈ mig(R). The result
(4.20) is in accordance with the equation of migration derived by Glasner and Witelski,
see (4.10) in [15].

Corollary 3 (Sign of migration velocity in 1-d). The droplet moves in the direction
opposite to J∞:

Ẋ

J∞
= −mig < 0.

It follows easily from property (2.3) of the stationary droplet profile h̃.

Proposition 6 (Leading order behavior of the migration factor in 1-d). In the regime
of large droplets, that is R� 1, we have to leading order

∫
1
m

(h̃− h∞) dx ≈


C R2−q for q ∈ [0, 2),√

2 logR for q = 2,
C for q > 2,

(4.21)

∫
1
m

(h̃− h∞)2 dx ≈


C R3−q for q ∈ [0, 3),√

2 logR for q = 3,
C for q > 3,

(4.22)

where C > 0 denotes a generic constant independent of R (but depending on q). Conse-
quently, the migration factor has the following leading order behavior:

mig(R) = − Ẋ

J∞
≈



CR−1 for q ∈ [0, 2),
CR−1 logR for q = 2,
CRq−3 for q ∈ (2, 3),
C(logR)−1 for q = 3,
C for q > 3.

(4.23)

Proof. To investigate integrals of the form

Iγ :=
∫

1
m

(h̃− h∞)γ dx =
∫

(h̃− h∞)γ

h̃q
dx,

we invoke the first integral of −∂2
xh̃+ U ′(h̃) = P , that is,

− 1
2(∂xh̃)2 + Ũ(h̃) = 0, (4.24)
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4 Dynamics of droplets

where Ũ is defined in (2.12). Because of the properties (2.3) of the equilibrium droplet,
(4.24) turns into

∂xh̃ = −
√

2 Ũ(h̃) for x > 0,

so that

Iγ = 2
∫ eh(0)
h∞

(h− h∞)γ

hq
1√

2 Ũ(h)
dh. (4.25)

We recall from (2.4) that h∞ ≈ 1 for P ∼ R−1 � 1, so that (4.25) turns to leading order
into

Iγ ≈ 2
∫ eh(0)

1

(h− 1)γ

hq
1√

2U(h)
dh

(2.24)
= 2

∫ 1+R/
√

2

1

(h− 1)γ

hq
1√

2U(h)
dh. (4.26)

Due to γ > 0 and
√

2U(h)
(1.7)∼ (h− 1) at h = 1, the (potential) singularity at h = 1 is

integrable.

For q > γ + 1, (4.26) is also integrable as h → ∞, so that Iγ is to leading order
independent of R:

Iγ ≈ 2
∫ ∞

1

(h− 1)γ

hq
1√

2U(h)
dh ∈ (0,∞).

Note that the leading order scaling of Iγ depends on the details of the potential U .

On the other hand, for q = γ + 1, we have a logarithmic divergence

Iγ ≈
√

2 logR,

and for q < γ + 1, the divergence

Iγ ≈ CRγ−q+1,

which concludes the proof.

Remark.

• The proof reveals that there is a cross-over at q = γ + 1: For q < γ + 1, the
contribution of the cap region dominates the scaling behavior of Iγ , while for
q > γ+1, the contribution of the foot region dominates (since the upper bound of
the integral, i.e. 1 +R/

√
2, could be replaced by ∞).

• Consequently, the migration factor, that is −I1/I2, has two cross-overs: at q = 2
and q = 3. For q < 2, the migration factor is dominated by contributions of the
cap region, and for q > 3 by contributions of the foot region. We have already
discussed this in the introduction of this thesis.
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4.2 Migration of droplets

Two-dimensional case

We will again deduce the migration factor from the solvability condition and furthermore
show in the regime of large droplets that it has the same scaling behavior as in one
dimension.

A straightforward explicit integration as in the one-dimensional case does not apply.
Instead of that, we reformulate the model problem (4.17) in terms of two auxiliary
problems for pressures:

1. the pressure ψ0 that stems from a normalized flux boundary condition at infinity:

−∇ · (m∇ψ0) = 0 (4.27a)

J0 · ν →
(
1
0

)
· ν as r →∞, where J0 := m∇ψ0. (4.27b)

2. the pressure ψ1 that makes the droplet move in x1-direction with unit speed:

−∂1h̃−∇ · (m∇ψ1) = 0 (4.28a)
J1 · ν → 0 as r →∞, where J1 := −m∇ψ1. (4.28b)

These auxiliary pressures allow us to decompose ψ:

ψ = −J∞ψ0 + Ẋψ1. (4.29)

Note that we identify the vectors J∞ and Ẋ with the scalar quantities in
(
J∞
0

)
and

(
Ẋ
0

)
(referring to isotropy). Hence, with the help of condition (4.17c), the migration speed is
characterized through

Ẋ = −mig J∞, (4.30)

where we define the migration factor mig by

mig = −
∫
ψ0∂1h̃ dx∫
ψ1∂1h̃ dx

,

whose leading order behavior will be identified in terms of the radius R.

To investigate the migration factor, let us first study the asymptotic behavior of the
auxiliary pressures. For this purpose, it is convenient (since h̃ only depends on |x−X|)
to introduce polar coordinates (r, θ) by

r = |x−X| and cos θ =
x−X

|x−X|
· Ẋ
|Ẋ|

, (4.31)
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such that

x−X = r

(
cos θ
sin θ

)
.

In particular for the auxiliary problems, we have

r cos θ = (x−X) ·
(

1
0

)
.

A Fourier series Ansatz in the angle variable θ for (4.27) and (4.28) reveals that both
ψ0 and ψ1 are of the form

ψ0(x) = ψ0(r) cos θ,

ψ1(x) = ψ1(r) cos θ,
(4.32)

i.e. the first mode is the only non-vanishing mode, where the radial functions are deter-
mined by

−∂r(m∂rψ0)−
m

r
∂rψ0 +

m

r2
ψ0 = 0, (4.33a)

ψ0(0) = 0, lim
r→∞

∂rψ0(r) = 1, (4.33b)

and

−∂r(h̃− h∞)− ∂r(m∂rψ1)−
m

r
∂rψ1 +

m

r2
ψ1 = 0, (4.34a)

ψ1(0) = 0, lim
r→∞

∂rψ1(r) = 0, (4.34b)

respectively. For convenience, we again use the same notation for ψ0(x) and ψ0(r). It
will be clear from the context to which we refer. Since h̃ only depends on r, the mobility
m can also be understood as a function of r.

Lemma 11 (Asymptotic behavior of auxiliary pressures). The auxiliary pressures have
the following asymptotic properties to leading order:

1.
ψ0(r) = r + const

r

ψ1(r) = const
r

}
for r −R� 1. (4.35)

2.

lim
r→∞

rψ1(r) =
1
2π

∫
ψ0(x)∂1h̃(x) dx =

1
2

∫ ∞

0
ψ0(r)∂rh̃(r) dr. (4.36)

Therefore, the constant for ψ1 in (4.35) is determined by (4.36).

Figures 4.4 and 4.5 show typical shapes of the auxiliary pressures for the mobility expo-
nent q = 2 derived numerically.
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Ψ0
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Figure 4.4: Typical profile of ψ0 for a mesoscopic droplet profile with radius R = 100
and mobility exponent q = 2, which asymptotically behaves like r + const

r as
r →∞.

Ψ1

-4

0
0 R=100 200 300 400 500

Figure 4.5: Typical profile of ψ1 for a mesoscopic droplet profile with radius R = 100 and
mobility exponent q = 2, which asymptotically behaves like const

r as r →∞.

Proof. Let us recall that h̃ is to leading order constant in the precursor region:

h̃ ≈ h∞ for r −R� 1.

Therefore, we obtain in particular

m ≈ const for r −R� 1.

Hence, (4.33) and (4.34) simplify in the precursor film region such that {r, r−1} is a
fundamental system. We infer from the boundary conditions (4.33b) and (4.34b) that
(4.35) are indeed solutions in the precursor film region.

Regarding the proof of the second claim, we use Green’s formula on a ball Br(0) for a
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4 Dynamics of droplets

sufficiently large r:∫
Br(0)

∇ · (m∇ψ1) ψ0 dx−
∫
Br(0)

ψ1 ∇ · (m∇ψ0) dx

=
∫
∂Br(0)

ψ0 m ∇ψ1 ·
x−X

|x−X|
dx−

∫
∂Br(0)

ψ1 m ∇ψ0 ·
x−X

|x−X|
dx.

Now we examine the four integral terms:

1. ∫
Br(0)

∇ · (m∇ψ1) ψ0 dx
(4.28a)

= −
∫
Br(0)

∂1h̃ ψ0 dx.

2. ∫
Br(0)

ψ1 ∇ · (m∇ψ0) dx
(4.27a)

= 0.

3. ∫
∂Br(0)

m (ψ0 ∇ψ1 − ψ1 ∇ψ0) ·
x−X

|x−X|
dx

(4.32)
=

∫ 2π

0
m (ψ0(r)∂rψ1(r)− ψ1(r)∂rψ0(r)) cos2 θ r dθ

= π m(r) [ψ0(r)∂rψ1(r)− ψ1(r)∂rψ0(r)] r
(4.35)
≈ π [−ψ1(r)− ψ1(r)] r = −2πrψ1(r).

Note that the last line follows in particular from the asymptotic behavior ∂rψ1(r) ≈
−1
rψ1(r) due to (4.34a).

The combination of these expressions yields assertion (4.36).

The asymptotic behavior justifies the integration by parts of the denominator of the
migration factor in (4.30):∫

ψ1∂1h̃ dx =
∫
ψ1 ∂1(h̃− h∞) dx = −

∫
ψ1∇ · (m∇ψ1) dx =

∫
m|∇ψ1|2 dx

but clarifies that the numerator has to be kept as is:

Ẋ =
∫
ψ0∂1h̃ dx∫
m|∇ψ1|2 dx

J∞, (4.37)

or in polar coordinates

Ẋ =

∫∞
0 ψ0 ∂rh̃ r dr∫∞

0 m((∂rψ1)2 + r−2(ψ1)2) r dr
J∞. (4.38)

Not surprisingly, we obtain a result analogous to the one-dimensional case:
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4.2 Migration of droplets

Corollary 4 (Sign of migration velocity in 2-d). The droplet moves in the direction
opposite to J∞: ∫∞

0 ψ0 ∂rh̃ r dr∫∞
0 m((∂rψ1)2 + r−2(ψ1)2) r dr

= −mig < 0.

The result is intuitively clear as we pointed out in the introduction of this thesis: If one
thinks of a prescribed flux from west to east, i.e. J∞ > 0, the droplet is gaining mass
at the western side and loosing mass at the eastern side, so that its center is moving
westwards, see Figure 4.6.

J∞ J∞Ẋ

Figure 4.6: The equilibrium droplet migrates in the opposite direction to J∞.

Proof. The denominator has obviously positive sign. Therefore, it suffices to show that∫∞
0 ψ0 ∂rh̃ r dr < 0. We have already shown in (2.3) that ∂rh̃ < 0 for r > 0. Hence, we

will now argue that
ψ0(r) > 0 for r > 0. (4.39)

Note that ψ0(0) = 0 by definition and ψ0 > 0 for sufficiently large r according to (4.35).
Hence, the one-dimensional maximum principle for the second-order elliptic operator
−∂r(m∂r) − m

r ∂r + m
r2

yields ψ0(r) ≥ 0 for r ≥ 0. Now assume that ψ0(r0) = 0 for an
interior point r0 > 0. However, according to the strong maximum principle [35], this
would yield ψ0 ≡ 0 in contradiction to its asymptotic behavior (4.35).

In the regime R � 1, the migration factor in the two-dimensional case has the same
scaling behavior as in the one-dimensional case:

Proposition 7 (Leading order behavior of the migration factor in 2-d). In the regime
R� 1, we have the leading order behavior

Iψ0
:= −

∫
ψ0∂1h̃ dx = −π

∫ ∞

0
ψ0∂rh̃r dr

≈



√
2π
4 R3 for q = 0,

C0(q) R3−q for q ∈ (0, 2),√
2π R logR for q = 2,

C0(q) R for q > 2,

(4.40)
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4 Dynamics of droplets

Iψ1
:=
∫
m|∇ψ1|2 dx = π

∫ ∞

0
m((∂rψ1)

2 + r−2(ψ1)
2)r dr

≈


π
12 R

4 for q = 0,
C1(q) R4−q for q ∈ (0, 3),
π√
2
R logR for q = 3,

C1(q) R for q > 3,

(4.41)

where the constants C0(q) and C1(q) are independent of R. Consequently, the migration
factor has the following leading order behavior:

mig(R) = − Ẋ

J∞
≈



C R−1 for q ∈ [0, 2),
C (logR)R−1 for q = 2,
C Rq−3 for q ∈ (2, 3),
C (logR)−1 for q = 3,
C for q > 3.

(4.42)

Remark. In terms of scaling, the migration factors in the one- and two-dimensional case
coincide. Furthermore, we observe the following:

• Again, we find a crossover at q = 2 in (4.40) and at q = 3 in (4.41), respectively, as
in the one-dimensional case. As the proof reveals, this is due to the fact that for
0 < q < 2 and 0 < q < 3, respectively, the leading order scaling contribution comes
from the cap region of the droplet, whereas for q ≥ 2 and q ≥ 3, respectively, the
foot region gives leading order contributions.

• The migration factor in (4.42) reveals that the response of a large droplet on the
ambient flux J∞ is slower than that of smaller ones in terms of scaling. However,
the stronger the growth rate of m as parametrized by the exponent q is, the less
pronounced is this effect. Eventually for q > 3, there is no dependence on R at all
to leading order. In the introduction, we already explained the intuition behind it.

Remark (Constants C0(q) and C1(q)). For numerical tests the explicit knowledge of the
numerical constants depending on q is necessary. However, we are not able to determine
all the constants by means of the asymptotic analysis:

• C0(q) for q ∈ (0, 2): The main contribution to the integral comes from the cap
region. However, as the asymptotic analysis reveals, the cap profile of ψ0 cannot
be matched quantitatively to the foot region, see Table 4.1, so that the constant
remains undetermined in this case.

• C0(q) for q > 2: The explicit form depends on details of the potential U , since
the main contribution comes from the foot region. Nevertheless, we appeal to the
mesoscopic profile and therefore expect an error of order one in the constants.
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4.2 Migration of droplets

• C1(q) for q ∈ (0, 3): This constant is determined by a variational problem, see
(4.60). We will solve it numerically to obtain the constants.

• C1(q) for q > 3: The explicit form depends on details of the potential U , see (4.64).

Nevertheless, we can derive the integrals Iψ0
and Iψ1

explicitly by solving the equations
for ψ0 and ψ1 numerically, so that we can check the convergence of our asymptotic
analysis in terms of the radius R. Figure 4.7 and 4.8 show these convergence tests based
on numerical solutions derived with Mathematica [39]. Note that we used the mesoscopic
droplet profile for the numerics. Nevertheless, one striking insight, which should be kept
in mind at least for the numerical tests, is that relatively large droplets are needed to
reach the asymptotic state.

The proof of the scaling relations in Proposition 7 is given in the following two sections,
which present asymptotic analysis of the two auxiliary pressures.

4.2.3 Asymptotic analysis of ψ0

We have to get an understanding of the auxiliary pressure ψ0 of (4.27), or (4.33), re-
spectively, itself. Let us clearly state that we do not find universal functions Cq(R) and
ψ̂0(

r
R) such that ψ0(r) = Cq(R)ψ̂0(

r
R) on the whole domain. Depending on the mobility

exponent q, we derive asymptotic expressions for ψ0 separately in the precursor, foot
and cap region, which unfortunately cannot be merged quantitatively by matching in
general. For our analysis, we will refer to the leading order droplet profile (2.24), where
we identified the three different regions. Consequently, some constants will depend on
the details of U , provided the main scaling contribution comes from the foot region.

As a warm-up, let us first study ψ0 in the easiest case of q = 0, that is m ≡ 1. Then
equation (4.33a) turns into

−∂2
rψ0 − r−1∂rψ0 + r−2ψ0 = 0

with the boundary condition

ψ0(0) = 0, lim
r→∞

∂rψ0(r) = 1.

The solution is
ψ0(r) = r,

so that we get for the leading order profile (2.24)

−π
∫ ∞

0
ψ0 ∂rh̃ r dr ≈

√
2π
R

∫ R

0
r3 dr =

√
2π
4

R3,

which is the claimed scaling in (4.40).
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Figure 4.7: Convergence of Iψ0
to the leading order expressions in (4.40) for mobility

exponents q = 1, 2, 3 (from top to bottom).
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4 Dynamics of droplets

The reduced order equation

For the general case q > 0, an order reduction of the second-order equation (4.33) helps
to understand the radial solution ψ0. For this purpose we rewrite the equation for
r ∈ (0,∞):

− r2

ψ0

∂2
rψ0 −

(
q∂r(log h̃) +

1
r

)
r2

ψ0

∂rψ0 + 1 = 0. (4.43)

Note that
lim
r→0

r

ψ0

∂rψ0 = 1, (4.44)

where we use l’Hospital’s rule together with the fact that ∂rψ0(0) 6= 0 (see e.g. in the
proof of Corollary 4).

Then a suitable reduction is done by means of the new function

u(r) :=
d logψ0

d log r
=

r

ψ0

dψ0

dr
,

which is well-defined again according to (4.39). In particular, by taking logψ0 we are
able to treat the zero-order term. This definition immediately implies

∂ru =
1
r

(
u− u2 +

r2

ψ0

∂2
rψ0

)
,

so that we obtain from (4.43) the first-order, but non-linear equation

−r∂ru− u2 − qr∂r(log h̃)u+ 1 = 0.

The variable transformation
s := log( rR)

finally yields
∂su = −u2 + qau+ 1 = 0, (4.45)

where
a = −∂s(log h̃) = − r

h̃
∂rh̃ ≥ 0,

together with the limit behavior
lim

s→−∞
u = 1. (4.46)

In particular, we follow from (4.44) and (4.45) that

u ≥ 1 for all s, (4.47)

since lims→−∞ u = 1 and the slope of u will become positive as soon as u ≤ 1 due to the
defining equation.

Note that we can identify the cap, foot and precursor region in the new variable s:

• cap region: −s� 1

• foot region: 0 < −s� 1

• precursor region: s > 0
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4.2 Migration of droplets

Approximate solutions u for leading order droplet profile

We will derive solutions of (4.45) to leading order in the regime R � 1 based on the
droplet profile (2.24) for the three different regions. More precisely, we will first plug in
the profile to obtain leading order expressions of the ODE coefficient a. These expressions
allow us to deduce approximate solutions, which coincide with the exact ones to leading
order. For the convenience of the reader, we summarize all intermediate and final results
for the leading order solutions u and ψ0 in Table 4.1 below.

Let us clearly state the following: For q > 3, the integral Iψ0
is dominated by the foot

region of the equilibrium profile. Hence, we expect an U-dependent error of order one
in the constant of the leading order term, since we appeal to the mesoscopic profile.

Using the profile (2.24), we obtain for the coefficient a

a = −∂s(log h̃) =


2 exp(2s)

1−exp(2s)+
√

2
R

for s < 0,

0 for s > 0.
(4.48)

Then the leading order behavior of a in the different regions is given by

a =


2 exp(2s) for − s� 1,

2

−2s+
√

2
R

for 0 < −s� 1,

0 for s > 0.

(4.49)

In particular, a is to leading order independent of R for −s � 1
R . Let us now deduce

from (4.49) the leading order expressions of u.

Cap region −s � 1. We start with analyzing the cap region. Note that we have
a = 2 exp(2s) � 1 for −s� 1. Hence, (4.45) turns into

∂su = −u2 + 1,

so that due to the boundary condition (4.46) it is reasonable to gain information from
the linearization around 1, that is u ≈ 1 + ū. We obtain to leading order for −s� 1

∂sū = −2ū+ 2q exp(2s).

The solutions of this linear ODE are easy to get (by Duhamel’s principle):

ū = 1
2q exp(2s) + const exp(−2s),

so that in view of the limit behavior (4.46)

u = 1 + 1
2q exp(2s)

in the cap region −s� 1. Obviously, the solution is to leading order independent of R.
Since the coefficient a is independent of R for −s� 1

R , we obtain by matching that

u is to leading order independent of R for −s� 1
R

. (4.50)

Therefore, the overlap region with the foot is defined by 1
R � −s� 1.

71



4 Dynamics of droplets

Foot region 0 < −s � 1. Since a � 1 in the foot region, see (4.49), it follows that
u� 1 according to (4.45) and q > 0. Hence, to leading order (4.45) turns into

∂su = −u2 +
q

−s+ 1√
2R

u. (4.51)

A solution can be derived by introducing v through u = ∂sv
v . Then (4.51) transforms

into
∂2
sv =

q

−s+ 1√
2R

∂sv,

which finally gives for w = ∂sv

∂sw =
q

−s+ 1√
2R

w.

It can be readily seen that

w = C

(
−s+

1√
2R

)−q
,

and consequently,

v =

{
−C log(−s+ 1√

2R
) + C̃ for q = 1,

− C
1−q (−s+ 1√

2R
)−q+1 + C̃ for q 6= 1.

Finally, the solution u is given by

u =
∂sv

v
=


1

(−s+ 1√
2R

)(C−log(−s+ 1√
2R

))
for q = 1,

q−1

(−s+ 1√
2R

)(1+C(−s+ 1√
2R

)q−1)
for q 6= 1.

To see whether C depends on R or not, we simplify this equation in the regime 1
R �

−s� 1 to

u =

{
1

−s(C−log(−s)) for q = 1,
q−1

(−s)(1+C(−s)q−1)
for q 6= 1.

By matching with the cap region (4.50), we infer that the constant C is independent of
R to leading order. Hence, we obtain the leading order solution for 0 < −s� 1

u =



q−1

−s+ 1√
2R

for q > 1,

1
(−s+ 1√

2R
) log( 1

−s+ 1√
2R

)
for q = 1,

C
(−s+ 1√

2R
)q for q ∈ (0, 1),

(4.52)

where C is a constant independent of R. These expressions are in accordance with the
initially expected behavior u� 1.
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Precursor region s > 0. In the precursor region, (4.45) simplifies to

∂su = −u2 + 1 for s > 0.

According to (4.47), the only relevant solution is

u =
1

tanh(s+ C)
for s > 0.

The constant C is determined by matching with the foot region. In particular, it is not
independent of R. To leading order in R� 1

u =


1

tanh(s+ 1
(q−1)

√
2R

)
for q > 1,

1

tanh(s+
log(
√

2R)√
2R

)
for q = 1,

1
tanh(s+ 1

C(
√

2R)q
)

for q ∈ (0, 1).

(4.53)

Recovering ψ0 from u

Case q > 1. Let us first turn to the precursor region s > 0. It is easy to see that for
s̃� 1

tanh−1(s+ s̃) =
1 + exp(−2(s+ s̃))
1− exp(−2(s+ s̃))

≈ 1 + (1− 2s̃) exp(−2s)
1− (1− 2s̃) exp(−2s)

.

Hence, we obtain in the regime R� 1

tanh−1

(
s+

1
(q − 1)

√
2R

)
≈

1 +
(
1−

√
2

(q−1)R

)
exp(−2s)

1−
(
1−

√
2

(q−1)R

)
exp(−2s)

. (4.54)

Next we recall that for large r, the pressure ψ0 is of the form

ψ0(r) ≈ r +
C

r
,

see (4.35). Thus, one readily sees

logψ0(s) = s+ log
(

1 +
C

R2
exp(−2s)

)
,

and consequently,

∂s logψ0(s) =
1− C

R2 exp(−2s)

1 + C
R2 exp(−2s)

,

so that matching with (4.54) yields the constant C = −R2 +
√

2
(q−1)R. We finally end up

with

ψ0(r) = r −

(
1−

√
2

(q − 1)R

)
R2

r
for r ≥ R.
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Next we turn to the foot region 0 < −s� 1. Elementary integration of (4.52) yields

logψ0(s) = (1− q) log
(
−s+

1√
2R

)
+ C,

so that

ψ0(r) = C

(
1√
2R

)1−q (
−
√

2R log
( r
R

)
+ 1
)1−q

.

Matching with the precursor region, i.e. r → R, gives C( 1√
2R

)1−q =
√

2
q−1 . For r ≈ R, we

can approximate log( rR) ≈ r
R − 1 and obtain to leading order

ψ0(r) =
√

2
q − 1

(√
2(R− r) + 1

)1−q
for r ≈ R, r < R.

Let us conclude with the cap region −s � 1. Again, integrating (4.50) and replacing s
by log r

R yield

logψ0(r) = C + log
r

R
+

1
4
q
( r
R

)2
.

We can approximate exp
(

1
4q
(
r
R

)2) ≈ 1 + 1
4q
(
r
R

)2 for 0 < r � R, so that

ψ0(r) = C

(
1 +

1
4
q
( r
R

)2
)
r

R
.

From the foot region, we can only gain information on the scaling of C in terms of R;
a quantitative matching is not possible, since the regions do not overlap. We find that
C = CqR

1−q, which finally gives

ψ0(r) = Cq

(
1 +

1
4
q
( r
R

)2
)

r

Rq
for 0 < r � R.

Case q = 1. The asymptotic expressions of ψ0 are derived analogously to the case
q > 1. Hence, we will present only the main steps and results.

In the precursor region s > 0, we obtain

ψ0(r) = r −

(
1−

√
2 log(

√
2R)

R

)
R2

r
for r ≥ R.

The expression of u in the foot region 0 < −s� 1 can be again integrated:

logψ0(s) = log log
(
−s+

1√
2R

)
+ C,

so that in the regime r ≈ R

ψ0(r) = −
√

2 log
(

1− r

R
+

1√
2R

)
for r ≈ R, r < R,
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where the constant C = −
√

2 is obtained by matching with the precursor region.

The analysis for the cap region works completely analogous to the case q > 1. We get

ψ0(r) = C

(
1 +

1
4

( r
R

)2
)
r

R
for 0 < r � R.

Case q ∈ (0, 1). The same procedure as in the other cases yields for the precursor
region s > 0 the expression

ψ0(r) = r −
(

1− 2
C(
√

2R)q

)
R2

r
.

Next, for the foot region we obtain

logψ0(s) =
1

q − 1
C̃

(
−s+

1√
2R

)1−q
+ C,

where C̃ is a constant independent of R. The constant C can be again determined by
matching with the precursor region. It reveals that

C =
(1− q)(

√
2R)1−q

(1− q)(
√

2R)1−q − C̃

√
2
C̃

(
√

2R)1−q ≈
√

2
C̃

(
√

2R)1−q

to leading order in R� 1. Therefore, we get

ψ0(r) = (
√

2R)1−q
(√

2
C̃
−

√
2

1− q

(
1− r

R
+

1√
2R

)1−q
)

for r ≈ R, r < R.

In the cap region −s� 1, we have as before

ψ0(r) = Cq

(
1 +

1
4
q
( r
R

)2
)

r

Rq
for r � R

with a constant Cq independent of R to leading order.

A summary of the asymptotic analysis of this subsection is given in Table 4.1.
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letsTable 4.1: Analysis of ψ0: Overview of leading order expressions.

cap region

−s� 1 (r � R)

foot region

0 < −s� 1 (r ≈ R and r < R)

precursor region

s > 0 (r ≥ R)

ODE coefficient a 2 exp(2s)
(
−s+ 1√

2R

)−1
0

q ∈ (0, 1) C
(
−s+ 1√

2R

)−q
tanh−1

(
s+ 1

C(
√

2R)q

)
u = ∂s logψ0 q = 1 1 + 1

2q exp(2s)
(
−s+ 1√

2R

)−1
log−1

(
1

−s+ 1√
2R

)
tanh−1

(
s+ log(

√
2R)√

2R

)
(s = log

(
r
R

)
)

q > 1 (q − 1)
(
−s+ 1√

2R

)−1
tanh−1

(
s+ 1

(q−1)
√

2R

)
q ∈ (0, 1) (

√
2R)1−q

(√
2
C −

√
2

1−q

(
1− r

R + 1√
2R

)1−q
)

r −
(
1− 2

C(
√

2R)q

)
R2

r

pressure ψ0 q = 1 Cq

(
1 + 1

4q
(
r
R

)2) r
Rq −

√
2 log

(
1− r

R + 1√
2R

)
r −

(
1−

√
2 log(

√
2R)

R

)
R2

r

q > 1
√

2
q−1(

√
2(R− r) + 1)1−q r −

(
1−

√
2

(q−1)R

)
R2

r
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4.2 Migration of droplets

Scaling of Iψ0

Based on the asymptotic expressions of ψ0, see Table 4.1, we will present the scaling of
the numerator of the migration factor (4.40), i.e.

Iψ0
= −

∫
ψ0(x)∂1h̃(x) dx = −π

∫ ∞

0
ψ0(r)∂rh̃(r)r dr, (4.55)

in terms of R � 1. In particular, we will identify depending on the mobility exponent
q, which region provides the dominant contribution to the scaling.

Note that we will – as a leading order approximation in R� 1 – again plug in the profile
(2.24), so that in particular we have

∂rh̃(r) ≈

{
−
√

2 r
R for r ≤ R,

0 for r > R,

to leading order. Hence, we obtain

Iψ0
≈
√

2π
R

∫ R

0
ψ0(r)r

2 dr.

Obviously, the precursor region has no impact; only the cap and foot region compete.

The contribution of the cap region can be derived in general for all q > 0:
√

2π
R

∫ R

0
ψ0(r)r

2 dr = Cq

√
2π
R

∫ R

0

(
1 +

1
4
q
( r
R

)2
)( r

R

)3 1
Rq−3

dr

= Cq
√

2π R3−q
∫ 1

0

(
1 +

1
4
qr̂2
)
r̂3 dr̂,

so that in terms of scaling
Iψ0

(cap) ≈ CR3−q

for R� 1.

Now we turn to the foot region contribution, which dominates for q ≥ 2: Based on the
asymptotic profile of ψ0 in the case q > 1, we derive for r̂ = r

R

Iψ0
(foot) ≈ 2π

q − 1
R2

∫ 1

0

r̂2

(
√

2R(1− r̂) + 1)q−1
dr̂

≈ 2π
q − 1

R2

(∫ 1− 1√
2R

0

r̂2

(
√

2R(1− r̂))q−1
dr̂ +

∫ 1

1− 1√
2R

r̂2 dr̂

)

≈ 2πR2

q − 1

{
1√
2R

logR for q = 2,
1√

2(q−2)
1
R for q > 2,

=

{√
2πR logR for q = 2,
√

2π
(q−2)(q−1)R for q > 2.

Collecting the scaling results from the cap and foot region, we have proven the scaling
relations (4.40), the first part of Proposition 7.
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4 Dynamics of droplets

4.2.4 Asymptotic analysis of ψ1

For the analysis of (4.41), let us first point out how the 2-d expression relates to the
corresponding 1-d expression, see (4.22). For this purpose, rewrite

Iψ1
=
∫
m|∇ψ1|2 dx =

∫
1
m
|J1|2 dx,

where J1 solves −∂1(h̃ − h∞) +∇ · J1 = 0. In one dimension, a solution to this can be
given explicitly, that is J1 = h̃− h∞. Hence,

Iψ1
=
∫

1
m

(h̃− h∞)2 dx

in accordance with (4.22). Note that in the following, we will replace the limit value h∞
by 1 since these values only differ by an order of 1

R , which is negligible.

As in the one-dimensional case, we may expect a crossover at q = 3: For q < 3, the main
contribution in terms of scaling comes from the cap region, which has to leading order
parabolic shape, see (2.24), and for q > 3, it comes from the foot region and therefore
in particular depends on the special form of the potential U .

Case q = 0. The case q = 0 is special in the sense that ψ1 as a solution of (4.34) can
be given explicitly for the leading order parabolic droplet profile, that is, as a solution
of

√
2
r

R
− ∂2

rψ1 −
1
r
∂rψ1 +

1
r2
ψ1 = 0, r ≤ R,

−∂2
rψ1 −

1
r
∂rψ1 +

1
r2
ψ1 = 0, r > R,

ψ1(0) = 0, lim
r→∞

∂rψ1(r) = 0.

As mentioned before, the fundamental system of the ODE operator −∂2
r − 1

r∂r + 1
r2

is
given by {r, 1

r}, where only the first one is relevant due to the boundary condition at
r = 0. Since R2

4
√

2

(
r
R

)3 is a special solution for r ≤ R, we gain solutions

ψ1(r) =
R2

4
√

2

(( r
R

)3
+ C

r

R

)
for r ≤ R.

On the other hand, the solutions for r > R are given by C̃
r . Therefore, we get by

C1-matching at r = R that C = −2 and C̃ = − R2

4
√

2
, and consequently,

ψ1(r) =
R2

4
√

2

{(
r
R

)3 − 2 r
R for r < R,

−R
r for r ≥ R.

Hence, we obtain as claimed∫
m|∇ψ1|2 dx =

∫
∂1h̃ ψ1 dx = π

∫ R

0
∂rh̃ ψ1 r dr ≈

π

12
R4.
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4.2 Migration of droplets

However, for the general case q > 0 and in contrast to the analysis of Iψ0
, we do not

need an explicit knowledge of the (asymptotic) form of ψ1, since Iψ1
has the following

variational characterization:

1
2Iψ1

= min
J

{
1
2

∫
1
m
|J |2 dx

∣∣∣ − ∂1h̃+∇ · J = 0
}

(4.56a)

= max
ψ

{
−1

2

∫
m|∇ψ|2 dx+

∫
∂1h̃ ψ dx

}
. (4.56b)

This representation allows us to identify the limiting behavior (depending on q) by
“sandwiching” the rescaled limit of Iψ1

for R → ∞ by the minimizer and maximizer,
respectively, in suitable non-dimensionalization.

Case q ∈ (0, 3). We introduce the rescaling x = Rx̂ or r = Rr̂, respectively. According
to the leading order cap profile of the droplet, a suitable rescaling of the other quantities
is given by

h̃ = Rĥ, m = Rqm̂, ψ = R2−qψ̂, J = RĴ.

Note that this rescaling is consistent with the scaling of ψ1 in the case q = 0. In this
new variables, the variational characterization (4.56) turns into

Rq−4 1
2Iψ1

= min
Ĵ

{
1
2

∫
1
m̂
|Ĵ |2 dx̂

∣∣∣ − ∂̂1ĥ+ ∇̂·Ĵ = 0
}

(4.57a)

= max
ψ̂

{
−1

2

∫
m̂|∇̂ψ̂|2 dx̂+

∫
∂̂1ĥ ψ̂ dx̂

}
. (4.57b)

Now let us study the limiting behavior of the variational problem. Referring to the
leading order droplet profile, we obtain for the rescaled profile in the limit

ĥ = R−1h̃
R↑∞−→ ĥlim :=

{
1√
2
(1− r̂2) for r̂ < 1,

0 for r̂ > 1,

and consequently,

m̂ = ĥq
R↑∞−→ m̂lim :=

{(
1√
2
(1− r̂2)

)q
for r̂ < 1,

0 for r̂ > 1.

Now we prepare the sandwich. We immediately obtain from (4.57) that

max
ψ̂

{
−1

2

∫
m̂lim|∇̂ψ̂|2 dx̂+

∫
∂̂1ĥlimψ̂ dx̂

}
(4.58)

≤ lim inf
R→∞

Rq−4 1
2Iψ1

≤ lim sup
R→∞

Rq−4 1
2Iψ1

≤ min
Ĵ

{
1
2

∫
1

m̂lim
|Ĵ |2 dx̂

∣∣∣ − ∂̂1ĥlim + ∇̂·Ĵ = 0
}

(4.59)
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4 Dynamics of droplets

where we set
∫

1
m̂lim

|Ĵ |2 dx̂ = ∞, if the support of Ĵ is not contained in the support of
m̂lim. Next note that a minimizer Ĵmin of (4.59), if it exists, has the form of a gradient:
Ĵmin = −m̂∇̂ψ̂min. In turn, ψ̂min is the maximizer of (4.58), so that the sandwich is
squeezed to

lim
R→∞

Rq−4 1
2Iψ1

= max
ψ̂

{
−1

2

∫
m̂lim|∇̂ψ̂|2 dx̂+

∫
∂̂1ĥlimψ̂ dx̂

}
= min

Ĵ

{
1
2

∫
1

m̂lim
|Ĵ |2 dx̂

∣∣∣ − ∂̂1ĥlim + ∇̂·Ĵ = 0
}
.

This equation shows the claimed scaling behavior (4.40), where the constant C1
q is de-

termined by the non-dimensionalized variational problem, that is in polar coordinates

C1(q) := (4.60)

π max
ψ

{
−
∫ 1

0

(
1√
2

(
1− r̂2

))q ((
∂r̂ψ̂

)2
+
(

1
r̂ ψ̂
)2
)
r̂ dr̂ − 2

√
2
∫ 1

0
ψ̂ r̂2 dr̂

}
.
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Remark (Derivation of the numerical constant C1(q)). For
later purposes it is necessary to determine the numerical con-
stant C1(q) for different q ∈ (0, 3). While for the case q = 1 the
maximizer in (4.60) can be given explicitly, namely ψ = −r,
this is done numerically by a Galerkin Ansatz with piecewise
linear functions to solve the maximum problem in (4.60).

In the figure to the right, the numerically derived maximizer
ψ is given for different values of q and 105 grid points on the
interval [0, 1]. For C1(q) we obtain the following values:

q = 0.5 q = 1 q = 1.5 q = 2 q = 2.5
C1(q) 0.7259 1.1107 1.7142 2.8026 5.5615

Furthermore the numerics reveal (logarithmic) singularities in
r = 1 for q ≥ 2, see figure to the right, as suggested by
back-of-the-envelope arguments based on the Euler–Lagrange
equation of the variational problem in (4.60).

It remains to show the existence of a Ĵ such that

−∂̂1ĥlim + ∇̂·Ĵ = 0 with
∫

1
m̂lim

|Ĵ |2 dx̂ <∞.
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4.2 Migration of droplets

Then the existence of a unique minimizer is guaranteed. For this purpose, choose
Ĵ :=

(
ĥlim

0

)
, so that in particular the support of Ĵ coincides with the support of m̂lim.

Obviously, Ĵ satisfies the continuity equation. Furthermore,∫
1

m̂lim
|Ĵ |2 dx̂ = 2

√
2
2−q

π

∫ 1

0
(1− r̂2)2−q r̂ dr̂ <∞

provided q < 3. This finishes the treatment of the case q ∈ (0, 3).

For the subsequent analysis, let us rewrite the variational characterization (4.56a) in the
following way:

min
J

{
1
2

∫
1
m
|J |2 dx

∣∣∣ − ∂1h̃+∇ · J = 0
}

= min
J

{
1
2

∫
1
m

∣∣∣∣J + (h̃− 1)
(

1
0

)∣∣∣∣2 dx ∣∣∣ ∇ · J = 0

}
.

According to the special form of ψ1 in (4.32), the flux J = −m∇ψ1− (h̃− 1)
(
1
0

)
in polar

coordinates assumes the form

J(r, θ) =
(

cos θ − sin θ
sin θ cos θ

)(
cos θ J1(r)
− sin θ J2(r)

)
.

Therefore, we get

min
J

{
1
2

∫
1
m

∣∣∣∣J + (h̃− 1)
(

1
0

)∣∣∣∣2 dx ∣∣∣ ∇ · J = 0

}

= min
(J1,J2)

{
π
2

∫ ∞

0

1
m

(
(J1 + (h̃− 1))2 + (J2 + (h̃− 1))2

)
r dr

∣∣∣ ∂rJ1 + 1
rJ1 − 1

rJ2 = 0
}

= min
J1

{
π
2

∫ ∞

0

1
m

(
(J1 + (h̃− 1))2 + (r∂rJ1 + J1 + (h̃− 1))2

)
r dr

}
.

Hence, in the following, we will refer to the reformulation of (4.56) in polar coordinates

1
2π Iψ1

= min
J1

{
1
2

∫ ∞

0

1
m

(
(J1 + (h̃− 1))2 + (r∂rJ1 + J1 + (h̃− 1))2

)
r dr

}
(4.61a)

= max
ψ

{
−1

2

∫ ∞

0
m
(
(∂rψ)2 +

(
1
rψ
)2)

r dr −
∫ ∞

0
(h̃− 1)∂rψ r dr

}
. (4.61b)

Case q > 3. We will proceed in the same manner as in the previous case but refer to
the reformulation (4.61). Inspired by the asymptotic analysis for the foot region of a
stationary droplet we choose the rescaling

r = R exp
(
r̂
R

)
, J1 = R−1Ĵ1.
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4 Dynamics of droplets

In this new variables, we obtain on the one hand from (4.61a)

1
2π Iψ1

= R min
Ĵ1

{
1
2

∫ ∞

−∞

1
m̂

((
R−1Ĵ1 + (ĥ− 1)

)2
+
(
∂r̂Ĵ1 +R−1Ĵ1 + (ĥ− 1)

)2
)
dr̂

}
,

and on the other hand from (4.61b)

1
2π Iψ1

= R max
ψ̂

{
−1

2

∫ ∞

−∞
m̂

(
(∂r̂ψ̂)2 +R−2

(
1
r̂ ψ̂
)2
)
dr̂ −

∫ ∞

−∞
(ĥ− 1)∂r̂ψ̂ exp

(
r̂

R

)
dr̂

}
.

Now again, we turn to the question how the limit ĥlim of the rescaled droplet profile is
characterized. From the asymptotic analysis of Section 2.1, we know that in the rescaling
r = R exp

(
r̂
R

)
, the rescaled profile ĥ is characterized through∫ 2

ĥ(r̂)

1√
2 Ũ(h)

dh = r̂ for |r̂| � R,

where Ũ is defined in (2.12). In particular, in the limit R →∞ we have Ũ(h) = U(h),
which gives the integral characterization of ĥlim (as pointwise limits)∫ 2

ĥlim(r̂)

1√
2U(h)

dh = r̂ for all r̂.

Consequently, we also obtain m̂lim = ĥqlim. Finally by differentiation, it turns into

∂r̂ĥlim = −
√

2U(ĥlim)

with the boundary conditions

lim
r̂→−∞

ĥlim = +∞, lim
r̂→∞

ĥlim = 1.

Note that the details of ĥlim in particular depend on the explicit form of the potential
U .

Hence, in the limit one gets

max
ψ̂

{
−1

2

∫ ∞

−∞
m̂lim(∂r̂ψ̂)2 dr̂ −

∫ ∞

−∞
(ĥlim − 1)∂r̂ψ̂ dr̂

}
(4.62)

≤ lim inf
R→∞

R−1 1
2πIψ1

≤ lim sup
R→∞

R−1 1
2πIψ1

≤ min
Ĵ1

{
1
2

∫ ∞

−∞

1
m̂lim

(
(ĥlim − 1)2 + (∂r̂Ĵ1 + (ĥlim − 1))2

)
dr̂

}
. (4.63)

82
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Elementary optimization reveals that the maximizer of (4.62) is characterized by ∂rψ̂ =
− ĥlim−1

m̂lim
, and the minimizer of (4.63) by ∂r̂Ĵ1 = −(ĥlim − 1), so that the upper bound

and the lower bound coincide:

max
ψ̂

{
−1

2

∫ ∞

−∞
m̂lim(∂r̂ψ̂)2; dr̂ −

∫ ∞

−∞
(ĥlim − 1)∂r̂ψ̂ dr̂

}
= 1

2

∫ ∞

−∞

(ĥlim − 1)2

m̂lim
dr̂

= min
Ĵ1

{
1
2

∫ ∞

−∞

1
m̂lim

(
(ĥlim − 1)2 + (∂r̂Ĵ1 + (ĥlim − 1))2

)
dr̂

}
.

The critical value

1
2

∫ ∞

−∞

(ĥlim − 1)2

m̂lim
dr̂ = 1

2

∫ ∞

−∞

(ĥlim − 1)2

ĥqlim
dr̂

is finite since q > 3.

So finally, we obtain

lim
R→∞

R−1 1
2πIψ1

= 1
2

∫ ∞

−∞

(ĥlim − 1)2

m̂lim
dr̂, (4.64)

which validates the scaling relation (4.41) in the case q > 3. In particular, the constant
C1(q) determined by the right hand side of (4.64) depends on the details of U according
to the characterization of ĥlim.

Case q = 3. Elementary optimization of (4.62) and (4.63) in the case q > 3 provided
a differential characterization of the maximizer and minimizer, respectively.

In the following, we will give test functions for both of the variational characterization,
which give identical bounds on 1

2πIψ1
to leading order in R � 1. These functions

coincide in the foot region r ≈ R with the maximum of (4.62) and the minimum of
(4.63), respectively.

Let us begin with (4.61a): A suitable test function is

J1(r) :=

{
R√
2

(
1− r

R

)2 for r < R,

0 for r ≥ R.

This function is constructed such that its derivative

∂rJ1 =

{
−
√

2
(
1− r

R

)
for r < R,

0 for r ≥ R,

satisfies r∂rJ1 ≈ −(h̃− 1) in the foot region.
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Before we study the various contribution to the scaling, note that due to the triangle
inequality

1
2

∫ ∞

0

1
m

((
J1 + (h̃− 1)

)2
+
(
r∂rJ1 + J1 + (h̃− 1)

)2
)
r dr

≤ 1
2

∫ ∞

0

1
m

(
2(J1)2 + (h̃− 1)2 + (r∂rJ1 + (h̃− 1))2

)
r dr. (4.65)

Now, we investigate the scaling behavior in R of the individual terms:∫ ∞

0

1
m

(J1)2 r dr ≤
∫ R

0

1

(h̃− 1)3
(J1)2 r dr

=
∫ R

0

(
R√
2

(
1− r

R

)2)2

(
R√
2

(
1− r

R

) (
1 + r

R

))3 r dr

=
√

2R
∫ 1

0

1− r̂

(1 + r̂)3
r̂ dr̂

∼ R � R logR,

1
2

∫ ∞

0

1
m

(h̃− 1)2r dr ≈ 1
2

∫ R

0

(
R√
2

(
1−

(
r
R

)2))2

(
R√
2

(
1−

(
r
R

)2)+ 1
)3 r dr

= 1
2R

∫ 1

0

(
1√
2
(1− r̂2)

)2

(
1√
2
(1− r̂2) + 1

R

)3 r̂ dr̂

≈ 1
2
√

2
R logR,

1
2

∫ ∞

0

1
m

(r∂rJ1 + (h̃− 1))2 r dr ≤ 1
2

1

(h̃− 1)3
(r∂rJ1 + (h̃− 1))2 r dr

≈ 1
2

∫ R

0

(
−
√

2r
(
1− r

R

)
+ R√

2

(
1− r

R

) (
1 + r

R

))2

(
R√
2

(
1− r

R

) (
1 + r

R

))3 r dr

= 1√
2
R

∫ 1

0

1− r̂

(1 + r̂)3
r̂ dr̂

∼ R � R logR.

Hence, using (4.65), we obtain in summation the upper bound
1
2πIψ1

/ 1
2
√

2
R logR.

For (4.61b), we choose the Ansatz

ψ(r) :=

{
− 1√

2
r
R

1√
2(R−r)+1

for r < R,

− 1√
2
R
r for r ≥ R.
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This function is constructed such that its derivative

∂rψ(r) =

−
(
1 + 1√

2R

)
1

(
√

2(R−r)+1)2
for r < R,

1√
2
R
r2

for r ≥ R,

satisfies m∂rψ ≈ −h̃ in the foot region.

Now, we turn to the scaling of the individual terms in (4.61b) to leading order in R� 1:
Inside the droplet

−1
2

∫ R

0
m (∂rψ)2 r dr ≈ −R

2

∫ R

0

( 1√
2
(R− r)(1 + r

R) + 1)3

(
√

2(R− r) + 1)4
r

R
dr

= −R
2

∫ 1

0

( 1√
2
(1− r̂2) + 1

R)3

(
√

2(1− r̂) + 1
R)4

r̂ dr̂

≈ − 1
2
√

2
R logR,

−1
2

∫ R

0
m
(

1
rψ
)2
r dr ≈ −1

4R

∫ 1

0

( 1√
2
(1− r̂2) + 1

R)3

(
√

2(1− r̂) + 1
R))2

r̂ dr̂

∼ R � R logR,∫ ∞

0
∂rh̃ ψ r dr ≈ R

∫ 1

0

1√
2(1− r̂) + 1

R

r̂3 dr̂

≈ 1√
2
R logR,

and outside the droplet (where m ≈ 1 and ∂rh̃ ≈ 0)∫ ∞

R

(
(∂rψ)2 +

(
1
rψ
)2)

r dr = 1
2 � R logR.

In conclusion, we obtain the lower bound

1
2πIψ1

' 1
2
√

2
R logR.

Thus, the upper and lower bound coincide to leading order, so that we gain the asserted
scaling behavior (4.41):

Iψ1
≈ π√

2
R logR.

This finishes the asymptotic analysis for ψ1 and eventually the proof of Proposition 7.
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5 Interacting droplets in a reduced
configuration space

In the previous chapter, we studied the relevant mechanisms in the coarsening dynamics,
namely the mass exchange between two immobile droplets and the migration of a single
droplet in an ambient flux field. Now we are interested in the interaction of both mech-
anisms in a configuration of N droplets (N ≥ 2) and their relative importance to the
coarsening process. One of the basic questions is how mass exchange influences migra-
tion and vice versa. Furthermore, we will give heuristic time scales for both mechanisms,
which allow us to identify the dominant coarsening mechanism.

The regime of interest is a configuration of large, well-separated droplets:

1 � R ∼ V
1

d+1 � L. (5.1)

Here, we recall that R is the typical radius, V the typical volume of a droplet, and L is
the typical distance between droplets. Beside this separation of length scales, we further
reduce the configuration space by restricting our analysis to the mesoscopic level. More
precisely, we consider mesoscopic droplets as stated in (2.32), which are minimizers of
the mesoscopic energy (2.25). The reduction allows us to pass from an infinite- to a
finite-dimensional configuration space, which is fully described by the centers and the
radii (or volumes, respectively) of the droplets, see Figure 5.1. In the following section,
we will review this reduction.

X

1

R

1

Figure 5.1: Configuration of equilibrium droplets (left) and its reduction to a finite-
dimensional configuration space given by radii and centers of droplets (right).
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5 Interacting droplets in a reduced configuration space

The dynamics of the interacting droplets is determined by the Rayleigh principle (1.24).
Let us recall it rephrased in terms of the flux J , see (4.1): At any time the flux J
minimizes

R(J) =
1
2
D(J) + Ė(h).J =

1
2

∫
1
m
|J |2 dx+

∫
∇δE
δh

· J dx.

Then the configuration change is defined by the continuity equation ∂th+∇ · J = 0.

The analysis of Chapter 4 reveals that for q ≤ 2 the migration of droplets to leading order
depends only on the mesoscopic droplet profile and not on the details of the potential
U . However, in the case q > 2 the migration factor depends on the details of U , so that
our asymptotic analysis based on the mesoscopic profile gives rise to an error of order 1.
Thus, our reduced system of ODEs differs in this case from the actual limiting dynamics
by a constant in the migration factor.

First, we introduce the reduction to the finite-dimensional configuration space, which
entails the simplified Rayleigh dynamics. Based on the conclusions of the asymptotic
analysis of Chapter 4, we present the analysis of the droplet interaction both for one
and two dimensions, for clarity at least for a two-droplet configuration. In the one-
dimensional case, the results are in agreement with the conclusions of Glasner and Wi-
telski [15, 16], who already studied this case by (different) asymptotic analysis. We
finally deduce heuristic time scales for both Ostwald ripening and migration to identify
the relative importance of both mechanisms. It turns out that the relative importance
depends on the mobility exponent q and the average film height H.

In traditional Ostwald ripening in binary mixtures as described by the Cahn–Hilliard
equation, migration of particles is a much slower process and does not affect the ripening
in the regime L � R. The dynamics of these particles was studied analytically in the
sharp-interface limit, i.e. the Mullins–Sekerka free boundary problem, see [1] and [2].

5.1 Reduced structure

Reduced configuration space

According to (2.32a), the parabolic droplets, which are steady states of the mesoscopic
energy (2.25), are parametrized by their volume V (above the precursor height) and
center X:

hV,X(x) = max
{

0,− 1√
2ω
V −

1
d+1 |x−X|2 + ω√

2
V

1
d+1

}
.

Then a configuration of N droplets is fully described by its centers (XT
1 , . . . , X

T
N )T with

Xi ∈ Rd and its volumes (V1, . . . , VN )T , conglomerated in the configuration vector

Θ := (V1, . . . , VN , X
T
1 , . . . , X

T
N )T ∈ R(d+1)N .

Let us recall the notation hi(x) := hVi,Xi(x), so that the height profile of an ensemble
of N mesoscopic droplets is given by 1 +

∑N
i=1 hi(x). Furthermore, let us denote the
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5.1 Reduced structure

droplet distances by Lij := |Xi−Xj | and the mobility of a single mesoscopic droplet by
mi(x) := m(1 + hi(x)) .

An infinitesimal change of a configuration Θ is described by the infinitesimal change of
the droplet volumes and their centers, denoted by Θ̇:

Θ̇ := (V̇1, . . . , V̇N , Ẋ
T
1 , . . . , Ẋ

T
N )T ∈ R(d+1)N .

Due to the conservation of mass, the change vector Θ̇ is admissible, if
∑N

i=1 V̇i = 0, or
in other words, if Θ̇ is orthogonal to

p = 1√
N

(1N , 0dN )T .

(Here, we use the notation zk := (z, . . . , z) ∈ Rk, for z ∈ {0, 1}.) The infinitesimal
change of the height profile of the configuration corresponding to the change vector Θ̇ is
given by

δhΘ̇ :=
N∑
i=1

∂Vihi V̇i −∇hi · Ẋi,

where
∂Vihi(x) = 1√

2(d+1)ω
V
− d+2

d+1

i |x−Xi|2 + ω√
2(d+1)

V
− d

d+1

i (5.2)

for x ∈ BRi(Xi).

Reduced energy

On the restricted configuration space, the total energy (2.25) of the configuration Θ has
the simple form

E(Θ) =
√

2(d+1)
ω

N∑
i=1

V
d

d+1

i , (5.3)

to which we will refer in the following. In particular, it depends only on the volumes
but not on the centers. The infinitesimal change of energy generated by the infinitesimal
change of the configuration in the direction of Θ̇ is

Ė(Θ).Θ̇ = ∇E · Θ̇ =
√

2d
ω

N∑
i=1

V
− 1

d+1

i V̇i, (5.4)

where ∇E ∈ R(d+1)N stands for the gradient of (5.3) with respect to Θ.

Reduced Rayleigh dynamics

As stated before, the trajectory t 7→ Θ(t) of the system is determined by the fact that
at any time t the change vector Θ̇ along with the flux J minimize as a pair the Rayleigh
functional R with the infinitesimal change of energy given in (5.4). A variation in J
reveals that the minimizing flux is a gradient of a pressure (here denoted by ϕΘ̇):

J = −m∇ϕΘ̇,
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5 Interacting droplets in a reduced configuration space

where the pressure solves
δhΘ̇ −∇ · (m∇ϕΘ̇) = 0

with boundary condition ∇ϕΘ̇ ·ν → 0 as |x| → ∞. Consequently, one needs to minimize

1
2

∫
m|∇ϕΘ̇|

2dx+∇E · Θ̇ (5.5)

in order to determine the configuration change Θ̇.

In the one-dimensional case, we can derive the flux J , which generates the dissipation by
explicit integration of the continuity equation. However, in the two-dimensional case it is
not possible, so that we fall back to the model pressures examined in the previous chapter.
We will see that approximately (at least in the sense that the associated quadratic form
of the minimal dissipation, i.e. D =

∫
m |∇ϕΘ̇|

2 dx, is well-approximated) the pressure
ϕΘ̇ is a linear combination of the “decoupled” model pressures, which were introduced
in Chapter 4. Let us recall them here (in a slightly modified form):

• Pressure relevant to droplet motion: We recall the two auxiliary problems (4.27)
and (4.28), where we replace the equilibrium droplet profile by the mesoscopic
profile (2.32a).

We introduce the pressure ψ0 (generated by a non-zero flux boundary condition
far from the droplet) by

−∇ · (m∇ψ0) = 0,

J0 · ν →
(
1
0

)
· ν as |x| → ∞, where J0 := m∇ψ0,

(5.6)

and the pressure ψ1, which makes the droplet move with unit speed, by

−∂1hV,X −∇ · (m∇ψ1) = 0,

J1 · ν → 0 as |x| → ∞, where J1 := −m∇ψ1.
(5.7)

Let us generalize the notation of ψ1 by accounting for arbitrary distortions Ẋ ∈ R2

(instead of (1, 0)T ) of the center X. We denote this pressure by ψẊ1 , which solves
the equation −Ẋ · ∇hV,X −∇ · (m∇ψẊ1 ) = 0. It has a dipolar form:

ψẊ1 (x) = ψ1(r) |Ẋ| cos θ (5.8)

in the polar coordinates determined by r := |x−X| and

x−X

|x−X|
· Ẋ
|Ẋ|

= cos θ.

• Pressure relevant to droplet mass change: We already introduced the pressure
(4.6), which moves the mass 1 from a single mesoscopic droplet into the surrounding
precursor film: ψV is a radially symmetric solution of

−∂V hV,0 −∇ · (m∇ψV ) = 0,
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5.1 Reduced structure

and in particular has the form of the fundamental solution outside the droplet, see
(4.7).

Since ϕΘ̇ depends linearly on the change Θ̇, the first term in (5.5) defines a quadratic
form in Θ̇. The associated bilinear form is

D(Θ̇, Ξ̇) :=
∫

1
m
JΘ̇ · JΞ̇ dx =

∫
m∇ϕΘ̇ · ∇ϕΞ̇ dx (5.9)

for admissible change vectors Θ̇ and Ξ̇. Since the space of admissible change vectors is
finite-dimensional, there is a symmetric matrix G representing the bilinear form:

Θ̇TG Ξ̇ = D(Θ̇, Ξ̇).

Such matrix G is not unique. The canonical choice is the matrix G, which also satisfies
Gp = 0. A symmetric matrixG represents the same bilinear form on the set of admissible
change vectors if and only if ΠGΠ = G, where Π = Id − ppT is the projection to the
orthogonal complement of p.

Minimizing (5.5) in the form 1
2Θ̇TGΘ̇ +∇E · Θ̇ in Θ̇ with the constraint Θ̇ · p = 0 gives

that Θ̇ is uniquely determined by

Π(GΘ̇ +∇E) = 0

Θ̇ · p = 0.
(5.10)

The coefficients of G describe the dissipation generated by the fluxes that stem from
the mass exchange and droplet migration. For clarity, we subdivide the matrix G ∈
R(d+1)N×(d+1)N into three sub-matrices: the volume change matrix Gv ∈ RN×N with
entries Gvij , the migration matrix Gm ∈ RdN×dN with entries Gmij and the coupling
matrix C ∈ RdN×N with entries Cij :

G =
(
Gv CT

C Gm

)
. (5.11)

In the following sections, we will give asymptotic expressions of the entries of G in terms
of the auxiliary pressures ψ0, ψ1 and ψV in the regime (5.1) and solve the problem
explicitly for a two-droplet configuration both in one and two dimensions.
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5 Interacting droplets in a reduced configuration space

5.2 Interacting droplets in one dimension

In contrast to the two-dimensional case, the flux J that generates the dissipation can
be derived by elementary integration of δhΘ̇ + ∂xJ = 0 on R with no-flux boundary
conditions J(−∞) = J(∞) = 0.

5.2.1 Approximate coefficients of G

We show by elementary integration that the coefficient of G can be approximated to
leading order in L� V

1
2 by the following expressions:

• Volume change:

Gvij =

{
−1

2Lij +O(V
1
2
i ) +O(V

1
2
j ), if i 6= j,

0, if i = j.
(5.12)

• Migration:
Gm = diag(g1, . . . , gN ) (5.13)

with diagonal entries

gi :=
∫
BRi

(Xi)

1
m

(hi)2 dx.

• Coupling:

C = diag(c1, . . . , cN )T, where Tij =


1, if i < j,
0, if i = j,
−1, if i > j,

(5.14)

with diagonal entries

ci := 1
2

∫
BRi

(Xi)

1
m
hi dx.

It is sufficient to present the approximation of the coefficients of G only for the two-
droplet configuration. A consistent generalization toN -droplet configurations is straight-
forward. Hence, we will consider a configuration (V1, V2, X1, X2)T ∈ R4, see Figure 5.2,
where we set L := L12.

Derivation of the volume change matrix Gv

Let the configuration change vector be w := (1,−1, 0, 0)T ∈ R4. Then we have

wTGw = Gv11 −Gv12 −Gv21 +Gv22 =
∫

1
m
|Jw|2 dx,
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5.2 Interacting droplets in one dimension

X1 X2

R1 R2

L = X2 −X1

Figure 5.2: Two-droplet configuration in one dimension.

where Jw solves (∂V1h1 − ∂V2h2) + ∂xJw = 0. The above is the only requirement on the
coefficients of Gv, which allows us to define

Gv11 = Gv22 := 0,

Gv12 = Gv21 := −1
2

∫
1
m
|Jw|2 dx.

The solution Jw and the leading order behavior of
∫

1
m |Jw|

2 dx were already derived in
Section 4.1. Therefore, we immediately obtain the desired coefficients

Gv12 = Gv21 ≈ −1
2L.

For the N -droplet configuration, it is easy to check that the generalized choice Gvij =
−1

2Lij is consistent with this formula.

Derivation of the migration matrix Gm

Let w1 := (0, 0, 1, 0)T and w2 := (0, 0, 0, 1)T ∈ R4. Then we obtain

Gmii = wTi Gwi =
∫

1
m
|Jwi |2 dx,

where Jwi is a solution of −∂xJwi = δhwi = −∂xhi, for i = 1, 2. Elementary integration
yields Jwi(x) = hi(x) and thus,

Gmii =
∫
BRi

(Xi)

1
m

(hi)2 dx = gi.

Since Jwi has support in BRi(Xi), it follows that

Gm12 = Gm21 =
∫

1
m
Jw1 · Jw2 dx = 0.

Derivation of the coupling matrix C

For the coupling part we plug in the aforementioned change vectors w, w1 and w2. Then
we obtain for i = 1, 2

wTi Gw = Ci1 − Ci2

=
∫

1
m
Jwi · Jw dx,
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5 Interacting droplets in a reduced configuration space

where −∂xJwi = −∂xhi and −∂xJw = (∂V1h1 − ∂V2h2) and therefore,

=
∫
BRi

(Xi)

1
m
hi
(
c(x−Xi)3 + c̃(x−Xi)− 1

2

)
dx

= −1
2

∫
BRi

(Xi)

1
m
hi dx.

This allows us to define

C11 = C22 = 0,

C12 = 1
2

∫
BR1

(X1)

1
m
h1 dx = c1,

C21 = −1
2

∫
BR2

(X2)

1
m
h2 dx = −c2.

5.2.2 Reduced Rayleigh dynamics

System of ODEs for two droplets

Collecting the results of the preceding part, the symmetric matrix G is given by

G =


0 −1

2L 0 −1
2

∫
1
mh2 dx

−1
2L 0 1

2

∫
1
mh1 dx 0

0 1
2

∫
1
mh1 dx

∫
1
mh

2
1 dx 0

−1
2

∫
1
mh2 dx 0 0

∫
1
mh

2
2 dx

 (5.15)

to leading order in V
1
2 � 1.

According to (5.3), the right hand side is given by∇E =
√

2
ω (V

− 1
2

1 , V
− 1

2
2 , 0, 0)T . Then due

to (5.10), the configuration change Θ̇ = (V̇1, V̇2, Ẋ1, Ẋ2)T is the solution of the following
system of linear ODE:

Gv12(V̇2 − V̇1)− c2Ẋ2 − c1Ẋ1 = −
√

2
ω

(V
− 1

2
1 − V

− 1
2

2 ),

c1V̇2 + g1Ẋ1 = 0,
−c2V̇1 + g2Ẋ2 = 0,

V̇1 + V̇2 = 0.

In particular, solving the system for the volume change yields

V̇1 =
√

2
ω

(
c21
g1

+
c22
g2

+ 2Gv12

)−1

(V
− 1

2
1 − V

− 1
2

2 ),
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5.2 Interacting droplets in one dimension

and for the migration

Ẋ1 =
c1
g1
V̇1.

Note that in the regime L � V
1
2
i we obtain Gv12 �

c21
g1

+ c22
g2

according to the estimates
on the coefficients from (4.21) and (4.22), so that to leading order(

c21
g1

+
c22
g2

+ 2Gv12

)
≈ 2Gv12 ≈ −L.

Therefore, the reduced Rayleigh dynamics for two droplets in the one-dimensional case
is given by the following system:

Volume change: V̇1 =
√

2
ω L−1 (V

− 1
2

2 − V
− 1

2
1 ), V̇2 = −V̇1. (5.16)

Migration: Ẋ1 =

∫
1
m h1 dx∫
1
m h2

1 dx
V̇1, Ẋ2 =

∫
1
m h2 dx∫
1
m h2

2 dx
V̇1. (5.17)

System of ODEs for N-droplet configuration

To determine the dynamics for theN -droplet configuration in a transparent form, assume
that Xi < Xi+1 for all i = 1, . . . , N − 1. Let us use the notation V̇ := (V̇1, . . . , V̇N )T and
Ẋ := (Ẋ1, . . . , ẊN )T . Then the equations of the dynamics are

(Id− ppT )(GvV̇ + CT Ẋ) = −(Id− ppT )∇E
CV̇ +GmẊ = 0.

Here, p has been restricted to its first N coordinates. It follows that

Ẋ = −diag
(
c1
g1
, . . . ,

cN
gN

)
T V̇ . (5.18)

Furthermore, we observe in the regime L� V
1
2 that

C(Gm)−1CT � Gv

as for two droplets. Therefore, we obtain the following approximation of the first equa-
tion by substituting (5.18):

(Id− ppT )GvV̇ = −(Id− ppT )∇E, (5.19)

provided Lij � V
1
2
k � 1 for i, j, k = 1, . . . , N , i 6= j.
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5 Interacting droplets in a reduced configuration space

The remainder of this section is devoted to find a solution of this equation with
∑N

i=1 V̇ =
0. For this purpose, note that the submatrix Gv has the form of a Green’s function in
one dimension: The i-th entry of the product Gv V̇ , i.e.

−1
2

∑
j 6=i

|Xi −Xj | V̇j ,

realizes the superposition of potentials in Xi generated by “mass sources” at Xj with
masses V̇j . Thus, it is reasonable that equation (5.19) can be solved by applying a
discrete Laplace operator D, which has the form of a tridiagonal matrix:

Dij :=



1
Li−1 i

, if j = i− 1,

−
(

1
Li−1 i

+ 1
Li i+1

)
, if j = i,

1
Li i+1

, if j = i+ 1,

0, else,

with no-flux condition at the boundary. Here, we use the convention L0 1 = LN N+1 = ∞.
Note that D(Id− ppT ) = D.

Indeed, a direct calculation of −DGv based on the relation Li j+1 = Li j + Lj j+1 yields

−DGv = 1
2


1 −1 . . . . . . −1

2
. . .

2
−1 . . . . . . −1 1

 ,

and finally, using the conservation of volume
∑N

i=1 V̇i = 0, the identity

−DGvV̇ = V̇ .

Applying the same transformation to the right hand side gives for i = 1, . . . , N

(∇E)i+1 − (∇E)i
Li i+1

− (∇E)i − (∇E)i−1

Li−1 i
=
√

2
ω

V − 1
2

i+1 − V
− 1

2
i

Li i+1
−
V
− 1

2
i − V

− 1
2

i−1

Li−1 i

 .

Hence, we obtain the equation for the volume change given by (5.19):

V̇i =
√

2
ω

V − 1
2

i+1 − V
− 1

2
i

Li i+1
−
V
− 1

2
i − V

− 1
2

i−1

Li−1 i

 . (5.20)

To determine Ẋ, we use (5.18). It follows from (5.20) that

Ẋi =
√

2
ω

∫
1
m hidx∫
1
m h2

i dx

V − 1
2

i − V
− 1

2
i−1

Li−1 i
+
V
− 1

2
i+1 − V

− 1
2

i

Li i+1

 . (5.21)

It is straightforward to check that equations (5.20) and (5.21) indeed coincide with the
equations of motion and pressure change proposed by Glasner and Witelski in [15]. To
switch between the volume and the pressure one applies the relation (2.34).
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5.3 Interacting droplets in two dimensions

5.3 Interacting droplets in two dimensions

5.3.1 Approximate coefficients of G

In the following, we will show that the coefficients of G can be approximated by the
auxiliary model pressures in the following way:

• Volume change:

Gvij =

{
−1

2

(∫
BL(0)m|∇ψVi |2 dx+

∫
BL(0)m|∇ψVj |2 dx

)
+O(1), if i 6= j,

0, else,

≈

− 1
4π

(
log(Lij/V

1
3
i ) + log(Lij/V

1
3
j )
)
, if i 6= j,

0, else.
(5.22)

The auxiliary pressure ψVi relevant to mass exchange is defined in (4.6).

• Migration:

Gmij =

{
diag(gi, gi) + O(gi)2×2, if i = j,
O(√gigj)2×2, else,

(5.23)

where the diagonal entries are

gi =
∫
mi |∇ψ1|2 dx, (5.24)

and the error term is defined by O(f)2×2 :=
(
O(f) O(f)
O(f) O(f)

)
. The pressure ψ1

relevant to droplet motion solves −∂1h1 −∇ · (mi∇ψ1) = 0 as defined in (5.7).

• Coupling:

Cij =

{
Xi−Xj

|Xi−Xj | cij + O(cij)2×1, if i 6= j,

0, else,
(5.25)

where the coefficients are defined by

cij =
1
2π

1
|Xi −Xj |

∫
∂1hi ψ0 dx. (5.26)

The pressure ψ0 is determined by (5.6).

The leading order scaling behavior of (5.24) and (5.26) was identified in the preceding
chapter in (4.40) and (4.41).

Again, we present the details of the leading order derivation of coefficients of G only for
a configuration of two droplets. It contains all the essential ingredients of the deriva-
tion with N droplets, but is significantly easier to present. Hence, let us consider a
configuration of two droplets, Θ = (V1, V2, X

T
1 , X

T
2 )T , with distance L = |X2 −X1|.
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5 Interacting droplets in a reduced configuration space

Derivation of the volume change matrix Gv

Consider the general mass exchange given by the change vector w = (V̇1, V̇2, 04)T with
V̇1 + V̇2 = 0. Then the profile distortion is

δhw = V̇1 ∂V1h1 + V̇2 ∂V2h2 = V̇1(∂V1h1 − ∂V2h2).

By the definition of the dissipation rate (5.9), it follows that

Gv11(V̇1)2 +Gv22(V̇2)2 + 2Gv12V̇1 V̇2 = wTGw =
∫
m|∇ϕw|2 dx,

where δhw −∇ · (m∇ϕw) = 0 and ∇ϕw · ν → 0 as |x| → ∞. The above condition fully
determines the volume exchange part of the bilinear form D, but as we discussed before,
the matrix G is not unique. Since we think of dissipation due to mass exchange, we
choose the matrix Gv for which Gv11 = Gv22 = 0. Accordingly, we get

2Gv12 V̇1V̇2 = −2Gv12 (V̇1)2 =
∫
m|∇ϕw|2 dx.

To determine the value on the right hand side, we only have to refer to the asymptotic
results gained in the study of the model pressure relevant for mass exchange, see (4.10)
in Section 4.1. In this part, we have shown that ϕw is in a sense well-approximated by

−V̇1 ψV1(· −X1)− V̇2 ψV2(· −X2).

Hence, we immediately get the claimed scaling behavior.

Derivation of the migration matrix Gm

Let Ẋ, Ẏ ∈ R2. Consider the change vectors w1 := (02, Ẋ
T , 02)T and w2 := (02, Ẏ

T , 02)T ,
which both perturb the location of X1. By the definition of the dissipation rate (5.9),

ẊTGm11Ẏ =
∫
m∇ϕw1 · ∇ϕw2 dx,

where −Ẋ · ∇h1−∇ · (m∇ϕw1) = 0 and −Ẏ · ∇h1−∇ · (m∇ϕw2) = 0 and ∇ϕwi · ν → 0
as |x| → ∞.

The difference between ϕw1 and ψẊ1 defined in (5.7) originates from the different mo-
bilities: ψẊ1 solves the same problem as ϕw1 , but with m replaced by the mobility
m1 for the single mesoscopic droplet h1. However, we expect that ϕw1 can be well-
approximated by ψẊ1 to leading order in the regime L� R, so that we can replace ϕw1

by ψ1(|x−X1|) x−X1
|x−X1| · Ẋ.

For further calculations, the following identity is helpful: Let ξ ∈ C([0,∞), [0,∞)) and∫∞
0 ξ(r)r3dr <∞. Then it holds that∫

ξ(|x|)(Ẋ · x)(Ẏ · x) dx =
Ẋ · Ẏ

2

∫
ξ(|x|) |x|2 dx.
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5.3 Interacting droplets in two dimensions

It is verified by elementary calculation, e.g. via transformation in polar coordinates.

Now we are in the position to derive the coefficient based on the approximation described
above:

ẊTGm11Ẏ =
∫
ϕw1 ∇h1 · Ẏ dx

≈
∫ (

ψ1(|x−X1|)
x−X1

|x−X1|
· Ẋ
)(

∇h1 · Ẏ
)
dx

=
Ẋ · Ẏ

2

∫
ψ1(|x−X1|)

x−X1

|x−X1|
· ∂rh1(|x−X1|)

x−X1

|x−X1|
dx

= Ẋ · Ẏ
∫
ψ1(|x−X1|)

x1 −X
(1)
1

|x−X1|
∂rh1(|x−X1|)

x1 −X
(1)
1

|x−X1|
dx

= Ẋ · Ẏ
∫
ψ1(|x−X1|)

x1 −X
(1)
1

|x−X1|
∂1h1 dx

= Ẋ · Ẏ
∫
m1|∇ψ1|2 dx.

(5.27)

Here, we use that h1 is a radially symmetric function w.r.t. X. Hence, we finally obtain
that Gm11 ≈ diag(g1, g1) with

g1 =
∫
m1|∇ψ1|2dx.

The coefficient Gm22 ≈ diag(g2, g2) is analogously computed with the same approximation
argument. Furthermore, the off-diagonal element Gm12 is of lower order compared to the
diagonal entries to leading order: Consider the change vectors w1 := (02, Ẋ

T , 02)T and
w2 := (04, Ẏ

T )T , which perturb the location X1 and X2, respectively. Then we find in
the regime L� R ∼ V

1
3∣∣∣ẊTGm12Ẏ
∣∣∣ =

∣∣∣∣∫ ϕw1 ∇h2 · Ẏ dx

∣∣∣∣
≈

∣∣∣∣∫ ψ1(|x−X1|)
x−X1

|x−X1|
· Ẋ∇h2 · Ẏ dx

∣∣∣∣
≈ L−1|Ẋ|

∣∣∣∣∣
∫
BR2

(X2)
∇h2 · Ẏ dx

∣∣∣∣∣
. |Ẋ| |Ẏ | V

1
3

2 L
−1

� |Ẋ| |Ẏ |,

which is small compared to |Ẋ| |Ẏ |O(
√
g1g2) in the regime V

1
3 � 1. Note that we use

the asymptotic behavior of ψ1 far away from BR1(X1) as stated in (4.35) in Lemma 11.

Derivation of the coupling matrix C

To analyze the interaction of volume change and migration, consider the change vec-
tors w1 := (02, Ẋ

T , 02)T and w2 := (1,−1, 04)T . Again, we expect that ϕw1 is well-
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5 Interacting droplets in a reduced configuration space

approximated by the model pressure ψẊ1 to leading order in L� R:

ẊT [C11, C12]
(

1
−1

)
=

∫
m∇ϕw1 · ∇ϕw2 dx

= −
∫
ϕw1 (∂V1h1 − ∂V2h2) dx

≈ −
∫
ψẊ1 (∂V1h1 − ∂V2h2) dx (5.28)

=
∫
BR2

(X2)
ψ1(|x−X1|)

x−X1

|x−X1|
· Ẋ ∂V2h2 dx (5.29)

≈ ψ1(|X2 −X1|)
X2 −X1

|X2 −X1|
· Ẋ
∫
BR2

(X2)
∂V2h2 dx

= ψ1(|X2 −X1|)
X2 −X1

|X2 −X1|
· Ẋ.

Note that we in particular exploit the fact that x−X1
|x−X1| · Ẋ is an odd function w.r.t. the

center X1. Thus, we get

C11 − C12 ≈ ψ1(|X2 −X1|)
X2 −X1

|X2 −X1|
≈ lim

r→∞
r ψ1(r)

X2 −X1

|X2 −X1|2
.

As above, this is the only requirement on C11 and C12. We set C11 = 0 and finally have

C12 ≈ − lim
r→∞

r ψ1(r)
X2 −X1

|X2 −X1|2
≈ 1

2π
1

|X1 −X2|

∫
∂1h1 ψ0 dx

X1 −X2

|X1 −X2|

due to the asymptotic behavior (4.36). The approximation of C21 is treated analogously.

5.3.2 Reduced Rayleigh dynamics

First, let us recall the leading order scaling relations for the coefficients of G: For i 6= j

Gvij ≈ − 1
4π

(
log(Lij/V

1
3
i ) + log(Lij/V

1
3
j )
)
, (5.30)

gi ≈


C V

4−q
3

i for q ∈ [0, 3),
π

2
3

3 V
1
3
i log Vi for q = 3,

C V
1
3
i for q > 3,

(5.31)

cij ≈ − 1
Lij


C V

3−q
3

i for q ∈ [0, 2),
1

3π
4
3
V

1
3
i log Vi for q = 2,

C V
1
3
i for q > 2.

(5.32)

The leading order values of gi and cij follow from (4.40) and (4.41).
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5.3 Interacting droplets in two dimensions

System of ODEs for two droplets

As an insightful illustration, we consider the particular case of two droplets in detail. Let
us compute the equations for Θ̇ in the natural coordinates {e1, e2} for the two-droplet
configuration:

e1 =
X2 −X1

|X2 −X1|
, e2⊥e1, |e2| = 1. (5.33)

The characterization of G given in (5.22)-(5.26) yields

G =



0 Gv12 0 0 c21 0
Gv12 0 −c12 0 0 0
0 −c12 g1 0 0 0
0 0 0 g1 0 0
c21 0 0 0 g2 0
0 0 0 0 0 g2

 .

According to (5.10), we obtain that the reduced Rayleigh dynamics is given by the
following system of ODEs:

−Gv12V̇1 +Gv21V̇2 + c12Ẋ
(1)
1 + c21Ẋ

(1)
2 = −2

√
2

ω
(V

− 1
3

1 − V
− 1

3
2 ),

g1Ẋ
(1)
1 − c12V̇2 = 0,

Ẋ
(2)
1 = 0,

g2Ẋ
(1)
2 + c21V̇1 = 0,

Ẋ
(2)
2 = 0,

V̇1 + V̇2 = 0.

In particular, we have

V̇1 =
2
√

2
ω

(
2Gv12 +

c212
g1

+
c221
g2

)−1

(V
− 1

3
1 − V

− 1
3

2 ). (5.34)

Using (5.30), (5.31) and (5.32), the assumption L12 � V
1
3
i for i = 1, 2 yields

−Gv12 � 1 � c212
gi
.

Therefore, the reduced Rayleigh dynamics for two droplets in the two-dimensional case
is determined to leading order by the following system:
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5 Interacting droplets in a reduced configuration space

Volume change: V̇1 = − 4π
4
3

log(L/V
1
3

1 ) + log(L/V
1
3

2 )
(V

− 1
3

1 − V
− 1

3
2 ), (5.35)

V̇2 = −V̇1.

Migration: Ẋ
(1)
1 = − 1

2πL
−1

∫
∂1h1 ψ0 dx∫
m1|∇ψ1|2 dx

V̇1, (5.36)

Ẋ
(1)
2 = − 1

2πL
−1

∫
∂1h2 ψ0 dx∫
m2|∇ψ1|2 dx

V̇1.

The equations (5.36) for the motion of the droplets provide a nice way of interpreting
the connection between J∞ in the model problem in Section 4.2 and the case of a
configuration of droplets with at least two droplets. For this purpose, consider the
equation (5.36) in standard Euclidean coordinates:

Ẋ1 = − V̇2

g1
C12

=
∫
∂1h1 ψ0 dx∫
m1|∇ψ1|2 dx

(
− V̇2

2π
X1 −X2

|X1 −X2|2

)

=
∫
∂1h1 ψ0 dx∫
m1|∇ψ1|2 dx

(
−∇

(
V̇2

2π
log |x−X2|

)∣∣
x=X1

)
, (5.37)

and compare it to (4.37) in Section 4.2. It reveals that in the context of a two-droplet
configuration, J∞ can be interpreted as the flux −V̇2∇ψV2(X1 − X2) at X1 generated
by the harmonic potential V̇2ψV2(. −X2), which transports mass V̇2 out of the droplet
centered in X2. In conclusion, migration is slaved to Ostwald ripening.

Furthermore, the equations reveal that both droplets move in the direction of the smaller
one: Assume that V1 < V2, which implies V̇1 < 0 due to (5.35). Then it also holds that
Ẋ

(1)
1 < 0 (and similarly Ẋ(1)

2 < 0), since the migration factor −
R
∂1h1 ψ0 dxR
m1|∇ψ1|2 dx

is positive.
However, the larger droplet will never reach the smaller one, as the migration factor is
smaller for larger R, see e.g. (4.42). Figure 6.21 (bottom) shows a typical chase of two
isolated droplets.

The results of Pismen and Pomeau in [33] significantly differ from our findings, namely
in the sign of the velocity. They claim for a two-droplet configuration that both droplets
“migrate in the direction of the larger droplet”, see Equation (38) in [33], as opposed
to our results. Since they also find that smaller droplets are faster, they argue that the
smaller droplets might catch up to larger ones causing collision. This implies a completely
different understanding of the impact of migration for the coarsening process.
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5.4 Heuristic time scales in the reduced dynamics

5.4 Heuristic time scales in the reduced dynamics

The reduced dynamics of a two-droplet configuration, namely (5.16) and (5.17) for d = 1
and (5.35) and (5.36) for d = 2, allows us to deduce heuristically the typical time scale
for Ostwald ripening and migration in terms of the typical volume V and the typical
distance L in the regime L � V

1
d+1 . Here, we assume that the typical lengths exhibit

scaling in time. In addition to the scaling in V , we further investigate how the time
scales depend on the average film height H (up to logarithmic corrections). By mass
conservation, we have the relation

HLd ∼ V (5.38)

for arbitrary dimension d.

Time scale for Ostwald ripening

For Ostwald ripening, we obtain from (5.16) and (5.35)

V̇ ∼

{
L−1V −

1
2 for d = 1,

(logL)−1V −
1
3 for d = 2.

(5.38)∼

{
HV −

3
2 for d = 1,

(log V )−1V −
1
3 for d = 2.

Note that we neglect the logarithmic correction term in H for the two-dimensional case.
Hence, the time scale for ripening is

τrip ∼
V

V̇
∼

{
H
−1
V

5
2 for d = 1,

log V V
4
3 for d = 2.

(5.39)

Time scale for migration

For migration, equations (5.17) and (5.36) imply the scaling

L̇ ∼ |Ẋ| ∼ mig(V )L−1V̇ ∼ mig(V )

{
L−1 V −

1
2 for d = 1,

L−1(logL)−1V −
1
3 for d = 2.

Hence, we obtain

τmig ∼
L

L̇
∼ mig(V )−1

{
L2 V

1
2 for d = 1,

L2 logLV
1
3 for d = 2.

∼ mig(V )−1

{
H
−2
V

5
2 for d = 1,

H
−1 (log V )V

4
3 for d = 2.
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5 Interacting droplets in a reduced configuration space

The role of migration

The relative importance of migration can be deduced from the quotient of the time
scales:

τmig

τrip
∼ mig(V )−1H

−1
.

The scaling of the migration factor in terms of V is determined by the asymptotic leading
order values of g and c as stated in (5.31) and (5.32). Hence, we finally deduce the role
of migration in terms of scaling in V and H:

Role of migration:
τmig

τrip
∼ H

−1



V
1

d+1 for q ∈ [0, 2),

(log V )−1V
1

d+1 for q = 2,

V
3−q
d+1 for q ∈ (2, 3),

log V for q = 3,
1 for q > 3.

(5.40)

We argue in the introduction that migration generically leads to collision. Hence, these
heuristics indicate the following:

• For q < 3, collapse eventually is the dominant mechanism, since the typical vol-
ume of a droplet increases during coarsening. In particular, droplets are nearly
stationary in the long-time behavior.

• For q > 3, the average film height H sets the relative importance of migration
for all times in terms of scaling (up to a logarithm for q = 3). In particular, the
coarsening process for a configuration of large average height is collision-dominated.

An additional numerical study in Section 6.3.3 further enlightens the role of migration
for coarsening by collision in the two-dimensional case. For the one-dimensional case,
Glasner and Witelski [16] identified collision-dominated regimes in terms of the average
film height by means of numerical parameter studies.
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6 Numerics for thin liquid films

In this chapter, we will present the discretization of both the thin-film equation (1.1)
and the reduced Rayleigh dynamics (5.10), and conduct several numerical test, which
support our analytical results of the previous chapters.

6.1 Discretization of the thin-film equation

The thin-film equation (1.1) has a structure like the Cahn–Hilliard-type equation treated
in [27]. Hence, we use an equivalent discretization scheme, which is guided by the
following two features of the continuous problem:

• mass conservation (1.4): d
dt

∫
h dx = 0.

• energy decrease (1.5): d
dtE(h) = −

∫
1

m(h) |J |
2 dx ≤ 0.

The scheme is natural in the sense that it relies on the gradient flow structure of the
problem as we will see in the following subsection.

For our numerical experiments, we apply either no-flux and equilibrium boundary con-
ditions as stated in the original problem (1.1) or periodic boundary conditions in all
spatial directions, respectively. As the intermolecular potential U , we choose the special
form

U(h) := 2h−3 − 3h−2 + 1, (6.1)

which was also used in [15]. The choice for the initial values depends on the numerical
experiments we conduct.

6.1.1 Time discretization

Let {tk}Kk=0 be an equidistant finite partition of the time interval [0, T ] of step size
τ := tk+1 − tk. For shortness, we denote by hk := h(tk) and Jk := J(tk) the numerical
solutions at time tk.

Symmetric semi-implicit Euler scheme

The gradient flow structure of the thin-film equation as introduced in Section 3.2 gives
us a natural way for a semi-implicit time discretization, see [10], which is stable in
the sense that the discrete energy is non-increasing. This scheme is characterized by a
minimization problem: For a given hk, the solution hk+1 is determined by

hk+1 = arg min
h∈M

{
1
2τ
d(h, hk) + E(h)

}
. (6.2)
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6 Numerics for thin liquid films

The distance d on the manifold is defined in (3.4). As an immediate consequence, the
energy is non-increasing:

E(hk+1) ≤ 1
2τ
d(hk+1, hk) + E(hk+1) ≤ 1

2τ
d(hk, hk) + E(hk) = E(hk).

To avoid solving the non-linear, nested minimization problem (6.2), let us work with a
quadratic approximation. We write h := hk + τδh. Then, we reformulate (6.2) with the
help of the leading order approximations

d(h, hk)2 ≈ τ2ghk(δh, δh),

and

E(h) ≈ E(hk) + τ diffEhk .δh+
τ2

2
ghk(δh,HessEhkδh)

as a minimization problem in terms of the change δh:

δh∗ = arg min
δh∈T

hkM

{
τ

2
ghk(δh, δh) + E(hk) + τ diffEhk .δh+

τ2

2
ghk(δh,HessEhkδh)

}
.

Then we update hk via hk+1 = hk + τδh∗.

Of course, the rephrased problem still includes a minimization problem according to
the definition of the metric tensor g. The remedy is to refer to the lifted gradient flow
evolution as stated in the remark of Section 3.2 (rephrased in terms of the flux J = hu).
According to this, one can easily verify that it is equivalent to seek the minimizer

Jk+1 = arg min
J

{
1
2

∫
1

m(hk)
|J |2 dx+

∫
∇δE
δh

(hk) · J dx

+
τ

2

∫
|∇∇ · J |2 + U ′′(hk)(∇ · J)2 dx

}
(6.3)

and update hk+1 = hk − τ∇ · Jk+1.

Writing down the Euler–Lagrange equation of (6.3) together with the continuity equa-
tion, we obtain the semi-implicit Euler scheme[

1
m(hk)

Id + τ∇(∆− U ′′(hk))∇·
]
Jk+1 = −∇δE

δh
(hk), (6.4a)

hk+1 = hk − τ∇ · Jk+1. (6.4b)

This scheme is semi-implicit in the sense that the base point of the metric is treated
explicitly. One benefit of this natural discretization is the symmetry of the fourth-order
operator.
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6.1 Discretization of the thin-film equation

6.1.2 Spatial discretization

We discretize the divergence and the gradient operator such that the following two
features are kept:

• mass conservation of the continuous problem, see (1.4),

• symmetry of the fourth-order operator in (6.4a).

We restrict our explanations to the two-dimensional case. The one-dimensional case is
analogously treated. Let Ω : [0, Lx] × [0, Ly] ⊂ R2 be a rectangular domain discretized
by an equidistant grid of squared grid size 4x×4x.

Finite volume scheme

Let us consider a single box of the grid centered at (i4x, j4x) with index (i, j). We
treat h and the discrete divergence ∇h · J as to be defined on the volume of the box,
labeled by h(i, j) and (∇h · J)(i, j). In contrast, both the first and second component of
the flux J = (J1, J2)T and the discrete gradient ∇hh are considered to be defined on the
corresponding edges of each box; they are labeled by (i± 1

2 , j) and (i, j± 1
2), respectively,

see Figure 6.1. Now, the space-discretized version of Gauss’ theorem restricted to the

J1(i +
1

2
, j)

−J2(i, j −
1

2
)

J2(i, j +
1

2
)

h(i, j)

−J1(i −
1

2
, j)

Figure 6.1: The discretized flux J = (J1, J2)T and film height h on a quadratic box of
size 4x×4x. The function h lives on the volume, the components of J on
the edges.

single box, i.e.

(∇h · J)(i, j)4x2 = (J1(i+ 1
2 , j)− J1(i− 1

2 , j) + J2(i, j + 1
2)− J2(i, j − 1

2))4x,

allows us to define the discrete divergence ∇h· in a consistent way:

(∇h · J)(i, j) :=
(

1
4x(J1(i+ 1

2 , j)− J1(i− 1
2 , j)) + 1

4x(J2(i, j + 1
2)− J2(i, j − 1

2))
)
.

The right hand side describes the total mass inflow per unit volume.
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6 Numerics for thin liquid films

Now, it is easy to show that such a discretization of ∇h· guarantees mass conservation:
Since the discretized flux J and the film height h are coupled through (6.4b), we have

1
τ

4x2
∑
i,j

hk+1(i, j)−4x2
∑
i,j

hk(i, j)


= 4x2

∑
i,j

1
τ

(
hk+1(i, j)− hk(i, j)

)
= −4x2

∑
i,j

(∇h · Jk+1)(i, j)

= −4x
∑
i,j

(
Jk+1

1 (i+ 1
2 , j)− Jk+1

1 (i− 1
2 , j) + Jk+1

2 (i, j + 1
2)− Jk+1

2 (i, j − 1
2)
)

= 0,

due to cancellation at the inner edges. The boundary edges either cancel for periodic
boundary conditions or equal to zero for no-flux boundary conditions.

To keep the symmetry of the discretized operator in (6.4a), we have to define the discrete
gradient ∇h such that it is dual to the discrete divergence. In particular, it requires that
∇h lives on the edges. Consequently, the dual operator is defined by

(∇hh)1(i+ 1
2 , j) = 1

4x(h(i+ 1, j)− h(i, j)),

(∇hh)2(i, j + 1
2) = 1

4x(h(i, j + 1)− h(i, j)).

An easy calculation shows that these choices amount to a symmetric iteration matrix.

Treatment of the mobility

According to the definition of the flux J and the gradient, the discrete mobility function
m = m(h) should be defined on the edges of each box. As the discrete height h is in
general discontinuous at the edges, we have to replace m by an averaged value, e.g. by

m(h)(i+ 1
2 , j) := f(m(h(i+ 1, j)),m(h(i, j))) at edge (i+ 1

2 , j),

where f is a suitable average function. It was shown in [18] for a finite element dis-
cretization that choosing f as the harmonic mean, i.e.

f(a, b) :=
1

1
2( 1
a + 1

b )
,

yields a non-negativity preserving scheme. We follow that choice.

6.1.3 Linear solver

As we choose a symmetry-preserving spatial discretization of the operator, we can use
the conjugate gradient method with preconditioning as an iterative solver for (6.4a).
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6.1 Discretization of the thin-film equation

Let us comment on why we expect the operator to be positive definite for a suitable time
step τ : The weak formulation of the operator in (6.3) can be easily estimated by∫

1
m(hk)

|J |2 dx+ τ

[∫
|∇∇ · J |2 dx+

∫
U ′′(hk)(∇ · J)2 dx

]
≥ 1

M

∫
|J |2 dx+ τ

[∫
|∇∇ · J |2 dx− C0

∫
(∇ · J)2 dx

]
≥ 0, provided τ ≤ 4

MC2
0

,

where we set M := maxm(hk) and C0 := −min U ′′(hk) ≈ 0.47. The bound on τ
strongly depends on the film height hk. Nevertheless, we expect to use much larger
time steps for our numerical tests: We are interested in the evolution of configurations
consisting of equilibrium droplets. For a single equilibrium droplet, the Hessian of E,
that is −∆ + U ′′(h), is positive semi-definite, as the profile is a minimizer of the energy.
Hence, we expect that the spectrum of the operator for an ensemble of near-equilibrium
droplets is non-negative for fairly large time steps τ . Indeed, in numerical tests we gain
the experience that choosing time steps (at least) of order 1 still leads to a positive
definite iteration matrix.

FFT preconditioning

In the case of periodic boundary conditions, the Fast Fourier Transform (FFT) provides
an easy but efficient method for preconditioning, see [27]. Let us briefly explain the main
ideas.

We run numerical simulations to determine coarsening rates experimentally. For that
purpose, a typical configuration is characterized by well-separated droplets connected by
a precursor of constant height h ≈ 1. Hence, the contribution of the mobility function
to the flux concentrates on the sparse droplet matrix. By setting m ≡ m(precursor) = 1
and U ′′ ≡ U ′′(precursor) = 6, the operator in (6.4a) turns into a linear operator, which
can be inverted by FFT in the case of periodic boundary conditions [34]. For instance in
the one-dimensional case, the i-th Fourier multiplicator corresponding to (6.4a) is given
by

1 + τ

(
2
4x4 cos

(
4πi
K

)
−
(

8
4x4 +

2U ′′(1)
4x2

)
cos
(

2πi
K

)
+

6
4x4 +

2U ′′(1)
4x2

)
,

where K is the total number of grid points. We apply the C subroutine library FFTW
[13] to compute the discrete Fourier transform.

PETSc Toolkit

To solve (6.4a), we use the Portable, Extensible Toolkit for Scientific Computation
(PETSc) [3], which provides data structures and large classes of efficient (non-)linear
solvers for the implementation of high-dimensional problems. Especially, a broad class

109



6 Numerics for thin liquid films

of Krylov subspace iterative methods such as the conjugate gradient method and pre-
conditioners are available.

The toolkit allows us to test a broad selection of preconditioners, particularly in the
case of no-flux boundary conditions, where the “cheap” but efficient preconditioning
described in the previous section does not apply.

6.1.4 Finite element implementation

An adaptive finite element formulation for Cahn–Hilliard-type equations is proposed in
[32]. It relies on a weak formulation for the flux J derived from (6.3), which only requires
H(∇·,Ω)-vector fields, where

H(∇·,Ω) :=
{
J ∈ (L2(Ω))2

∣∣∣ ∇ · J ∈ L2(Ω)
}
.

Suitable H(∇·,Ω)-conforming elements are the Raviart–Thomas elements, whose normal
component across edges is continuous, which provides the conformity.

Figure 6.2: A geometrically refined mesh for the finite element implementation [32] of
the thin-film equation for a two-droplet configuration.

Transition layers of small width are characteristic of Cahn–Hilliard-type equations.
Therefore, the mesh refinement is a function of the distance to the transition layer. For
the thin-film equation, the transition region is located in the droplet foot, see Section
2.1. In this region, the potential U has maximal slope, which is balanced by relatively
large curvature of the profile. The local refinement of the grid allows us to reduce the
number of unknowns of the discretized problem significantly, see Figure 6.2.

For the time discretization, both first- and second-order time schemes have been imple-
mented.
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6.2 Discretization of the reduced Rayleigh dynamics in two dimensions

6.2 Discretization of the reduced Rayleigh dynamics in two
dimensions

We consider an N -droplet configuration in two dimensions, which is given by Θ :=
(V1, . . . , VN , X

T
1 , . . . , X

T
N )T ∈ R3N . Then the reduced Rayleigh dynamics of this config-

uration is determined by the system of ODEs (5.10), that is

Π(GΘ̇ +∇E) = 0,

Θ̇ · p = 0,

where the projection Π to the mass-conserving subspace is defined by Π = (Id − ppT ),
and p = 1√

N
(1N , 02N )T ∈ R3N is the normal of the subspace.

The entries of the matrix G = G(Θ) are given to leading order by the approximate
expressions in Section 5.3.2. However, most of the leading order expressions of the
migration factor were identified only in terms of scaling. In particular, for q > 2 the
coefficient cij , and for q > 3 the coefficient gi depend to leading order on the detail of
the potential U as we pointed out in Section 4.2. Hence in this cases, our asymptotic
results differ from the actual limiting dynamics by a factor of order 1. Therefore, we
focus on the (also physically relevant) case q = 2, for which the leading order coefficients
rely on the mesoscopic droplet profile. For convenience, let us summarize the known
approximate coefficients in the case q = 2:

Gvij = − 1
4π

(
log(Lij/V

1
3
i ) + log(Lij/V

1
3
j )
)
, (6.5a)

gi = 2

π
2
3
Cnum V

2
3
i , (6.5b)

cij = − 1

3π
1
3
L−1
ij V

1
3
i log Vi, (6.5c)

where we numerically derived the constant Cnum ≈ 2.8026 by solving a variational prob-
lem, see (4.60).

We will comment on possible extensions to the case q = 3 in Section 6.3.2.

6.2.1 Time discretization

Let {tk}Kk=0 be a (not necessarily equidistant) finite partition of the time interval [0, T ]
of step size τk := tk+1 − tk. Furthermore, we set V k

i := Vi(tk), Xk
i := Xi(tk) and

Θk := Θ(tk).

Explicit Euler scheme

As the simplest time discretization, we apply the explicit Euler scheme:

ΠG(Θk)Θk+1 = ΠG(Θk)Θk − τk Π∇E(Θk), (6.6a)
Θk+1 · p = Θk · p. (6.6b)

111



6 Numerics for thin liquid films

One can easily see that the first N rows of the (3N × 3N)-system of equations (6.6a)
are linearly dependent due to the projection Π. Consequently, we replace one of this
rows by the second equation (6.6b), which finally defines a linear system of equations
A(Θk)Θk+1 = b(Θk). This system has a unique solution Θk+1, provided the droplet
configuration is regular, which means that all volumes and distances defined by Θ are
non-zero, see Section 6.2.3.

Let us now argue why the proposed explicit first-order scheme provides an accurate dis-
cretization for our purposes – even for fairly large time steps. We conduct a convergence
test for a typical two-droplet configuration in the regime (5.1), which will be used in Sec-
tion 6.3.2. As reference values we take the volumes and centers at time T = 103 derived
numerically according to (6.6) with uniform time steps τk ≡ 10−3. Then we compare
the results with the values derived with coarsened time steps τk ≡ 10m−3, m = 1, . . . , 6,
in terms of the relative deviation, e.g. given by

(
V τ=10m−3

1 /V τ=10−3

1 − 1
)
. Figure 6.3

shows the relative deviation of the volumes and centers for all different time steps. (Of
course, the linear shape to the right has been expected for a first-order discretization.)
For instance at τ = 10, the deviation is at most of order O(10−8), or extrapolated on
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Figure 6.3: Convergence test for a typical configuration of two droplets at final time
T = 103: Relative deviation for the reference time stepping τ = 10−3 in
logarithmic plot.

T = 105 (typical for our numerical tests), of order O(10−6). Therefore, the uniform time
step τ = 10 gives results with sufficient accuracy for our purposes.

6.2.2 Linear solver

The matrix A(Θk) is non-symmetric, so that a direct application of the conjugate gradi-
ent method is not possible. For large systems, a direct method such as LU decomposition
seems to be the most efficient method compared to iterative solvers. As before, we apply
the PETSc Toolkit for the implementation.
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6.2 Discretization of the reduced Rayleigh dynamics in two dimensions

However, the question of a suitable linear solver is only of minor importance, since
we mainly focus on numerical tests for a configuration of only two droplets defined by
Θ = (V1, V2, X

T
1 , X

T
2 )T , see 6.3.2. The time-discrete version of the system of ODEs for

two-droplet configurations can be explicitly solved according to (5.35) and (5.36):

Volume update:

V k+1
1 = V k

1 − τk
4π

4
3

log(Lk/(V k
1 )

1
3 ) + log(Lk/(V k

2 )
1
3 )

((V k
1 )−

1
3 − (V k

2 )−
1
3 ), (6.7a)

V k+1
2 = V k

2 − (V k+1
1 − V k

1 ), (6.7b)

where Lk = |Xk
1 −Xk

2 |.

Center update:

Xk+1
1 = Xk

1 −
c12
g1

(V k+1
1 − V k

1 ), (6.7c)

Xk+1
2 = Xk

2 −
c21
g2

(V k+1
1 − V k

1 ). (6.7d)

The coefficients cij and gi are defined in (6.5).

6.2.3 Coarsening rules

The validity of the reduced system of ODEs (5.10) breaks down when it leaves its asymp-
totic regime (5.1), namely when either one of the droplet volumes V or the distances
L tend to zero (collapse or collision). When such events occur, the system needs to be
updated to a system of ODEs with reduced dimension. In the following, we will give the
two update criteria, which are similar to the ones given in [16].

Collapse rule. As it was argued in Section 2.1, a droplet of decreasing volume has
increasing pressure P → Pmax = maxh>0 U ′(h). Hence, we detect a droplet collapse if
the droplet volume satisfies

V ≤ (1− ε)Vmin
(2.34)
= (1− ε)8π P−3

max,

where ε is small. In particular, the rule depends on details of the potential U . The
vanished droplet is eventually erased from the configuration vector.

Collision rule. We identify a droplet collision between two droplets when their contact
lines meet:

|X1 −X2| − (R1 +R2) ≤ δ,

where δ is small. The size of the configuration vector, and therefore of the system of
ODEs, has to be reduced by merging the droplets into a new one. In the one-dimensional
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6 Numerics for thin liquid films

case, a “merging rule” for two droplets is proposed in [16]. We analogously adapt it for
the two-dimensional case. Due to mass conservation, the volume of the merged droplet is
the sum of the volumes of the collided droplets: V merge := V1+V2. Its center is symmetric
with respect to the outer contact lines of the two droplets along the difference vector
X2 −X1, that is

Xmerge = 1
2(X1 +X2) + 1

2(R2 −R1)
(X2 −X1)
|X2 −X1|

. (6.8)

As opposed to the one-dimensional case [14], no analysis is done in the two-dimensional
case for a further justification of this rule.

Time adaptivity

Let us conclude this section by some comments on time adaptivity. The smaller the
volume of the droplet the more rapid the change of its volume is, since the volume
change scales as V̇ ∼ (log V )−1V −1/3 according to (5.35). Hence, a careful time stepping
is needed when the system reaches a critical collapse event. The time step τk between
V k and V k+1 has to be chosen such that V k+1 stays positive until it satisfies the collapse
rule. Figure 6.4 shows a typical adaptive time stepping while a droplet collapses. Here,
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Figure 6.4: Adaptive time stepping at a collapse event.

one refinement step is given by the factor 0.1.

6.3 Numerical experiments

At first, we will present results of large-scale coarsening simulations of the thin-film
equation in both one and two dimensions. They confirm the rigorous results on the
coarsening rates in Chapter 3. Furthermore, we compare the reduced Rayleigh dynamics
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(and further refinements of this approximation) with results obtained from the thin-film
equation and enlighten the competition between collision and collapse of droplets in two
dimensions.

6.3.1 Coarsening rates

In Chapter 3, we rigorously derive lower bounds on the energy decay in a time-averaged
sense, from which we heuristically deduce upper bounds on the coarsening rate (3.59):

N(t) & t−
d(d+1)
3d+2 .

Numerical tests support these rigorous result as we will present in the following.

We conduct numerical simulations for mobility exponent q = 1 in both one and two
dimensions based on the scheme (6.4) with periodic boundary conditions. The domain
is given by a square [0,Λ]d, where Λ = 10000 for d = 1 and Λ = 1000 for d = 2, with
spatial resolution 4x ≈ 1. As initial data, we take

h0 = h∗ + small perturbation,

where we choose h∗ = 2 within the unstable range, i.e. the concave part of the potential
U .

After an initial stage, a configuration of well-defined droplets connected by a precursor
layer of height h ≈ 1 = argmin U emerges. For d = 1, this configuration consists
of several hundred droplets, for d = 2 of several thousands. From then onwards, the
configuration coarsens as already described. Figure 6.5 shows a logarithmic plot of the
number of droplets and the energy densities vs. time both in one and two dimensions.
Note that the data is averaged over ten runs.

In one dimension, our numerical experiments reveal the theoretical scaling exponent −2
5

for d = 1 (see Figure 6.5 left). This exponent is equal to the upper bound we obtained
in (3.59). Experiments for d = 2 (see Figure 6.5 right) suggest a faster decrease of the
number density than for d = 1, as theoretically predicted. The coarsening exponent is
in agreement with the bound (3.56), but appears to be slightly different than the bound
itself. Let us comment on this apparent discrepancy: The heuristics in Section 3.6 are
based on the assumption that

Λ−dE
(3.54)∼ L−

d
d+1 ∼

(
Λ−dN

) 1
d+1

.

We therefore monitor the system averaged quantity Λ−dE
(
Λ−dN

)− 1
d+1 over time. For an

infinite system this number should reach an asymptotic value if coarsening is statistically
self-similar. Figure 6.6 shows this quantity vs. time and reveals that for d = 2 the
numerical simulations have barely reached an asymptotic state. Hence in this case, a
numerical confirmation of the optimality of our result would require much larger time
horizons and thus much larger system sizes.
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Figure 6.5: Number of droplets (top) and energy density of the droplet configuration
(bottom) in dimension d = 1 (left) and for d = 2 (right) vs. time in logarith-
mic scale.
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6.3.2 Reduced Rayleigh dynamics: Comparison with the thin-film equation

In this section, we consider a two-droplet configuration Θ = (V1, V2, X
T
1 , X

T
2 )T in two

dimensions, see Figure 6.7. We will compare the evolution of this configuration given by
the thin-film equation with the evolution given by the reduced Rayleigh dynamics. In
particular, we will address the question how close to the thin-film equation we can get
with the reduced model in order to convince ourselves of the validity of the approxima-
tions.

Set-up for numerical tests for the thin-film equation. Let us first introduce the set-up
for the numerical tests conducted for the thin-film equation: We consider a rectangular
domain Ω := [0, Lx] × [0, Ly] with lengths Lx = 500 and Ly = 300. A suitable spatial
resolution is defined by 800×480 grid points. We solve the thin-film equation numerically
according to (6.4) and assume no-flux boundary conditions. As initial condition, we
always take the profile representing the union of two mesoscopic droplets on a uniform
precursor layer of height 1.

Figure 6.7: A typical initial two-droplet configuration.

To familiarize ourselves with the dynamics of this configuration according to the thin-
film equation, consider the droplet evolution presented in Figure 6.8, which compares the
different mobility exponents q = 2 and q = 3. Initial conditions are R1(0) = 30, R2(0) =
45, X1(0) = (190, 150)T and X2(0) = (310, 150)T . Both droplets move westwards as we
motivate in the introduction of the thesis. The migration speed strongly increases with
q. Note that we only display the first coordinates of X1 and X2, because the second
coordinates do not change in our symmetric set-up. Independent of q, the larger droplet
(with volume V2 and center X2) migrates slower than the smaller droplet in accordance
with the scaling of the migration factor. At the same time, the larger droplet grows
at the expense of the smaller one. Furthermore, the volume evolution of both droplets
varies only slightly for different q, more precisely, the higher mobility q = 3 leads to a
somewhat faster mass transfer.
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Figure 6.8: Evolution of the droplet volumes (top) and centers (bottom) for a two-droplet
configuration according to the thin-film equation with different mobility ex-
ponents.

Initial relaxation layer. At the beginning, the sharp initial profile relaxes according to
the thin-film equation to a near-equilibrium state. In detail, the droplets take their near-
equilibrium shape, and the foot region smoothly connects to the precursor layer, whose
height is slightly adjusted. Here, the relaxation of the profile happens much faster in the
droplets of height h ∼ R than in the precursor h ≈ 1, since the mobility hq is much larger
in this region. Hence, we expect that the total energy, whose leading order contribution
comes from the droplets, relaxes on a faster time scale than the dissipation, whose leading
order contribution stems from the precursor, see Section 4.1. Figure 6.9 compares the
dissipation D(u) in the precursor derived from the thin-film equation, see (1.25), with
the dissipation D(Θ̇) based on the centers and radii of the two-droplet configuration.
It reveals an initial relaxation layer for D(u) of large size [0, 104]. Therefore, we start
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Figure 6.9: Comparison of D(u) and D(Θ̇) evaluated outside the mesoscopic droplets.
The large initial layer occurs according to the relatively small mobility in the
precursor region.

comparing both models after this initial layer, more precisely at time T = 20000.

Comparison. Now let us have a first glance on the comparison of the reduced Rayleigh
dynamics with the evolution obtained from the thin-film equation. As initial conditions,
we take

R1(0) = 30,
X1(0) = (190, 150)T ,

R2(0) = 45,
X2(0) = (310, 150)T ,

(6.9)

in the rectangular domain Ω. The size of the droplets (in terms of their radii) is chosen
sufficiently large such that the droplet profiles are near the leading-order mesoscopic
profiles. Here and in the following, we focus on the mobility exponent q = 2 as explained
in the introduction of Section 6.2.

As Figure 6.10 reveals, the comparison results are unsatisfactory. However, the large
deviations of the reduced dynamics from the results of the thin-film equation are not
unexpected, since the reduced dynamics as stated in (5.35) and (5.36) were derived in the
asymptotic regime 1 � R � L of well-separated, large droplets on an infinite domain,
see Chapter 5. Obviously, the typical droplet size R and the ratio L/R are too small to
obtain convincing results.

Furthermore, we should keep in mind that the numerical tests for the thin-film equation
are conducted on a finite domain with no-flux boundary conditions. In contrast, for the
reduced Rayleigh dynamics both equations for the volume changes (5.35) and migration
(5.36) rely on the fundamental solution of the whole space. Therefore, we finally require
the length scale separation

1 � R� L� Λ,

where Λ denotes the typical system size, to obtain a good agreement. The results
presented in Figure 6.10 display the overall impact of the relative size of these length
scales on the accuracy of the approximation.
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pde
2

∣∣∣ ≈ 0.5619

1

X
pde
2

1

Xode
2

1

Figure 6.10: Comparison of the reduced Rayleigh dynamics with results from the thin-
film equation for mobility exponent q = 2: the evolution of the volumes
(top) and the centers (bottom).

In the remainder of this section, we will present auxiliary problems, which serve to
improve the Rayleigh dynamics in the following way:

• We will introduce an auxiliary problem, by which the volume change of droplets
is well-approximated in the regime R� 1. Therefore, the accuracy does no longer
depend on the relative size of L and Λ.

• The approximation of the droplet velocity is more elaborate. First of all, we will
derive the migration factor mig by solving the problems for ψ0 and ψ1 numerically
based on the mesoscopic droplet profile, which certainly is the most apparent
improvement for migration. Furthermore, we will adjust the ambient flux field,
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which generates migration, as we will account for the effect from the boundary in
particular.

Let us clearly state that we do not address the question how to overcome the requirements
on the length scales made in the derivation of the droplet interaction , i.e. the “decoupling
regime” (see e.g. equation (5.27) in Section 5.3.1), which is based on the assumption
L � R. However, we will carry out numerical tests for increasing L but fixed R to
clarify the impact of this regime.

Finally, let us mention that we include each additional improvement after its introduction
for subsequent simulations (as not otherwise stated).

Approximation of the volume change in the regime R� 1

We present an auxiliary problem, which approximates the volume changes to leading
order in the regime of large droplets, i.e. R � 1. The accuracy of the approximation is
independent of the scale separation R� L� Λ, and therefore improves the asymptotics
of Section 4.1 by numerics. However, it still relies on the asymptotic shape of equilibrium
droplets presented in Section 2.1, in particular on the following:

• The precursor has constant height 1 to leading order, which in particular implies
m ≡ 1 outside the droplets, see (2.24a).

• The pressure has constant boundary values 2
√

2
Ri

on ∂Bi, see (2.24b).

• The support of the i-th droplet is the ball Bi with radius Ri centered at Xi, see
(2.24c).

Here, we denote Bi := BRi(Xi). We consider the auxiliary pressure Ψ0, which solves the
problem

−∆Ψ0 = 0 in Ω\(B1 ∪B2), (6.10a)

Ψ0 ≡ 2
√

2
Ri

on ∂Bi, i = 1, 2, ∇Ψ0 · ν = 0 on ∂Ω, (6.10b)

It can be understood as the limit problem for the pressure δE
δh (h) outside large droplets

in the case q = ∞.

Figure 6.11: Height profile of the auxiliary pressure Ψ0, a solution of (6.10).
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Figure 6.12: The pressure Ψ0 (grey contour lines) generates the mass transfer flux J =
−∇Ψ0 (blue arrows) from the smaller droplet at X1 to the larger one at
X2.

Figure 6.11 shows a solution of (6.10) for a typical two-droplet configuration, which
is numerically derived by a finite element method implemented in the PDE toolbox of
MATLAB. Then the flux −∇µ (see Figure 6.12) determines the volume change V̇i of each
droplet by

V̇i =
∫
∂Bi

−∇Ψ0 · ν dx.

Now we will demonstrate the increase of accuracy, if we apply this improved approxima-
tion. For this purpose, we consider the evolution of the two-droplet configuration with
initial data (6.9). Figure 6.13 reveals the absolute improvement.

Furthermore, we study the influence of a varying distance L. A quantitative comparison
of the numerical results by means of the relative accuracy

∣∣∣V̇ corr
1 /V̇ pde

1

∣∣∣ and
∣∣∣V̇ ode

1 /V̇ pde
1

∣∣∣
is given in Table 6.1.

L = 120 L = 150 L = 180 L = 210 L = 240∣∣∣V̇ corr
1 /V̇ pde

1

∣∣∣ 1.0233 1.0246 1.0246 1.0261 1.0238∣∣∣V̇ ode
1 /V̇ pde

1

∣∣∣ 1.0869 1.2179 1.3173 1.4090 1.4937

Table 6.1: Quantitative comparison of the volume changes V̇ pde
1 , V̇ corr

1 and V̇ ode
1 for

increasing L, but fixed radii and system size.

The comparison reveals the following:

• For the improved approximation (V̇ corr
1 ) the accuracy of the approximation is in-

dependent of the distance L. The results deviate from the full PDE dynamics only
by ≈ 2.5%.
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Figure 6.13: Comparison of the volume evolution derived from the full thin-film equation
(V pde
i ), the intermediate approximation (V corr

i ) based on (6.10), and the
reduced Rayleigh dynamics (V ode

i ).

• The accuracy of the reduced system of ODEs is expected to improve for increasing
L. However, for increased distance the droplets approach the boundary of the
domain, so that the boundary effect becomes more important. A glance at the
relative accuracy reveals that the boundary has the dominant impact, since the
accuracy gets even worse as the distance grows.

We expect that the order of accuracy grows for increased droplet sizes. Indeed, if we
take as initial droplet sizes R1(0) = 45 and R2(0) = 67.5 with L(0) = 240 on the same
domain, we obtain the relative accuracy

∣∣∣V̇ corr
1 /V̇ pde

1

∣∣∣ ≈ 1.014.

Numerical evaluation of the migration factor mig(R)

Figures 4.7 and 4.8 reveal the slow convergence of the integrals Iψ0
and Iψ1

to the
leading order scaling given in (4.40) and (4.41). Therefore, an apparent further way of
improving the reduced dynamics ODE is to derive the migration factor

mig(R) = −
∫
∂1hi ψ0 dx∫
mi|∇ψ1|2 dx

directly with the help of the auxiliary pressures ψ0 and ψ1 instead of appealing to the
scaling relations (6.5). We have already solved the problems for the auxiliary pressures
in Chapter 4 numerically based on the mesoscopic droplet profile. Thus, we expect a
significant impact on the accuracy of the approximations, as we conduct simulations
with relatively small droplet radii. Figure 6.14 shows the interpolated values of mig(R)
for q = 2 in the parameter regime of interest. So finally, we expect that the accuracy of
the migration factor does no longer depend on the regime R� 1.
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Figure 6.14: The migration factor mig(R) numerically derived for the mobility exponent
q = 2 in comparison with the asymptotic values.
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Figure 6.15: Comparison of the center evolution derived from the full thin-film equa-
tion (Xpde

i ), the improved approximation (Xmig
i ) based on the numerically

derived migration factor, and the reduced Rayleigh dynamics (Xode
i ).

Figure 6.15 shows the improved dynamics based on the numerical values for mig(R). It
reveals a speed-up of the droplets of approximately 15–20%, where the improvement for
the smaller droplet (left) is more significant than for the larger one (right) as expected.

Let us mention that numerical solutions ψ0 and ψ1 based on the equilibrium (instead of
the mesoscopic) droplet profile could be used to treat the case q = 3 accurately, since
they account for the details of the potential U , and therefore yield the right migration
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6.3 Numerical experiments

factor. However, in this thesis we do not pursue this idea any further.

Correction of the ambient flux field (Part I: Point sources in a bounded domain)

In the reduced dynamics of a two-droplet configuration, the ambient flux J1, which
generates the migration Ẋ1 of the first droplet, is identified as the gradient of the mass
transfer potential V̇2 ψV2 evaluated at the droplet center X1 (and J2 analogously):

J1 := −∇

(
V̇2

2π
log |x−X2|

)∣∣
x=X1

= V̇2∇ψV2(X1),

J2 := −∇

(
V̇1

2π
log |x−X1|

)∣∣
x=X2

= V̇1∇ψV1(X2),

see (5.37), so that the migration of the droplets is given by

Ẋi = −mig(R) Ji for i = 1, 2

according to (4.30). However, we expect a correction in a finite domain due to the
deviation of ∇ψVi · ν at the boundary from zero. The flux is “channeled” by the no-flux
conditions at the boundary, so that the reduced dynamics presumably underrate the
driving ambient flux.

Let us introduce an auxiliary problem, which serves to correct the ambient fluxes J1 and
J2 by adjusting the boundary conditions. We utilize the solution of

−∆Ψ1 = 0 in Ω, (6.11a)

∇Ψ1 · ν = V̇1
2π

(
x−X1
|x−X1|2 −

x−X2
|x−X2|2

)
· ν on ∂Ω, (6.11b)

to refit J1 and J2:

Jcorr
1 := J1 +∇Ψ1(X1) and Jcorr

2 := J2 +∇Ψ1(X2).

Note that the solution Ψ1 is constructed such that

Ψcorr
1 :=

V̇1

2π
(log |x−X1| − log |x−X2|)−Ψ1

solves −∆Ψcorr
1 = V̇1(−δX1+δX2) in Ω and∇Ψcorr

1 ·ν = 0 on ∂Ω. Therefore, Ψ1 represents
the mass transfer potential with no-flux boundary conditions for droplets considered as
point sources with mass ±V̇1. Hence, the modified fluxes Jcorr

i can be understood as the
(in Xi) regularized gradients of Ψcorr

1 .

Let us present the impact of the flux correction for our introductory two-droplet config-
uration with initial conditions (6.9). Figure 6.16 shows the numerical results. Here, the
relative improvement |Jcorr

i /Ji| varies approximately between 1.473 and 1.482, that is a
speed-up of the droplets of nearly 50%. Table 6.2 shows the improvement for different
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Figure 6.16: Comparison of the center evolution derived from the reduced dynamics
(Xode

i ), the reduced dynamics with corrected flux (Xcorr
i ) based on (6.11),

and the PDE (Xpde
i ).

L = 120 L = 150 L = 180 L = 210 L = 240

|Jcorr
1 /J1| 1.474 1.711 1.971 2.256 2.559

Table 6.2: Relative improvement of the flux J1 = V̇2∇ψV2(X1).

values of L but fixed radii R1(0) = 30 and R2(0) = 45. The speed-up factor increases for
larger L, since the nearer the droplets are to the boundary, the larger is the deviation of
∇ψVi ·ν from zero at the boundary. We finally note that the above correction factor does
not depend on the mobility coefficient, as we only improve the accuracy of the ambient
flux field. The dependence on q emanates from the migration factor.

Correction of the ambient flux field (Part II: Volume sources in a bounded domain)

We can further refine the improvement of the ambient flux field defined by (6.11) as we
consider the following problem for the correction of J1: Let Ψ2 be a solution of

−∆Ψ2 = 0 in Ω\B2, (6.12a)

Ψ2 = V̇1
2π log |x−X1| − 2

√
2

R2
on ∂B2, ∇Ψ2 · ν = V̇1

2π
x−X1
|x−X1|2 · ν on ∂Ω. (6.12b)

Note that the solution Ψ2 is constructed such that

Ψcorr
2 :=

V̇1

2π
log |x−X1| −Ψ2

126



6.3 Numerical experiments

solves −∆Ψcorr
2 = −V̇1δX1 in Ω\B2, Ψcorr

2 ≡ 2
√

2
R2

on ∂B2, and ∇Ψcorr
2 · ν = 0 on ∂Ω.

Then we define the corrected flux by

J̃corr
1 := ∇Ψ2(X1).

The correction problem for J2, which yields the flux J̃corr
2 , is defined analogously. Prob-

lem (6.12) is in a sense closer to reality compared to the correction function in the
preceding part, because we consider the droplet (that generates the flux field) not as
a point source any more. The gradient is expected to be slightly steeper due to the
“thickened” droplet, which leads to a speed-up of the droplets. Figure 6.17 shows the
improved results for the evolution of the centers.
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Figure 6.17: Comparison of the center evolution derived from the reduced dynamics
(Xode

i ), the reduced dynamics with corrected flux (Xcorr
i ) based on (6.12),

and the PDE (Xpde
i ).

Finally, Table 6.3 provides a quantitative overview of the relative improvement compared
to J1 = V̇2∇ψV2(X1). In comparison with Table 6.2, we gain another 3–15% in accuracy,
so that in conclusion, we will rely on the auxiliary problem (6.12) instead of (6.11) in the
following. Of course, the impact of this refined approximation weakens as the distance

L = 120 L = 150 L = 180 L = 210 L = 240

|J̃corr
1 /J1| 1.623 1.793 2.028 2.294 2.587

Table 6.3: Relative improvement of the flux J1 achieved by further approximations based
on (6.12).

between the droplets grows.

127



6 Numerics for thin liquid films

Summary

Let us now summarize all the improvements of the reduced Rayleigh dynamics presented
above. Figure 6.18 displays the results of the overall improvement for the initial configu-
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Figure 6.18: The dynamics derived from the intermediate approximations (denoted by
the superscript “corr”) yields much better results than the original reduced
Rayleigh dynamics.

ration (6.9). The impact is huge especially for the droplet migration, where the accuracy
measured by |Ẋcorr

i /Ẋpde
i | improves from approximately 50% for the reduced dynamics

(see Figure 6.10) up to over 90%. The volume change is recovered independently of the
droplet distance L as already investigated in Table 6.1. We find a deviation of 1.2–2.2%
measured in terms of |V̇ corr

i /V̇ pde
i |.

To study the influence of the size of L/R on the accuracy of droplet migration, we addi-
tionally conduct numerical tests for increasing L but fixed radii. Since the approximation
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6.3 Numerical experiments

of the matrix coefficients derived in Section 5.3.1 depends on the regime L� R, we ex-
pect an enhancement of the accuracy for increasing L. Indeed, the results presented in
Figure 6.19 confirm this. In summary, the quality of approximation for q = 2 is very
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∣∣∣Ẋcorr
2 /Ẋ
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Figure 6.19: The relative accuracy (averaged over time) of the droplet velocities for vary-
ing distance L and the mobility exponent q = 2.

satisfactory as we achieve for L = 240 a deviation of less than 10%, namely ≈ 6.5% for
the smaller and < 1% for the larger droplet.

6.3.3 Collision vs. collapse

In the case of q = 3, we infer from the scaling relations (5.40) that the time scales for
Ostwald ripening and migration are comparable (up to a logarithm) in the sense that
the time scale for a droplet to move over a distance L is the same as the time scale to
double its volume. These relations are based on the reduced system of ODEs (5.10) with
coefficients derived by asymptotic analysis in the regime 1 � R� L.

In the two-dimensional case, the fact that a droplet migrates over a distance L does not
necessarily imply collision with another droplet, since droplets might miss each other in
two dimensions (as opposed to the one-dimensional case) unless there is no “attractive”
force between them. However, we argued in the introduction of this thesis that aimed
migration of two small droplets towards each other generically occurs in the coarsening
dynamics. To support our findings, let us conduct a numerical test. For this purpose, we
consider two small droplets submerged into a configuration of relatively large droplets as
shown in Figure 6.20 (left). The droplet at X2 is slightly larger than the droplet at X1.
We learn from (5.37) that a droplet is attracted by another mass-loosing droplet. Both
small droplets loose mass to the surrounding larger droplets, see Figure 6.20 (right).
Consequently, both droplets move towards each other and eventually collide. Figure
6.21 shows the collision event (top), and for comparison, the dynamics of the same two
droplets without a surrounding configuration of larger droplets (bottom).
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Figure 6.20: Two small droplets at X1 and X2 submerged into a configuration of larger
droplets (left). The surrounding droplets generate a nearly homogeneous
flux field, which transports mass from the two smaller droplets (right).

−2500 −2000 −1500 −1000 −500 0 500 1000 1500 2000 2500
−800

−600

−400

−200

0

200

400

600

800

collision

1

←¡ Ẋ2

1
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Figure 6.21: The two small droplets (submerged into a configuration of larger droplets)
migrate towards each other and eventually collide (top) as opposed to the
case of two isolated droplet (bottom), where both droplets move westwards
in the direction of the smaller one.

Hence, in conclusion, we expect that collision can play a role for the two-dimensional
coarsening process in the case q = 3. The impact strongly depends on the average film
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6.3 Numerical experiments

height H ∼ L−2V according to the scaling (5.40). To give an idea of the influence of
H, we conduct numerical tests for an ensemble of 100 droplets based on the reduced
Rayleigh dynamics (5.10). For a fixed average distance L ≈ 1000, the typical radius
varies between R ≈ 100 and R ≈ 300. Figure 6.22 shows the collision fraction of the
coarsening process depending on H. A similar, but more extensive parameter study was
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Figure 6.22: The fraction of collision events for the coarsening process. An equal number
of both types of coarsening events is reached for H ≈ 40.

conducted by Glasner and Witelski for the one-dimensional problem [16].

A non-generic collision scenario

We conduct numerical tests solving the system (6.6) for a non-generic droplet config-
uration to give an idea how in detail migration can lead to droplet collisions and how
it might influence the coarsening process – depending on the mobility exponent. As an
initial configuration, we consider two rings of 8 droplets each and one center droplet, see
Figure 6.23. The typical radius of the droplets in the outer ring is ≈ 400 but randomly
perturbed in the range of 1%, in the inner ring ≈ 250 (again randomly perturbed); the
center droplet has radius 200. The droplet distances vary between 1600 and 2000.

The subsequent figures show the trajectories of the centers over the total time T = 1010

derived from the reduced dynamics for mobility exponents q = 2 and q = 3. Since we
are only interested in qualitative behavior, we also conduct tests for q = 3, although the
exact coefficients also depend on U . We take exactly the same initial configuration for
both exponents. Let us first give some explanations:

• The crosses are the initial centers of the droplets. The grey circles indicates the
initial size.
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Figure 6.23: Initial configuration of the numerical simulation of the reduced ODE system.

• When a droplet vanishes, its last position is given by a triangle.

• In case of a droplet collision, the centers of the two involved droplets marked by
circles are merged along the line to a new one (also depicted by a circle) according
to the merging rule (6.8).

First, let us consider the case q = 3 in Figure 6.24 and 6.25:

• Since the average radius of a droplet in the outer ring is much larger than in the
inner ring, all droplets migrate towards the center droplet positioned at the origin.
The center droplet vanishes first.

• Every change in the number of droplets affects the movement of the remaining
droplets immediately; the trajectories are non-smooth. So each singularity of a
trajectory can be related to a disappearance of a droplet.

• In Figure 6.25 one can inspect two collision events along the red lines. The asym-
metric coalescence is due to the different droplet sizes, since the new center is
symmetric w.r.t. the outer contact lines of the two collided droplets.

• The varying resolution of the trajectories reveals that the migration speed of each
droplet varies: The closer the droplets are, the faster they both move.

• Eventually, all droplets in the inner ring vanish (including the newly merged ones),
only the outer ring of larger droplets survives.

• The total balance of the evolution is: 2 collisions and 7 collapses.
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Figure 6.24: Trajectories of the droplet centers {Xi(t)} in the case of high mobility q = 3,
see Figure (6.25) for a zoom into the inner ring.

In the case of q = 2 (see Figure 6.26) collisions do not occur; the dominating coarsening
process is Ostwald ripening. Furthermore, the droplets migrate much slower as can be
seen from the lengths of the trajectories.
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Figure 6.25: A closer look at droplet collisions in the case q = 3.
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Figure 6.26: Trajectories of the droplet centers {Xi(t)} in the case q = 2.
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List of symbols

α geometric exponent that characterizes the energy landscape, page 32.

BR(X) d-dimensional ball with center X ∈ Rd and radius R > 0, page 26.

C submatrix of G that encodes the coupling between volume change and mi-
gration, page 91.

ci, cij dissipative integral coefficient relevant to coupling, page 92.

D dissipation by viscous friction, page 17.

d spatial dimension, page 1.

δhΘ̇ infinitesimal change of the height profile of the configuration Θ corresponding
to the change vector Θ̇, page 89.

4x grid size of a spatial discretization, page 107.

δE
δh L2-gradient of the energy functional E, page 2.

diffEx.v differential of E : M→ R in x ∈M in direction of v ∈ TxM, page 30.

d(x, y) distance between x and y on Riemannian manifold induced by the metric
tensor g, page 30.

E energy of the liquid film, page 1.

E mesoscopic energy, page 26.

ψV pressure that transports mass 1 out of a single mesoscopic droplet of volume
V , page 54.

ψ̄ pressure that generates volume change 1 between two mesoscopic droplets,
page 53.

G symmetric matrix representing the bilinear form D in the case of a reduced
finite-dimensional configuration space, page 91.

γ dynamical exponent that characterizes the energy decay in time, page 29.

gi dissipative integral coefficient relevant to droplet migration, page 92.

Gm submatrix of G subject to migration, page 91.
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List of symbols

Gv submatrix of G subject to volume change, page 91.

gx metric tensor in x ∈M, page 30.

H height of an equilibrium (or mesoscopic) droplet, page 26.

h height of thin liquid film evolving according to the thin-film equation, page 1.

h̃ equilibrium droplet profile of constant pressure P , page 19.

hk numerical solution of the time-discretized thin-film equation at time tk,
page 105.

hV,X mesoscopic droplet profile parametrized by its volume V and center X,
page 27.

hi mesoscopic droplet profile hVi,Xi with volume Vi and center Xi, page 51.

Id identity map, page 14.

Iψ0
numerator of the 2-d migration factor (depending on ψ0), page 66.

Iψ1
denominator of the 2-d migration factor (depending on ψ1), page 66.

J flux in thin liquid film generated by the pressure gradient, page 1.

J∞ constant ambient flux field that generates migration, page 57.

Jk numerical solution of the flux J at time tk, page 105.

Λ system size for the special choice Ω := [0,Λ]d, page 13.

L, Lij distance between two droplets (labeled with i and j), page 48.

M Riemannian manifold, page 30.

mi mobility function w.r.t. a single mesoscopic droplet profile hi, page 89.

m mobility function hq, page 3.

N number of droplets, page 50.

Ω domain ⊂ Rd, page 1.

ω dimension-depending relation factor between the radius R and the volume
V of a mesoscopic droplet, page 27.

ωd volume of the d-dimensional unit ball, page 26.

P pressure of an equilibrium (or mesoscopic) droplet, page 19.

p normal vector of affine space of all volume-preserving configuration changes
Θ̇, page 89.
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List of symbols

ϕΘ̇ pressure generated by configuration change Θ̇, page 90.

Π projection (Id− ppT ) to the orthogonal complement of p, page 91.

ψ0 pressure of an equilibrium droplet that stems from a normalized flux bound-
ary condition, page 61.

ψ1 pressure of an equilibrium droplet that makes the droplet move with unit
speed (1, 0)T , page 61.

ψẊ1 pressure of an equilibrium droplet, which makes the droplet move with speed
Ẋ ∈ R2, page 90.

q non-negative exponent of mobility function m(h) = hq, page 3.

R radius of an equilibrium (or mesoscopic) droplet, page 22.

R Rayleigh functional, page 16.

τ , τk (uniform) step size tk+1 − tk for a finite partition {tk} of [0, T ], page 105.

τmig typical time scale for migration of interacting droplets, page 103.

τrip typical time scale for Ostwald ripening of interacting droplets, page 103.

Θ configuration vector ∈ R(d+1)N representing an ensemble of N mesoscopic
droplets, page 88.

Θ̇ infinitesimal change of a mesoscopic droplet configuration defined by Θ,
page 89.

TxM tangent space in x ∈M, page 30.

U intermolecular potential, page 2.

W quadratic Wasserstein distance, page 37.

X center of symmetry of an equilibrium (or mesoscopic) droplet, page 57.

Ẋ infinitesimal change of the center X of a droplet, page 57.
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Order symbols

Let f and g be two functions depending on x. We define the Landau symbols:

• f = O(g) as x→ x0, if the limit limx→x0

f(x)
g(x) exists and is finite.

• f = O(g) as x→ x0, if limx→x0

f(x)
g(x) = 0.

Note that we will usually speak of “in the regime x � 1” or “for large x” instead of
using the phrase “as x→∞”.

Based on the above we will frequently use the following notation in the context of
asymptotic analysis:

• “f is equal to g to leading order in x”, or

f ≈ g, as x→ x0,

if f = g + O(g) as x→ x0. The symbols ' and / are defined analogously.

• “f scales like g to leading order in x”, or

f ∼ g, as x→ x0,

if f ≈ C g for some constant C independent of x. The symbols & and . are defined
analogously.

• “f is of lower order in x than g”, or

f � g, as x→ x0,

if f = O(g) as x→ x0.
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