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## Chapter 1

## Introduction

The Standard Model of particle physics comprises all known constituents of matter and the fundamental forces acting between them. In its basic principles it has been an established model since the 1970s and could be confirmed by a vast amount of measurements. One component of the Standard Model that is of particular interest for this thesis is Quantum Chromodynamics (QCD), the theory of the strong interactions. Theoretical predictions for QCD, which are needed for the comparison with the experimental results, are difficult to obtain, as QCD scattering processes cannot be computed exactly and must be approximated via perturbative calculations. Furthermore, the parton density functions (PDFs), which represent the probabilities for finding a certain parton in the proton or photon that may participate in the hard scatter, are not calculable in perturbative QCD and can only be determined in experiments.

An environment where both aspects could be studied was provided by the HERA accelerator at the Deutsches Elektronen-Synchrotron (DESY) in Hamburg. At HERA electrons or positrons and protons were accelerated and brought to collision, such that the electrons (positrons) were scattered off the constituents of the protons. Thus the scattered lepton as well as the other particles produced in the hard scatter could provide information about the internal structure of the proton. This information can be extracted by means of PDFs, the determination of which was one of the major aspects of the HERA physics programme.

The intention of the analysis presented in this thesis was in particular the test of perturbative Quantum Chromodynamics (pQCD) via the measurement of beauty and charm production cross sections using data taken with the ZEUS detector. Such measurements are particularly suitable for probing pQCD, since the high quark masses provide sufficiently hard scales to make perturbation theory applicable. Several measurements of beauty and
charm production at HERA were performed in the past; though a general agreement of the pQCD predictions with the experimental results was found, a trend was observed in the beauty measurements for the data to exceed the predictions. Thus one of the main aims of this analysis was to improve the precision of the measurement in order to draw more substantive conclusions about the description of the data by the theoretical predictions.

For heavy quark production measurements made with the ZEUS detector so far only semileptonic $b$ and $c$ decays or selected $D$ meson decay channels had been considered. The analysis presented here was not restricted to a specific decay channel, but was kept fully inclusive which lead to a substantial gain in statistics. The extraction of the $b$ and $c$ signals was done using lifetime tagging techniques; for this purpose new methods that were not exclusively designed for the identification of single particles needed to be developed. The fine-tuning of these methods was challenging, as a precise tracking and vertexing as well as a good understanding of the detector and an adequate simulation were indispensable; thus the progress of this analysis was strongly correlated with improvements in the track reconstruction and detector simulation.

This thesis is organised as follows: in Chapter 2 an overview of the HERA accelerator complex and the ZEUS detector is given; the detector components that are particularly important for this analysis are described in more detail. The basic theoretical aspects of heavy quark production and the experimental context focusing on HERA are the subject of Chapter 3. In Chapter 4 the leading-order and next-to-leading-order theoretical predictions are presented. Since a great part of the work on this analysis was associated with improving and developing specific reconstruction techniques, Chapter 5 is dedicated to track reconstruction and vertex finding at ZEUS. In Chapter 6 the selection of data samples and events is described; the heavy flavour tagging method used and the extraction of the signals are covered in Chapter 7. The measured cross sections in the central region of the detector and the comparison with theoretical predictions are discussed in Chapter 8; Chapter 9 then deals with the corresponding systematic uncertainties. In Chapter 10 an outlook is given in terms of the extension of the kinematic range of the analysis to the forward region of the detector. Additional studies analysing dijet correlations are addressed in Chapter 11. Finally, Chapter 12 summarises the essential aspects and results of this thesis.

## Chapter 2

## HERA and ZEUS

In this chapter I will give an overview of the HERA accelerator complex and the ZEUS detector. Furthermore the detector components which are the most relevant ones for this analysis will be described in more detail.

### 2.1 HERA

The HERA accelerator (Hadron-Elektron-Ringanlage) was located at the Deutsches Elektronen-Synchrotron (DESY) in Hamburg. High energetic collisions of leptons and protons were studied at various experiments. The two separate rings for the electrons (or positrons ${ }^{1}$ ) and the protons were installed in a tunnel of 6 km circumference $10-25 \mathrm{~m}$ below ground. The four main experiments, at which the particle collisions were detected and analysed, were located in experimental halls around the HERA ring (see Fig. 2.1). Electrons and protons were accelerated in several pre-accelerators (LINAC, DESY, PETRA, see Fig. 2.2) and finally injected into HERA in so-called bunches. Each bunch contained about $10^{10}$ particles. Some of the bunches were left empty and could be used for systematic studies. Inside HERA electrons and protons were accelerated from 12 GeV and 40 GeV to their final energies of 27.5 GeV and 920 GeV , respectively.

At a centre-of-mass energy of $\sqrt{s} \approx 318 \mathrm{GeV}$ the electron and the proton beam were brought to collision each 96 ns at the two interaction points, where the particle detectors H1 (north hall) and ZEUS (south hall) were located. The HERMES detector (east hall) was a so-called beam-target-experiment and used only the electron beam, which was directed at a polarised target. The data collected in this way were exploited to investigate the spin struc-
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Figure 2.1: The HERA ring including its pre-accelerators.


Figure 2.2: The system of preaccelerators in detail.
ture of the nucleons. The fourth detector, HERA-B, at the west side of the HERA ring was a beam-target-experiment as well and used only the proton beam. The initial objective of the HERA-B physics programme was the measurement of production and decay properties of $b$ hadrons with an emphasis on CP violation and constraining the angles of the unitarity triangle. More information on all experiments can be found in [1-4].

The data-taking at HERA is divided into two periods, HERA I from 1996-2000 and HERA II from 2003-2007. During the shutdown from 2000 to 2002 several machine and detector upgrades were undertaken. One of the main aims of the HERA upgrade was the use of polarised electron beams, which opened up a new sector in the physics programme of both collision experiments. Therefore spin rotator pairs were installed in front of the interaction regions of H1 and ZEUS in order to flip the spins of the particles into the direction of the beam and back on the other side of the detectors. Furthermore the integrated luminosity could be increased in the course of the HERA upgrade. The upgrades of the ZEUS detector will be described in Section 2.3. During the last few months of data-taking the proton energy was decreased to $E_{p}=575 \mathrm{GeV}$ and $E_{p}=460 \mathrm{GeV}$. The three different centre-of-mass energies of $318 \mathrm{GeV}, 251 \mathrm{GeV}$ and 225 GeV were used for structure function measurements [5].

### 2.2 Luminosity

The luminosity is a crucial parameter at particle accelerators. It is defined as the number of particles which can collide per unit time and unit area. At HERA it can be written as follows:

$$
\mathcal{L}=\frac{N_{e} \cdot N_{p} \cdot N_{b} \cdot f}{4 \pi \cdot \sigma_{x} \sigma_{y}}
$$

$N_{e}$ and $N_{p}$ denote the numbers of electrons and protons per bunch, $N_{b}$ the number of bunches, $f$ the bunch-crossing frequency and $\sigma_{x}$ and $\sigma_{y}$ are the standard deviations of the beam cross section at the interaction point.

A high luminosity is essential for achieving high statistics and to be able to also detect and analyse rare processes. The HERA luminosity is measured indirectly by two lead-scintillator calorimeters, which detect photons from the Bethe-Heitler process ep $\rightarrow e^{\prime} p \gamma$. The luminosity can be calculated from the number of detected photons and the cross section, which is well-known for this process. Figure 2.3 displays the integrated HERA luminosity that has been achieved throughout the whole data-taking from 1996 to 2007 as well as the ZEUS luminosity during the HERA II data-taking. The increase in the integrated luminosity that could be achieved through the HERA upgrade is clearly visible; during the HERA II data-taking period HERA delivered roughly three times more luminosity than for HERA I. Data corresponding to $\mathcal{L} \approx 0.5 \mathrm{fb}^{-1}$ in total were recorded by each collision experiment.


Figure 2.3: HERA delivered luminosity for the whole data-taking (left) and ZEUS gated luminosity for the HERA II data-taking periods (right).


Figure 2.4: The ZEUS inner detector. It consists of the microvertex detector (MVD), the central tracking detector (CTD) and the forward tracking detectors FTD 1-3 and STT.

### 2.3 ZEUS detector

### 2.3.1 Overview

Like most of the modern detectors in particle physics the ZEUS detector was constructed onion-like and covered almost the complete $4 \pi$ range around the interaction region. Such a constellation allows a precise measurement of the position, momentum and energy of the detected final-state particles. A detailed description of the ZEUS detector can be found in [1].

Figure 2.4 shows the inner part of the ZEUS detector. The microvertex detector (MVD) was installed closest to the collision region in order to reconstruct secondary vertices using precisely measured tracks close to the primary vertex. It also supported the track measurement of the central tracking detector (CTD), which surrounded the MVD. A superconducting solenoid around the drift chamber provided a, to a large extent, homogeneous magnetic field of 1.43 T in the proton direction. In forward (i.e. proton) direction followed the forward detector (FDET), which consisted of three planar drift chambers FTD 1-3 as well as the two modules of the straw-tube tracker (STT). The rear tracking detector (RTD) followed in rear direction. It was identical in construction to the FTDs and was therefore considered as part of the forward detector as well.

Around the inner part of the ZEUS detector the uranium scintillator


Figure 2.5: The ZEUS coordinate system.
calorimeter was located, which measured the energy depositions of the penetrating particles. It was divided into three geometrical parts; the forward calorimeter (FCAL), the central part (barrel calorimeter, BCAL) and the rear calorimeter (RCAL). Each of the three parts was subdivided into an inner electromagnetic section (EMC) and in the case of the RCAL one, otherwise two outer hadronic sections (HAC). If a particle deposited its whole energy in the electromagnetic section, it could be identified as an electron or photon with high probability; particles which reached or completely passed the hadronic section had to be identified with the help of additional criteria or other detector components. High-energetic muons for instance lost energy, but completely crossed the calorimeter and were detected and identified in the muon chambers (F/BMUON), which surrounded the whole detector. All types of particles were decelerated within the calorimeter and deposited at least parts of their energy there; only neutrinos remained undetected because of their weak interaction with matter.

Furthermore the asymmetric design was a noteworthy characteristic of the detector. It accounted for the difference of the beam energies and the resulting boost of the centre of mass of $\beta \approx 0.93$ in proton direction.

The origin of the ZEUS coordinate system, which is depicted in Figure 2.5, is the geometrical centre of the detector. Note that during the whole HERA II data-taking period the main interaction point was shifted by $\approx 1.3 \mathrm{~cm}$ in $X$ and by $\approx 0.2 \mathrm{~cm}$ in $Y$ with respect to $(0,0,0)$. The $Z$-axis points in the forward direction, i.e. the flight direction of the proton, the $X$-axis to the centre of the HERA ring. The $Y$-axis is perpendicular to the $X$ and $Z$ directions. The polar angle $\theta$ is defined with respect to the $Z$-axis, the azimuthal angle $\phi$ with respect to the $X$-axis. It is furthermore important


Figure 2.6: Side-view of the microvertex detector.
to introduce the pseudorapidity, $\eta$, which is defined as

$$
\eta=-\ln \left(\tan \frac{\theta}{2}\right)
$$

In contrast to $\theta$ itself it is Lorentz-invariant and therefore usually the preferred observable.

In the following sections the detector components which are of considerable interest for this analysis will be described in detail. Furthermore the track reconstruction, the ZEUS trigger chain and the basic concepts of the detector simulation will be introduced.

### 2.3.2 Microvertex detector (MVD)

The microvertex detector (MVD, [6]) was one of the two components that were installed in the ZEUS detector during the shutdown in 2000-2002. Its main purpose was the improvement of the vertex finding and the track reconstruction in the immediate vicinity of the interaction point (see also Section 5.1).

The MVD was a silicon-strip detector and was subdivided into a barrel (BMVD) and a forward (FMVD) part. A schematic overview of the MVD is shown in Fig. 2.6.

The BMVD consisted of 30 ladders, which were placed cylindrically around the beampipe in three layers. The innermost layer could not surround the beampipe completely because of its elliptic shape (see Fig. 2.7). Each ladder consisted of five modules, which themselves were composed of two halfmodules. Each half-module was made of two silicon sensors. The strips of these sensors were perpendicular to each other; one sensor measured the position in $Z$ direction, the other one provided the $r-\phi$ information. Thus a track could at most produce two hits per layer. There were 512 strips per


Figure 2.7: The barrel MVD.


Figure 2.8: Lower half of the forward MVD.
sensor that were read out with a distance (the so-called pitch) of $120 \mu \mathrm{~m}$ between them.

The FMVD consisted of four wheels, which were mounted perpendicular to the beampipe. They were composed of 14 sectors; each sector contained an inner and an outer sensor, which were mounted back-to-back. In contrast to the BMVD sensors the FMVD sensors were wedge-shaped and the angle between an inner and an outer sensor was $180^{\circ} / 14$. Some of the 112 FMVD sensors were shortened in order to leave enough space for the beampipe. The composition of the FMVD wheels is also shown in Fig. 2.8.

The MVD was able to detect tracks with polar angles of $7-160^{\circ}$. With its design resolution of $\approx 10 \mu \mathrm{~m}$ for track and vertex finding it was the crucial component for this analysis.

### 2.3.3 Central tracking detector (CTD)

The purpose of the central tracking detector (CTD) was the measurement of tracks and to provide information about their charges, momenta and creation points. It consisted of 72 cylindric layers, which were grouped in 9 superlayers. Each superlayer was divided into 32-96 cells with superlayer 1 having 32 cells and each further superlayer having 8 cells more than the previous one; each cell contained 8 signal wires. In the odd-numbered superlayers the wires ran parallel to the $Z$-axis (axial layers), in the even-numbered ones with an alternating angle of $5^{\circ}$ with respect to the $Z$-axis (stereo layers). The orientation of the wires was chosen in such a way to allow the determination


Figure 2.9: An octant of the central tracking detector (CTD) in the $X-Y$ view.
of the $Z$ position of a signal. A second opportunity was the simultaneous readout on both sides of all 8 signal wires in superlayer 1 and of 4 wires in superlayers 3 and 5 ( $Z$-by-timing method). As chamber gas $\mathrm{Ar} / \mathrm{C}_{2} \mathrm{H}_{6} / \mathrm{CO}_{2}$ was used. Figure 2.9 shows an octant of the CTD in the $X-Y$ view.

The endplates of the CTD at $Z=-100 \mathrm{~cm}$ and $Z=+105 \mathrm{~cm}$, between which the signal wires were spanned, was made of aluminium and has a thickness of 2 cm . This could lead to the production of particle showers (especially by electrons) and many particles in forward direction. In order to be able to cope with this in the track reconstruction, a good resolution and a reliable detection were indispensable in this part of the detector. The CTD covered the angular range of $15^{\circ}<\theta<165^{\circ}$. The track reconstruction was supposed to be reliable if a particle had crossed 3 superlayers, reducing the angular range to $20^{\circ}<\theta<160^{\circ}$. The spatial resolutions achieved were $\approx 300 \mu \mathrm{~m}$ in $r-\phi$ and $1-5 \mathrm{~mm}$ in $Z$.

### 2.3.4 Forward tracking detector (FDET)

Due to the asymmetry of the beam energies and the decreasing track reconstruction efficiency at small angles of the CTD, additional drift chambers were installed in the forward region of the ZEUS detector. As described before, the forward detector (FDET) consisted of the three FTDs and the two STT modules in forward direction and the RTD in rear direction.


Figure 2.10: Composition of an FTD chamber.


Figure 2.11: Composition of the STT and subdivision into modules and superlayers.

The FTD and RTD drift chambers supported the track reconstruction at very small $\left(7^{\circ}<\theta<28^{\circ}\right)$ and very large angles ( $160^{\circ}<\theta<170^{\circ}$ ), respectively. All four chambers were identical in construction; they had a circular shape, leaving a hole for the beampipe in the middle (Fig. 2.10). They only differed in their diameter, which increased in the $Z$ direction (i.e. from FTD1 to FTD3) proportionally to the distance from the nominal interaction point. This ensured equal acceptance ranges for all chambers. Each chamber was subdivided into three layers (U,V,W), which were rotated by $120^{\circ}$ with respect to each other and themselves consisted of cells, in which the signal wires made of gold-plated tungsten were spanned. As drift gas $\mathrm{Ar} / \mathrm{C}_{2} \mathrm{H}_{6}$ was used. With the given experimental setup spatial resolutions of $250 \mu \mathrm{~m}$ could be achieved.

In contrast to the FTDs and the RTD, which had been a part of the ZEUS detector from the beginning, the straw tube tracker (STT) was only installed during the upgrade in 2000, replacing the transition radiation detector (TRD). The STT was subdivided into two modules (Fig. 2.11), which were located between the FTDs. They were able to detect tracks in the angular range of $6^{\circ}<\theta<25^{\circ}$. Each module consisted of 24 sectors, which were grouped into four superlayers containing six sectors each. Three sectors at a time were installed at exactly the same $Z$ position, forming a layer. A superlayer, i.e. the combination of two layers that were rotated by $60^{\circ}$ with respect to each other, covered the whole azimuthal angle. The four STT superlayers were again rotated with respect to each other, the angular difference between superlayers 1 and 2 as well as 3 and 4 was $30^{\circ}$, between superlayers 2 and 3
only $15^{\circ}$. A single sector consisted of three layers of so-called straws with a diameter of 7.5 mm . Each straw represented an independent drift chamber with a cover made of capton foil coated with aluminium and carbon serving as the cathode and a signal wire as anode in the middle. When a charged particle traversed a straw, the gas inside $\left(\mathrm{Ar} / \mathrm{CO}_{2}\right)$ was ionised and the electrons drifting to the anode produced a signal, which is often also called a hit. Since the positions of the wires were known, these hits gave information on the course of the particle's track through the detector. Just like the FTDs, the two STT modules were supposed to have equal acceptance ranges as well; therefore the sectors in STT2 were larger than those in STT1, containing 88 straws per layer instead of 64. In total the STT consisted of 10944 straws.

Since the solenoid only surrounded the CTD, the magnetic field was inhomogeneous inside the forward detector. But highly energetic particles, which were usually mainly of interest, went parallel to the magnetic field direction and therefore their tracks could be approximated by straight lines.

More detailed descriptions of the forward tracking detector can be found in [7-9].

### 2.3.5 Trigger system

The ZEUS trigger system is displayed schematically in Fig. 2.12. Since computing power and storage space of each computing system are limited, it is impossible to store the complete amount of incoming data from all the detector components. Therefore a three-level trigger system was developed in order to select interesting events and substantially reduce the initial amount of data. Its purpose was to discard non-ep-collision events and select interesting physics events. On the first, hardware-based level (First Level Trigger, FLT), all information about an event were stored temporarily in pipelines, until it was accepted or discarded by the local FLTs of the different detector components and eventually combined by the global trigger (GFLT). Already at this stage, the event rate was reduced from initially 10.4 MHz to far below 1 kHz .

The second, software-based level (Second Level Trigger, SLT) made use of the time information of the different components and carried out a first, rough track reconstruction. For instance, on the basis of coincidence measurements beam-gas events were excluded. The event rate now amounted to approximately $50-100 \mathrm{~Hz}$.

In case an event had not been discarded by the first two trigger levels, the different components transmitted their data to the so-called event builder, which collected all information and performed a rough reconstruction of the event. Afterwards the third trigger level (Third Level Trigger, TLT) cut on


Figure 2.12: The ZEUS trigger system.
certain input variables obtained from the reconstruction and finally decided, if the event was stored for further analysis. After having passed the TLT the event rate was of the order of just a few Hz.

The data of the selected events were stored in ADAMO2 ${ }^{2}$ tables, which could be processed by the offline reconstruction programme ZEPHYR (cf Section 4.1.2).

In the context of this work the trigger system can only be roughly sketched. Several changes, improvements and further developments were undertaken; for example, a Global Tracking Trigger (GTT) was installed in the system [11].

On analysis level various TLT triggers can be tested in order to select events of a certain type depending on the cuts implemented in the trigger in question; for the analysis presented in this thesis a trigger for dijet photoproduction events was used (cf Chapter 6).
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## Chapter 3

## Heavy quark production

In Section 3.1 I will briefly summarise the Standard Model of particle physics. The key aspects concerning the physics of heavy quarks that are most relevant for this thesis are addressed in Section 3.2. Section 3.3 comprises the basics of $e p$-scattering with a focus on heavy flavour photoproduction. Finally, after a short review on the discovery of the heavy quarks, some of the experimental results on beauty production at HERA that have been achieved so far and the relevance of such measurements for future experiments at the Large Hadron Collider (LHC) are discussed in Section 3.5.

### 3.1 Standard Model

The Standard Model of particle physics comprises all elementary particles which matter is made of and their interactions. It is summarised in Table 3.1, which contains all elementary particles and forces that are known today. There are four fundamental forces (electromagnetic, weak and strong force and gravitation) which are mediated by so-called gauge bosons. The electromagnetic force acts on charged particles and is mediated by the photon. Electromagnetic processes are based on the theory of Quantum Electrodynamics (QED). The gluon is the mediator of the strong force, which is described by Quantum Chromodynamics (QCD), the theory of strong interactions. $W^{ \pm}$ and $Z$ are the mediators of the weak force. Gravitation, the fourth force, is supposed to be mediated by the so-called graviton. In contrast to the other bosons, which all carry spin 1 , it is assumed to be a spin- 2 particle; so far it has not been discovered. The Higgs boson, which is supposed to be responsible for the origin of mass $[12,13]$, has also not been observed yet. All other elementary particles are so-called fermions and carry spin $\frac{1}{2}$. The fermions can be divided into leptons (electron, muon, tau and their antiparticles as

|  |  | Generation |  |  | Electric charge |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1st | 2nd | 3rd | (e) |
|  | Leptons | $e^{ \pm}$ | $\mu^{ \pm}$ | $\tau^{ \pm}$ | $\pm 1$ |
|  |  | $\nu_{e} / \bar{\nu}_{e}$ | $\nu_{\mu} / \bar{\nu}_{\mu}$ | $\nu_{\tau} / \bar{\nu}_{\tau}$ | 0 |
|  | Quarks | $u / \bar{u}$ | $c / \bar{c}$ | $t / \bar{t}$ | $\pm \frac{2}{3}$ |
|  |  | $d / \bar{d}$ | $s / \bar{s}$ | $b / \bar{b}$ | $\mp \frac{1}{3}$ |


|  | Mediator | Force |
| :---: | :---: | :---: |
| Bosons | $\gamma$ | electromagnetic |
|  | $W^{ \pm}, Z$ | weak |
|  | $g$ | strong |
|  | (graviton) | gravitational |

Table 3.1: The Standard Model of particle physics. The upper part displays the elementary particles of matter with their electric charges in units of the electron charge. The lower part contains the four fundamental forces and their mediator bosons.
well as the corresponding (anti)neutrinos) and quarks (up, down, strange, charm, beauty ${ }^{1}$ and top) and they are arranged in three generations. Due to their small masses of $\mathcal{O}(\mathrm{MeV})$ the up, down and strange quarks are usually referred to as light quarks, while the other three (with masses of $\mathcal{O}(\mathrm{GeV})$ are called heavy quarks. For the analysis presented in this thesis, the beauty (b) and charm (c) quarks are of particular interest; at HERA they are produced in substantial amounts. They are also the heaviest quarks that may be studied at HERA, as the mass of the top quark is too high $\left(m_{t} \approx 175 \mathrm{GeV}\right)$.

A more detailed description of the Standard Model can be found in any introductory particle physics textbook, such as [14, 15].

### 3.2 Strong interactions

As already mentioned before the strong interactions are described by Quantum Chromodynamics (QCD), which is a local gauge theory based on the

[^2]gauge group $\mathrm{SU}(3)$. The six quarks and the corresponding antiquarks that were introduced in Section 3.1 are the interacting spinors and the strong force between them is mediated by a set of massless gauge bosons, the gluons. Both quarks and gluons carry colour charge, such that all quarks come in three colours, whereas there are eight colour combinations for the gluons. In contrast to QED this also offers the possibility of boson (gluon) self-interaction.

The calculation of physical quantities, such as scattering cross sections and decay rates, can be subdivided into two parts: According to Fermi's "Golden Rule"

$$
d \Gamma=\frac{2 \pi}{\hbar}|\mathcal{M}|^{2} \times(\text { phase space })
$$

the determination of the transition rate, $d \Gamma$, for any such interaction consists of the evaluation of the amplitude or matrix element, $\mathcal{M}$, for the given process and the phase space available. The former contains all dynamical information that can be described with the help of the Feynman calculus, while the latter provides the kinematics and depends on the properties of the participating particles. Generally $\mathcal{M}$ cannot be computed exactly and must be approximated via perturbative calculations (pQCD). Therefore it is usually expressed as a power series in the coupling constant of the strong force, $\alpha_{s}$.

If the process in question is of higher order than leading order, quark and gluon loops enter the calculation and the integrals involved in the evaluation of the amplitude are often found to diverge. In order to solve this problem a so-called renormalisation scheme was developed introducing a cutoff parameter, $\mu_{R}$, with the dimension of a mass which renders the integrals finite without spoiling for instance its Lorentz-invariance. Furthermore, the infinities get absorbed by replacing the "bare" quantities that the amplitude initially depended on by renormalised or effective masses and coupling constants, which are now functions of the energies involved. Figure 3.1 (left) displays the running of the strong coupling, $\alpha_{s}$, as a function of the renormalisation scale, $\mu_{R}$, obtained by combining measurements from various experiments. Furthermore, three sets of measurements performed by ZEUS and H1 as well as the $\mathrm{D} \emptyset$ experiment at Tevatron are shown in Fig. 3.1 (right). The latter also includes a $\mathrm{D} \varnothing$ fit of the average of the strong coupling constant at the $Z$ mass, $\alpha_{s}\left(M_{Z}\right)$.

In order not to depend on the renormalisation scale, $\mu_{R}$, physical observables must fulfill the renormalisation group equation

$$
\begin{equation*}
\mu \frac{\partial \alpha_{s}(\mu)}{\partial \mu^{2}}=2 \beta\left(\alpha_{s}(\mu)\right)=-\frac{\beta_{0}}{2 \pi} \alpha_{s}^{2}-\frac{\beta_{1}}{4 \pi^{2}} \alpha_{s}^{3}-\ldots \tag{3.1}
\end{equation*}
$$



Figure 3.1: Dependence of the strong coupling, $\alpha_{s}$, on the renormalisation scale, $\mu_{R}$, including the $\pm 1 \sigma$ limits denoted by the solid lines (left [16]). The data points correspond to measurements from various experiments. On the right, three sets of measurements performed by ZEUS, H1 and DØ are shown, including a $\mathrm{D} \emptyset$ fit of the average $\alpha_{s}\left(M_{Z}\right)$ [17].
describing the previously mentioned dependence of $\alpha_{s}$ on $\mu_{R}$. The $\beta$ function is a perturbative expansion in $\alpha_{s}$ and unfolds as follows:

$$
\begin{aligned}
\beta_{0} & =11-\frac{2}{3} n_{f} \\
\beta_{1} & =51-\frac{19}{3} n_{f} \\
\vdots & \vdots
\end{aligned}
$$

At leading order the solution to Eqn. 3.1 is given by

$$
\begin{equation*}
\alpha_{s}\left(\alpha_{s}^{0}, \mu\right)=\frac{4 \pi}{\beta_{0} \ln \left(\frac{\mu_{R}}{\Lambda_{Q C D}^{2}}\right)} \tag{3.2}
\end{equation*}
$$

with

$$
\Lambda_{Q C D}^{2}=\mu_{R}^{2} e^{-\frac{4 \pi}{\beta_{0} \alpha_{s}^{\sigma}}}
$$

depending on the bare coupling, $\alpha_{s}^{0}$. The value of $\Lambda_{Q C D}$ has to be determined experimentally and was found to be $\approx 200 \mathrm{MeV}$ at leading order using a strong coupling constant $\alpha_{s}\left(M_{Z}\right)$ at the $Z^{0}$ pole. From Eqn. 3.2 it can be concluded that at high energies and small distances $\left(\mu \gg \Lambda_{Q C D}\right)$, partons can be considered as free partners in the scattering process, which is also referred to as asymptotic freedom. Here pQCD is applicable with e.g. the masses of the heavy quarks, $m_{c}$ and $m_{b}$, being sufficiently large to provide
a hard scale as displayed in Fig. 3.1. Hence, heavy quark production is a stringent probe for perturbative QCD. On the other hand, the perturbative calculations become invalid for $\mu \rightarrow \Lambda_{Q C D}$, which results in confinement for small energies and long distances. This explains why no free quarks can be observed; they fragment into hadrons, i.e. mesons ( $q \bar{q}$ bound states) or baryons ( $q q q$ or $\bar{q} \bar{q} \bar{q}$ bound states). The hadronisation process will be discussed in more detail in Chapter 4.

Table 3.2 lists the properties of the most frequently produced beauty and charm hadrons at HERA. It is particularly noteworthy that both beauty and charm hadrons are rather long-lived with $b$ hadrons having even somewhat longer lifetimes than $c$ hadrons.

| Hadron | Quark <br> content | Mass <br> $(\mathrm{MeV})$ | $c \tau$ <br> $(\mu m)$ |
| :---: | :---: | :---: | :---: |
| $B^{ \pm}$ | $u \bar{b} / \bar{u} b$ | $5279.15 \pm 0.31$ | 491.1 |
| $B^{0} / \bar{B}^{0}$ | $d \bar{b} / \bar{d} b$ | $5279.53 \pm 0.33$ | 458.7 |
| $B_{s}^{0} / \bar{B}_{s}^{0}$ | $s \bar{b} / \bar{s} b$ | $5366.30 \pm 0.60$ | 441.0 |
| $\Lambda_{b}^{0} / \bar{\Lambda}_{b}^{0}$ | $u d b / \bar{u} \overline{d b}$ | $5620.20 \pm 1.60$ | 415.0 |
| $D^{ \pm}$ | $c \bar{d} / \bar{c} d$ | $1869.62 \pm 0.20$ | 311.8 |
| $D^{0} / \bar{D}^{0}$ | $c \bar{u} / \bar{c} u$ | $1864.84 \pm 0.17$ | 122.9 |
| $D_{s}^{ \pm}$ | $c \bar{s} / \bar{c} s$ | $1968.49 \pm 0.34$ | 149.9 |
| $\Lambda_{c}^{ \pm}$ | $u d c / \bar{u} \bar{d} \bar{c}$ | $2286.46 \pm 0.14$ | 59.9 |

Table 3.2: Quark content, mass and lifetime, $c \tau$, of the most frequently produced beauty and charm hadrons [16].

In order to understand this it is necessary to introduce the quark mixing matrix or Cabibbo-Kobayashi-Maskawa (CKM) matrix, $V_{C K M}$, which contains information on the strength of flavour-changing weak decays:

$$
\begin{align*}
V_{C K M} & =\left(\begin{array}{lll}
V_{u d} & V_{u s} & V_{u b} \\
V_{c d} & V_{c s} & V_{c b} \\
V_{t d} & V_{t s} & V_{t b}
\end{array}\right)  \tag{3.3}\\
& =\left(\begin{array}{ccc}
0.97419 \pm 0.00022 & 0.2257 \pm 0.0010 & 0.00359 \pm 0.00016 \\
0.2256 \pm 0.0010 & 0.97334 \pm 0.00023 & 0.0415_{-0}^{+0.00011} \\
0.00874 \\
-0.000026 \\
0.000037 \\
0.0 .0407 \pm 0.0010 & 0.999133_{-0.000044}^{+0.0004}
\end{array}\right)
\end{align*}
$$



Figure 3.2: Electron-proton scattering at leading order. The electron and proton interact by exchanging either a neutral vector boson, $\gamma$ or $Z$ (a), or a $W^{ \pm}$(b). $X$ denotes the hadronic final-state.

Equation 3.3 presents the currently best determination of the magnitudes of all CKM matrix elements according to [16]. It can be observed that decays within the same generation are favoured over decays between generations. In particular, $V_{c b}$ which is the matrix element representing the probability of a $b \rightarrow c$ decay is much smaller than $V_{c s}$, the corresponding matrix element for the most probable charm decay. Due to the larger phase space available this directly results in a longer lifetime for $b$ hadrons and indicates that any lifetime-related quantity may be helpful for separating $b$ hadrons from $c$ hadrons.

### 3.3 Electron-proton scattering

At lowest order, electron-proton (ep) scattering occurs via the electroweak exchange of a vector boson between the incoming lepton and proton. If a neutral boson, i.e. a photon $(\gamma)$ or Z , is exchanged the process is called neutral current (NC). The case in which a $W^{ \pm}$is exchanged and a neutrino appears in the final state is called charged current (CC). The lowest-order diagrams for such NC and CC events are depicted in Fig. 3.2. Electronproton scattering events are characterised by the following Lorentz-invariant
kinematic variables:

$$
\begin{align*}
Q^{2} & =-q^{2}=-\left(k-k^{\prime}\right)^{2}  \tag{3.4}\\
\sqrt{s} & =\sqrt{(k+P)^{2}}  \tag{3.5}\\
x & =\frac{Q^{2}}{2 P \cdot q}  \tag{3.6}\\
y & =\frac{P \cdot q}{P \cdot k} . \tag{3.7}
\end{align*}
$$

Here, $Q^{2}$ denotes the negative square of the four-momentum transfer of the exchanged boson and is often also called the photon virtuality. $\sqrt{s}$ is the centre-of-mass energy of the lepton-proton system. With beam energies of $E_{p}=920 \mathrm{GeV}$ and $E_{e}=27.5 \mathrm{GeV}$ (see Chapter 2) this results in a HERA centre-of-mass energy of

$$
\sqrt{s}=\sqrt{4 E_{p} E_{e}} \approx 318 \mathrm{GeV}
$$

$x$, which is also referred to as the Björken scaling variable, represents the fraction of the momentum of the incoming proton that is carried by the struck quark. The meaning of the inelasticity, $y$, becomes clear if it is transferred into the proton rest-frame:

$$
y=\frac{1}{2}\left(1-\cos \theta_{e}\right)=\sin ^{2}\left(\frac{\theta_{e}}{2}\right) .
$$

It is directly dependent on the scattering angle of the lepton, $\theta_{e}$, with respect to the direction of the incoming lepton beam. Therefore a large value of $y$ corresponds to a large scattering angle and thus a large fraction of the initial lepton energy that is transferred to the proton; at low $y$ the lepton hardly changes its direction and less energy is transferred. The four quantities are related by

$$
Q^{2}=s \cdot x \cdot y
$$

For $Q^{2} \gg 1 \mathrm{GeV}^{2}$ the ep events are referred to as deep inelastic scattering (DIS) ${ }^{2}$. Events with low $Q^{2}$ are predominantly characterised by the exchange of a quasi-real photon and are referred to as photoproduction. This is the dominant part of the HERA cross section and also the regime used for the analysis presented in this thesis. As the $W$ and $Z$ cross sections depend on

$$
\frac{Q^{2}}{\left(M_{W / Z}^{2}+Q^{2}\right)^{2}}
$$
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Figure 3.3: Factorisation of the $e p$ scattering process into the hard subprocess, $\hat{\sigma}_{i}$, and soft processes hidden in the partonic structure functions, $f_{i}^{p}$, of the proton.
the exchange of $W^{ \pm}$or $Z$ is suppressed at low $Q^{2}$; therefore photoproduction processes are often also referred to as $\gamma p$ collisions. While in DIS the hard scale that allows perturbative calculations to be performed is provided by the large photon virtuality, $Q^{2}$, this is not the case in the photoproduction regime. However, the large masses of the heavy quarks or the large transverse momenta of jets may replace $Q^{2}$ and serve as hard scales.

According to the QCD factorisation theorem [18] the inclusive ep cross section can be factorised into the cross section of the hard subprocess, $\hat{\sigma}_{i}$, on parton level and the partonic structure functions, $f_{i}^{p}$; it can thus be written as

$$
\sigma^{e p}=\sum_{i=q, \bar{q}, g} \hat{\sigma}_{i}\left(\mu_{F}\right) \otimes f_{i}^{p}\left(\mu_{F}\right) .
$$

The structure functions are directly proportional to linear combinations of the parton densities. The scale dependences of the latter are known as parton density functions (PDFs), which represent the probability for finding a parton $i$ in the proton or photon, respectively. Both $\hat{\sigma}_{i}$ and $f_{i}^{p}$ depend on the factorisation scale, $\mu_{F}$, which separates the hard scatter from the soft processes as depicted in Fig. 3.3. The parton density functions are not calculable in pQCD, but must be extracted from experimental data using parton evolution models, which describe the evolution of the quark and gluon momentum distributions in $Q^{2}$. The leading-order predictions used for the analysis presented in this thesis are for instance based on the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) evolution equations [19]. Figure 3.4 shows the dependence on $x$ of parton density functions determined by the ZEUS and H1 collaborations from DIS data for $Q^{2}=10 \mathrm{GeV}^{2}$. It can be observed


Figure 3.4: Parton distribution functions determined from a ZEUS next-toleading order QCD fit (left) and from a combined H1 and ZEUS fit (right) at $Q^{2}=10 \mathrm{GeV}^{2}$. Shown are the distributions for the valence quarks $u\left(x u_{v}\right)$ and $d\left(x d_{v}\right)$ as well as for gluons $(x g)$ and sea quarks $(x S)$; note that the latter are scaled by $0.05[20,21]$.
that the valence quarks $u$ and $d$ are dominant at high $x$. The gluon and sea quark PDFs are scaled by 0.05 and dominate at low $x$. The PDFs on the left were determined from ZEUS data and a corresponding ZEUS fit alone, while the right figure shows the ZEUS-H1 combination. The latter has considerably reduced uncertainties and represents the first set of HERA PDFs which will be a valuable input for the LHC experiments. There are several working groups evaluating such sets of parton density functions. Apart from the group at ZEUS there is for instance the CTEQ collaboration; their PDFs as well as the ZEUS PDFs will be used later on in this analysis. Although the analysis is restricted to the photoproduction regime, i.e. low four-momentum transfers, the distributions shown in Fig. 3.4 are still relevant, since the scale used there is of roughly the same order as the factorisation scale chosen for the perturbative calculations that will be compared with the measurements.

### 3.3.1 Beauty and charm production

The dominant production mechanism for heavy quarks is boson-gluon fusion. In direct boson-gluon fusion a photon $(\gamma)$ or $Z$ emitted by the incoming electron interacts with a gluon from the proton producing a heavy quark ( $b \bar{b}$ or $c \bar{c})$ pair. This process, in which the photon acts as a point-like particle, is


Figure 3.5: Direct (left) and resolved (right) boson-gluon fusion.


Figure 3.6: Excitation in the proton (left) and excitation in the photon (right).
illustrated in Fig. 3.5 (left). The photon may also act as a source of partons by fluctuating into $q \bar{q}$ pairs and hence creating hadronic structures. This process in which the heavy quark pair is subsequently produced via gluon-gluon fusion as depicted in Fig. 3.5 (right), is called resolved boson-gluon fusion. Here only a fraction of the initial momentum of the photon participates in the hard scatter. Due to such processes it makes sense to introduce photon structure functions using the same formalism as for the proton PDFs (cf Section 3.3). While in the processes shown in Fig. 3.5 quark pairs are produced, a single quark can also originate directly from the proton or from a hadron produced by the photon. These processes are called excitation in the proton and excitation in the photon, respectively, and are usually also classified as resolved boson-gluon fusion events. Figure 3.6 illustrates both excitation
processes. The distinction between excitation and non-excitation processes gains in importance in double-tagging analyses, in which both $b$ or $c$ quarks produced in the hard scatter or correlations between them are examined (cf Chapter 11). There the excitation processes are suppressed with respect to the direct and resolved interactions depicted in Fig. 3.5.

### 3.4 Heavy flavour tagging

Various experimental techniques are applicable for tagging heavy flavours. Most of them are tailored to a specific hadronic final state. In Fig. 3.7 an example for a $b$ hadron decay is sketched. Here the $\bar{b}$ quark emerging from the hard subprocess and a $d$ quark fragmented into a $B^{0}$ hadron, which subsequently decays. The $\bar{b}$ decays semileptonically via a $W^{+}$exchange, leaving a $\bar{c}$ to combine with the $d$ and form a $D^{*-}$ meson. The semileptonic decay can either produce a $\mu^{+}$and a muon neutrino, $\nu_{\mu}$, or a positron, $e^{+}$, and an electron neutrino, $\nu_{e}$; the branching ratio for both processes is $\mathcal{B R}\left(W \rightarrow \mu \nu_{\mu} / e \nu_{e}\right) \approx 10 \%$. Decays into $\tau \nu_{\tau}$ occur with almost the same probability, but they possess a more difficult signature, since the $\tau$ decays mostly hadronically; $\tau$ decays into muons or electrons have only a branching ratio of $\approx 17 \%$. In analogy to the semileptonic decay depicted in Fig. 3.7 there might also be $b \rightarrow c$ cascades with subsequent semileptonic charm decays. Equivalent processes occur for all other $b$ hadrons.

In order to tag such $b$ events one can for instance make use of the properties of the final-state lepton that was produced in the semileptonic decay.


Figure 3.7: Example $B$ decay chain with $B^{0} \rightarrow D^{*}$ decay and subsequent golden decay $D^{*} \rightarrow D^{0} \pi \rightarrow K \pi \pi$.


Figure 3.8: $p_{t}^{r e l}$ and impact-parameter significance distributions for electrons from semileptonic decays [22]. The distributions for beauty, charm and light flavours are denoted by the blue, green and red histograms.

One possibility is to use its transverse momentum relative to the jet axis, $p_{t}^{\text {rel }}$, which is known to have a harder spectrum for leptons from $b$ hadron decays than for those originating from other sources. An example for such a $p_{t}^{\text {rel }}$ distribution for electrons from semileptonic decays is displayed in Fig. 3.8 (left). It is visible that $p_{t}^{\text {rel }}$ provides a good separation of beauty from charm and light flavours, but the latter two are almost indistinguishable. Due to the long lifetime of $b$ hadrons muons or electrons from semileptonic $b$ hadron decays are produced at a certain distance from the main interaction point and can therefore also be identified via impact-parameter tagging. The impact parameter, $I P$, is defined as the point of closest approach of the lepton track with respect to the interaction point. It has a positive sign if the track crosses the axis of the associated jet within the jet hemisphere, otherwise it is negative. The impact-parameter significance is defined as the impact parameter divided by its error, $\delta I P$. In Fig. 3.8 (right) the impact-parameter significance distribution is shown for electrons from semileptonic decays. In contrast to $p_{t}^{\text {rel }}$ it also reveals some separation power to distinguish charm and light flavours; however, the distinction between beauty and the other flavours is much more pronounced. If no $b$ decay channel is specified it is still possible to exploit the long lifetime of $b$ hadrons by determining their decay lengths through the reconstruction of secondary vertices. This will be the central topic of the analysis presented in this thesis.
$D^{*}$ tagging is a commonly used method for the identification of charm events. In Fig. 3.7 the so-called golden decay of a $D^{*-}$ into $\bar{D}^{0} \pi^{-}$and the
subsequent decay of the $\bar{D}^{0}$ into $K^{+} \pi^{-}$is depicted; the branching ratio corresponds to $\mathcal{B R}\left(D^{*} \rightarrow K \pi \pi\right) \approx 36 \%$. This decay channel will also be of interest for systematic studies in the context of this analysis and will be addressed again in Section 10.3.2. The previously described techniques are often also combined or used for double tagging by e.g. tagging a $D^{*}$ originating from one $b$ decay as well as a semileptonic muon from the decay of the other $b$ produced in the hard subprocess.

### 3.5 Experimental results

In this section I will first review the discovery of the heavy quarks and summarise previous measurements that provided useful input for the work presented in this thesis. Since it is impossible to do justice to all measurements on heavy quark production that have been performed so far, I will focus on recent analyses of beauty photoproduction at HERA. A collection of measurements from fixed-target experiments and results from other collider experiments can for instance be found in [76,77]. Finally, I will briefly discuss the impact of the beauty analyses performed at HERA on future experiments, particularly at the LHC.

### 3.5.1 Discovery of heavy flavours

Until 1974, the only quarks known were the light quarks $u, d$ and $s$. However, the idea of a fourth flavour had already been introduced by Björken, Glashow, Iliopoulos and Maiani [23], since there was an intriguing parallel between the lepton and quark families. So far four leptons, but only three quarks had been established. The charm quark turned up with the discovery of the $J / \psi$ meson at Brookhaven and SLAC, which represents a bound state of the charm quark and its antiquark. The discovery of the $J / \psi$ came to be known as the November revolution and in the following years further charmed mesons $\left(D^{0}=c \bar{u}, D^{+}=c \bar{d}, D_{s}=c \bar{s}\right)$ and baryons $\left(\Lambda_{c}^{+}=u d c, \Sigma_{c}^{++}=u u c\right)$ were found.

The quark model could have been regarded as complete now, if there had not been the discovery of the third charged lepton, the $\tau$. It temporarily spoiled the symmetry of the established model, until in 1977 the $\Upsilon$, a bound state of a beauty quark and its antiquark (bb) was found. Subsequently several hadrons containing beauty - such as $B^{0}(b \bar{d}), B^{-}(b \bar{u})$ and $\Lambda_{b}(u b d)$ were discovered.

Finally, in 1995 the discovery of the "missing" top quark at the $p \bar{p}$ collider

Tevatron at Fermilab completed the Standard Model as it is known today ${ }^{3}$. In the following - in particular in Section 3.5.3 - it will be shown why even 35 years after the discovery of the charm quark the study of heavy quarks is still one of the main components of the physics programme of high energy physics experiments.

### 3.5.2 Beauty production at HERA

The ZEUS collaboration has measured beauty production in events with two jets and a muon or an electron from $b$-quark semileptonic decays [48-51]. In the $b \rightarrow \mu$ analysis that was based on part of the HERA II dataset the beauty component was separated from charm and light flavour backgrounds using the transverse momentum of the lepton relative to the axis of the associated jet $\left(p_{T}^{\text {rel }}\right)$ and the impact parameter of the muon. Two other $b \rightarrow \mu$ analyses, which were based on HERA I data, made use of $p_{T}^{r e l}$ alone in order to determine the $b$ content of the sample. In one of those analyses the $\mu$-jet cross sections were also extrapolated to obtain the cross sections for $b$-jets in dijet events, $\sigma\left(e p \rightarrow e^{\prime} j j X\right)$. In the HERA I $b \rightarrow e$ analysis several variables sensitive to both the electron identification as well as semileptonic decays were combined in a likelihood test function for the extraction of the beauty content. An analysis on beauty production using $D^{*} \mu$ correlations has been performed as well [52].

Similar analyses using muon tags and $D^{*} \mu$ correlations have been published by the H1 collaboration [53]. In Fig. 3.9 a summary of the differential cross sections for $b$-quark production as a function of the transverse $b$-quark momentum, $p_{t}^{b}$, as measured in various independent ZEUS and H1 analyses is presented. Good agreement with the theoretical predictions calculated in next-to-leading order is observed.

All HERA measurements on beauty photoproduction that have been published so far were restricted to a certain $b$ hadron decay channel which leads to a substantial loss of statistics. By keeping the measurement fully inclusive as it was done in the analysis presented in this thesis a significant improvement of the precision can be expected. At the same time new techniques for heavy flavour tagging are required for an analysis in which no attempt is made to identify final-state particles. Hence a method that exploits the long lifetime of $b$ hadrons via secondary vertexing for determining the beauty contribution of the sample (see Chapter 7) was developed for this analysis for the first time.

[^4]HERA


Figure 3.9: Summary of differential cross sections for b-quark production as a function of $p_{t}^{b}$ as measured by the ZEUS and H1 collaborations. The measurements are shown as points with the inner error bars being the statistical errors and the outer bars representing the statistical and systematic errors added in quadrature. The solid black line and the yellow band denote the next-to-leading order QCD prediction and its uncertainty.


Figure 3.10: Branching ratios for the relevant decay modes of the Standard Model Higgs boson as a function of its mass, $m_{H}$ [54].

### 3.5.3 Beauty production at the LHC

One reason why the study of beauty production and decay at HERA is of great importance, is the era of physics at the pp-collider LHC at CERN that has just begun. Two of the main topics of interest heavily rely on a good understanding of QCD in general and in particular of the physics of $b$-quarks: top-quark production (and decay) and the search for the Higgs boson.

Since top quarks predominantly decay into a $b$-quark and a $W$ boson (which subsequently decays either hadronically into $q \bar{q}$ or leptonically into $\left.l \nu_{l}\right)$, it is essential to have reliable $b$-tagging methods at hand to allow precise studies of top-quark production and decay. All the ZEUS and H1 results presented in 3.5.2 provide valuable input for these LHC analyses.

Furthermore, the Standard Model Higgs boson, which is expected to be discovered at the LHC, may decay into $b \bar{b}, t \bar{t}, W W$ or $Z Z$ with branching ratios depending on the Higgs mass (see Fig.3.10). For all of these processes that directly or indirectly involve the production and decay of $b$-quarks and may provide evidence for the existence of the Higgs boson in the future, a reliable identification of $b$-jets is mandatory.

## Chapter 4

## Theoretical predictions

In this chapter the two different types of theoretical predictions, to which the measured cross sections were compared, will be presented. In Section 4.1 the leading-order plus parton shower (LO+PS) Monte Carlo (MC) samples will be introduced, while the next-to-leading order (NLO) pQCD predictions will be discussed in Section 4.2.

### 4.1 Monte Carlo simulation

Typically the recorded physics events are compared to so-called leading-order plus parton shower (LO+PS) Monte Carlo events of the same event type. The MC events are used for several purposes:

- to optimise the event selection and contribute to the improvement of the reconstruction (cf Chapter 5);
- to test the accuracy of the underlying physics model;
- to transform measurements from detector level ( $D L$ ) to hadron level ( $H L$ ) by means of acceptances (cf Chapter 8);
- to transform NLO QCD calculations from parton level (PL) to hadron level by means of hadronic corrections (cf Chapters 8, 10 and 11).

The event generation process and the distinction between detector level, hadron level and parton level are illustrated in Fig. 4.1: The leading-order (LO) calculation corresponds to the hard subprocess in which the $q \bar{q}$ pair is produced. The additional radiation of gluons is called parton showering (PS). Commonly this stage of the generation process combining LO and PS is referred to as parton level ( $P L$ ). In the next step the quarks fragment into


Figure 4.1: Illustration of the different steps in the event generation of an ep scattering process consisting of leading-order (LO) calculation, parton showering (PS), hadronisation and decays. The components that are used for NLO QCD predictions are indicated as well.
hadrons, therefore this stage is named hadron level (HL). The fragmentation is due to the strong force between the partons at large distances. In this regime $\alpha_{s}$ is large and perturbative calculations are not applicable anymore. The hadronisation process is simulated with the help of fragmentation models, two of which will be presented in Section 4.1.1. Subsequently, the hadrons decay into the final state particles that are visible on detector level $(D L)$. The decay products are usually accumulated in spatially limited bundles, so called jets. Thus the reconstruction of jets plays an important role in the event selection; it will be discussed further in the context of the event selection for this analysis (cf Chapter 6). Simulated MC events contain information about all stages of the generation process and are therefore a useful tool for extracting "truth level information" by relating detector-level quantities within the simulated events to the corresponding ones on hadron or parton level. In particular the HL information is needed to enable a meaningful comparison of measured cross sections between different experiments, since it is independent of experimental limitations such as detector coverage,


Figure 4.2: Fragmentation models: In case of the string fragmentation (left) the energy increases linearly with the separation of the outgoing $q \bar{q}$ pair. At a certain energy density the string is forced to break up such that new $q \bar{q}$ pairs are formed [27]. In case of the cluster fragmentation (right) the formation of new $q \bar{q}$ pairs happens via parton showering and gluon splitting [28].
resolutions and acceptances.
The process of producing a MC event can be subdivided into the previously discussed event generation, which is completely independent of the detector-related issues mentioned above, and the detector simulation and event reconstruction. The event generator used for this analysis as well as the simulation of the detector response will be the topics of the following two sections.

For the comparison with data enough events must be generated in order to obtain a sufficient statistical significance.

### 4.1.1 PYTHIA

The photoproduction events needed for the analysis presented in this thesis were generated with the Pythia programme [24], version 6.023. As PDFs CTEQ5L and GRVG-LO were used for the proton and the photon, respectively [25, 26]. Furthermore, it incorporates the LUND string fragmentation model [27] as depicted in Fig. 4.2. The partons are connected by so-called strings, which gain more and more energy the further the partons move away from each other. Finally, they break up and new $q \bar{q}$ pairs are formed. When there is not enough energy left to separate the partons further, bound states, i.e. hadrons, are formed. The cluster fragmentation [28] that is also sketched in Fig. 4.2, is an alternative model and for instance used by the HERWIG


Figure 4.3: The Peterson fragmentation functions $D_{h / i}(z)$ for beauty and charm using $\varepsilon_{b}=0.0035$ and $\varepsilon_{c}=0.06$. Both functions were normalised to one.
programme [29], which is also used frequently for generating the same kind of processes. The fragmentation process is included in the event simulation by convoluting the final-state parton cross sections with a function $D_{h / i}(z)$ parametrising the fragmentation of a final-state parton, $i$, into a hadron, $h$. For heavy quarks most generators (including Pythia) make use of the Peterson fragmentation function [30]:

$$
\begin{equation*}
D_{h / i}(z)=\mathcal{P}_{h / i} \cdot \frac{A}{z \cdot\left(1-\frac{1}{z}-\frac{\varepsilon}{1-z}\right)^{2}} . \tag{4.1}
\end{equation*}
$$

In Eqn. $4.1 z=E_{h} / E_{i}$ denotes the ratio of the hadron and parton energies, $\mathcal{P}_{h / i}$ the total probability for the parton $i$ to fragment into the hadron $h$ and $A$ a normalisation constant. The Peterson parameter $\varepsilon$ is determined experimentally [31]. In Fig. 4.3 the fragmentation function $D_{h / i}(z)$ is shown for $\varepsilon$ values for beauty and charm that are typically used for theoretical predictions (cf Section 4.2). For heavy quarks a peak close to one is expected, since the hadron absorbs most of the quark's energy. Usually the LUND symmetric fragmentation function is used for light flavours [32].

In Table 4.1 all processes which are included in the generated samples are listed. They are classified according to the distinction of process types presented in Section 3.3.1. The names of the samples (beauty, charm and light flavours) correspond to the flavours of the quarks being produced in

| Beauty (Charm) |  | Light flavours |  |
| :---: | :---: | :---: | :---: |
| Direct | Resolved | Direct | Resolved |
| $\gamma g \rightarrow b \bar{b} \quad$ (84) | $q \bar{q} \rightarrow b \bar{b} \quad$ (81) | $\gamma q \rightarrow q g$ | $q q \rightarrow q q$ |
|  | $g g \rightarrow b \bar{b} \quad(82)$ | $\gamma g \rightarrow q \bar{q} \quad(54)$ | $q \bar{q} \rightarrow q \bar{q} \quad$ (12) |
| Excitation $\gamma$ | Excitation $p$ |  | $q \bar{q} \rightarrow g g \quad(13)$ |
| $b q \rightarrow b q \quad$ (11) | $b q \rightarrow b q \quad$ (11) |  | $q g \rightarrow q g \quad(28)$ |
| $b \bar{b} \rightarrow b \bar{b} \quad$ (12) | $b g \rightarrow b g \quad(28)$ |  | $g g \rightarrow q \bar{q} \quad$ (53) |
| $b g \rightarrow b g \quad$ (28) | $b \gamma \rightarrow b \gamma$ (33) |  | $g g \rightarrow g g \quad(68)$ |

Table 4.1: Beauty, charm and light flavour Monte Carlo samples and contributing processes. In brackets the Pythia process IDs are listed.
the hard scatter. In case of the light flavour MC the excitation processes are included in the sample labelled "Resolved". The contribution of some of the photoproduction processes to the inclusive cross section is displayed in Fig. 4.4.


Figure 4.4: Relative contributions of the $\gamma p$ processes to the inclusive jet production cross section as a function of the transverse jet energy, $E_{t}$. The contributions are drawn stacked, i.e. the area below each line includes the sum of all contributions below [33].

### 4.1.2 Detector simulation and event reconstruction

The production of MC events including detector simulation and reconstruction is illustrated in Fig. 4.5. At the beginning, the desired physics processes are generated. All generators commonly used at ZEUS are integrated in the AMADEUS package. Its main purpose is to convert the generator output into the ADAMO format which can be handled by the programmes used in further steps. Subsequently the MOZART ${ }^{1}$ package [34], which is based on Geant 3.21 [35], simulates the interaction of particles with matter as well as the detector geometry and response. It is set up such that the detector configuration can be simulated separately for each data-taking period, which for instance allows the implementation of new sub-detectors (as done after the HERA upgrade, cf Chapter 2) and additional material like cables or cooling pipes.


Figure 4.5: Flow chart of the ZEUS Monte Carlo simulation software.

[^5]The CZAR ${ }^{2}$ package is responsible for simulating the different trigger levels (cf Section 2.3.5). It combines the programmes ZGANA ${ }^{3}$, which is responsible for the FLT and SLT simulation, and the TLT simulation software TLTZGANA. Finally, the events are reconstructed by the ZEPHYR ${ }^{4}$ package. It is identical for data and Monte Carlo except for the truth information on hadron and parton level which the simulated events contain in addition. Therefore a MC event has the same structure as a data event and can thus be analysed in exactly the same way. The combination of MOZART, CZAR and ZEPHYR is usually referred to as the funneling process. The execution times for the different stages of the MC production are also displayed in Fig. 4.5 [36]. The exact numbers depend on the available computing power; however, it is visible that the detector simulation takes roughly 10 times longer than the generation and the event reconstruction. More information on the event simulation at ZEUS can be found in [37].

### 4.2 NLO QCD calculations

In addition to the LO + PS Monte Carlo simulations described in the previous section NLO QCD calculations were made using the FMNR programme [38, 39]. It is based on the Fixed Flavour Number Scheme (FFNS) ${ }^{5}$, in which $u$, $d$ and $s$ are the only active flavours in the structure functions of the proton and the photon. The heavy flavours are generated dynamically in the matrix elements and therefore only produced in the hard scatter. This is valid for $\mu^{2} \approx \mathcal{O}\left(m_{q}^{2}\right)$, with $q$ being the beauty or charm quark (or the corresponding antiquark). As PDFs CTEQ5M [25] and GRVG-HO [26] were used for the proton and the photon, respectively. In a second set of predictions which will be used later CTEQ5M was replaced by the ZEUS-S PDF [40]. Among the parameters that need to be adjusted for calculating the appropriate predictions are the quark masses $m_{b}$ and $m_{c}$, the renormalisation and factorisation scales,

$$
\mu=\mu_{R}=\mu_{F}=\frac{\mu_{0}}{2}=\frac{1}{2} \sqrt{\left(p_{t}^{b}\right)^{2}+m_{b}^{2}},
$$

as well as the fragmentation parameters $\varepsilon_{b}$ and $\varepsilon_{c}$ used in the Peterson fragmentation function (cf Section 4.1.1). The central values for all parameters described above are listed in Table 4.2. Jets were reconstructed by running

[^6]| Parameter | Beauty | Charm |
| :--- | :---: | :---: |
| $m_{q}$ | 4.75 GeV | 1.50 GeV |
| $\mu$ | $\frac{\mu_{0}}{2}$ | $\frac{\mu_{0}}{2}$ |
| $\varepsilon_{q}$ | 0.0035 | 0.06 |

Table 4.2: Central values of the parameters used for the NLO QCD predictions calculated with the FMNR programme [39]. $q$ denotes the beauty or charm quark.
the $k_{t}$ algorithm (cf Chapter 6) on the four-momenta of the two $b$ quarks and the third light parton (if present) generated by the programme.

The NLO cross sections which correspond to parton level predictions as indicated in Fig. 4.1 were corrected for hadronisation effects to allow a direct comparison with measured hadron-level cross sections. The correction factors, $C_{\text {had }}$, were derived from the MC simulation as the ratio of the number of hadron-level jets to the number of parton-level jets. The size of these corrections will be discussed in Chapters 8,10 and 11, where the results of the analysis are presented. Furthermore, all hadronisation corrections are also listed in the cross-section tables in Appendices C and D.

In order to evaluate the uncertainty of the NLO calculations the renormalisation and factorisation scale $\mu$ was varied between $\mu_{0} / 4$ and $\mu_{0}$ and the quark masses by $\pm 0.25 \mathrm{GeV}$ for beauty and $\pm 0.2 \mathrm{GeV}$ for charm. For the determination of the total uncertainty, both contributions were added in quadrature.

Due to the fact that the mass of the $b$ quark, $m_{b}$, is three times larger than the charm mass, $m_{c}$, and thus provides a harder scale, more reliable predictions are expected for the beauty cross sections (cf Section 3.2). Consequently, the uncertainties will be largest for the predictions of the charm cross sections at low scales. This issue will again be addressed in the context of the discussion of the analysis results presented in Chapter 8.

## Chapter 5

## Tracking and vertexing

A precise tracking was essential for the analysis presented in this thesis, hence the most important aspects, i.e. the general track reconstruction procedure and the vertex finding, will be discussed in this chapter. Furthermore, the Grand Reprocessing (GR) effort will be introduced which enabled the provision of consistent datasets for the whole HERA II data-taking period. These datasets were not yet available when this analysis was done, but many analysis-related tracking studies were performed in its context on pre-GR data and lead to considerable improvements, which could already be used as default for the final Grand-Reprocessed data. These studies and the corrections that consequently had to be applied to the pre-GR data will be described in detail, as they were crucial for the analysis.

### 5.1 Track reconstruction

A major achievement in the past few years was the so-called global tracking, which uses the hits in all tracking detectors, i.e. MVD, CTD and STT, for a combined pattern recognition. In a first step a group of hits in the most outward component, which is the STT in the forward region and the CTD elsewhere, is defined as the track seed. Seeds in the STT were required to have at least eight hits; if there were less than eight hits the CTD was also in the forward region used for finding the track seed. The seed serves as a starting point and is connected to the interaction point with the help of an approximate estimation of the momentum and charge of the track. This connection roughly establishes the direction in which will be looked for further matching hits. Subsequently, the signals produced in the inner tracking chambers along the way to the beam-spot are continuously picked up until a road of hits from the STT or CTD through the MVD to the


Figure 5.1: Parametrisation of a track helix [43].
interaction point has been created [41]. After the pattern recognition a track fit is done using the selected hits on the road in order to determine the final track helix ${ }^{1}$. The parametrisation of the helix is based on the definition of the point of closest approach, i.e. the point on the helix which is closest to the chosen reference point in $X-Y$. Five parameters are needed for a full description of the helix:

$$
\left(\varphi_{H}, Z_{H}, D_{0}, \cot (\theta), W\right)
$$

$\varphi_{H}$ is the azimuthal angle of the direction vector of the helix at the point of closest approach, $Z_{H}$ the $Z$ position of the point of closest approach and $D_{0}=Q D_{H}$ its distance to the reference point multiplied by the charge. The sign of $D_{H}$ depends on whether the reference point is located within the helix or outside. $\theta$ denotes the polar angle of the track and $W=Q / R$ the quotient of its charge and the radius of curvature. Figure 5.1 illustrates the definition of the helix parameters with respect to a given reference point which is placed in the origin of the coordinate system. The track reconstruction procedure is generally not restricted to tracks with hits in all three tracking chambers, i.e. CTD, MVD and STT; it also allows the reconstruction of CTD-only, MVDonly, CTD+MVD and MVD+STT tracks. Further information on pattern recognition and track fit can be found in [42, 43].

[^7]
### 5.2 Vertex reconstruction

### 5.2.1 Primary vertex and beam-spot

Initially the event primary vertex was determined by selecting a set of properly reconstructed tracks, calculating a weighted centre-of-gravity for those tracks and minimising the $\chi^{2}$ of the fit. Within this procedure tracks were discarded that lead to a higher $\chi^{2}$ than a certain $\chi^{2}$ limit. This method was later refined by following a thermodynamical approach and replacing the $\chi^{2}$ cuts by a smooth temperature-dependent weight function

$$
\begin{equation*}
w\left(\chi^{2}, T\right)=\frac{1}{1+\exp \left(\frac{\chi^{2}-\chi_{c u t}^{2}}{2 T}\right)}, \tag{5.1}
\end{equation*}
$$

the so-called Deterministic Annealing Filter (DAF). The vertex that was determined using the initial approach and the tracks fitted to it served as a starting point. Then a weight according to Equation 5.1 with a high temperature, $T$, was assigned to each track. After updating the weighted fit, the temperature was reduced. Subsequently, these steps were iterated until a certain $T$ or convergence was reached. Figure 5.2 displays the dependence of the weight, $w\left(\chi^{2}, T\right)$, on $\chi^{2}$ for several values of the temperature, $T$. In addition outlier tracks, i.e. tracks that were too far away from the vertex to be properly fitted to it, were removed by constraining the vertex to be close to the interaction point, the so-called beam-spot. The term beam-spot is misleading, since it was not a well-defined spot but a 3D distribution of the beam-beam collisions. Its width was roughly $80 \times 20 \mu \mathrm{~m}$ in $X-Y$ and 8 cm in


Figure 5.2: Weight $w\left(\chi^{2}, T\right)$ as used in the Deterministic Annealing Filter (DAF) for several fixed values of the temperature, $T$, and $\chi_{c u t}^{2}=5$ [47].
$Z$. The beam-spot could move with time and was therefore determined for periods of 2000 events by fitting the $X, Y$ and $Z$ distributions of the initial primary vertex. Furthermore, the beam tilt expressed by the slopes of the incoming beams in $X$ and $Y$ with respect to the $Z$ axis was evaluated by slicing the $X$ and $Y$ vertex distributions into several $Z$ intervals and fitting those with single Gaussians; subsequently the mean values were fitted with straight lines representing the $X$ and $Y$ slopes. The error on the position and the beam-spot width were also evaluated within this procedure. More information on the determination of the beam-spot can be found in [44]. The DAF method with beam-spot constraint considerably improved the efficiency of the vertexing as well as the resolution, therefore it was established as the default procedure for primary vertex finding at ZEUS. Further details and studies can be found in [45]. The re-vertexing function containing the method explained above and several similar routines that are based on it were combined in the tLite software package [46].

### 5.2.2 Secondary vertices

In addition to the event primary vertex also secondary vertices were reconstructed in a similar way. This standard reconstruction of secondary vertices does not sufficiently cover all possible topologies automatically, therefore many context-dependent re-vertexing techniques are needed at analysis level. The dedicated re-vertexing that was in particular developed for the $b$-tagging analyses was done as follows:

As described in Chapter 3 the $b$ quarks that are produced in the hard subprocesses of boson-gluon fusion (cf Fig. 3.5 and 3.6) hadronise and subsequently decay with the decay products appearing in the detector as jets of final-state particles. Because of the long lifetime of $b$ and $c$ hadrons the reconstruction of their decay vertices was of great interest for this analysis, since it provides a useful tool for separating the beauty signal from other (short-lived) particles. The idea therefore was to fit a vertex for each jet using well-reconstructed tracks that could be geometrically associated to it. For the track selection the following cuts were applied:

- $p_{t} \geq 0.5 \mathrm{GeV}$,
- \# MVD hits $\geq 4$,
- \# CTD superlayers $\geq 3$ or $\#$ STT hits $\geq 1$.

As described in Section 5.1, at least eight hits were needed for an STT track seed. Thus the request for at least one STT hit effectively corresponds to
requiring eight hits. Furthermore, the tracks had to be associated to a jet with a maximal distance $\Delta R=\sqrt{(\Delta \eta)^{2}+(\Delta \phi)^{2}}<1$ to the closest jet. If two or more such tracks were associated to a jet, a candidate vertex was fitted from all associated tracks using the DAF algorithm introduced in the previous section. For the purpose of fitting these jet vertices the beam-spot constraint was of course removed from the fit in order not to artificially pull the vertices towards the interaction point. The vertexing routine returned the vertex position including its error matrix as well as the track parameters, weights and the invariant mass, $m_{v t x}$, of the fitted tracks. For the calculation of $m_{v t x}$ the pion mass $m\left(\pi^{ \pm}\right)=139.57 \mathrm{MeV}$ was assumed for each track.

Figure 5.3 displays control distributions for all selected tracks that were used in the vertex fits. The data distributions for the transverse momentum, $p_{t}$, the azimuthal angle, $\phi$, the number of passed CTD superlayers and the number of MVD hits were found to be described well by the MC. The $\eta$ distribution and the number of STT hits revealed some discrepancies. However, these deviations were expected at the time the distributions were made, since the simulation of the forward detector as well as the alignment of the FMVD and the STT had not yet been finalised. For this reason the forward region was explicitly excluded in the analysis at this stage, such that the observed discrepancies did not affect the results.

Conceptually the vertexing procedure could also be applied to jets originating from $c \bar{c}$ production which should be separable from light flavour jets in the same way. The commonly used term for such vertices was secondary vertices, which is rather misleading, because in reality they did not necessarily represent the true $b$ hadron decay vertices. If for instance the $b$ hadron decayed in a cascade via a charmed hadron only one vertex was fitted which was likely to be located between the two true decay vertices of the $b$ and $c$ hadrons. Furthermore, additional tracks that did not originate from the $b$ hadron decay could happen to be picked up and associated to the jet as well. For light flavours there should not exist any strongly displaced vertices at all, but still candidate vertices were fitted for each jet also in light flavour events. Nevertheless the term secondary vertices has been established in the past and therefore the jet vertices will be referred to as such in the following to simplify matters.

After all possible secondary vertices had been reconstructed in an event, the remaining tracks that had not been associated to any of them were used to fit a new primary vertex, the so-called reduced primary vertex. Like in the case of the event primary vertex (see Section 5.2.1) its reconstruction contained a beam-spot constraint. The reduced primary vertex offered the possibility to use an interaction point which was entirely independent of the secondary vertices and the tracks associated to them.


Figure 5.3: Control distributions for $p_{t}, \phi, \eta$, number of STT hits, number of passed CTD superlayers and number of MVD hits for all selected secondary vertex tracks. The data are denoted by the black points, while the yellow histograms represent the Pythia MC distributions.


Figure 5.4: Two-dimensional decay length, $d$, before (left) and after the projection onto the axis of the associated jet (right). Shown are the total Pythia MC distributions.

### 5.2.3 Decay length

As already mentioned in Section 5.2.2 the idea was to separate the beauty and charm signal from the light flavour background by making use of the long lifetimes of the $b$ and $c$ hadrons. A quantity closely related to the lifetime is the decay length, $d$, which can easily be calculated as the distance between the interaction point at which the hadron is created, i.e. the beam-spot or the primary vertex, and the secondary vertex. Studies showed that there was no visible difference between the usage of the beam-spot or the (beam-spotconstrained) event primary vertex as the reference point for the decay-length calculation. It was decided to use the beam-spot and to restrict the decay length to two dimensions, i.e. to calculate its projection onto the $X-Y$ plane; the latter was done to reduce potential systematic effects which might have occurred due to the much larger width of the beam-spot in $Z$ than in $X$ $Y$. The beam-spot position in $X$ and $Y$ was evaluated at $Z=Z_{V t x}$ taking into account the beam tilt. Although the secondary vertex may not exactly represent the decay vertex of the hadron, it still gives an adequate measure for how long heavy-flavoured hadrons fly before they decay compared to lightflavoured ones. The sign of the decay length was assigned using the axis of the jet the vertex is associated to: if the decay length, $\vec{d}$, was in the same hemisphere as the jet axis, $\vec{j}$, i.e. the scalar product, $\vec{d} \cdot \vec{j}$, was $>0$, a positive sign was assigned to it; otherwise the sign of the decay length was negative. Furthermore, the two-dimensional decay length was projected onto the axis of the associated jet. Figure 5.4 displays the decay length before and after the projection onto the jet axis. It is visible that the non-projected decay


Figure 5.5: Sketch illustrating the determination of the decay length projected onto the axis of the associated jet.
length has a minimum at zero. This is caused by vertices for which the decay length is approximately perpendicular to the jet direction; here the sign of the decay length flips, but the decay length itself is rather unlikely to have a small value which would fill the gap. In order to obtain a continuous Gaussian-like distribution the projection onto the jet axis was done.

Equation 5.2 summarises the calculation of the decay length as discussed above:

$$
\begin{align*}
d & =\vec{d}_{2 D} \cdot \frac{\vec{j}_{2 D}}{\left|\vec{j}_{2 D}\right|} \\
& =\binom{\Delta X}{\Delta Y} \cdot \frac{\vec{j}_{2 D}}{\left|\vec{j}_{2 D}\right|} \\
& =\binom{X_{v t x}-X_{b s p}}{Y_{v t x}-Y_{b s p}} \cdot \frac{\vec{j}_{2 D}}{\left|\overrightarrow{j_{2 D}}\right|} . \tag{5.2}
\end{align*}
$$

Here $X_{v t x}$ and $Y_{v t x}$ represent the $X$ and $Y$ position of the secondary vertex, while the beam-spot position is denoted by $X_{b s p}$ and $Y_{b s p}$.

Figure 5.5 illustrates the determination of the decay length as described previously. The projection onto the jet axis is denoted by the blue line,


Figure 5.6: 2D decay length, $d$, projected onto the axis of the associated jet (left) and corresponding decay-length significance, $S=d / \delta d$. The distributions for beauty, charm and light flavours are denoted by the blue, green and red histograms.
while the red line represents the decay length without this projection. The distribution of the 2D decay length is displayed separately for beauty, charm and light flavours in Fig. 5.6 (left). Here the flavour is assigned according to the flavour of the initial partons in the hard subprocess. For light flavours a symmetric distribution around zero was found, while beauty and charm - as expected - revealed a clear asymmetry with an enhancement at large decay lengths which is due to the long lifetime of the $b$ and $c$ hadrons. The negative part of the decay length which originates from secondary vertices being reconstructed opposite to the direction of the associated jets is unphysical and purely caused by detector resolution effects. These effects are independent of any physical process and therefore expected to be identical for all flavours, which is nicely confirmed by the distributions shown in Fig. 5.6. Both the beam-spot as well as the secondary vertices are determined with an uncertainty depicted by the blue ellipses in Fig. 5.5. The calculation of the decay-length error, $\delta d$, is thus done as follows:

$$
\begin{aligned}
(\delta d)^{2}= & (\vec{\nabla} d)^{T}\left(C^{v t x}+C^{b s p}\right)(\vec{\nabla} d) \\
= & \left(\frac{\partial d}{\partial \Delta X}\right)^{2}\left(C_{x}^{v t x}+C_{x}^{b s p}\right)+2 \frac{\partial d}{\partial \Delta X} \frac{\partial d}{\partial \Delta Y}\left(C_{x y}^{v t x}+C_{x y}^{b s p}\right) \\
& +\left(\frac{\partial d}{\partial \Delta Y}\right)^{2}\left(C_{y}^{v t x}+C_{y}^{b s p}\right) .
\end{aligned}
$$

$C^{v t x}$ and $C^{b s p}$ denote the covariance matrices of the secondary vertex and the beam-spot, respectively. The decay-length significance, which will be of great importance for this analysis, is defined as

$$
S=\frac{d}{\delta d}
$$

It is a measure for the probability of the vertex being correctly reconstructed at a considerable distance from the interaction point. The significance distributions for beauty, charm and light flavours are displayed in Fig. 5.6 (right). Compared to the decay-length distributions on the left, the significances reveal even larger asymmetries for beauty and charm which implies that the secondary vertices associated to heavy flavour jets could be determined with a higher precision than those associated to light flavour jets.

### 5.3 Grand Reprocessing

During the HERA II data-taking period the tracking as well as other software packages were continuously improved and extended. Usually the latest developments directly went into the processing of the data that were about to be taken. At regular intervals old datasets were additionally reprocessed in order to adopt the developments that had been implemented since the data were taken. However, following this procedure the different HERA II datasets as well as the corresponding MC simulations were at no time processed with exactly the same software, which made it difficult to combine all datasets in an analysis. This was in particular the case if the analysis in question was heavily relying on the tracking, which was subject to the biggest of all changes. In order to be able to analyse the full HERA II dataset in the future, the Grand Reprocessing (GR) effort was started shortly after the end of the data-taking. All software packages were frozen and used for reprocessing the full dataset. At the time this analysis was close to being finalised and published by the ZEUS collaboration as a preliminary result the GR was still in progress and the corresponding MC simulations had not been entirely produced yet. Therefore certain corrections that will be discussed in the following sections were applied to the pre-GR data and MCs in order to obtain datasets which already contained most of the benefits from the GR although they had not been officially Grand-Reprocessed yet. For the extension of the analysis that was done later and will be the topic of Chapter 10, the only fully available GR dataset at that time, namely the 2006/07 positron running, was used.


Figure 5.7: 2D decay-length distribution before alignment corrections. The data (black points) are significantly shifted with respect to the MC, represented by the yellow histogram.

### 5.4 The $Z$-shift problem

For such a kind of analysis as the one in this thesis is it mandatory to reconstruct tracks and vertices with an accuracy of a few microns. Therefore it is not surprising that several tracking problems became conspicuous only in the course of this work. One of them, the so-called Z-shift problem, which was studied in cooperation with the ZEUS tracking group, will be described in the following. Another tracking issue that needed to be dealt with was the study of MVD hit resolutions in data and MC. A correction procedure for adjusting the resolutions in the MC to reproduce the data was developed in the context of this analysis and is discussed in Appendix A.

The $Z$-shift problem was initially observed indirectly in the basic decaylength distributions. Figure 5.7 shows the 2D decay length for data and MC. The distribution for data is significantly shifted to the right with respect to the MC distribution. The observed shift was found to be independent of quantities like the azimuthal angle, $\phi$, of the jets or vertices and the track momenta and it appeared in both 2D and 3D distributions. However, some dependences on the polar angle of the jets, $\theta$, and on the $Z$ position of the primary vertex, $Z_{V t x}$, could be seen (see Fig. 5.8). The relative shifts of data and MC with respect to zero were evaluated by fitting the peak


Figure 5.8: Decay-length shift with respect to zero as a function of $\theta$ (left) and $Z_{V t x}$ (right). Two-dimensional and three-dimensional data distributions from the 2005 and $2006 e^{-} p$ running periods (red and blue squares and triangles) are compared to the corresponding MC samples (black circles).
regions of the distributions with a Gaussian with the mean value of the fit results representing the shift. Figure 5.8 (left) shows the decay-length shift in bins of $\theta$ of the jet which the secondary vertex is associated to. 2D and 3D data distributions from two different data sets (red and blue squares and triangles) are compared to the distributions obtained from the corresponding MC samples (black circles). It can be seen that all data distributions reveal large deviations of up to $80 \mu \mathrm{~m}$, while the MC distributions are almost flat at zero. A similar behaviour can be found in Fig. 5.8 (right) which displays the decay-length shift in bins of $Z_{V t x}$. Here an even stronger dependence can be observed for the data, while the MC is again reasonably stable and flat at zero. Even though also the two-dimensional decay length was used for these studies, the vertex fit that this decay length results from had always been done in three dimensions. In order to verify the dependence of the observed shift on $Z$, the secondary-vertexing routines were modified such that also the vertex fit itself was performed only in $X$ and $Y$. Therefore the helix parameters $Z_{h}$ and $\cot (\theta)$ (see Section 5.1) of all tracks entering the vertex fit as well as all covariance matrix elements depending on them were set to zero. The decay-length distribution obtained from the vertex fit in two dimensions is displayed in Fig. 5.9. Very good agreement between data and MC was observed. Furthermore it was checked and confirmed that the width of the decay-length distribution remained unchanged.


Figure 5.9: Decay-length distribution for data (black points) and MC (yellow histogram) after the vertex fit in two dimensions.

The results of these studies indicated that (at least parts of) the $Z$ shift problem might originate from inaccuracies in the detector alignment, especially since all Monte Carlo distributions were unaffected. Therefore further studies were performed by members of the ZEUS tracking group, leading to two major improvements in the alignment procedure [56].

In general, the MVD and the forward detector are aligned with respect to the CTD, with the MVD alignment being done first and the alignment constants for the forward detector being determined afterwards. The MVD alignment consists of two parts, which are distinguished by the types of tracks that are selected to align the MVD sensors. In one part tracks from $e p$ collision events, i.e. typical events for physics analyses, are used. The disadvantage of such tracks is that they are not sensitive to certain systematic displacements of sensors (so-called weak modes), which do not affect the quality of the track fit. In order to compensate this deficit, in the second part of the alignment procedure cosmic muons which pass through the whole detector are selected. The full information on the detector misalignment can finally be obtained from the combination of $e p$ and cosmics alignment. For detailed information about the MVD alignment procedure see [75].

The first of the two improvements in the alignment procedure concerns the $e p$ collision events. Here the $X$ and $Y$ positions of the beam-spot as well as the $Z$ position of the primary vertex were used as a constraint by adding them as an additional hit. However, the tracks used for the alignment were usually also used for fitting the primary vertex. In order to keep the vertex constraint independent of the reconstruction of the selected tracks, the procedure was changed such that those tracks were removed from the


Figure 5.10: Mean $Z_{h}-Z_{V t x}$ as a function of $\theta$ for all selected tracks after the old (left) and the new cosmics treatment (right) [55].
vertex fit. Subsequently, the re-fitted primary vertex could be used as an independent constraint.

The second improvement was a refinement of the cosmics treatment within the alignment procedure. High-energy cosmic muons can traverse the whole detector. If such a muon happened to pass through the MVD, its track was reconstructed as two tracks originating from the point of closest approach and used as such for the alignment. Given the finite precision of the pattern recognition and the track fit this scenario allowed the two halves of the MVD, in each of which one of the two tracks was reconstructed, to be displaced with respect to each other.

Figure 5.10 (left) shows the $Z$-shift, which is here defined as $Z_{h}-Z_{V t x}$ of all selected tracks, as a function of $\theta$ using the cosmics treatment that was explained previously. Here the track helices have been re-referenced such that $Z_{h}$ denotes the distance in $Z$ direction of the point of closest approach to the beam-spot and not to $(0,0,0)$ as described in Section 5.1. A strong linear dependence on $\theta$ can be observed confirming the indications obtained from the decay-length studies (see Fig. 5.8). The largest shifts of $\approx 60-80 \mu \mathrm{~m}$ with respect to zero occur for tracks going to the very forward and backward parts of the detector. The alignment procedure was subsequently changed such that the cosmics tracks were treated as single tracks fixing the positions of the upper and the lower half of the MVD with respect to each other. The $Z$-shift as it turns out with the improved cosmics treatment is displayed in Fig. 5.10 on the right. A clear improvement can be seen with the maximum shift being reduced from $80 \mu \mathrm{~m}$ to $20 \mu \mathrm{~m}$.

### 5.5 Alignment and beam-spot corrections

When the studies on the $Z$-shift problem were performed, the Grand Reprocessing (GR) of all data samples (see Section 5.3 ) was already in preparation. The new alignment was immediately integrated in the tracking software, but due to the tight schedule of the GR no more intermediate pre-GR versions of alignment $\mathrm{GAFs}^{2}$, software and data samples were foreseen. Furthermore, the inclusive secondary vertexing analysis was the only analysis directly depending on these changes: An effect of a few microns would not have even shown up in most of the other analyses, for which the vertexing precision as well as the statistics were much lower. This is also the reason why these issues had not been spotted earlier. Therefore it was decided to stick to the original schedule and not to create a new pre-GR version of the relevant tracking software packages and GAFs, but to apply the latest MVD alignment by hand in order to be able to proceed with the analysis. This was done by reading in the alignment constants provided by the tracking group [56] and re-running the track fits offline, i.e. on ntuple level. However, it has to be kept in mind that the alignment of the forward detector, which depends on the MVD alignment and is therefore evaluated on top of it, was not renewed. Hence the forward region had to be explicitly excluded from the analysis of pre-GR datasets.

Changing the alignment of the microvertex detector naturally goes along with shifting the event primary vertex and the beam-spot. Since these are needed for the calculation of the decay length, an appropriate correction had to be applied. The movement of the beam-spot caused by the alignment correction was evaluated from the mean impact parameter, $I P_{\text {mean }}$, of the event as a function of the azimuthal angle, $\phi$, of the tracks and the $Z_{V t x}$ position. Here the impact parameter was calculated as $D_{0}$ with respect to the beam-spot. In order to determine $I P_{\text {mean }}$, well-reconstructed events and tracks were selected which had to fulfill the following conditions:

- Distance of the primary vertex in $X-Y$ from the beam-spot $<1 \mathrm{~cm}$,
- $\left|Z_{V t x}\right|<20 \mathrm{~cm}$,
- Tracks with $p_{t} \geq 0.5 \mathrm{GeV}$,
- $\left|Z_{h}\right|<30 \mathrm{~cm}$,
- \# MVD hits $\geq 6$.
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Figure 5.11: Impact parameter as a function of the azimuthal angle, $\phi$, in four bins of the $Z$ vertex position.


Figure 5.12: Mean impact parameter as a function of the azimuthal angle, $\phi$, in four bins of the $Z$ vertex position. The blue line represents the sinusoidal fit function to the data.


Figure 5.13: Determination of $d x$ and $d y$. The red line indicates the wrongly measured impact parameter (IP).

Figure 5.11 shows the impact parameter of these tracks as a function of $\phi$ for four different $Z_{V t x}$ bins ranging from $Z=-20 \mathrm{~cm}$ to $Z=+20 \mathrm{~cm}$. For geometrical reasons the statistics around $\phi=\pi$ are lower than anywhere else; in this region only two MVD ladders could at most be passed by a track, hence the probability for the tracks to have the required six MVD hits was much lower than in the other $\phi$ regions. If the beam-spot is determined on condition of a fully aligned detector, the mean impact parameter is expected to be zero. But in the present case, where the detector had been aligned after the determination of the beam-spot, a sinusoidal shape with maximum values of $I P_{\text {mean }}= \pm 0.01 \mathrm{~cm}$ could be seen. This indicated that the beam-spot needed to be moved according to the new alignment. The profiles of these two-dimensional distributions, which are shown in Fig. 5.12, were suitable for evaluating the correction values for the beam-spot position. First, the changes in $X$ and $Y$ were determined for each $Z_{V t x}$ bin with the help of sinusoidal fits to the data. The correction values were calculated as

$$
\begin{aligned}
-d_{x} & =I P_{\text {mean }}(\phi=\pi / 2) \\
d_{y} & =I P_{\text {mean }}(\phi=0) .
\end{aligned}
$$

Figure 5.13 illustrates the determination of $d_{x}$ and $d_{y}$. While the periodic structure of the mean-impact-parameter distribution as a function of $\phi$ visualises the displacement in $X$ and $Y$, the dependence on $Z_{V t x}$ corresponds to a change of the beam tilt, which completes the parametrisation of the correction. Figure 5.14 displays $d_{x}$ and $d_{y}$ as a function of $Z_{V t x}$ with the straight line representing the linear fit of the data. Thus the new beam-spot position for each event was finally determined from the $Z_{V t x}$ dependence of
$d_{x}$ and $d_{y}$ as

$$
\begin{aligned}
X_{B S P}^{n e w} & =X_{B S P}-d_{x}\left(Z_{V t x}\right) \\
Y_{B S P}^{n e w} & =Y_{B S P}-d_{y}\left(Z_{V t x}\right) .
\end{aligned}
$$

After applying the beam-spot correction the impact-parameter distributions as a function of $\phi$ and $Z_{V t x}$ were re-done in order to confirm that the procedure worked as expected. Figures 5.15 and 5.16 show that the mean impact parameter, $I P_{\text {mean }}$, as a function of $\phi$ is now indeed reasonably stable around zero for all $Z_{V t x}$ bins. The average deviation from zero amounts to $\approx 10 \mu \mathrm{~m}$; the larger deviations around $\phi=\pi$ result from a less precise determination of the mean impact parameter due to low statistics as stated before.


Figure 5.14: Beam-spot corrections for $X$ (a) and $Y(\mathrm{~b})$ as a function of the $Z$ vertex position. The lines represent the linear fits to the data.


Figure 5.15: Impact parameter as a function of the azimuthal angle, $\phi$, in four bins of the $Z$ vertex position after the beam-spot correction has been applied.


Figure 5.16: Mean impact parameter as a function of the azimuthal angle, $\phi$, in four bins of the $Z$ vertex position after the beam-spot correction has been applied.

### 5.6 Summary of tracking and vertexing

A dedicated secondary-vertexing technique matching the topology of events from beauty and charm jet production was developed. In the course of the vertexing studies it was shown that an analysis using these techniques is sensitive to inaccuracies of $\mathcal{O}(\mu m)$ and that a precise tracking and alignment is crucial for the feasibility of such an analysis. A better precision than for any of the previous analyses is needed and thus the adjustment and fine-tuning of tracking, vertexing and alignment parameters is challenging. In cooperation with the ZEUS tracking group several improvements, which were also directly beneficial for the Grand Reprocessing effort, could be achieved in the context of the analysis. As the Grand Reprocessing was not yet finished at the time the analysis was done, corrections were applied in order to make use of the latest developments also using pre-GR data; after the corrections they were expected to be of a similar quality as the Grand-Reprocessed data. However, one restriction had to be made: Since the simulation and the alignment of the FMVD and the STT had not been finalised yet, the forward direction had to be explicitly excluded in analyses using pre-GR data. Hence the measurement presented in this thesis was first restricted to the barrel region of the detector using jets with $-1.6 \leq \eta^{J e t}<1.3$ (cf Chapters 6-9) and extended to the full region $\left(-1.6 \leq \eta^{\text {Jet }}<2.5\right)$ as soon as the Grand-Reprocessed data were available (cf Chapters 10 and 11).

## Chapter 6

## Event and candidate selection

In this chapter the selection of dijet photoproduction events and secondary vertex candidates will be described.

### 6.1 Datasets

For this analysis data taken in the 2006/07 $e^{+} p$ running period with a corresponding integrated luminosity

$$
\mathcal{L}_{\text {Data }}=128 \mathrm{pb}^{-1}
$$

were available. This was the only data sample, which was processed with a version of the reconstruction software ZEPHYR (cf Section 4.1.2) that already included the latest tracking developments which were known to be essential for a precise determination of secondary vertices. One of the crucial ingredients was the correct simulation of the MVD hit resolution; studies and details on this issue can be found in Appendix A and in [57]. Together with the corrections discussed in Chapter 5 it could be considered to be of similar quality to the Grand Reprocessing datasets, which were just being processed.

A corresponding set of Pythia MC samples subdivided into the different types of physics processes as introduced in Section 4.1.1 was produced. In Table 6.1 all sub-samples and the corresponding integrated luminosities, $\mathcal{L}$, are listed. For the light flavour samples the excitation processes were included in the resolved sample. Since the beauty and charm samples are those containing the signal events for which production cross sections are intended to be measured, they are required to be available in a sufficient quantity to ensure a satisfactory statistical precision. Therefore roughly 10 times the data statistics was produced in case of beauty, while the size of the charm

| Process type | Integrated luminosity $\mathcal{L}\left(\mathrm{pb}^{-1}\right)$ |  |  |
| :--- | :---: | :---: | :---: |
|  | Beauty | Charm | Light flavours |
| Direct | 1503 | 542 | 140 |
| Resolved | 1556 | 601 | 134 |
| Excitation $\gamma$ | 1417 | 563 |  |
| Excitation $p$ | 1764 | 540 |  |

Table 6.1: Dijet Monte Carlo samples with corresponding integrated luminosities, $\mathcal{L}$ for the different process types. The light flavour excitation processes are included in the resolved sample.
samples corresponded to approximately $5 \cdot \mathcal{L}_{\text {Data }}$. The light flavour samples containing the background events for this analysis were available with an integrated luminosity corresponding to approximately that of the data. In principal an integrated luminosity comparable with $\mathcal{L}_{\text {Beauty }}$ would have been desirable for charm and light flavours as well, but due to substantially higher production cross sections huge datasets and consequently a lot of storage space would have been needed. Therefore a compromise had to be made between a sufficient statistical precision and available disk capacities.

### 6.2 Jets

As for the selection of heavy quark production events high- $P_{T}$ jets are usually already required at trigger level (cf Section 6.3) a reliable reconstruction of these jets is essential for the identification of heavy quark decays.

Several jet reconstruction algorithms are available, of which two of them have been used in this analysis and will thus be described in the following. The input elements for the algorithms can for example be calorimeter cells, objects combining calorimeter and tracking information (so-called ZUFOs [58]) or even hadrons or partons, if jets on truth level are requested. Two properties that are required for any jet finding algorithm are collinear safety and infrared safety. Observables are collinear safe if in a configuration of $n$ objects which the algorithm is run on they are not affected by replacing any object by a collinear pair of objects. From the experimental point of view this condition corresponds to the jets being unaffected by the resolution of two collinear objects hitting the same CAL cell. Observables are infrared safe if adding an infinitely soft object has no effect on the outcome. In the experiment this corresponds to jets being unaffected by CAL noise or
the exact setting of the signal thresholds for the CAL cells ${ }^{1}$. The conditions of collinear and infrared safety are both fulfilled for the two following jet reconstruction algorithms.

The so-called cone algorithm is based on the assumption that the particles belonging to a jet are all located within a cone around the direction of the initial parton. The fundamental concept is the maximisation of the transverse energy, $E_{T}$, within a cone of radius

$$
\begin{equation*}
R=\sqrt{(\Delta \eta)^{2}+(\Delta \phi)^{2}} \tag{6.1}
\end{equation*}
$$

with $\Delta \eta$ and $\Delta \phi$ denoting the differences in pseudorapidity, $\eta$, and azimuthal angle, $\phi$, between the objects the algorithm is run on and the jet direction. Usually the maximal radius is set to $R_{\max }=1$. If two jets identified with the cone algorithm overlap and a significant fraction - typically 50-75\% of the total energy of the less energetic jet is located in the overlap region, the jets are merged; otherwise two jets are reconstructed with the common objects being assigned to the closest jet.

A different approach is used by cluster algorithms. A very prominent example is the $k_{t}$ algorithm, which is based on the successive combination of close object pairs into clusters. For each pair $(i, j)$ a distance, $d_{i j}$, is calculated as

$$
\begin{equation*}
d_{i j}=\min \left(E_{T}^{i}, E_{T}^{j}\right)^{2} \Delta R^{2} \tag{6.2}
\end{equation*}
$$

with $E_{T}^{k}$ denoting the transverse energies of the two objects and $R$ being defined as in Eqn. 6.1. Note that for small angles, $\xi$, between the objects, i.e. $\Delta R \ll 1$, Eqn. 6.2 results in

$$
d_{i j}=\min \left(E_{T}^{i}, E_{T}^{j}\right)^{2} \Delta R^{2} \approx \min \left(E^{i}, E^{j}\right)^{2} \Delta \xi^{2} \approx k_{t}^{2}
$$

giving the algorithm its name. Furthermore, for each input object, $i$, a distance $d_{i b}$ to the beam particles is defined:

$$
d_{i b}=\left(E_{T}^{i}\right)^{2} R^{2}
$$

If the minimum of all distances between paired objects is smaller than the minimum of all distances between single objects and the beam particles, i.e.

$$
\min \left(d_{i j}\right)<\min \left(d_{i b}\right),
$$

objects $i$ and $j$ are merged into a cluster. Otherwise, object $i$ is complete and marked as a jet. This procedure is iterated until no more pairs with an

[^9]energy smaller than a certain fraction, $f$, of the total energy in the event can be found; for tuning purposes $f$ can be adjusted by means of a cutoff parameter. In contrast to the cone algorithms the $k_{t}$ cluster algorithm has the advantage that it naturally avoids the problem of overlapping jets.

More information on cone and cluster algorithms can be found in [59]. More recent methods for jet reconstruction starting to be used in high energy physics are the anti- $k_{t}$ and SISCone algorithms $[60,61]$.

### 6.3 Event selection

For the initial pre-selection of $\gamma p$ dijet events the TLT trigger HFL5 was used. It contained the following cuts:

- 2 jets (cone algorithm) with $E_{T}^{J e t}>4.5 \mathrm{GeV}$ and $\left|\eta^{J e t}\right|<2.5$,
- $P_{Z} / E<0.95$,
- $E-P_{Z}<100 \mathrm{GeV}$.

Here $E$ denotes the total energy in the event and $P_{Z}$ the $Z$-component of the total momentum. Both quantities were calculated from calorimeter information. The jet reconstruction at trigger level was done using the cone algorithm described in the previous section.

Note that in case of the charm and light flavour MC samples the condition of at least two jets per event with $E_{T}^{J e t}>4 \mathrm{GeV}$ and $\left|\eta^{J e t}\right|<3$ was already required during the truth level generation procedure running the $k_{t}$ cluster algorithm on hadron level. These cuts reduced the samples by a factor $15-30$ depending on the process type and thus allowed the production of (dijet) samples corresponding to a higher integrated luminosity (cf Section 6.1).

At analysis level jets reconstructed with the $k_{t}$ cluster algorithm were used to apply the final selection. Two jets with

$$
P_{T}^{\text {Jet } 1(2)} \geq 7(6) \mathrm{GeV} \text { and }\left|\eta^{\text {Jet }}\right|<2.5
$$

were required in each event with Jet 1 and Jet 2 being the jets with the largest and second largest transverse momentum, respectively. Previous studies have shown that the HFL5 trigger was not equally efficient in data and MC [63]; therefore a trigger efficiency correction had to be applied. The evaluation of this correction was done on data taken during the $2005 e^{-} p$ running and is displayed in Fig. 6.1: On the left the HFL5 trigger efficiency as a function of the transverse momentum of the second highest energetic jet, $P_{T}^{\text {Jet } 2}$, is shown for data and MC , while their ratio including a linear fit of the dependence on


Figure 6.1: HFL trigger efficiency as a function of the transverse momentum of the second highest energetic jet, $P_{T}^{J \text { Jet } 2}$, for data and MC (left) as well as their ratio (right) [63]. The linear fit which represents the trigger efficiency correction is indicated by the red line.
$P_{T}^{J e t 2}$ up to 11.5 GeV is depicted on the right. Hence the trigger efficiency correction was applied by assigning a weight

$$
w_{\text {trigger }}=0.638+0.031 \cdot P_{T}^{\text {Jet } 2}
$$

to all MC events with $P_{T}^{J e t 2}<11.5 \mathrm{GeV}$.
In order to select events in the photoproduction $(\gamma p)$ regime and to discard those from deep inelastic scattering (DIS), it was required that no candidate for the scattered positron was found. Since the four-momentum transfer is low in $\gamma p$ events the incoming positron is hardly deflected and escapes along the beampipe after the hard scatter. Candidates for the scattered positron were identified by the Sinistra programme [64] and assigned a probability $P_{e^{\prime}}$. For the final selection events with the most probable candidate having an energy $E_{e^{\prime}}>5 \mathrm{GeV}$, a probability $P_{e^{\prime}}>90 \%$ and an inelasticity $y_{e l}<0.9$ were rejected. The inelasticity, $y_{e l}(\mathrm{cf}$ Section 3.3), was calculated with the so-called electron method, which exclusively uses the scattering angle, $\theta_{e}$, and the energies before and after the collision, $E_{e / e^{\prime}}$, for the determination of the kinematic variables:

$$
\begin{aligned}
Q_{e l}^{2} & =2 E_{e} E_{e^{\prime}}\left(1+\cos \theta_{e}\right), \\
y_{e l} & =1-\frac{E_{e^{\prime}}}{2 E_{e}}\left(1-\cos \theta_{e}\right), \\
x_{e l} & =\frac{Q_{e l}^{2}}{s y_{e l}} .
\end{aligned}
$$



Figure 6.2: $Z_{V t x}$ distribution on linear (left) and logarithmic scales (right). The data are denoted by the black points, while the histograms represent the Pythia MC distributions.

Furthermore, the requirement $0.2<y_{J B}<0.8$ was used to reject remaining DIS interactions and beam-gas events. Here, the inelasticity was evaluated using the Jaquet-Blondel method [65]:

$$
y_{J B}=\frac{1}{2 E_{e}} \sum_{i}\left(E_{i}-p_{z, i}\right) .
$$

The sum runs over all ZUFOs, i.e. final-state objects combining calorimeter and tracking information [58].

Finally, only events with a well-reconstructed primary vertex in the centre of the interaction region were selected by requiring $\left|Z_{V t x}\right|<30 \mathrm{~cm}$ in order to discard further non-ep interactions. Control distributions for $Z_{V t x}$ are displayed in Fig. 6.2; good agreement between data and MC was found.

### 6.4 Secondary vertex candidates

Secondary vertices which provide the main tool for separating the long-lived beauty and charm hadrons from the light flavour background were reconstructed as described in Section 5.2.2. In order to select good quality vertices and reject questionable candidates, further cuts were applied:

$$
\begin{aligned}
\chi^{2} / n d f & \leq 6 \\
d_{X Y} & <1 \mathrm{~cm} \\
d_{Z} & <30 \mathrm{~cm} .
\end{aligned}
$$

$d_{X Y}$ and $d_{Z}$ denote the distances of the vertices to the beam-spot in $X-Y$ and $Z$, while the fit significance is represented by $\chi^{2} / n d f$. The cut values


Figure 6.3: Invariant mass of the secondary vertex tracks, $m_{v t x}$, track multiplicity and $\chi^{2} / n d f$ of secondary vertices. The data are denoted by the black points, while the yellow histograms represent the Pythia MC distributions.


Figure 6.4: Pseudorapidity, $\eta^{J e t}$, transverse momentum, $P_{T}^{J e t}$, and azimuthal angle, $\phi^{J e t}$, for jets with associated vertices. The data are denoted by the black points, while the yellow histograms represent the Pythia MC distributions.
were chosen according to previous studies, which confirmed a considerable suppression of background vertices after imposing the quality cuts [66]. In addition, the selected vertices were required to have an invariant mass of the fitted tracks $m_{v t x}<7.5 \mathrm{GeV}$, since a beauty signal at significantly higher masses than the nominal $b$ hadron masses of $5-6 \mathrm{GeV}$ is not meaningful.

Only those secondary vertices that were associated to one of the two jets with the highest transverse momenta, $P_{T}^{\text {Jet }}$, were considered, since these jets were most likely to correspond to the two $b$ jets. As explained in Chapter 5 there was no appropriate alignment of the forward detector yet and the forward region had to be excluded in analyses performed on pre-GR datasets. For this reason secondary vertices which were either associated to jets with $\eta^{J e t} \geq 1.3$ or contained at least one track with $\eta^{\text {track }} \geq 1.5$ were discarded.

Figure 6.3 shows control distributions for the selected secondary vertices; displayed are the invariant mass, $m_{v t x}$, the track multiplicity and the fit significance, $\chi^{2} / n d f$. In all distributions reasonable agreement between the data and the Pythia MC is observed. The strong peak at very small values of $\chi^{2} / n d f$ is caused by vertices with only two fitted tracks. This is expected since it is much more likely to obtain a well-defined vertex from fitting two tracks, if their orientation is such that they most probably originate from the same vertex, than from a fit using three or more tracks. In Fig. 6.4 control distributions for the corresponding jets, i.e. those of the two highest energetic jets per event with associated secondary vertices, are shown. The $\eta^{J e t}, P_{T}^{J e t}$ and $\phi^{J e t}$ distributions are all described well by the MC.

### 6.5 Summary of cuts

In the following, the cuts for the event, track and secondary vertex candidate selection are summarised.

## Photoproduction dijet events:

- HFL 5 trigger:
-2 jets (cone algorithm) with $E_{T}^{J e t}>4.5 \mathrm{GeV}$ and $\left|\eta^{J e t}\right|<2.5$,
$-P_{z} / E<0.95$,
$-E-P_{z}<100 \mathrm{GeV}$;
- "Offline" jet selection:

2 jets ( $k_{t}$ algorithm) with $P_{T}^{J e t 1(2)}>7(6) \mathrm{GeV}$ and $\left|\eta^{\text {Jet }}\right|<2.5$;

- $0.2<y_{J B}<0.8$;
- No scattered positron candidate with $E_{e}>5 \mathrm{GeV} \wedge P_{e}>90 \% \wedge y_{e}<0.9 ;$
- $\left|Z_{V t x}\right|<30 \mathrm{~cm}$.

Tracks for secondary vertexing:

- $p_{t} \geq 0.5 \mathrm{GeV}$;
- \# MVD hits $\geq 4$;
- \# CTD superlayers $\geq 3$ or $\#$ STT hits $\geq 1$;
- Jet association within $\Delta R<1$.


## Secondary vertex candidates:

- $\chi^{2} / n d f \leq 6$;
- Distance from the interaction point $d_{X Y}<1 \mathrm{~cm}$ in $X-Y$;
- Distance from the interaction point $d_{Z}<30 \mathrm{~cm}$ in $Z$;
- Association to one of the two highest energetic jets, if $\eta^{\text {Jet }}<1.3$;
- No fitted track with $\eta^{\text {track }}<1.5$;
- $m_{v t x}<7.5 \mathrm{GeV}$.


## Chapter 7

## Extraction of the beauty fraction

As described in the previous chapter events containing secondary vertex candidates that fulfilled the criteria listed in Section 6.4 were selected for the signal extraction. In Fig. 7.1 and 7.2 control distributions for the selected vertices and the associated jets are shown. Here and in all following figures blue and green are used for the signal contributions from beauty and charm, respectively, while the total MC distributions are represented by the yellow histograms. The comparison with the data that are denoted by the black points demonstrates good agreement. Note that the different MC con-


Figure 7.1: Distribution of the invariant vertex mass, $m_{v t x}$, (left) and the track multiplicity of the selected secondary vertices (right), displaying the data and total MC distributions as well as the contributions from the beauty and charm MC subsamples normalised according to the fractions obtained from the fit.


Figure 7.2: Distribution of $\eta^{J e t}$ (left) and $P_{T}^{J e t}$ (right), displaying the data and total MC distributions as well as the contributions from the beauty and charm MC subsamples normalised according to the fractions obtained from the fit. Only jets associated to a selected secondary vertex are taken into account.
tributions have already been scaled with the results obtained from the fit explained below.

The vertex candidates were defined as beauty or charm signal according to whether the event contained at least one $b$ or $c$ quark. This included heavy quarks from the hard subprocess as well as those originating from gluon splitting ( $g \rightarrow q \bar{q}$ ) in light flavour events.

For each candidate vertex the two-dimensional decay length projected onto the axis of the associated jet was calculated according to Equation 5.2. The heavy flavour content of the sample was then determined by means of the decay-length significance, $S$, which is defined as the decay length, $d$, divided by its error, $\delta d$. It was combined with the invariant mass, $m_{v t x}$, of the tracks contributing to the secondary vertex fit to enhance the discriminating power: The decay-length significance distribution was divided into different $m_{v t x}$ bins in order to provide an almost pure beauty region at $2 \mathrm{GeV} \leq m_{v t x}<$ 7.5 GeV , while the lower mass bins were dominated by charm. Figure 7.3 shows $S$ for the total $m_{v t x}$ range and for $2 \mathrm{GeV} \leq m_{v t x}<7.5 \mathrm{GeV}$. The contributions from beauty and charm are indicated by the blue and green lines; the red lines represent the light flavour content. It is notable that an almost pure beauty sample can be obtained if secondary vertices with $m_{v t x} \geq 2 \mathrm{GeV}$ and $S \geq 8$ are selected (cf Section 8.2). The negative side of the significance ( $S^{-}, S<0$ ), which is unphysical and caused by detector-related effects, was then mirrored onto and subtracted from the positive side $\left(S^{+}, S>0\right)$. A minimisation of the light flavour (background) contribution was expected fol-


Figure 7.3: Distribution of decay-length significance, $S$, for the total secondary vertex mass range (left) and for $2 \mathrm{GeV} \leq m_{v t x}<7.5 \mathrm{GeV}$ (right) displaying the data and total MC distributions as well as the contributions from the three MC subsamples normalised according to the fractions obtained from the fit.


Figure 7.4: Mirrored and subtracted decay-length significance, $S^{+}-S^{-}$, for the total secondary vertex mass range (left) and for $2 \mathrm{GeV} \leq m_{v t x}<7.5 \mathrm{GeV}$ (right). Displayed are the data and total MC distributions as well as the contributions from the three MC subsamples normalised according to the fractions obtained from the fit.
lowing this procedure, since the unmirrored decay-length significance is to a great extent symmetric around zero in contrast to the same distributions for heavy flavours (cf Section 5.2.3). An additional advantage of the mirroring was the reduction of potential systematic effects which might arise from the discrepancies between the data and the MC that could be seen in the tails of the unmirrored decay-length significance. This disagreement was due to the fact that the track resolution was not sufficiently well simulated (see also Appendix A). A study of the discrepancies found in the unmirrored distribution was included in the systematic checks (cf Chapter 9).

In Fig. 7.4 the mirrored and subtracted significance distributions, $S^{+}-S^{-}$, are shown for the total $m_{v t x}$ range as well as for $2 \mathrm{GeV} \leq m_{v t x}<7.5 \mathrm{GeV}$. In general one can observe that the light flavour fraction has decreased significantly, such that charm dominates for low secondary vertex masses and beauty for $m_{v t x} \geq 2 \mathrm{GeV}$. For the highly beauty-enriched region, i.e. mirrored significances above $S^{+}-S^{-} \simeq 3$, the MC describes the data well; however, some discrepancies at low $S^{+}-S^{-}$can be observed.

In order to extract the contributions from beauty, charm and light flavours the $S^{+}-S^{-}$distributions were divided into three $m_{v t x}$ bins; the beautydominated region was chosen as shown in Fig. 7.3 and 7.4, i.e. as $2 \mathrm{GeV} \leq$ $m_{v t x}<7.5 \mathrm{GeV}$, while the low mass region was further split into two bins, namely below 1.4 GeV and above. Subsequently a binned $\chi^{2}$ fit of the three MC distributions to the data was performed simultaneously for all three distributions. The overall MC normalisation was constrained by adjusting the relative normalisation of the three MC subsamples to be consistent with the normalisation of the data in the unmirrored significance distribution. Hence the fit function to be minimised was defined as follows:

$$
\begin{align*}
\chi^{2}=\sum_{i=1}^{N_{S}} & \sum_{j=1}^{N_{M}} \frac{\left(N_{i j}^{\text {Data }}-k_{b} \cdot N_{i j}^{b}-k_{c} \cdot N_{i j}^{c}-k_{l f} \cdot N_{i j}^{l f}\right)^{2}}{\left(\delta_{i j}^{\text {Data }}\right)^{2}+\left(k_{b} \cdot \delta_{i j}^{b}\right)^{2}+\left(k_{c} \cdot \delta_{i j}^{c}\right)^{2}+\left(k_{l f} \cdot \delta_{i j}^{l f}\right)^{2}} \\
& +\frac{\left(N_{\text {tot }}^{\text {Data }}-k_{b} \cdot N_{\text {tot }}^{b}-k_{c} \cdot N_{\text {tot }}^{c}-k_{l f} \cdot N_{\text {toto }}^{l f}\right)^{2}}{\left(\delta_{\text {tot }}^{\text {Data }}\right)^{2}+\left(k_{b} \cdot \delta_{\text {tot }}^{b}\right)^{2}+\left(k_{c} \cdot \delta_{\text {tot }}^{c}\right)^{2}+\left(k_{l f} \cdot \delta_{t o t}^{l f}\right)^{2}} . \tag{7.1}
\end{align*}
$$

The sums run over all $S^{+}-S^{-}$bins $i$ and the three $m_{v t x}$ bins $j$. $N_{i j}^{l}$ denotes the number of entries for the sample $l \in\{$ Data, $b, c, l f\}$ in bin $(i, j)$ and $\delta_{i j}^{l}$ represents the corresponding errors. For the MC samples the number of entries was obtained by adding up the MC subsamples weighted according to their integrated luminosities and normalising the sum to the data luminosity. Since a trigger efficiency correction had to be applied (cf Section 6.3) an additional weight representing the trigger efficiency entered the calculation. The free parameters of the fit consist in the three scaling factors $k_{m}$ (so-called


Figure 7.5: Distribution of the mirrored decay-length significance, $S^{+}-S^{-}$ in three bins of the invariant mass of the secondary vertices, $m_{v t x}$. Displayed are the data (denoted by the black points) and total the MC distribution (represented by the yellow histogram) as well as the contributions from the three MC subsamples (indicated by the solid lines) normalised according to the fractions obtained from the fit.
$k$-factors) for the beauty, charm and light flavour MC samples. Due to the normalisation to the data luminosity they directly correspond to the scaling factors that will appear in the cross sections. The constraint of the overall normalisation is given by the second line in Equation 7.1; here the number of entries and the error in a given bin have been replaced by the total number of entries in the unmirrored distribution and its error.

Figure 7.5 shows the $S^{+}-S^{-}$distribution in the three chosen $m_{v t x}$ bins after the fit. Note that the scaling factor for beauty is almost solely determined by the high significance bins at $m_{v t x} \geq 2 \mathrm{GeV}$; therefore the deviations at small mirrored significances as observed in Fig. 7.4 were expected to have a negligible effect on the beauty measurement. The fit resulted in the following k -factors for the three flavours:

$$
\begin{align*}
k_{b} & =1.12 \pm 0.034 \\
k_{c} & =1.29 \pm 0.021 \\
k_{l f} & =0.89 \pm 0.006 \tag{7.2}
\end{align*}
$$

The correlations between beauty, charm and light flavours emerged as follows:

|  | b | c | lf |
| :---: | ---: | ---: | ---: |
| b | 1.00 | -0.52 | 0.39 |
| c | -0.52 | 1.00 | -0.81 |
| lf | 0.39 | -0.81 | 1.00 |

It is visible that charm and beauty as well as charm and light flavours are anti-correlated, while beauty and light flavours are moderately correlated.

In general, good agreement between data and MC was found after the fit. However, the discrepancies at small mirrored significances that were mentioned before are still visible and consistent with what was observed previously in the corresponding control distributions. This resulted in a fit significance of $\chi^{2} / n d f=107 / 22=4.8$. In order to check the impact on the measurement and to investigate the stability of the results, several crosschecks including additional cuts on $m_{v t x}$ and variations of the fit range were performed; they will be presented and discussed in Chapter 9.

The same fit as displayed in Fig. 7.5 was done in several differential bins of $P_{\mathrm{T}}^{\mathrm{Jet}}$ and $\eta^{\text {Jet }}$; the corresponding fit distributions can be found in Fig. B. 1 and B. 2 in Appendix B.

The application of a normalisation constraint as introduced in Equation 7.1 should be discussed in somewhat more detail. As explained before one benefit of the mirroring procedure was the minimisation of the light flavour content. On the other hand such small contributions, which can even become negative due to the mirroring, can cause large fluctuations in a fit. An example fit without normalisation constraint is displayed in Fig 7.6 (top). The instability of this fit is visualised by the large errors on the total MC distribution and the size of the light flavour contribution, which was scaled up to an unreasonably large fraction. In order to cross-check if the instability was indeed caused by the small light flavour content, the same fit was repeated with beauty and charm contributions only as shown in Fig 7.6 (middle). Neglecting the light flavour contribution the fit yielded a reasonable result with proper errors. Finally, the normalisation term in Equation 7.1 was introduced constraining the total normalisation and in particular the relative contribution of light flavours with respect to beauty and charm. The fit result after applying the constraint is displayed in Fig 7.6 (bottom). The fluctuations that had been observed previously were now avoided and reasonable results were obtained for all contributions.


Figure 7.6: Fits of the mirrored significance distributions, $S^{+}-S^{-}$, in three $m_{v t x}$ bins without normalisation constraint (top), without constraint removing the light flavour contribution (middle) and with constraint including all three MC distributions (bottom). For further information see also the caption of Fig. 7.5. The uncertainty of the total MC distribution is represented by the shaded bands.

## Chapter 8

## Cross-section measurements in the central region

In this chapter the calculation of the total and single-differential cross sections for beauty and charm production is described. The measurements are presented and compared with both the Pythia LO+PS Monte Carlo simulation and the NLO QCD predictions calculated with the FMNR programme. Furthermore a method for selecting beauty- and charm-enriched regions is introduced. As a cross-check the results were re-evaluated on Grand-Reprocessed datasets using the identical procedure as before and are compared to the cross sections obtained from the pre-GR analysis.

The measurements on pre-GR data were approved and published as preliminary results by the ZEUS collaboration. The extension of the analysis to the forward region that is done on Grand-Reprocessed datasets is still in progress and is thus presented in a separate chapter (cf Chapter 10).

### 8.1 Cross sections

The total cross section, $\sigma$, of a given process is defined as the number of events, $N$, in the sample containing the process in question divided by the integrated luminosity, $\mathcal{L}_{\text {Data }}$ :

$$
\sigma=\frac{N}{\mathcal{L}_{\text {Data }}} .
$$

Hence the formula for the inclusive beauty jet production cross section can be written as

$$
\begin{equation*}
\sigma^{b}=\frac{N_{b}^{\text {rec,Data }}}{\mathcal{A}_{b} \cdot \mathcal{L}_{\text {Data }}} \tag{8.1}
\end{equation*}
$$

Here, $\mathcal{A}_{b}$ refers to the beauty acceptance and $N_{b}^{\text {rec,Data }}$ to the number of reconstructed beauty jets in data, which had to be determined from the fit using

$$
\begin{equation*}
N_{b}^{r e c, D a t a}=k_{b} \cdot N_{b}^{r e c, M C} \tag{8.2}
\end{equation*}
$$

The number of reconstructed beauty events in the MC is here and in the following denoted by $N_{b}^{\text {rec, MC }}$, but is equivalent to $N_{\text {tot }}^{b}$ in Eqn. 7.1. Defining the acceptance as

$$
\begin{equation*}
\mathcal{A}_{b}=\frac{N_{b}^{\text {rec }, M C}}{N_{b}^{\text {true }, H L}} \tag{8.3}
\end{equation*}
$$

Equation 8.1 can be transformed into

$$
\begin{equation*}
\sigma^{b}=\frac{k_{b} \cdot N_{b}^{t r u e, H L}}{\mathcal{L}^{\text {Data }}} \tag{8.4}
\end{equation*}
$$

Here, $k_{b}$ denotes the beauty scaling factor obtained from the fit (cf Chapter 7) and $N_{b}^{t r u e, H L}$ the number of generated beauty jets on hadron level (HL). Hadron level jets were obtained running the $k_{t}$ cluster algorithm (cf Section 6.2) on all final-state MC particles before the decay of the weakly decaying $b$ and $c$ hadrons as depicted in Fig. 4.1. Therefore true $b$ or $c$ jets could be defined as all hadron level jets containing a $b$ or $c$ hadron, respectively, including all $b$ and $c$ baryons and excitations. In the case that the true hadron jet contained a $b$ hadron as well as a $c$ hadron originating from a cascade decay, the candidate was counted as beauty signal. Furthermore, signatures with $b$ or $c$ hadrons resulting from gluon splitting $(g \rightarrow q \bar{q})$ were also included in the respective signal independently of the quark flavours in the hard subprocess.

The single-differential beauty jet production cross section as a function of a given variable, $v$, is defined accordingly:

$$
\begin{align*}
\frac{d \sigma^{b}}{d v} & =\frac{N_{b}^{r e c, \text { Data }}}{\mathcal{A}_{b} \cdot \mathcal{L}^{\text {Data }} \cdot \Delta v} \\
& =\frac{k_{b} \cdot N_{b}^{t r u e, H L}}{\mathcal{L}^{\text {Data }} \cdot \Delta v} \tag{8.5}
\end{align*}
$$

Here, $\Delta v$ refers to the width of the given $v$ bin. The total and singledifferential charm cross sections were determined accordingly.

With the calculus above at hand, total and single-differential beauty and charm cross sections were measured for the processes

$$
\begin{aligned}
e^{+} p & \rightarrow e^{+} b \bar{b} X \\
e^{+} p & \rightarrow e^{+} c \bar{c} X
\end{aligned}
$$

in the kinematic range

$$
\begin{array}{r}
Q^{2}<1 \mathrm{GeV}^{2}, \\
0.2<y<0.8, \\
P_{T}^{\text {Jet } 1(2)}>7(6) \mathrm{GeV}, \\
-2.5 \leq \eta^{\text {Jet } 1(2)}<2.5
\end{array}
$$

with at least one of the jets within $-1.6 \leq \eta^{\text {Jet } 1(2)}<1.3$. The total beauty and charm jet production cross sections were measured as

$$
\begin{aligned}
& \sigma_{b}^{v i s}=648 \pm 20(\text { stat. })_{-96}^{+57}(\text { syst. }) \pm 19(\text { lum. }) \mathrm{pb} \\
& \sigma_{c}^{v i s}=5209 \pm 84(\text { stat. })_{-590}^{+580}(\text { syst. }) \pm 160(\text { lum. }) \mathrm{pb} .
\end{aligned}
$$

The errors given correspond to the statistical uncertainties, the total systematic uncertainties and the errors due to the uncertainty in the luminosity measurement. The evaluation of the systematic uncertainties will be discussed in detail in Chapter 9. The measurements were compared to NLO QCD predictions calculated with the FMNR programme using the specifications introduced in Section 4.2:

$$
\begin{aligned}
\sigma_{b}^{N L O} \otimes C_{h a d}^{b} & =648_{-100}^{+170} \mathrm{pb} \\
\sigma_{c}^{N L O} \otimes C_{h a d}^{c} & =5382_{-1500}^{+2900} \mathrm{pb}
\end{aligned}
$$

Hadronisation corrections of $C_{\text {had }}^{b}=0.80$ and $C_{\text {had }}^{c}=0.81$ were applied to the NLO QCD predictions in order to allow the comparison of the cross sections on hadron level. Very good agreement within the statistical and systematic errors between the measured cross sections and the NLO predictions was observed.

The differential cross sections as a function of $P_{T}^{J e t}$ and $\eta^{J e t}$ are displayed in Fig. 8.1 for beauty and in Fig. 8.2 for charm; the inner error bars denote the statistical uncertainty, while the outer error bars correspond to the statistical and systematic errors summed in quadrature. The measurements are compared to the Pythia LO+PS predictions, which were scaled with the k-factors obtained from the total $S^{+}-S^{-}$fit (cf Eqn. 7.2), as well as the NLO QCD predictions. The NLO uncertainty was evaluated as described in Section 4.2. Differential hadronisation corrections, $C_{\text {had }}$, were evaluated and again used to transfer the NLO predictions from parton level to hadron level. The correction factors are shown in Fig. 8.3 and were found to be consistent for beauty and charm. All cross sections are also listed in Tables C. 1 and C. 2 in Appendix C. In general, good agreement between the measurements and both predictions is observed within the statistical, systematic and theoretical uncertainties. At large $\eta^{\text {Jet }}$ the measured charm cross sections are


Figure 8.1: Differential beauty jet cross section as a function of $P_{T}^{\text {Jet }}$ (left) and $\eta^{\text {Jet }}$ (right) for events with $Q^{2}<1 \mathrm{GeV}^{2}, 0.2<y<0.8, P_{T}^{\text {Jet 1 (2) }}>7(6) \mathrm{GeV}$ and $-2.5 \leq \eta^{\text {Jet } 1(2)}<2.5$ using jets with $-1.6 \leq \eta^{\text {Jet } 1(2)}<1.3$. The black points show the results measured in this analysis. The inner error bars are statistical uncertainties, while the external error bars show the statistical and systematic uncertainties added in quadrature. The solid line and the yellow band represent the NLO QCD predictions and their uncertainties.


Figure 8.2: Differential charm cross section as a function of $P_{T}^{\text {Jet }}$ (left) and $\eta^{J e t}$ (right). For further information see the caption of Fig. 8.1


Figure 8.3: Hadronisation corrections as a function of $P_{T}^{J e t}$ and $\eta^{J e t}$ for beauty (open triangles) and charm (filled triangles).
consistent with the Pythia LO +PS prediction, but lie systematically above the NLO QCD predictions. However, the FMNR predictions for the charm cross sections show large fluctuations especially for the upper uncertainty, which consists of the quadratic sum of the variations using a factorisation scale of $\mu_{0} / 4$ instead of $\mu_{0} / 2$ and a charm mass of $m_{c}=1.3 \mathrm{GeV}$. Due to increase of the value of $\alpha_{s}$ at smaller scales the predictions became less reliable in this regime as expected (cf Fig. 3.1 and Section 4.2).

The cross sections as a function of $\eta^{J e t}$ were additionally compared to a previously published HERA I measurement in which muons from semileptonic $b$ decays and associated jets with $-1.6 \leq \eta^{\text {Jet }}<1.4$ were analysed [49]. In the previous analysis the inclusive beauty jet production cross section was obtained by extrapolating the measured $\mu$-jet cross sections with the help of the $b \rightarrow \mu$ branching ratio. The comparison of the two measurements is displayed in Fig. 8.4; they agree well within the statistical and systematic errors. Although the two analyses were performed on datasets with similar integrated luminosities the errors on the measurement could be substantially reduced compared to the previous analysis; this directly expresses the advantages of the new $b$ tagging technique.

In Fig. 8.5 the updated summary distribution showing the differential cross sections for $b$-quark production as a function of the transverse momentum of the $b$-quark, $p_{t}^{b}$, is presented (cf Section 3.5.2). The $b$-jet cross sections were converted into $b$-quark cross sections by scaling the measurements with the ratio of the NLO predictions for $b$-quark production and $b$-jet production. Good agreement with the NLO QCD prediction is observed for a variety of independent ZEUS and H1 measurements, giving a consistent picture of $b$

ZEUS


Figure 8.4: Differential cross section as a function of $\eta^{\text {Jet }}$ for events with $Q^{2}<1 \mathrm{GeV}^{2}, 0.2<y<0.8, P_{T}^{\text {Jet } 1(2)}>7(6) \mathrm{GeV}$ and $-2.5 \leq \eta^{\text {Jet } 1(2)}<2.5$ using jets with $-1.6 \leq \eta^{\text {Jet 1(2) }}<1.4$. The blue points show the results from this analysis, the black ones the results from the previously published HERA-I measurement. The inner error bars are statistical uncertainties, while the external error bars show the statistical and systematic uncertainties added in quadrature. The band represents the NLO QCD prediction and the theoretical uncertainties.
quark photoproduction over a wide range of $p_{t}^{b}$. The cross sections obtained from this analysis are denoted by the red stars; they represent the most precise measurement of $b$-quark production at HERA that has been achieved so far. It is interesting to note that for most of the recent measurements the experimental uncertainty is smaller than the theoretical uncertainty. Furthermore the $p_{t}^{b}$ range of the measurement could be extended to larger values with respect to previous analyses.

The control distributions shown in Figs. 7.1 and 7.2, the fitted $S^{+}-S^{-}$ distribution in Fig. 7.5 as well as the jet production cross sections in Figs. 8.1, 8.4 and 8.5 indicated by "ZEUS (prel.) $128 \mathrm{pb}^{-1 "}$ were made public by the ZEUS collaboration as preliminary results for the DIS09 conference ${ }^{1}$.

[^10]

Figure 8.5: Summary of differential cross sections for b-quark production as function of $p_{t}^{b}$ as measured by the ZEUS and H1 collaborations. The measurements are shown as points, with the result of this measurement shown as red stars. The inner error bars are the statistical errors, the outer bars show the statistical and systematic errors added in quadrature. The band represents the NLO QCD prediction and the theoretical uncertainties.

### 8.2 Beauty and charm enrichment

One of the main features of the method used in this analysis was that requiring $m_{v t x} \geq 2 \mathrm{GeV}$ and $S^{+}-S^{-}>8$ it was possible to obtain an almost pure beauty sample with a beauty fraction of $95 \%$ and a charm contamination of $4 \%$. In Fig. 8.6 and 8.7, the $\eta^{J e t}, P_{T}^{J e t}, m_{v t x}$ and track multiplicity distributions as well as the mirrored decay-length significance, $S^{+}-S^{-}$, are shown for the beauty-enriched region. In general, reasonable agreement between data and MC could be observed, although in the mirrored significance distribution the data tend to lie slightly below the MC prediction for $8 \leq S^{+}-S^{-}<13$. However, it has to be kept in mind that only a very small fraction of the beauty content of the whole sample could be selected for such highly beautyenriched distributions; therefore it is doubtful whether a perfect description can be expected. The beauty-enriched distributions were included in the ZEUS preliminary result as well, as denoted in the figures.

The possibility to select a charm-enriched region is of interest as well. By requiring $m_{v t x}<2 \mathrm{GeV}$ a charm fraction of $84 \%$ could be achieved, while the remaining beauty contribution amounted to $14 \%$. The corresponding control distributions are displayed in Fig. 8.9 and 8.8.

In case of the charm-enriched sample some discrepancies between data and MC, especially in the $\eta^{J e t}, m_{v t x}$ and mirrored decay-length significance distributions, could be observed. Since the systematic checks for the preliminary results which will be discussed in Chapter 9 focused on the beauty analysis, it was not clear if the charm systematics were entirely under control yet. Therefore the charm results were not yet made public by the ZEUS collaboration. In the course of repeating and extending the analysis on the GR dataset, this issue was studied in greater detail (see Section 10.3).


Figure 8.6: Distribution of $\eta^{\text {Jet }}$ (top left), $P_{T}^{J e t}$ (top right), $m_{v t x}$ (bottom left) and vertex multiplicity (bottom right) for the beauty-enriched sample. The black points represent the data, while the total MC distribution as well as the contributions from beauty and charm are denoted by the yellow, blue and green histograms.


Figure 8.7: Mirrored decay-length significance, $S^{+}-S^{-}$, for the beautyenriched sample. For further details see the caption of Fig. 8.6.


Figure 8.8: Distribution of $\eta^{\text {Jet }}$ (top left), $P_{T}^{J e t}$ (top right), $m_{v t x}$ (bottom left) and vertex multiplicity (bottom right) for the charm-enriched sample. For further details see the caption of Fig. 8.6.


Figure 8.9: Mirrored decay-length significance, $S^{+}-S^{-}$, for the charmenriched sample. For further details see the caption of Fig. 8.6.

### 8.3 Analysis on Grand-Reprocessed data

Shortly after the results presented in Sections 8.1 and 8.2 were made public as preliminary results, the Grand-Reprocessed (GR) data and the corresponding Monte Carlo simulations became available. As already discussed in Section 5.5 the dataset used for the measurements was corrected such that it was supposed to be as similar as possible to the final Grand-Reprocessed dataset. In order to verify this, the analysis was re-done using the GR data and MC.

Figure 8.10 shows the comparison of the cross sections determined on pre-GR (denoted by the open circles) and GR data (denoted by the filled circles); for the latter only statistical errors are shown. The measurements were also compared to the Pythia LO prediction as obtained from the GR version of the Monte Carlo simulation. Very good agreement between the two results was found, which retrospectively justifies the usage of the corrected pre-GR data for the public results. It is also visible that the statistical errors are slightly smaller for the measurement using GR data, although the two datasets were of almost the same size; this was due to the fact that the description of the mirrored decay-length significance had improved considerably and thus the fit yielded more significant and more precise results (cf Chapter 10).

Further developments which became possible with the availability of the GR datasets will be discussed in Chapter 10.


Figure 8.10: Differential cross sections as a function of $P_{T}^{\text {Jet }}($ top $)$ and $\eta^{\text {Jet }}$ (bottom). The results obtained on pre-GR data as shown in Fig. 8.1 and 8.2 are denoted by the open circles and compared to the measurement on Grand-Reprocessed data (filled circles). For the latter only statistical errors are shown. The dashed red line represents the Pythia LO+PS prediction.

## Chapter 9

## Systematics for the central region

Various sources of systematic effects have been studied in the context of this analysis in order to evaluate the total uncertainty on the measurements. In this chapter all systematic checks that were done for the results presented in Chapter 8 will be discussed. Studies which were changed or added in the course of extending the analysis will be addressed in Chapter 10.

### 9.1 Hadronic energy scale

In order to account for the uncertainty of the energy measurement in the calorimeter and its description by the simulation the jet energies in the MC were varied by $\pm 3 \%$ according to dedicated studies [62]. Subsequently, the whole analysis was re-run using the altered jet energies. The variation mainly affected the event selection cuts on $P_{T}^{J e t}$ and the cross section as a function of $P_{T}^{J e t}$. A constant uncertainty was expected for the cross section as a function of $\eta^{J e t}$.

For the total cross sections uncertainties of $\pm 0.5 \%$ and $\pm 6.5 \%$ were determined for beauty and charm, respectively. Furthermore, a $P_{T}^{\text {Jet }}$ dependence was observed, resulting in uncertainties of $5-22 \%$ and $3-17 \%$ on the measurements as a function on $P_{T}^{J e t}$. In terms of $\eta^{J e t}$ no dependence was found and the average uncertainties were of a similar size as for the total cross sections.

### 9.2 Trigger correction

As explained in Section 6.3 a trigger correction was applied by weighting all MC events with $P_{T}^{J e t 2}<11.5 \mathrm{GeV}$ with

$$
w_{\text {trigger }}=0.638+0.031 \cdot P_{T}^{\text {Jet } 2}
$$

according to previous studies [63]. Since the size of the trigger correction had been evaluated on a different data sample than the one used for this analysis, a rather conservative variation of the correction of $\pm 50 \%$ was included as a systematic check. It led to shifts of the total beauty and charm cross sections of $\pm 3.3 \%$ and $\pm 5.5 \%$, respectively.

### 9.3 Fit range

The uncertainty originating from the fit procedure was estimated by varying the fit range. For the measurement the full range of the mirrored decay-length significance, $S^{+}-S^{-}$, was used in each bin of the secondary vertex mass, $m_{v t x}$ (see Fig. 7.5). In order to evaluate a potential systematic uncertainty that might in particular be caused by the discrepancies observed in the low mirrored significance region (cf Fig. 7.4), lower cuts on $S^{+}-S^{-}$were applied restricting the fit range to the region which is dominated by beauty and charm. In Fig. 9.1 the scaling factors for beauty, charm and light flavours as obtained from the fraction fits are displayed as a function of the (mirrored)


Figure 9.1: Dependence of the scaling factors for beauty (blue points), charm (black points) and light flavours (red points) as a function of the lower cut on the mirrored decay-length significance, $S^{+}-S^{-}$(left). On the right, the ratios with respect to the nominal scaling factor, $k_{0}$, as well as the average deviations are shown for beauty and charm.


Figure 9.2: Significance fit with restricted fit range removing the low mass region ( $m_{v t x}<1.4 \mathrm{GeV}$ ) and cutting on $S^{+}-S^{-} \geq 2$.
significance cut. The k-factor for light flavour shows hardly any dependence on the cut, while the k -factors for beauty (charm) slightly increase (decrease) with increasing cut value. Furthermore, the ratios of the k -factors obtained after cutting on the significance and the nominal k -factor, here referred to as $k_{0}$, are displayed in Fig. 9.1. The solid horizontal lines represent the average deviations from the nominal k -factors for beauty and charm, which were taken as the final systematic uncertainties. These uncertainties were determined for the total kinematic range as well as for each differential bin in $P_{T}^{J e t}$ and $\eta^{J e t}$ and consistently found to be of the same size as the statistical errors or smaller. The corresponding figures for all bins in $P_{T}^{J e t}$ can be found in Appendix E, Figs. E. 1 and E.2.

As an additional check - in particular for the beauty cross section - the fit of the mirrored significance distribution was repeated removing the low mass region, $m_{v t x}<1.4 \mathrm{GeV}$, which should not have a big influence on the beauty result and cutting on $S^{+}-S^{-} \geq 2$. The fit result is displayed in Fig. 9.2 and led to k -factors for beauty and charm of

$$
\begin{aligned}
& k_{b}=1.10 \pm 0.036 \\
& k_{c}=1.40 \pm 0.033
\end{aligned}
$$

and a fit significance of $\chi^{2} / n d f=0.97$. The value for beauty was consistent within statistical errors with what had previously been found for the total fit (cf Chapter 7). The charm result turned out to be $\approx 9 \%$ higher than before; however, in contrast to beauty the charm fraction was not entirely
determined by the two high $m_{v t x}$ bins and removing the mass region below 1.4 GeV is equivalent to cutting away a non-negligible amount of the charm signal region.

### 9.4 Decay-length smearing

As already shown in Chapter 7, the tails of the decay length (significance) distribution were not fully described by the MC. The effect of this discrepancy on the measurement was estimated by smearing the MC to reproduce the data. Therefore, an empirical smearing function was developed consisting of a Gaussian for the peak region and a logarithmic function for smearing the tails [67].

The smearing function contained four free parameters $A, B, C$ and $D$ and was only dependent on the decay-length error, $\delta d$, which ensured the correlations between the decay length and its error to be taken into account. For smearing the peak region a small fraction $A$ of all decay lengths, $d$, was modified as follows:

$$
d_{\text {smeared }}=d \pm B \cdot \delta d
$$

In order to additionally adjust the extreme tails of the decay-length distribution, a fraction $C \cdot \delta d$ of all decay lengths was modified such that

$$
d_{\text {smeared }}=d+\frac{R}{|R|} \cdot \frac{\ln (1-|R|)}{-D}
$$

with $R$ being a random number within $[-1,1]$. The four parameters were empirically chosen such that the negative side of the decay-length distribution, which is only caused by detector resolution effects and supposed to be independent of any physics process, shows good agreement between data and MC. The values for the four parameters were found to be

$$
\begin{aligned}
A & =0.15 \\
B & =1.5 \\
C & =0.1 / \mathrm{cm} \\
D & =5 / \mathrm{cm}
\end{aligned}
$$

Figure 9.3 shows the negative side of the decay-length significance distribution. The data which are denoted by the black points are compared to the unsmeared MC distribution in red and the smeared one in blue. In particular the agreement for the extreme tail of the distribution was improved considerably and a generally good description of the data could be observed after


Figure 9.3: Negative side of the decay-length significance distribution before and after smearing. The black points represent the data, while the unsmeared MC distribution is denoted by the red points and the smeared MC by the blue points [68].
the smearing. The systematic uncertainties were evaluated by applying the smearing procedure and subsequently re-doing all fits. For the total beauty and charm cross sections systematic uncertainties of $-13 \%$ and $-5.4 \%$ were determined, respectively.

### 9.5 Reweighting of $P_{T}^{J e t}$ and $\eta^{J e t}$

In Fig. 9.4 the $P_{T}^{J e t}$ and $\eta^{J e t}$ distributions are shown on linear scale. The figures on the left are obtained from the standard datasets without applying any further corrections. In both distributions there are discrepancies between data and MC visible. In order to study the effect of this disagreement on the cross sections the background (light flavour) contribution was reweighted according to the differences between data and MC assuming a correct description of beauty and charm. This reweighting procedure was simultaneously done for both distributions. The figures on the right display the result of the reweighting; a reasonable agreement between data and MC could be achieved.

The systematic uncertainty on the total beauty and charm cross sections due to this reweighting was found to be negligible. However, it was still taken into account in the calculation of the systematic uncertainties, since


Figure 9.4: $P_{T}^{J e t}$ and $\eta^{J e t}$ distributions before (left) and after (right) reweighting. The data points are compared to the MC distributions denoted by the yellow histograms. The beauty and charm contributions are indicated by the blue and green histograms.
a dependence on $P_{T}^{J e t}$ and $\eta^{J e t}$ was expected. In some of the differential bins of the beauty cross sections systematic uncertainties of up to $3 \%$ were evaluated.

### 9.6 Mass reweighting

In Chapter 7 it was shown that the distribution of the invariant mass of the secondary vertex tracks, $m_{v t x}$, revealed slight discrepancies between data and MC at large values of $m_{v t x}$. In order to evaluate the impact of these discrepancies on the measurement, the light flavour contribution was re-weighted according to the differences between data and MC. Repeating the analysis using the re-weighted mass distribution, the effect on the cross sections was found to be negligible. Therefore the mass re-weighting was treated as a consistency check rather than a systematic uncertainty and did consequently not contribute to the systematic errors.

Since the analysis was focused on the beauty measurement at that stage in order to make this result public the discrepancies observed in the $m_{v t x}$ distribution of the charm-enriched sample were not investigated further. However,
in the context of extending the analysis to the forward region a systematic study was done resulting in a reweighting of the charm $m_{v t x}$ distribution to determine the contribution to the systematic uncertainties (cf Chapter 10).

### 9.7 Others

Apart from the systematic checks discussed above, which were particularly important for this analysis, a few general systematic effects were additionally taken into account.

The analysis strongly relied on the track and vertex reconstruction efficiency of the microvertex detector and its description by the MC simulation. In order to take the influence of an imperfect simulation of the MVD hit efficiency on the results into account, corresponding systematic errors were estimated by studying the MVD hit distributions and comparing those studies to similar checks which had previously been done in the course of a $D^{+}$ analysis. The systematic uncertainty was found to be $\pm 3 \%$ on average.

The polarisation switch from positively polarised to negatively polarised positrons in the middle of the $06 / 07$ p running period went along with a drop of the event rate, i.e. the number of events per luminosity, that was observed to be $\approx 3 \%$ larger than expected by the theory. Details on these observations and related studies can be found in $[73,74]$. Since the reason for this effect is not yet understood, a conservative systematic uncertainty of $+5 \%$ was assigned.

For the uncertainty on the luminosity measurement a systematic error of $\pm 3 \%$ was assigned.

### 9.8 Summary of systematics

Table 9.1 summarises the impact of the studied systematic effects on the total beauty and charm cross sections. As explained before, the mass reweighting was treated as a consistency check and not included in the calculation of the systematic errors; therefore it is not listed here. The uncertainty on the luminosity measurement was also not taken into account in the evaluation of the systematic errors, but quoted separately (see Section 8.1). The total systematic uncertainty for each bin of the differential cross sections is listed in Tables C. 1 and C. 2 in Appendix C.

| Uncertainty | Beauty <br> $(\%)$ | Charm <br> $(\%)$ |
| :--- | :---: | :---: |
| Hadronic energy scale | $\pm 0.5$ | $\pm 6.5$ |
| Trigger efficiency correction | $\pm 3.3$ | $\pm 5.5$ |
| Fit range | $\pm 2.2$ | $\pm 3.6$ |
| Decay-length smearing | -13.0 | -5.4 |
| Reweighting of $P_{T}^{J e t}$ and $\eta^{J e t}$ | - | - |
| MVD hit efficiency | $\pm 3.0$ | $\pm 3.0$ |
| Event yield | +5.0 | +5.0 |
| Luminosity | $\pm 3.0$ | $\pm 3.0$ |

Table 9.1: Summary table of uncertainties included in the systematic errors. Presented are the uncertainties on the total beauty and charm cross sections. The uncertainty due to a reweighting of $P_{T}^{J e t}$ and $\eta^{J e t}$ contributed with less than $1 \%$, therefore no number is quoted here (see also Section 9.5).

## Chapter 10

## Extension to the forward region

For the analysis presented in Chapters 6-8 the forward region of the detector was explicitely excluded by discarding jets with $\eta^{J e t} \geq 1.3$ and tracks with $\eta^{\text {track }} \geq 1.5$. As explained before, this was done, because the final simulation of the forward part of the MVD as well as the STT was not yet implemented in the latest version of the MC. This included resolution corrections as well as an accurate mapping of dead channels in both detector components. Furthermore, the alignment of the barrel MVD was corrected offline as described in Section 5.5, but there was no matching version of the STT alignment available yet. Thus the forward tracks were neither wellreconstructed nor simulated appropriately and therefore they could not be used for the secondary vertexing.

In the following I will briefly review the method and status of the STT dead-channel simulation before the Grand Reprocessing and describe how it was further improved and finalised. Afterwards I will present the first steps towards extending the inclusive secondary vertexing analysis to the forward region and discuss the current problems and possibilities.

### 10.1 STT dead-channel simulation

The mapping of faulty STT channels was started after the $03 / 04$ positron running, which was the first data-taking period after the installation of the STT in the ZEUS detector. The procedure of determining the efficiencies of single STT channels, so-called straws, was completely data-driven. As described in Section 2.3.4 each of the 48 STT sectors consisted of three layers of straw tubes. For the extraction of the faulty straws the hits-per-straw distributions of each layer in each sector were examined. As an example, Fig. 10.1 shows the hits-per-straw distribution for sector 29 and run 51078


Figure 10.1: Hits-per-straw distribution for STT sector 29 and run 51078; the three layers of straw tubes are indicated by the dashed vertical lines. The exponential fits are shown as green solid lines, the cuts for a classification as dead or hot are denoted by the dashed red and blue lines.
on logarithmic scale with the three different layers of straws being indicated by the dashed vertical lines. A few faulty straws, for instance in bins 29-32 of layer 1 , are clearly visible.

The hits-per-straw distribution of each layer was fitted with an exponential function, which gave a simple and convenient description of the distribution. The measured number of hits per straw was subsequently compared to the expectation as obtained from the fit. If it was below $55 \%$ or above $300 \%$ of the fit value, the straw was considered as dead or hot, respectively. This procedure was carried out separately for each run within the $03 / 04$ p datataking period. Afterwards, the fraction of runs within the whole period, in which a straw was declared as dead, was determined. The distribution of those fractions for all 11000 straws is displayed in Fig. 10.2 on the left. It is notable that most entries are in the first bin, i.e. most of the straws were never declared as dead at all. On the other hand, a few hundred straws always had a number of hits that corresponded to less than $55 \%$ of their expectation value and therefore ended up in the highest bin. The entries in between were almost negligible, so the cut value for the final decision whether a straw should be mapped as dead or not could be set rather arbitrarily. In the end, all straws which had been declared as dead in more than $40 \%$ of all runs were considered as dead and mapped accordingly in the STT status GAFs. The value was chosen to lie approximately at the median of the distribution excluding the lowest and highest bins. This ensured the description to be accurate on average for the whole data-taking period.


Figure 10.2: Number of straws as a function of the fraction of runs, in which a straw has been declared as dead, for the 03/04p (left) and 06/07p (right) data-taking periods. The dotted line in the left figure denotes the cut value of $40 \%$.

In terms of the hot straws, i.e. those that had a number of hits far above the expectation value, it turned out that only six of the 11000 straws showed such a behaviour; therefore they were neglected and not considered in the mapping of faulty straws.

More details about the previously described procedure as well as the impact on the efficiency of the forward tracking can be found in [9].

After the 2005 electron running, in which the STT was not included in the data-taking, the mapping of the faulty STT channels was continued for the other HERA II data-taking periods. The final aim was to have an accurate mapping available for the whole HERA II dataset shortly after the end of the HERA running. For the 06/07 running periods, the fit procedure for the initial classification as to whether or not a straw was working properly during a single run was kept unchanged. However, the distribution of the fraction of runs, in which straws had been declared as dead, indicated some differences with respect to the previous distribution from 03/04p. The direct comparison of the two distributions is shown in Fig. 10.2. It was conspicuous that the number of straws, which could not clearly be regarded as dead or as properly working, was not negligible anymore. Further studies revealed that the number of dead straws had gradually increased during the 06/07 running periods; therefore the method for classifying these straws needed to be refined and improved. Further studies showed that the growing number of dead straws with time was mainly due to three STT sectors becoming more and more inefficient ${ }^{1}$. In Fig. 10.3, the number of dead straws as a function
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Figure 10.3: Number of dead straws in sectors 29, 32, 34 and 36 as a function of the run number. Note the different vertical scale in the top left figure.
of the run number, i.e. time, is shown for the three sectors mentioned above (sectors 32,34 and 36 ) as well as for sector 29 , which represents the properly working sectors typically exhibiting only very few dead channels.

In the following, the classification procedure was changed such that a third category was added for those straws that could neither be regarded as dead nor as working properly (flaky straws). In addition to the status the efficiency according to the distribution in Fig. 10.2 was also stored for each flaky straw. The corresponding software was modified such that a random number was generated for each MC event and compared to the straw efficiency; in case the random number was larger than the efficiency the straw was regarded as dead and discarded from the pattern recognition, otherwise it was taken. Since the three conspicuous sectors all belonged to the same layer and more similarities in such groups of three sectors could be spotted, the random number was generated simultaneously for all straws in a whole STT layer in order to take the observed correlations into account. For the same reasons as already discussed in Section 5.5 the modified software was not used for any further pre-GR Monte Carlo versions, but directly included in the Grand Reprocessing.

### 10.2 Further modifications

With the improvements of the STT dead-channel simulation described in Section 10.1 as well as the final MVD alignment and a matching STT alignment in hand, some first steps towards including the forward region could be undertaken. On the other hand, it was known that at least two more developments were still in progress: The tuning of the STT resolution in the MC simulation was ongoing and an appropriate simulation of the dead channels in the forward MVD was missing. However, both developments were expected to have only little impact on the analysis results.

For the extension of the analysis the Grand-Reprocessed data and corresponding MCs were used. The integrated luminosity of the new data sample was slightly lower than before:

$$
\mathcal{L}_{\text {Data }}^{G R}=126 \mathrm{pb}^{-1} .
$$

The loss of $2 \mathrm{pb}^{-1}$ was due to technical reasons: for a few runs the beam-spot was not determined and thus those events were not usable for decay-length calculations.

The trigger correction was refined and re-evaluated on the GR datasets using the same data as in the analysis [69,70]. It was found to be considerably smaller than assumed for the preliminary results as described in Section 6.3, justifying the conservative choice of a $50 \%$ variation for the systematic errors which well covered this effect. Studies showed that the correction function should be parametrised as

$$
w_{\text {trigger }}=0.12+0.18 \cdot P_{T}^{\text {Jet } 2}-0.01 \cdot\left(P_{T}^{\text {Jet 2 } 2}\right)^{2}
$$

for all MC events with $P_{T}^{J e t 2}<9.5 \mathrm{GeV}$. Thus the maximum correction at low $P_{T}^{\text {Jet } 2}$ was of the order of $5 \%$. The evaluation of the trigger efficiency is also displayed in Fig. 10.4 with the fit determining the weight function being indicated by the blue line.

The secondary vertexing procedure remained unchanged for jets and tracks in the barrel part of the detector, while some modifications for the forward region were necessary. In Fig. 10.5 on the left the $\eta^{\text {Jet }}$ distribution for all jets with an associated secondary vertex is shown. The region beyond $\eta^{\text {Jet }} \approx 1.6$ is obviously not described by the MC simulation. The corresponding distribution for the mirrored decay-length significance, $S^{+}-S^{-}$, is displayed in Fig. 10.6 (top). It is restricted to $1.3 \leq \eta^{J e t}<2.5$ and divided into the three $m_{v t x}$ bins that have previously been used for all fraction fits. Large discrepancies between data and MC could be observed. Furthermore, the data as well as the MC revealed large negative contributions at low significance values, which made a reasonable fit impossible. Several jet and track


Figure 10.4: HFL trigger efficiency as a function of the transverse momentum of the second highest energetic jet, $P_{T}^{J \text { Jet } 2}$, for data and MC (left) as well as their ratio (right), taken from [69]. The fit which represents the trigger efficiency correction is indicated by the blue line.
properties were studied. The distributions could be substantially improved by tightening the track selection cuts for forward tracks used in the reconstruction of secondary vertices. Tracks with $\eta \geq 1.5$ were required to have a transverse momentum $p_{t} \geq 3 \mathrm{GeV}$ and to be MVD-only or MVD+STT tracks, i.e. tracks which were reconstructed without any CTD information. With the new selection for forward tracks, the secondary vertices were refitted. Furthermore, a general event cleaning cut was applied by discarding all events with more than 70 tracks which did not fulfill the criteria of the track selection for the secondary vertexing.

The improvement due to these changes is displayed in Fig. 10.5 (right) and Fig. 10.6 (bottom), where the $\eta^{J e t}$ and $S^{+}-S^{-}$distributions obtained with the re-fitted secondary vertices are shown. The $\eta^{J e t}$ distribution was found to be well-described by the MC simulation and a substantial improvement in terms of the agreement between data and MC as well as the occurrence of negative contributions could also be observed for $S^{+}-S^{-}$. The restrictions that were imposed on the track selection indicate an inefficiency in the combined forward tracking with its exact origin being currently under investigation. Using the additional cuts described previously and removing the upper cuts on $\eta^{J e t}$ and $\eta^{\text {track }}$ that had been applied before (cf Chapter 6) the measurement could finally be extended to the forward region. In Fig. 10.7 the $S^{+}-S^{-}$distributions are shown for the full $\eta^{\text {Jet }}$ region. On the left $S^{+}-S^{-}$is displayed for the total secondary vertex mass range, while on the right $m_{v t x}$ was restricted to $2 \mathrm{GeV} \leq m_{v t x}<7.5 \mathrm{GeV}$. Very good agreement between data and MC was observed; in particular the low $S^{+}-S^{-}$did not


Figure 10.5: $\eta^{\text {Jet }}$ distribution including forward region before (left) and after corrections (right). The data which are denoted by the black points are compared to the MC simulation (yellow histogram). In addition the contributions from beauty and charm are shown as blue and green histograms.


Figure 10.6: Mirrored and subtracted significance distribution in three $m_{v t x}$ bins for $1.3 \leq \eta^{J e t}<2.5$ before (top) and after corrections (bottom). The data which are denoted by the black points are compared to the MC simulation (yellow histogram). In addition the contributions from beauty, charm and light flavours are shown as blue, green and red lines.


Figure 10.7: Mirrored and subtracted decay-length significance, $S^{+}-S^{-}$, for the total secondary vertex mass range (left) and for $2 \mathrm{GeV} \leq m_{v t x}<7.5 \mathrm{GeV}$ (right) after changing the track selection for forward tracks. Displayed are the data and total MC distributions as well as the contributions from the three MC subsamples normalised according to the scale factors obtained from the fit.
reveal any significant discrepancies anymore (cf Fig. 7.4). This indicated that further improvements which had not yet been accounted for in the corrections described in Chapter 5 were incorporated in the GR versions of the datasets.

In analogy to the results that were made public the two-dimensional decay-length significance was used throughout the analysis. In Fig. 10.8 the direct comparison between the 2D and 3D mirrored decay-length significances is shown. The accuracy of the description by the MC is similar, which implies that in principal also the three-dimensional decay-length significance can be used in the future.

### 10.3 Systematics

The calculation of the systematic uncertainties as described in Chapter 9 was fully repeated on the Grand-Reprocessed data and MC samples. The reweighting of $P_{T}^{J e t}$ and $\eta^{J e t}$ was re-done, but not included in the error bars anymore, since the effect on the results was found to be negligible compared to the other contributions.

In the following, the systematic checks which were changed or added will be discussed in detail.


3D

Figure 10.8: 2D and 3D mirrored and subtracted decay-length significance, $S^{+}-S^{-}$, for $2 \mathrm{GeV} \leq m_{v t x}<7.5 \mathrm{GeV}$ after changing the track selection for forward tracks. Displayed are the data and total MC distributions as well as the contributions from the three MC subsamples.

### 10.3.1 Hadronic energy scale

The procedure of calculating an uncertainty for the energy measurement in the calorimeter was slightly modified in order to increase the reliability of the systematic error. In addition to the $3 \%$ variation described in Section 9.1 the energy scale was furthermore varied by $\pm 1.5 \%$ and $\pm 6 \%$. In Fig. 10.9 the variation of the total beauty and charm cross sections is shown as a function of the energy-scale variation.

In the relevant region, i.e. between $-3 \%$ and $+3 \%$ (cf Chapter 9), the variation reveals an approximately linear behaviour. Therefore the data were fitted with with a linear fit function excluding the points corresponding to an energy-scale variation of $\pm 6 \%$. The fit is shown as a solid line, while the fit uncertainty is indicated by the dashed curves. Subsequently, the values for the deviation of the cross sections corresponding to an energy-scale variation of $\pm 3 \%$ were extracted from the fit. Using this method the determination of the hadronic energy-scale uncertainty was robust against fluctuations that might occur when varying by only one fixed value. For the total beauty cross section an uncertainty of $\pm 2 \%$ was determined, while for charm values of $+9 \%$ and $-7 \%$ could be extracted.

The procedure described above was repeated for all differential bins in $\eta^{J e t}$ and $P_{T}^{J e t}$, the corresponding distributions can be found in Appendix E, Figs. E. 3 and E.4. In Fig. 10.10 the dependence of the deviation of the cross


Figure 10.9: Variation of the total beauty (left) and charm (right) cross sections as a function of the energy-scale variation. The linear fit is denoted by the solid line, its uncertainty by the dashed lines. The points corresponding to an energy-scale variation of $\pm 6 \%$ were excluded from the fits.


Figure 10.10: Dependence of the cross-section variation on $P_{T}^{J e t}$ (left) and $\eta^{\text {Jet }}$ (right) due to an energy-scale variation of $\pm 3 \%$. The data corresponding to a positive variation are denoted by the open circles, those corresponding to a negative variation by filles circles. In the case of $\eta^{J e t}$, the average deviations from the measured cross sections are additionally indicated by the dashed lines.
section due to the energy-scale variation is shown as a function of $P_{T}^{J e t}$ (top) and $\eta^{J e t}$ (bottom) for beauty (left) and charm (right). The data corresponding to a variation of $+3 \%$ are denoted by the open circles, those corresponding to a variation of $-3 \%$ by filled circles. Constant deviations were found for $\eta^{J e t}$, while a clear dependence on $P_{T}^{J J t}$ was observed as expected (see Section 9.1).

In case of $\eta^{J e t}$ the average deviations as indicated by the dashed lines were used for the calculation of the systematic errors. In order to account for the dependence on $P_{T}^{J e t}$ the individual values presented in Fig. 10.10 were applied for the determination of the corresponding uncertainties.

### 10.3.2 Charm reweighting

Since the distribution of the invariant mass of the secondary vertices, $m_{v t x}$, was not entirely described by the MC after selecting a charm-enriched sample (cf Section 8.2), the mass distribution of the charm content in the nonenriched sample was reweighted as a systematic check.

The weights were determined in the context of an ongoing $D^{*}$ analysis [72], in which the so-called golden decay channel,

$$
D^{*+} \rightarrow D^{0} \pi_{\text {slow }}^{+} \rightarrow K^{-} \pi^{+} \pi_{\text {slow }}^{+}
$$

and its charge-conjugate, was studied. For the purpose of extracting weights for the systematic study in question, the kinematic range was chosen to be identical to the one used in this analysis. A clean charm sample was selected by reconstructing $D^{*}$ candidates, which were required to be associated to one of the two highest-energetic jets in an event with a maximum distance $\Delta R\left(D^{*}, j e t\right)=0.4$ in the $\eta-\phi$ plane. In the following these associated jets will be referred to as tagged $D^{*}$ jets. The $D^{*}$ candidates were obtained by selecting combinations of three tracks corresponding to $K, \pi$ and $\pi_{\text {slow }}$ with requirements on the quality of those tracks and the reconstructed $D^{*}$ and $D^{0}$ candidates (see [72]). The final charm signal was extracted subtracting the distributions with wrong-charge combinations ( $K^{+} \pi^{+} \pi^{-}$and $K^{-} \pi^{-} \pi^{+}$) from those containing the right-charge combinations ( $K^{+} \pi^{-} \pi^{-}$and $\left.K^{-} \pi^{+} \pi^{+}\right)^{2}$. In order to study jets and events as selected in this analysis those jets among the two highest-energetic jets in an event that were not tagged as $D^{*}$ jets (untagged jets) were selected and investigated. Furthermore, the untagged jets were required to have an associated secondary vertex fulfilling the cuts described in Section 6.4.
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Figure 10.11: Invariant mass, $m^{v t x}$, of the secondary vertices associated to the untagged jets [71].

Figure 10.11 shows the distribution of the invariant mass, $m_{v t x}$, of the secondary vertices being associated to the untagged jets. The data points are compared to the MC denoted by the yellow histogram; in addition the contributions from the charm MC as well as from the sum of the beauty and charm MCs are shown as green and blue histograms. Reasonable agreement between data and MC could be observed. In order to reweight the $m_{v t x}$ distribution of the charm content in this analysis three weights were extracted for the $m_{v t x}$ bins which were previously used for the significance fits. The determination of these weights was done such that the MC reproduced the data well and at the same time the overall normalisation remained unchanged. The same procedure was repeated for several differential bins in $P_{T}^{J e t}$ and $\eta^{\text {Jet }}$ (see also Table E. 1 in Appendix E). The widths were chosen such that the statistics were roughly equal in all bins of the given variable. In Fig. 10.12 the dependence of the weights on $P_{T}^{J e t}$ and $\eta^{J e t}$ is displayed for all three $m_{v t x}$ bins as denoted in the legend. For $\eta^{J e t}$ an approximately constant behaviour was observed for all mass bins, while some small differences between the two $P_{T}^{J e t}$ bins could be found. Therefore the weights as a function of $\eta^{J e t}$ were fitted with a constant function for each $m_{v t x}$ bin, again ensuring the overall normalisation to be fixed as previously done for the total range. In the case of $P_{T}^{J e t}$ the two bins were kept separate fixing the normalisation in each of the bins. The weights that were finally extracted and applied to the charm distributions that enter the significance fits shown in Chapter 7 are indicated by the dashed lines in Fig. 10.12. Additionally it was examined how many of the untagged jets were true charmed hadron jets and how big the contribution from beauty and light flavour jets was. This classification is depicted in


Figure 10.12: Weights for the three $m_{v t x}$ bins as a function of $P_{T}^{J e t}$ and $\eta^{J e t}$.

Fig. 10.13 on the left; the contribution from true charm jets was found to be $\approx 80 \%$. The charm jets in the beauty and light flavour MCs originated from cascade decays $(b \rightarrow c)$ and gluon splitting $(g \rightarrow c \bar{c})$, respectively. Since true charm jets cannot be selected in data, it was important to verify that despite the $20 \%$ contamination by beauty and light flavour jets the $m_{v t x}$ distribution in Fig. 10.11 was appropriate for extracting the weights. Therefore the MC $m_{v t x}$ distribution shown previously was compared to a second distribution using only jets with a matched true charm jet. The comparison is shown in Fig. 10.13 (right) with the two distributions being denoted by the filled and open circles, respectively. The third distribution, which was inserted as an additional cross-check and is represented by the open triangles, requires sec-


Figure 10.13: Type of the untagged jets extracted from MC truth information (left) and comparison of the $m_{v t x}$ distributions for all detector-level jets in the MC, for those with a matched hadron jet and for those with a decay-length significance $S>3$ (right) [71].
ondary vertices with decay-length significances, $S$, above 3. All distributions were normalised to the MC distribution without additional cuts.

The three $m_{v t x}$ distributions were found to be consistent within errors confirming that the use of the $m_{v t x}$ distribution displayed in Fig. 10.11 does not yield any additional systematic effects. For a quantitative comparison the corresponding mean and RMS values are listed in Table 10.1.

| Cut | Mean $(\mathrm{GeV})$ | RMS $(\mathrm{GeV})$ |
| :--- | :---: | :---: |
| None | 1.33 | 0.72 |
| Matched true charm jet | 1.33 | 0.71 |
| $S>3$ | 1.35 | 0.81 |

Table 10.1: Mean and RMS for the $m_{v t x}$ MC distribution without any restriction, requiring a matched true charm jet and applying a cut on the decay-length significance of $S>3$ [71].

Finally, the impact of the charm mass reweighting on the analysis results was evaluated by applying the extracted weights to the charm contribution of the mirrored decay-length significance, $S^{+}-S^{-}$, and repeating all fits as presented in Chapter 7. For the total cross sections systematic uncertainties of $+5.2 \%$ and $-1.8 \%$ were calculated.

### 10.3.3 Summary of systematics

Table 10.2 summarises the systematic uncertainties calculated for the total beauty and charm cross sections.

It is worth noting that some of the systematic uncertainties are considerably smaller compared to those that were calculated for the analysis on pre-GR data (see Table 9.1). In particular the influence of the decay-length smearing was substantially reduced. This additionally indicates that the description of the decay-length significance by the MC has improved after the Grand Reprocessing as already observed in Fig. 10.7; since the smearing widens the MC distributions symmetrically, it has less impact on the result the better the shapes of the data and MC distributions agree. The systematic uncertainty for the event yield was kept as it was for the public results; this effect is still under study and the error can probably be substantially reduced in the future. The same applies to the uncertainty due to an imperfect simulation of the MVD hit efficiency; the same uncertainty was assumed as for the public results, especially since the simulation of the MVD resolution has not been finalised yet.

| Uncertainty | Beauty <br> $(\%)$ | Charm <br> $(\%)$ |
| :--- | :---: | :---: |
| Hadronic energy scale | ${ }_{-2.2}^{+1.9}$ | ${ }_{-6.9}^{+9.5}$ |
| Trigger correction | $\pm 2.1$ | $\pm 4.3$ |
| Fit range | $\pm 1.7$ | $\pm 3.2$ |
| Decay-length smearing | +0.2 | -1.7 |
| Charm mass reweighting | +5.2 | -1.8 |
| MVD hit efficiency | $\pm 3.0$ | $\pm 3.0$ |
| Event yield | +5.0 | +5.0 |
| Luminosity | $\pm 3.0$ | $\pm 3.0$ |

Table 10.2: Summary table of uncertainties included in the systematic errors. Presented are the uncertainties on the total beauty and charm cross sections.

### 10.4 Results for the central and forward region

After the modifications described in the previous sections all mirrored decaylength significance fits were re-done. The fit for the total kinematic range resulted in the following k -factors for the three flavours:

$$
\begin{aligned}
k_{b} & =1.05 \pm 0.032 \\
k_{c} & =1.18 \pm 0.020 \\
k_{l f} & =0.92 \pm 0.006
\end{aligned}
$$

Due to the improved description of the decay-length significance the $\chi^{2} / n d f$ was reduced to $52 / 22=2.38$.

The measured differential beauty and charm cross sections as a function of $P_{T}^{J e t}$ and $\eta^{\text {Jet }}$ are shown in Fig. 10.14. The data which are displayed with statistical and systematic errors and are compared to the scaled Pythia LO + PS prediction and the NLO QCD prediction calculated with the FMNR programme. The specifications are again the same as described in Chapter 4. In addition to the prediction using CTEQ5M as the proton PDF the central value of a second FMNR prediction, for which CTEQ5M was replaced by the ZEUS-S PDF, is shown. The latter was found to lie systematically above the central value, but within the uncertainty of the prediction using CTEQ5M. Hadronisation corrections were applied to both NLO QCD predictions; the correction factors, $C_{\text {had }}$, as a function of $P_{T}^{J e t}$ and $\eta^{\text {Jet }}$ for both
beauty and charm are displayed in Fig. 10.15. The measurements and the Pythia LO+PS predictions as well as the QCD NLO calculations were found to be in good agreement within the statistical and systematic uncertainties. All cross sections, NLO predictions and hadronisation correction factors are also listed in Tables C. 3 and C. 4 in Appendix C.

The differential cross section as a function of $\eta^{J e t}$ was furthermore compared to the corresponding preliminary result as shown in Fig. 10.16; very good agreement between both measurements could be observed. Due to the extension of the kinematic range in $\eta^{J e t}$ it was not possible to directly compare the cross section as a function of $P_{T}^{J e t}$.

Finally the beauty-enriched and charm-enriched distributions were redone as well (cf Section 8.2). As an example the two $S^{+}-S^{-}$distributions are displayed in Fig. 10.17. While in the beauty-enriched $S^{+}-S^{-}$distribution the data are still slightly below the MC for $8 \leq S^{+}-S^{-}<13$, clear improvements for the charm distribution are visible resulting in a significantly better description than observed on the pre-GR datasets.


Figure 10.14: Differential beauty and charm cross sections as a function of $P_{T}^{J e t}$ (top) and $\eta^{J e t}$ (bottom) for events with $Q^{2}<1 \mathrm{GeV}^{2}, 0.2<y<0.8$, $P_{T}^{\text {Jet } 1(2)}>7(6) \mathrm{GeV}$ and $-2.5 \leq \eta^{\text {Jet 1 } 12)}<2.5$ using jets with $-1.6 \leq$ $\eta^{\text {Jet 1(2) }}<2.5$. The black points show the results from this analysis. The inner error bars are statistical uncertainties, while the external error bars show the statistical and systematic uncertainties added in quadrature. The band represents the NLO QCD prediction using CTEQ5M as proton PDF and its uncertainties. In addition the central value of the NLO QCD prediction using Zeus-S instead of CTEQ5M is shown.


Figure 10.15: Hadronisation corrections as a function of $P_{T}^{J e t}$ and $\eta^{J e t}$ for beauty (open triangles) and charm (filled triangles).


Figure 10.16: Differential beauty and charm cross sections as a function of $\eta^{J e t}$. The filled circles represent the results from this analysis including the forward region and are compared to the preliminary results denoted by the open circles. The inner error bars are statistical uncertainties, while the external error bars show the statistical and systematic uncertainties added in quadrature.


Figure 10.17: Mirrored decay-length significance, $S^{+}-S^{-}$, for the beautyenriched and charm-enriched samples. The black points represent the data, while the total MC distribution as well as the contributions from beauty and charm are denoted by the yellow, blue and green histograms.

## Chapter 11

## Dijet correlations

The inclusive secondary vertexing analysis and in particular the event selection it is based on also allows the study of dijet correlations. This topic was already addressed in the course of previous studies, in which semileptonic B decays into jets and muons were analysed [77,78]. However, after the evaluation of the results it was difficult to draw substantive conclusions, because the statistics for such analyses focusing on a dedicated $b$ decay channel was rather limited. The inclusiveness of the beauty analysis presented in this thesis and the resulting gain in statistics therefore suggested to repeat the dijet correlation studies and try to extract more conclusive results.

The methods and cuts used in the following are based on recent studies covered in [79]. After a short introduction I will describe the two methods that were used for the extraction of the correlation cross sections. The results obtained from both methods will be presented, compared and discussed.

### 11.1 Introduction

At leading order, the two highest energetic jets ${ }^{1}$ will typically be produced back-to-back in the $x-y$ plane. The distribution of the angular difference in this plane, $\Delta \phi$, will therefore have a strong peak at $\Delta \phi=\pi$ and decrease rapidly towards lower values. Higher orders, which are present in the data, but are not fully included in the Monte Carlo simulation, allow for additional gluon radiation, which results in extra jets. Due to the presence of these jets, the angular difference between the two highest energetic jets will be reduced and the $\Delta \phi$ distribution will be softened. In order to further investigate these higher-order effects, cross sections as a function of $\Delta \phi$ and four other corre-

[^13]lation variables were determined and compared to $\mathrm{LO}+\mathrm{PS}$ MC predictions as well as NLO QCD calculations. For both predictions the same datasets and parameters as described in Chapter 4 were used.

The five correlation variables, which were examined in this study, are defined as follows:

- The angular difference of Jet 1 and Jet 2 in the $x-y$ plane:

$$
\Delta \phi:=\varangle\left(\phi^{J e t} 1, \phi^{J e t 2}\right)
$$

- The difference in $\eta$ of Jet 1 and Jet 2:

$$
\Delta \eta:=\eta^{J e t} 1-\eta^{\text {Jet } 2}
$$

- $\Delta R:=\sqrt{\Delta \phi^{2}+\Delta \eta^{2}}$
- $\cos \theta^{*}:=\tanh \left(\frac{\Delta \eta}{2}\right)$
- The invariant mass of Jet 1 and Jet 2:

$$
M^{j j}:=\sqrt{E^{\text {Jet } 1} \cdot E^{\text {Jet } 2}-\vec{p}^{\text {Jet } 1} \cdot \vec{p}^{\text {Jet } 2}} .
$$

The initial motivation for using $\cos \theta^{*}$ in addition to $\Delta \eta$ was the fact that it represents the scattering angle of the dijet system with respect to the proton axis in the dijet rest frame. It distinguishes between the highest energetic jet being produced in the proton $\left(\cos \theta^{*}>0\right)$ or in the photon direction $\left(\cos \theta^{*}<0\right)$ and can thus provide information about the production process. However, stable theoretical predictions are difficult to obtain, since there a clear distinction between the two highest energetic jets is impossible. This problem does not occur in analyses using for instance semileptonic decays into muons, as the jet associated to the muon can be used as the tagged jet and $\cos \theta^{*}$ can be calculated using the $\mu$-jet and the other $b$-jet. In order to make a comparison with theoretical predictions possible in the following only the absolute values of $\cos \theta^{*}$ were used. The same argument holds for $\Delta \phi$ and $\Delta \eta$. Although $\left|\cos \theta^{*}\right|$ cannot directly differentiate between the production processes it was kept for the cross-section measurement and for additional process-dependent studies.

Control distributions of all five variables are shown in Fig. 11.1. The data are compared to the Pythia LO+PS Monte Carlo simulation and clearly reveal the expected higher-order effects discussed above: In particular, the $|\Delta \phi|$ distribution shows significant deviations at $|\Delta \phi|=\pi$. Related discrepancies are observed in $\Delta R$. The $|\Delta \eta|$ and $\left|\cos \theta^{*}\right|$ distributions are also not entirely described by the MC; these discrepancies will be discussed briefly at the end of this chapter.


Figure 11.1: Control distributions for the dijet correlation variables $|\Delta \phi|$, $|\Delta \eta|, \Delta R,\left|\cos \theta^{*}\right|$ and $M^{j j}$. The data are compared to the Pythia MC simulation. Furthermore, the contributions from beauty and charm are shown.

All events in the 2006/07 $e^{+} p$ Grand-Reprocessed data that fulfilled the selection criteria listed in Section 6.3 and those jets among the two highest energetic ones per event with $-1.6 \leq \eta^{J e t}<2.5$ were considered in the analysis. Furthermore, at least one of the two highest energetic jets was required to have a secondary vertex associated to it with the secondary vertices being reconstructed in the same way as for the results presented in Chapter 10.

Hadronic corrections were also evaluated from the MC; they are shown in Fig. 11.3 for both beauty and charm. The NLO QCD predictions were corrected with these values in order to ensure the consistency between them and the measured cross sections, which make use of the acceptance determined from truth information on hadron level (cf Section 4.2). The large corrections $(\approx 80 \%)$ for small values of $|\Delta \phi|$ and $\Delta R$ are due to the fact that using hadron level (HL) $b$ jets the number of events as a function of $|\Delta \phi|$ decreases continuously towards small values as it is also seen on detector level in both data and MC, while for the parton level (PL) a local minimum around $|\Delta \phi|=1.3$ and an increase towards $|\Delta \phi|=0$ is observed. The direct comparison between the number of events on PL and HL as a function of $|\Delta \phi|$ is shown in Fig. 11.2. It is not yet understood why the MC predicts such a large number of events with an angular difference $|\Delta \phi|<1$ between the two highest energetic parton level $b$ jets, which leads to a considerable downscaling of the NLO QCD predictions in this region.


Figure 11.2: Number of events on parton level (PL) and hadron level (HL) as a function of $|\Delta \phi|$.


Figure 11.3: Hadronisation corrections for beauty (open triangles) and charm (filled triangles) as a function of the dijet correlation variables $|\Delta \phi|,|\Delta \eta|$, $\Delta R,\left|\cos \theta^{*}\right|$ and $M^{j j}$.

### 11.2 Methods

In the following two independent methods for the determination of the beauty content and the extraction of the differential cross sections as a function of the correlation variables introduced in the previous section will be described. The first method also allows for a simultaneous measurement of charm dijet correlation cross sections. The two methods were expected to deliver consistent results and were therefore used to cross-check each other.

### 11.2.1 $\quad$ Fit of $S^{+}-S^{-}$

The first approach is identical to the procedure explained in Chapter 7: in order to separate beauty from charm and light flavours, the mirrored decaylength significance, $S^{+}-S^{-}$, was split into three bins of the invariant mass of the secondary vertex tracks, $m_{v t x}$. In order to evaluate the differential cross sections as a function of the five correlation variables, $S^{+}-S^{-}$was fitted simultaneously in all three $m_{v t x}$ bins for each bin in $|\Delta \phi|, \Delta R,|\Delta \eta|,\left|\cos \theta^{*}\right|$ and $M^{j j}$. For the fit, the $\chi^{2}$ in equation 7.1 was minimised and scaling factors for the beauty, charm and light flavour contributions could be obtained. As an example, the fitted $S^{+}-S^{-}$distributions for six $\Delta \phi$ bins are shown in Fig. 11.4. The corresponding distributions for all other correlation variables are displayed in Fig. D.1- D. 4 in Appendix D. All fits yielded stable results with $\chi^{2} / n d f$ values between 1 and 1.5 on average.

In analogy to Section 8.1 the differential beauty cross section as a function of a given correlation variable, $v$, was calculated as follows:

$$
\frac{d \sigma^{b}}{d v}=\frac{k_{b} \cdot N_{b}^{t r u e, H L}}{\mathcal{L}^{\text {Data }} \cdot \Delta v} .
$$

Here, $k_{b}$ denotes the beauty scaling factor obtained from the fit and $N_{b}^{\text {true, } H L}$ the number of $b$ events on hadron level for a given $v$ bin, $\Delta v . \mathcal{L}^{\text {Data }}$ refers to the integrated luminosity of the used data sample. The differential cross sections for charm were determined accordingly.


Figure 11.4: Mirrored significance fits in three $m_{v t x}$ bins for all $|\Delta \phi|$ bins. The contributions from beauty, charm and light flavours are scaled with the factors obtained from the fit and denoted by the blue, green and red solid lines. The data are represented by the black points, the scaled MC sum is shown as a yellow histogram with shaded error bands.


Figure 11.5: Beauty-enriched control distributions for the dijet correlation variables $|\Delta \phi|,|\Delta \eta|, \Delta R,\left|\cos \theta^{*}\right|$ and $M^{j j}$. The data are compared to the Pythia MC simulation. Furthermore, the contributions from beauty, charm and light flavours are shown.

### 11.2.2 Beauty enrichment

The second approach made use of the highly beauty-enriched region for the extraction of the differential cross sections. It was selected in the same way as before (see Section 8.2) by requiring:

- $m_{v t x} \geq 2 \mathrm{GeV}$,
- $S^{+}-S^{-}>6$.

The cut on the mirrored significance was reduced from 8 to 6 in order to provide enough statistics for the measurement. In Section 8.2 the beautyenriched region was only used for obtaining the corresponding vertex and jet control distributions. In contrast to this, the aim now was to calculate differential cross sections as a function of event variables (e.g. $|\Delta \phi|$ ) rather than jet or vertex variables; therefore the difficulty here consisted in properly taking into account events with both of the two highest energetic jets having an associated secondary vertex. Since in such a situation there are two vertices the cuts listed above could be applied to, weights $w$ were applied to the selected events such that

$$
w=\operatorname{sign}\left(S_{1}\right)+\operatorname{sign}\left(S_{2}\right)
$$

with $S_{i}$ being the decay-length significances corresponding to the two secondary vertices. If there was no vertex associated to a jet, $\operatorname{sign}(S)$ was set to 0 for the calculation of the event weight. Hence the event was not considered at all in the case that none of the two jets had an associated secondary vertex. This procedure particularly took into account that an event with two positive decay-length significances was most probably indeed a $b \bar{b}$ event; thus it was enhanced in weight. This weighting scheme, which is also summarised in Table 11.1, was applied in a similar way to the events on hadron level in order to ensure a consistent treatment of the reconstructed and true quantities used for the acceptance calculation later on.

Figure 11.5 shows the five dijet correlation variables after beauty-enrichment. The beauty fraction - denoted by the shaded area - now amounts to $90 \%$, the contribution from charm and light flavours can be regarded as negligible. In the $|\Delta \phi|$ distribution the expected deviation of the MC from the data due to higher order effects can still be observed; it is also visible in $\Delta R$ in terms of a slight shift of the data towards lower values compared to the MC simulation. The other three distributions show a reasonable agreement between data and MC within the limits of the given statistical precision.

A high and stable beauty fraction, $f_{b}$ (see Fig. 11.6), was necessary for a reliable extraction of the cross sections. The differential cross section as a

| Jet 1 Jet 2 | $S_{2}>0$ | $S_{2}<0$ | No vertex |
| :---: | :---: | :---: | :---: |
| $S_{1}>0$ | +2 | 0 | +1 |
| $S_{1}<0$ | 0 | -2 | -1 |
| No vertex | +1 | -1 | 0 |

Table 11.1: Weighting scheme for the dijet correlation variables in the beautyenriched region.


Figure 11.6: Beauty fraction as a function of the dijet correlation variables $|\Delta \phi|,|\Delta \eta|, \Delta R,\left|\cos \theta^{*}\right|$ and $M^{j j}$. The beauty fraction of the total sample is indicated by the dashed line.
function of a given correlation variable, $v$, was calculated as follows:

$$
\begin{aligned}
\frac{d \sigma^{b}}{d v} & =\frac{N_{b}^{\text {Data }}}{\mathcal{A}_{b} \cdot \mathcal{L}^{\text {Data }} \cdot \Delta v} \\
& =\frac{N^{\text {Data }} \cdot f_{b}}{\mathcal{A}_{b} \cdot \mathcal{L}^{\text {Data }} \cdot \Delta v}
\end{aligned}
$$

Here, $\mathcal{L}^{\text {Data }}$ refers to the integrated luminosity of the used data sample and $f_{b}$ to the beauty fraction. $N^{\text {Data }}$ denotes the number of data entries and $\mathcal{A}_{b}$ the beauty acceptance in a given bin, $\Delta v$. The acceptance

$$
\mathcal{A}_{b}=\frac{N_{r e c}}{N_{\text {true }}^{H L}}
$$

is calculated as the number of reconstructed beauty events divided by the number of generated beauty events on hadron level (HL). In Fig. D. 5 in Appendix D it is shown as a function of all correlation variables.

Unfortunately, it was impossible to also achieve a charm enrichment of comparable purity, therefore only beauty production cross sections were extracted using this method.

### 11.3 Results on dijet correlations

The differential cross sections for beauty and charm production as obtained with the fit method are displayed in Fig. 11.7-11.9. The measurements are compared with the Pythia LO +PS predictions as well as both NLO QCD calculations obtained from the FMNR programme using CTEQ5M and ZEUS-S as proton PDF. The cross section as a function of $|\Delta \phi|$ in Fig. 11.7 is shown on both linear and logarithmic scales. The cross section naturally reveals the same disagreement between data and MC that was discussed before and is due to the missing higher-order effects in the simulation. The NLO QCD prediction agrees well with the measurement, although slight discrepancies in the bins with low statistics, i.e. at low $|\Delta \phi|$, can be observed. The same behaviour was found for the cross section as a function of $\Delta R$, which is shown in Fig. 11.8. The cross sections depending on $|\Delta \eta|,\left|\cos \theta^{*}\right|$ and $M^{j j}$ are described well by both the MC simulation and the NLO QCD predictions. The cross-section numbers and hadronisation corrections are listed in Tables D.3-D. 6 in Appendix D.

In Fig. 11.10 the differential beauty production cross sections as obtained after beauty enrichment are shown. These measurements are also compared to the Pythia LO+PS predictions as well as the NLO QCD calculations. The cross-section numbers are listed in Tables D. 1 and D. 2 in Appendix D.

Figure 11.11 shows the direct comparison of the measurements obtained with the two methods presented in Sections 11.2.1 and 11.2.2. Both results are in very good agreement and therefore demonstrate the consistency of the two methods. Since the measurements are hardly distinguishable, the ratio, i.e. the result after beauty enrichment divided by the result as obtained from the fits, is displayed as well with the shaded band indicating a $\pm 10 \%$ deviation from 1. Except for very few bins with low statistics the ratio is always found to lie within this band.

For the evaluation of the systematic errors the studies discussed in Chapters 9 and 10 were repeated in all bins of the five correlation variables. The contributions of the different sources were found to be of a similar size as for the cross sections as a function of $\eta^{J e t}$ and $P_{T}^{J \text { Jet }}$ presented earlier.


Figure 11.7: Differential cross sections as a function of the dijet correlation variable $|\Delta \phi|$ on linear (top) and logarithmic scales (bottom) as obtained from the mirrored decay-length significance fit. The measurements are compared to the scaled Pythia LO+PS prediction denoted by the red dashed lines as well as the two NLO QCD predictions using CTEQ5M (solid line and yellow uncertainty bands) and ZEUS-S (green dashed line) as proton PDF. Note that for clarity the first $|\Delta \phi|$ bin is not shown in the upper figures.


Figure 11.8: Differential cross sections as a function of the dijet correlation variables $\left|\cos \theta^{*}\right|$ and $|\Delta \eta|$ as obtained from the mirrored decay-length significance fit. For more details see the caption of Fig. 11.7.


Figure 11.9: Differential cross sections as a function of the dijet correlation variables $\Delta R$ and $M^{j j}$ as obtained from the decay-length significance fit. For more details see the caption of Fig. 11.7.


Figure 11.10: Differential beauty cross sections as a function of the dijet correlation variables $|\Delta \phi|,|\Delta \eta|, \Delta R,\left|\cos \theta^{*}\right|$ and $M^{j j}$ as obtained from the beauty-enriched sample. The measurements are compared to the scaled Pythia LO+PS prediction represented by the blue dashed line as well as the two NLO QCD predictions using CTEQ5M (solid line and yellow uncertainty bands) and ZEUS-S (green dashed line) as proton PDF, respectively.


Figure 11.11: Direct comparison of the differential beauty cross sections as a function of the dijet correlation variables $|\Delta \phi|,|\Delta \eta|, \Delta R,\left|\cos \theta^{*}\right|$ and $M^{j j}$. The measurements as obtained from the decay-length significance fit (circles) and the beauty-enriched sample (triangles) are compared to the scaled Pythia LO+PS prediction denoted by the dashed line. In addition the ratio, i.e. the result after beauty enrichment divided by the result as obtained from the fits, is shown. The shaded band indicates a $\pm 10 \%$ deviation from 1 .

### 11.4 Outlook

With two independent and consistent methods for the determination of the beauty content at hand, the dijet correlation analysis can be extended and studied in greater detail. For instance the sample can be split into a directenriched region and a resolved-enriched region by means of

$$
x_{\gamma}^{o b s}=\frac{1}{2 y E_{e}} \sum_{i \in \text { Jet } 1,2} E_{t, i} e^{-\eta_{i}},
$$

which represents the fraction of $E_{e}$, i.e. the energy of the incoming electron, that is transferred to the photon. $E_{t, i}$ and $\eta_{i}$ denote the transverse energies and the pseudorapidities of the two highest energetic jets in the event. The resolved-enriched region also includes excitation processes.

This distinction is worth studying since the resolved-enriched part contains a non-negligible hadron-like contribution and is thus sensitive to the gluon content in the photon. The basic control distributions for $|\Delta \phi|$ and $\left|\cos \theta^{*}\right|$ that are displayed in Fig. 11.12 already show differences between the two regimes: the $|\Delta \phi|$ distribution peaks much more strongly around $|\Delta \phi|=\pi$ in the direct-enriched sample. This behaviour is expected since in direct photoproduction it is more likely to tag two back-to-back jets originating from two quarks that are produced in the hard subprocess (cf Chapter 3). On the other hand there is a bigger discrepancy between the data and the LO +PS Monte Carlo simulation for the resolved-enriched sample. The latter can also be observed in the $\left|\cos \theta^{*}\right|$ distribution: Most of the deviations observed in the description using the whole sample (cf Fig. 11.1) seem to be due to the resolved part, since the direct part is reasonably well simulated. Because of to those discrepancies a better understanding and more detailed studies are necessary before it is possible to extract final results.

Finally, it is desirable to also compare the separate measurements for the direct-enriched and resolved-enriched regimes to NLO QCD predictions in order to further probe the applicability and adequacy of perturbative QCD calculations.


Figure 11.12: Control distributions for $|\Delta \phi|$ and $\left|\cos \theta^{*}\right|$ for the directenriched ( $x_{\gamma}^{\text {obs }}>0.75$ ) and the resolved-enriched region ( $x_{\gamma}^{\text {obs }} \leq 0.75$ ). The data are denoted by the black points, while the total MC distributions are represented by the yellow histograms. The contributions from beauty and charm are indicated by the blue and green histograms.

## Chapter 12

## Summary and conclusions

The main topic of the analysis presented in this thesis was the measurement of total and single-differential cross sections for beauty and charm jet production at HERA at a centre-of-mass energy $\sqrt{s}=318 \mathrm{GeV}$. The analysis was performed using data taken with the ZEUS detector during the 2006/07 positron-proton running corresponding to an integrated luminosity of $\mathcal{L}=128 \mathrm{pb}^{-1}$. Kinematically it was restricted to the photoproduction regime which is characterised through four-momentum transfers $Q^{2}<1 \mathrm{GeV}^{2}$. High- $P_{T}$ dijet events were selected representing the signature of boson-gluon-fusion processes that are dominant for heavy quark production at HERA.

The beauty and charm content of the sample was extracted by exploiting the long lifetimes and large masses of $b$ and $c$ hadrons. For this purpose secondary vertices representing candidates for the $b$ and $c$ decay vertices were reconstructed from tracks that could be associated to the two highest energetic jets. Subsequently the two-dimensional decay-length significance was calculated for each candidate vertex yielding a good separation power of both signal contributions from the light flavour background as well as between the beauty and the charm signals themselves. Making use of the fact that candidates from light flavours exhibit a to a great extent symmetric decay-length significance distribution around zero the contribution of the light flavour events in the sample was minimised by mirroring the negative side of the decay-length significance and subtracting it from the positive side. At large values the resulting mirrored and subtracted decay-length significance distribution, $S^{+}-S^{-}$, revealed a clear separation between beauty and charm, while the light flavour contribution that had dominated the unmirrored distribution could be substantially suppressed. In order to further enhance the separation the $S^{+}-S^{-}$distribution was split into different bins of the invariant mass of the secondary vertex tracks, $m_{v t x}$, providing a highly
beauty-enriched region for $m_{v t x} \geq 2 \mathrm{GeV}$ and a low-mass region dominated by charm. With these two quantities it was possible to obtain an almost pure beauty sample and an enriched sample of charm events, which were used to cross-check the description of the data by the MC. Finally, the signal contributions were determined from $S^{+}-S^{-}$, in $m_{v t x}$ bins by fitting Monte Carlo templates for beauty, charm and light flavours to the data distribution. The fact that the region of large vertex masses and high mirrored significances almost exclusively contained beauty and thus determined the beauty fraction in the fit made the procedure remarkably stable and insusceptible to any inadequacy in the charm and light flavour description in the MC. Hence at the beginning of this analysis the main focus was on measuring beauty production cross sections, while the charm cross sections were determined simultaneously as a by-product.

The measured total beauty and charm cross sections as well as the singledifferential cross sections as a function of $P_{T}^{J e t}$ and $\eta^{J e t}$ were found to be in good agreement with the LO+PS Monte Carlo simulation as well as with NLO QCD predictions. In contrast to previous measurements this analysis was not restricted to a dedicated decay channel, but kept fully inclusive and could thus benefit from a considerable gain in statistics. Hence the precision of the results could be considerably improved compared to previous analyses resulting in the most precise measurement of beauty production that could be achieved at HERA so far. The differential cross section as a function of the transverse momentum of the $b$ quark, $p_{t}^{b}$, could be extended to higher values that had not been reached in previous analyses. Furthermore for the first time the inclusive beauty and charm jet production cross sections could be measured without the need for a knowledge of exclusive branching fractions. It is interesting to note that the beauty and charm scaling factors obtained from the fraction fits in this analysis are much smaller than the ones determined in previous (exclusive) measurements. Compared with e.g. the latest HERA II results using semileptonic $b$ decays to electrons, in which the beauty and charm contributions were scaled with $k_{b}=2.07$ and $k_{c}=$ 1.45 [22], the scale factors obtained from the inclusive measurements are $\approx 15 \%$ smaller for charm and even $\approx 50 \%$ smaller for beauty.

The results of the beauty production measurement have been approved by the ZEUS collaboration and been shown at international conferences. A paper on this analysis using Grand-Reprocessed data and with the aim of extending the systematic checks for the charm results in order to also include them in the publication is in progress.

The secondary vertexing technique that was developed in the context of this analysis was used for the first time for the determination of inclusive heavy quark production cross sections at ZEUS. However, the new technique
heavily relied on a precise track and vertex reconstruction as well as an adequate simulation. For the first time the target precisions of the alignment and the reconstruction in various detector components was not only desired but needed in order to perform measurements based on lifetime information. Hence in close collaboration with the ZEUS tracking group several weaknesses of the reconstruction, alignment and simulation that had not been spotted earlier were revealed and great efforts were undertaken to cure them during this work. An improved simulation of resolutions as well as faulty channels in the MVD and the STT and the finalisation of the barrel MVD alignment were indispensable ingredients and finally made this analysis possible. Furthermore, the measurement using newly reprocessed data demonstrated the achievements of the Grand Reprocessing and the corresponding simulation, in particular through a considerable reduction of the main systematic errors. However, both the reconstruction and the simulation, particularly in the forward region, are not final yet and further improvements are necessary, but still the analysis could be extended to the high- $\eta$ region and for the first time forward tracks could be used for a measurement.

Finally, the studies of dijet correlations that had already been addressed in the context of previous measurements were repeated in the context of this fully inclusive analysis. Two methods were developed and used to cross-check each other: in the first case the beauty content was determined by means of a template fit using the $S^{+}-S^{-}$distributions in different $m_{v t x}$ bins as before. For the second method a highly beauty-dominated region with a constant $b$ fraction was selected avoiding the necessity of a fraction fit and thus allowing for a straightforward determination of the cross sections. Both methods were found to be consistent within the statistical and systematic uncertainties. Differential cross sections as a function of several correlation variables were calculated and found to be in good agreement with NLO QCD predictions. The comparison with the LO+PS Monte Carlo simulation revealed higherorder effects that are present in the data, but were missing in the simulation as expected.

Future analyses at ZEUS will be able to benefit from the experience regarding the physical aspects as well as tracking and secondary vertexing techniques that could be gained in the course of this work. For example, a complementary analysis focusing on the DIS regime has already been started, in the course of which the structure functions $F_{2}^{b \bar{b}}$ and $F_{2}^{c \bar{c}}$, which describe the beauty and charm content in the proton, will be extracted. This information will be of particular interest and importance for the experiments at the LHC that has just started its operation; a deep understanding of beauty production for the study of signal and background processes will be crucial for all analyses.

## Appendix A

## MVD hit smearing

As pointed out in Chapter 7, the decay length as well as its error and the decay-length significance were not entirely described by the MC using the default reconstruction. In particular, the MC distributions were found to be too narrow with respect to the data indicating an imperfect simulation of the MVD resolution. In order to correct for this discrepancy on analysis level a smearing procedure was developed. As a first approach the mean position, $\langle x\rangle$, of all MVD clusters used on tracks was smeared as follows:

$$
\langle x\rangle_{\text {smeared }}=\langle x\rangle+R \cdot \frac{y}{p}
$$

with $R$ being a random number generated from a Gaussian distribution with mean 0 and width 1 and $y$ an empirical value, which was expressed in units of the pitch of the MVD, $p=120 \mu \mathrm{~m}$. The direction perpendicular to the MVD strips within the local coordinate system of the MVD sensor is denoted with $x$. The best value for $y$ was found to be $40 \mu \mathrm{~m}$; it was furthermore shown to be independent of the azimuthal angle, $\phi$, and the transverse momentum, $p_{t}$, of the tracks. Details concerning the smearing procedure and further studies can be found in [66].

Although a considerable improvement in the agreement between data and MC could be observed, the description by the MC was still not entirely satisfactory; therefore the smearing procedure was revised and further developed. For the evaluation of a new MVD hit smearing method a subsample of the data taken during the $2006 e^{+} p$ running corresponding to an integrated luminosity of $\mathcal{L} \approx 5 \mathrm{pb}^{-1}$ was used. Since the aim was not only to perform purely tracking-related studies, but also to visualise the impact on a physics analysis at the same time, the event selection was kept equivalent to the one presented in Section 6.3. The main purpose of the refinement of the smearing procedure was to take into account the dependence of the MVD resolution on


Figure A.1: Definition of the impact angle, $\theta_{x}$, of a track onto an MVD sensor.
the impact angle, $\theta_{x}$, of the tracks on the MVD sensors. More precisely, $\theta_{x}$ is defined as the angle between the perpendicular on the MVD sensor plane and the projection of the track onto the plane perpendicular to the sensor strips; this definition is also illustrated in Fig. A.1. The MVD hit residual distribution as a function of $\theta_{x}$ was provided by the ZEUS tracking group [80] and is displayed in Fig. A. 2 for data (left) and MC (right). Parametrisations $\sigma_{\text {Data }}$ and $\sigma_{M C}$ for both residuals were evaluated by fitting the distributions, yielding

$$
\begin{align*}
\sigma_{\text {Data }} & =\frac{24.2}{\cos \left(\theta_{x}\right)}+13.3 \cdot \theta_{x}^{2} \\
\sigma_{M C} & =\frac{14.9}{\cos \left(\theta_{x}\right)}+16.5 \cdot \theta_{x}^{2} \tag{A.1}
\end{align*}
$$

with $\theta_{x}$ in radians. A smearing function was then extracted from Equations A. 1 as

$$
s\left(\theta_{x}\right)=\sqrt{\sigma_{\text {Data }}^{2}\left(\theta_{x}\right)-\sigma_{M C}^{2}\left(\theta_{x}\right)}
$$

For $\left|\theta_{x}\right|>70^{\circ}$ the smearing value, $s$, was assumed to be constant. Subse-


Figure A.2: MVD hit resolution as a function of the impact angle, $\theta_{x}$, of the tracks onto the MVD sensors for data (left) and MC (right), taken from [80].


Figure A.3: Smearing function, $s\left(\theta_{x}\right)$, as determined from the MVD hit residual distributions in Fig. A.2.
quently, the smearing was applied as before

$$
\langle x\rangle_{\text {smeared }}=\langle x\rangle+R \cdot \frac{s\left(\theta_{x}\right)}{p}
$$

replacing the empirical value $y$ with the $\theta_{x}$-dependent smearing function, $s\left(\theta_{x}\right)$, which is also visualised in Fig. A.3. Most of the tracks hit the MVD sensors almost perpendicularly; for those tracks the needed smearing was found to be of the order of $20-25 \mu \mathrm{~m}$, i.e. roughly half of the empirical value that was determined before. For tracks with large impact angles a larger smearing had to be applied.

In Fig. A. 4 the two-dimensional decay length, $d$, projected onto the axis of the associated jet (cf Section 5.2.3), its error, $\delta d$, as well as the decaylength significance, $d / \delta d$, are shown before (left) and after the $\theta_{x}$-dependent MVD hit smearing (right). A considerable improvement due to the smearing could be observed, such that the MC simulation agreed well with the data. However, in Fig. A. 4 (right) a slight shift of the data with respect to the MC is still visible in the decay length and significance distributions. This is due to the fact that the alignment and beam-spot corrections described in Section 5.5 had not yet been implemented when the resolution studies presented here were performed.

In the end it was decided not to correct for the MVD resolution effects on analysis level, but to implement a similar procedure at an earlier stage [57]. The tuning of these resolution corrections is still ongoing and final conclusions have not been drawn yet.


Figure A.4: Two-dimensional decay length, $d$, decay-length error, $\delta d$, and decay-length significance, $d / \delta d$, before (left) and after MVD hit smearing (right). The data are denoted by the black points, while the MC is represented by the yellow histograms.

## Appendix B

## Fit distributions

In this appendix the results of the mirrored decay-length significance fits corresponding to the cross sections as a function of $P_{T}^{J e t}$ and $\eta^{J e t}$ presented in Chapter 8 are shown. The corresponding distributions for the results discussed in Chapter 10 were not included, as they do not differ much from the shown ones and do not provide any further information.


Figure B.1: Mirrored decay-length significance fits in three $m_{v t x}$ bins for all $P_{T}^{\text {Jet }}$ bins. The contributions from beauty, charm and light flavours are scaled with the factors obtained from the fit and denoted by the blue, green and red solid lines. The data are represented by the black points, the scaled MC sum is shown as a yellow histogram with shaded error bands.


Figure B.2: Mirrored decay-length significance fits in three $m_{v t x}$ bins for all $\eta^{J e t}$ bins. For further details see caption of Fig. B.1.

## Appendix C

## Cross sections

In this appendix all measured differential beauty and charm jet production cross sections including statistical and systematic uncertainties and the corresponding NLO QCD predictions including hadronisation corrections are listed. The measurements were performed on events with

$$
\begin{array}{r}
Q^{2}<1 \mathrm{GeV}^{2}, \\
0.2<y<0.8, \\
P_{T}^{\text {Jet } 1(2)}>7(6) \mathrm{GeV}, \\
-2.5 \leq \eta^{\text {Jet } 1(2)}<2.5 .
\end{array}
$$

Tables C. 1 and C. 2 contain the cross sections as a function of $P_{T}^{\text {Jet }}$ and $\eta^{\text {Jet }}$ corresponding to the results presented in Chapter 8. Here jets with $-1.6 \leq$ $\eta^{\text {Jet } 1(2)}<1.3$ were used. In Tables C. 3 and C. 4 the corresponding cross sections for the extended $\eta^{\text {Jet }}$-range $\left(-1.6 \leq \eta^{\text {Jet 1(2) }}<2.5\right.$, cf Chapter 10) are listed.

The differential beauty and charm cross sections for the dijet correlation measurements can be found in Appendix D.

## C. 1 Restricted $\eta^{\text {Jet }}$ range

## C.1.1 Beauty cross sections

| $P_{T}^{\text {Jet }}$ <br> $(\mathrm{GeV})$ | $d \sigma^{b} / d P_{T}^{\text {Jet }}$ <br> $(\mathrm{pb} / \mathrm{GeV})$ | $d \sigma_{N L O}^{b} / d P_{T}^{\text {Jet }} \otimes C_{h a d}^{b}$ <br> $(\mathrm{pb} / \mathrm{GeV})$ | $C_{h a d}^{b}$ |
| :---: | :---: | :---: | :---: |
| $6: 11$ | $86.8 \pm 4.7_{-9.0}^{+12}$ | $96{ }_{-15}^{+26}$ | 0.80 |
| $11: 16$ | $23.5 \pm 1.1_{-1.5}^{+1.9}$ | $25.6_{-3.9}^{+6.8}$ | 0.85 |
| $16: 21$ | $5.19 \pm 0.44_{-0.94}^{+0.70}$ | $6.3_{-1.1}^{+1.6}$ | 0.87 |
| $21: 27$ | $1.28 \pm 0.23_{-0.32}^{+0.24}$ | $1.63_{-0.24}^{+0.50}$ | 0.88 |
| $27: 35$ | $0.28 \pm 0.20_{-0.15}^{+0.06}$ | $0.37_{-0.07}^{+0.10}$ | 0.87 |


| $\eta^{\text {Jet }}$ | $d \sigma^{b} / d \eta^{\text {Jet }}$ <br> $(\mathrm{pb})$ | $d \sigma_{N L O}^{b} / d \eta^{\text {Jet }}$ <br> $(\mathrm{pb})$ | $C_{\text {had }}^{b}$ |
| :---: | :---: | :---: | :---: |$C_{\text {had }}^{b}$

Table C.1: Summary table of differential beauty jet production cross sections for events with $Q^{2}<1 \mathrm{GeV}^{2}, 0.2<y<0.8, P_{T}^{\text {Jet } 1(2)}>7(6) \mathrm{GeV}$ and $-2.5 \leq \eta^{\text {Jet } 1(2)}<2.5$ using jets with $-1.6 \leq \eta^{\text {Jet } 1(2)}<1.3$. Listed are the measurements and the NLO predictions using CTEQ5M as proton PDF including uncertainties as well as the hadronisation correction factors, $C_{\text {had }}$.

## C.1.2 Charm cross sections

| $\begin{gathered} P_{T}^{\text {JJet }} \\ (\mathrm{GeV}) \end{gathered}$ | $\begin{array}{r} d \sigma^{c} / d P_{T}^{\text {Jet }} \\ (\mathrm{pb} / \mathrm{GeV}) \\ \hline \end{array}$ | $\begin{gathered} d \sigma_{N L O}^{c} / d P_{T}^{J e t} \otimes C_{\text {had }}^{c} \\ (\mathrm{pb} / \mathrm{GeV}) \\ \hline \end{gathered}$ | $C_{\text {had }}^{c}$ |
| :---: | :---: | :---: | :---: |
| 6:11 | $840 \quad \pm 12{ }_{-83}^{+100}$ | $848{ }_{-170}^{+530}$ | 0.79 |
| 11: 16 | $173.6 \pm 4.9{ }_{-24}^{+28}$ | $181{ }_{-}^{+30}$ | 0.89 |
| 16: 21 | $34.8 \pm 2.1 \pm{ }_{-}^{6.6}$ | $37.2{ }_{-10}^{+}{ }_{10}^{6.1}$ | 0.90 |
| 21: 27 | $7.7 \pm 1.2 \pm{ }_{-}^{1.3}$ | $8.5{ }_{-}^{+}{ }_{1.8}^{7.1}$ | 0.89 |
| 27:35 | $1.30 \pm 0.82_{-}^{+}$0.80 <br> 0.14 | $1.6{ }_{-}^{+} \quad \begin{aligned} & 1.4 \\ & 0.4\end{aligned}$ | 0.91 |
| $\eta^{\text {Jet }}$ | $d \sigma^{c} / d \eta^{J e t}$ <br> (pb) | $d \sigma_{N L O}^{c} / d \eta^{J e t} \otimes C_{h a d}^{c}$ <br> (pb) | $C_{\text {had }}^{c}$ |
| -1.6: -1.1 | $519 \pm 51_{-94}^{+94}$ | $729_{-140}^{+810}$ | 0.68 |
| -1.1:-0.8 | $1367 \pm 92_{-130}^{+160}$ | $1711_{-350}^{+1600}$ | 0.76 |
| -0.8: -0.5 | $1679 \pm 90_{-150}^{+210}$ | $2362_{-500}^{+250}$ | 0.77 |
| -0.5 : -0.2 | $2287 \pm 91_{-220}^{+250}$ | $2709_{-540}^{+1100}$ | 0.77 |
| -0.2: 0.1 | $2777 \pm 110_{-330}^{+360}$ | $2753_{-510}^{+450}$ | 0.80 |
| $0.1: 0.5$ | $2446 \pm 95_{-200}^{+290}$ | $2364_{-510}^{+1100}$ | 0.85 |
| 0.5 : 1.3 | $1974 \pm 83_{-270}^{+230}$ | $1462_{-330}^{+1300}$ | 0.86 |

Table C.2: Summary table of total and differential charm jet production cross sections for events with $Q^{2}<1 \mathrm{GeV}^{2}, 0.2<y<0.8, P_{T}^{\text {Jet 1 (2) }}>7(6) \mathrm{GeV}$ and $-2.5 \leq \eta^{\text {Jet } 1(2)}<2.5$ using jets with $-1.6 \leq \eta^{\text {Jet } 1(2)}<1.3$. Listed are the measurements and the NLO predictions using CTEQ5M as proton PDF including uncertainties as well as the hadronisation correction factors, $C_{\text {had }}$.

## C. 2 Full $\eta^{J e t}$ range

## C.2.1 Beauty cross sections

| $\begin{gathered} P_{T}^{\mathrm{Jet}} \\ (\mathrm{GeV}) \end{gathered}$ | $\begin{aligned} & d \sigma^{b} / d P_{T}^{\text {Jet }} \\ & (\mathrm{pb} / \mathrm{GeV}) \end{aligned}$ | $\begin{gathered} d \sigma_{N L O}^{b} / d P_{T}^{J e t} \otimes C_{h a d}^{b} \\ (\mathrm{pb} / \mathrm{GeV}) \\ \hline \end{gathered}$ |  | $C_{\text {had }}^{b}$ |
| :---: | :---: | :---: | :---: | :---: |
| 6:11 | $101.4 \pm 5.3{ }_{-11}^{+12}$ | $110{ }_{-18}^{+30}$ | (130 ) | 0.79 |
| 11: 16 | $28.2 \pm 1.4{ }_{-2.0}^{+2.7}$ | $31.9{ }_{-5.0}^{+8.7}$ | (37.1) | 0.88 |
| 16:21 | $7.44 \pm 0.61_{-1.1}^{+1.2}$ | $8.4{ }_{-1.6}^{+2.2}$ | (9.4) | 0.91 |
| 21: 27 | $1.63 \pm 0.28_{-0.38}^{+0.40}$ | $2.36{ }_{-0.39}^{+0.74}$ | (2.56) | 0.91 |
| 27:35 | $0.30 \pm 0.12_{-0.07}^{+0.12}$ | $0.59_{-0.12}^{+0.18}$ | (0.59) | 0.92 |


| $\eta^{\text {Jet }}$ | $\begin{gathered} d \sigma^{b} / d \eta^{\text {Jet }} \\ (\mathrm{pb}) \end{gathered}$ | $\begin{gathered} d \sigma_{N L O}^{b} / d \eta^{J e t} \otimes C_{h a d}^{b} \\ (\mathrm{pb}) \\ \hline \end{gathered}$ |  | $C_{\text {had }}^{b}$ |
| :---: | :---: | :---: | :---: | :---: |
| -1.6: -1.1 | $42 \pm 15_{-3}^{+5}$ | $65_{-11}^{+20}$ | (76) | 0.66 |
| -1.1: -0.8 | $139 \pm 20_{-13}^{+14}$ | $164_{-25}^{+44}$ | (194) | 0.74 |
| -0.8: -0.5 | $191 \pm 20_{-17}^{+15}$ | $234_{-36}^{+62}$ | (274) | 0.76 |
| -0.5: -0.2 | $208 \pm 19_{-11}^{+20}$ | $282_{-44}^{+76}$ | (332) | 0.77 |
| -0.2: 0.1 | $255 \pm 20_{-16}^{+24}$ | $313_{-51}^{+79}$ | (369) | 0.79 |
| 0.1 : 0.5 | $277 \pm 18_{-20}^{+23}$ | $315_{-49}^{+80}$ | (368) | 0.84 |
| 0.5 : 1.3 | $277 \pm 14_{-15}^{+21}$ | $237_{-39}^{+65}$ | (279) | 0.88 |
| $1.3: 2.5$ | $166 \pm 44_{-19}^{+38}$ | $100_{-20}^{+31}$ | (114) | 0.84 |

Table C.3: Summary table of total and differential beauty jet production cross sections for events with $Q^{2}<1 \mathrm{GeV}^{2}, 0.2<y<0.8, P_{T}^{\text {Jet 1 (2) }}>$ $7(6) \mathrm{GeV}$ and $-2.5 \leq \eta^{\text {Jet 1(2) }}<2.5$ using jets with $-1.6 \leq \eta^{\text {Jet 1 }(2)}<2.5$. Listed are the measurements and the NLO predictions using CTEQ5M as proton PDF including uncertainties as well as the hadronisation correction factors, $C_{\text {had }}$. The NLO predictions in brackets correspond to those using ZEUS-S instead of CTEQ5M.

## C.2.2 Charm cross sections

| $\begin{gathered} P_{T}^{\text {Jet }} \\ (\mathrm{GeV}) \end{gathered}$ | $\begin{aligned} & d \sigma^{c} / d P_{T}^{J e t} \\ & (\mathrm{pb} / \mathrm{GeV}) \\ & \hline \end{aligned}$ | $\begin{gathered} d \sigma_{N L O}^{c} / d P_{T}^{J e t} \otimes C_{h a d}^{c} \\ (\mathrm{pb} / \mathrm{GeV}) \\ \hline \end{gathered}$ |  | $C_{\text {had }}^{c}$ |
| :---: | :---: | :---: | :---: | :---: |
| 6: 11 | $889 \pm 21{ }_{-83}^{+100}$ | $915{ }_{-190}^{+550}$ | (1079 ) | 0.77 |
| 11: 16 | $202.0 \pm 5.8_{-31}^{+36}$ | 209 ${ }_{-}^{+}{ }_{-4}^{+29}$ | (246 ) | 0.90 |
| 16:21 | $43.2 \pm 2.7_{-}^{+}{ }_{8.1}^{9.4}$ | $45{ }_{-12}^{+45}$ | (54 ) | 0.91 |
| 21: 27 | $11.0 \pm 1.7_{-}^{+}$1.9 | $11.4_{-}^{+}{ }_{2.7}^{9.0}$ | (13.2) | 0.91 |
| 27:35 | $2.4 \pm 1.0_{-}^{+}{ }_{0.7}^{0.5}$ | $2.4{ }_{-}^{+1.5}$ | (2.7) | 0.92 |


| $\eta^{\text {Jet }}$ | $d \sigma^{c} / d \eta^{\text {Jet }}$ <br> $(\mathrm{pb})$ | $d \sigma_{N L O}^{c} / d \eta^{\text {Jet }}$ <br> $(\mathrm{pb})$ |  | $C_{\text {had }}^{c}$ |
| :---: | ---: | ---: | ---: | :--- |
| $-1.6:-1.1$ | $444 \pm 52_{-51}^{+62}$ | $728_{-140}^{+810}$ | $(864)$ | 0.68 |
| $-1.1:-0.8$ | $1263 \pm 87_{-150}^{c+170}$ | $1708_{-350}^{+1600}$ | $(2076)$ | 0.76 |
| $-0.8:-0.5$ | $1562 \pm 90_{-160}^{+190}$ | $2364_{-500}^{+250}$ | $(2745)$ | 0.77 |
| $-0.5:-0.2$ | $2254 \pm 79_{-220}^{+270}$ | $2711_{-540}^{+1100}$ | $(3235)$ | 0.78 |
| $-0.2:$ | 0.1 | $2660 \pm 98_{-300}^{+330}$ | $2752_{-510}^{+450}$ | $(3324)$ |
| $0.1:$ | 0.5 | $2391 \pm 85_{-240}^{+290}$ | $2363_{-510}^{+1100}$ | $(2754)$ |
| $0.5:$ | 1.3 | $1586 \pm 73_{-190}^{+220}$ | $1462_{-330}^{+13300}$ | $(1728)$ |
| $1.3:$ | 2.5 | $576 \pm 170_{-210}^{+160}$ | $446_{-100}^{+170}$ | 0.85 |

Table C.4: Summary table of differential charm cross sections for events with $Q^{2}<1 \mathrm{GeV}^{2}, 0.2<y<0.8, P_{T}^{\text {Jet } 1(2)}>7(6) \mathrm{GeV}$ and $-2.5 \leq \eta^{\text {Jet } 1(2)}<2.5$ using jets with $-1.6 \leq \eta^{\operatorname{Jet} 1(2)}<2.5$. Listed are the measurements and the NLO predictions using CTEQ5M as proton PDF including uncertainties as well as the hadronisation correction factors, $C_{\text {had }}$. The NLO predictions in brackets correspond to those using ZEUS-S instead of CTEQ5M.

## Appendix D

## Dijet correlations

This appendix is organised as follows: in Section D. 1 the results of the mirrored decay-length significance fits are shown for the differential cross sections as a function of $|\Delta \phi|,|\Delta \eta|, \Delta R,\left|\cos \theta^{*}\right|$ and $M^{j j}$. In Section D. 2 the acceptances after beauty enrichment are shown for all differential beauty cross sections. Section D. 3 contains all measured differential beauty and charm cross sections as a function of $|\Delta \phi|,|\Delta \eta|, \Delta R,\left|\cos \theta^{*}\right|$ and $M^{j j}$ including statistical and systematic uncertainties as obtained from the mirrored decaylength significance fits and after beauty enrichment. In Tables D. 1 and D. 2 the differential cross sections for beauty dijet correlations determined from the two methods are compared directly. The results obtained from the mirrored decay-length significance fits are also compared with the corresponding NLO QCD predictions including hadronisation corrections in Tables D. 3 and D.4. In Tables D. 5 and D. 6 the cross sections for charm dijet correlations are listed and also compared to the NLO QCD predictions. In analogy to the results listed in Appendix C all measurements were performed on events with

$$
\begin{array}{r}
Q^{2}<1 \mathrm{GeV}^{2}, \\
0.2<y<0.8, \\
P_{T}^{\text {Jet } 1(2)}>7(6) \mathrm{GeV}, \\
-2.5 \leq \eta^{\text {Jet } 1(2)}<2.5
\end{array}
$$

using jets with $-1.6 \leq \eta^{\text {Jet 1(2) }}<2.5$.

## D. 1 Fit results



Figure D.1: Mirrored decay-length significance fits in three $m_{v t x}$ bins for all $|\Delta \eta|$ bins. The contributions from beauty, charm and light flavours are scaled with the factors obtained from the fit and denoted by the blue, green and red solid lines. The data are represented by the black points, the scaled MC sum is shown as a yellow histogram with shaded error bands.


Figure D.2: Mirrored decay-length significance fits in three $m_{v t x}$ bins for all $\Delta R$ bins. For further details see caption of Fig. D.1.


Figure D.3: Mirrored decay-length significance fits in three $m_{v t x}$ bins for all $\left|\cos \theta^{*}\right|$ bins. For further details see caption of Fig. D.1.


Figure D.4: Mirrored decay-length significance fits in three $m_{v t x}$ bins for all $M^{j j}$ bins. For further details see caption of Fig. D.1.

## D. 2 Acceptance



Figure D.5: Acceptance as a function of the dijet correlation variables $|\Delta \phi|$, $|\Delta \eta|, \Delta R,\left|\cos \theta^{*}\right|$ and $M^{j j}$ after beauty enrichment.

## D. 3 Cross sections

## D.3.1 Beauty cross sections

| $\|\Delta \phi\|$ | $d \sigma_{f i t}^{b} / d\|\Delta \phi\|$ <br> (pb) | $\begin{gathered} \hline d \sigma_{e n r}^{b} /\|d \Delta \phi\| \\ (\mathrm{pb}) \\ \hline \end{gathered}$ |
| :---: | :---: | :---: |
| $0 \quad: 1.85$ | $4.3 \pm 2.8_{-}^{+}{ }_{2.3}^{1.0}$ | $4.8 \pm 2.2_{-}^{+}{ }_{2.3}^{2.2}$ |
| 1.85: 2.2 | $66 \pm 14{ }_{-12}^{+5.5}$ | $72.9 \pm 8.5_{-11}^{+13}$ |
| 2.2 : 2.5 | $127 \pm 22{ }_{-}^{+11}$ | $129 \pm 11{ }_{-15}^{+16}$ |
| $2.5: 2.75$ | $361 \pm 34{ }_{-25}^{+43}$ | $395 \pm 20{ }_{-31}^{+38}$ |
| 2.75:3.0 | $1070 \pm 51{ }_{-47}^{+340}$ | $1035 \pm 32{ }_{-58}^{+80}$ |
| 3.0 : $\pi$ | $2211 \pm 110{ }_{-93}^{+190}$ | $2056 \pm 45{ }_{-90}^{+140}$ |
| $\|\Delta \eta\|$ | $d \sigma_{f i t}^{b} / d\|\Delta \eta\|$ <br> (pb) | $d \sigma_{e n r}^{b} / d\|\Delta \eta\|$ <br> (pb) |
| $0 \quad: 0.4$ | $419 \pm 25{ }_{-20}^{+35}$ | $375 \pm 19{ }_{-25}^{+32}$ |
| $0.4: 0.8$ | $403 \pm 25{ }_{-18}^{+32}$ | $368 \pm 19{ }_{-25}^{+32}$ |
| $0.8: 1.2$ | $299 \pm 23{ }_{-13}^{+29}$ | $307 \pm 18{ }_{-22}^{+28}$ |
| $1.2: 1.8$ | $218 \pm 17{ }_{-11}^{+21}$ | $246 \pm 16{ }_{-19}^{+23}$ |
| $1.8: 2.5$ | $167 \pm 16{ }_{-8.1}^{+13}$ | $175 \pm 13{ }_{-16}^{+19}$ |
| $2.5: 5.0$ | $19 \pm 4.1_{-1.6}^{1.6}$ | $18 \pm 4.2_{-4.3}^{+4.4}$ |

Table D.1: Summary table of differential beauty dijet correlation cross sections as a function of $|\Delta \phi|$ and $|\Delta \eta|$ for events with $Q^{2}<1 \mathrm{GeV}^{2}$, $0.2<y<0.8, P_{T}^{\text {Jet 1 (2) }}>7(6) \mathrm{GeV}$ and $-2.5 \leq \eta^{\text {Jet 1 } 12)}<2.5$ using jets with $-1.6 \leq \eta^{\operatorname{Jet} 1(2)}<2.5$. Listed are the results as obtained from the mirrored decay-length significance fits and after beauty-enrichment.

| $\Delta R$ | $d \sigma_{f i t}^{b} / d \Delta R$ <br> (pb) | $d \sigma_{e n r}^{b} / d \Delta R$ <br> (pb) |
| :---: | :---: | :---: |
| 0 : 2.0 | $3.2 \pm 2.0_{-1.2}^{+0.6}$ | $4.4 \pm 2.1_{-2.2}^{+2.1}$ |
| 2.0:2.5 | 79 $\pm 13$ | $64.4 \pm 8.0_{-9.4}^{+10}$ |
| $2.5: 3.0$ | $357 \pm 21{ }_{-18}^{+32}$ | $334 \pm 18{ }_{-25}^{+31}$ |
| 3.0:3.5 | $767 \pm 31{ }_{-41}^{+69}$ | $769 \pm 28 \quad{ }_{-42}^{+59}$ |
| $3.5: 5.0$ | $82.8 \pm 8.5_{-4.1}^{+6.3}$ | $83.4 \pm 9.1_{-10}^{+11}$ |


| $\cos \theta^{*} \mid$ | $d \sigma_{f i t}^{b} / d\left\|\cos \theta^{*}\right\|$ <br> $(\mathrm{pb})$ | $d \sigma_{\text {enr }}^{b} / d\left\|\cos \theta^{*}\right\|$ <br> $(\mathrm{pb})$ |  |
| :--- | :---: | :---: | :---: |
| 0 | $: 0.2$ | $853 \pm 50_{-41}^{+70}$ | $763 \pm 28_{-43}^{+59}$ |
| $0.2: 0.4$ | $865 \pm 53_{-38}^{+69}$ | $799 \pm 28_{-45}^{+62}$ |  |
| $0.4: 0.6$ | $753 \pm 52_{-34}^{+72}$ | $808 \pm 28_{-45}^{+65}$ |  |
| $0.6: 0.8$ | $780 \pm 59_{-40}^{+74}$ | $853 \pm 29_{-50}^{+68}$ |  |
| $0.8: 1.0$ | $436 \pm 62_{-21}^{+35}$ | $432 \pm 21_{-30}^{+38}$ |  |


| $M^{j j}$ <br> $(\mathrm{GeV})$ | $d \sigma_{f i t}^{b} / d M^{j j}$ <br> $(\mathrm{pb} / \mathrm{GeV})$ | $d \sigma_{e n r}^{b} / d M^{j j}$ <br> $(\mathrm{pb} / \mathrm{GeV})$ |
| :---: | :---: | :---: |
| $14: \quad 18$ | $4.44 \pm 0.64_{-1.17}^{+0.70}$ | $3.1 \pm 1.8_{-1.8}^{+1.8}$ |
| $18: 22$ | $41.1 \pm 3.5_{-6.5}^{+5.6}$ | $42.0 \pm 6.5_{-7.3}^{+8.1}$ |
| $22: \quad 26$ | $43.6 \pm 3.2_{-3.5}^{+4.3}$ | $45.9 \pm 6.8_{-7.7}^{+7.7}$ |
| $26: 30$ | $31.7 \pm 2.4_{-1.9}^{+2.9}$ | $31.1 \pm 5.6_{--5.8}^{+6.2}$ |
| $30: 35$ | $24.3 \pm 1.6_{-1.1}^{+1.8}$ | $23.1 \pm 4.8_{-5.0}^{+5.1}$ |
| $35:$ | 40 | $11.6 \pm 1.1_{-1.3}^{+2.7}$ |
| $40: 45$ | $12.2 \pm 3.5_{-3.6}^{+3.8}$ |  |
| $45: 100$ | $0.83 \pm 0.96_{-0.42}^{+1.20}$ | $6.7 \pm 2.6_{-2.7}^{+2.7}$ |

Table D.2: Summary table of differential beauty dijet correlation cross sections as a function of $\Delta R,\left|\cos \theta^{*}\right|$ and $M^{j j}$ for events with $Q^{2}<1 \mathrm{GeV}^{2}$, $0.2<y<0.8, P_{T}^{J e t 1(2)}>7(6) \mathrm{GeV}$ and $-2.5 \leq \eta^{\text {Jet 1(2) }}<2.5$ using jets with $-1.6 \leq \eta^{\text {Jet } 1(2)}<2.5$. Listed are the results as obtained from the mirrored decay-length significance fits and after beauty-enrichment.

| $\|\Delta \phi\|$ | $d \sigma^{b} / d\|\Delta \phi\|$ <br> (pb) | $\begin{gathered} d \sigma_{N L O}^{b} /\|d \Delta \phi\| \otimes C_{\text {had }}^{b} \\ (\mathrm{pb}) \end{gathered}$ |  | $C_{\text {had }}^{b}$ |
| :---: | :---: | :---: | :---: | :---: |
| $0: 1.85$ | $4.3 \pm 2.8_{-}^{+}{ }_{2.3}^{1.0}$ | $0.95{ }_{-}^{+}{ }_{0.38}^{0.85}$ | (0.90) | 0.17 |
| $1.85: 2.2$ | $66 \pm 14{ }_{-12}^{+5.5}$ | $21.7{ }_{-}^{+17}{ }_{-}^{18}$ | (22.0 ) | 0.78 |
| $2.2: 2.5$ | $127 \pm 22{ }_{-}^{+11}$ | 114 | (127 ) | 0.76 |
| $2.5: 2.75$ | $361 \pm 34{ }_{-25}^{+43}$ | $305{ }_{-}^{+160}$ | (348 | 0.71 |
| $2.75: 3.0$ | $1070 \pm 51{ }_{-47}^{+340}$ | $1059{ }_{-320}^{+520}$ | (1220 | 0.74 |
| 3.0 : $\pi$ | $2211 \pm 110{ }_{-93}^{+190}$ | $2172 \quad \begin{aligned} & \text {-280 }\end{aligned}$ | (2646 | 0.81 |
|  |  |  |  |  |
| $\|\Delta \eta\|$ | $d \sigma^{b} / d\|\Delta \eta\|$ <br> (pb) | $\begin{gathered} d \sigma_{N L O}^{b} / d\|\Delta \eta\| \otimes C_{\text {had }}^{b} \\ (\mathrm{pb}) \\ \hline \end{gathered}$ |  | $C_{\text {had }}^{b}$ |
| $0 \quad: 0.4$ | $419 \pm 25{ }_{-20}^{+35}$ | $356{ }_{-52}^{+85}$ | (414 ) | 0.76 |
| 0.4 : 0.8 | $403 \pm 25{ }_{-18}^{+32}$ | $335{ }_{-51}^{+79}$ | (391 ) | 0.75 |
| $0.8: 1.2$ | $299 \pm 23{ }_{-13}^{+29}$ | $289{ }_{-42}^{+76}$ | (341 ) | 0.73 |
| $1.2: 1.8$ | $218 \pm 17{ }_{-11}^{+21}$ | $232{ }^{-1}{ }_{-38}^{+64}$ | (272 | 0.73 |
| $1.8: 2.5$ | $167 \pm 16{ }_{-8.1}^{+13}$ | $147{ }_{-26}^{+45}$ | (174 | 0.77 |
| $2.5: 5.0$ | $19.2 \pm 4.1_{-1.6}^{1+1.6}$ | $20.2_{-4.4}^{+6.6}$ | (23.6) | 0.78 |

Table D.3: Summary table of differential beauty dijet correlation cross sections as a function of $|\Delta \phi|$ and $|\Delta \eta|$ for events with $Q^{2}<1 \mathrm{GeV}^{2}$, $0.2<y<0.8, P_{T}^{\text {Jet 1 } 12)}>7(6) \mathrm{GeV}$ and $-2.5 \leq \eta^{\text {Jet } 1(2)}<2.5$ using jets with $-1.6 \leq \eta^{J e t 1(2)}<2.5$. Listed are the measurements and the NLO predictions using CTEQ5M as proton PDF including uncertainties as well as the hadronisation correction factors, $C_{\text {had }}$. The NLO predictions in brackets correspond to those using ZEUS-S instead of CTEQ5M.

| $\Delta R$ | $\begin{gathered} d \sigma^{b} / d \Delta R \\ (\mathrm{pb}) \end{gathered}$ | $\begin{gathered} \hline d \sigma_{N L O}^{b} / d \Delta R \otimes C_{\text {had }}^{b} \\ (\mathrm{pb}) \end{gathered}$ |  | $C_{\text {had }}^{b}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 : 2.0 | $3.2 \pm 2.0_{-1.2}^{+0.6}$ | $0.51-{ }_{-}^{0.45} 0$ | (0.48) | 0.15 |
| 2.0: 2.5 | $79 \pm 13{ }_{-}^{+7.1}$ | $28.9{ }_{-9.9}^{+18}$ | (30.9) | 0.65 |
| $2.5: 3.0$ | $357 \pm 21{ }_{-18}^{+32}$ | $\begin{array}{ll} & 301 \\ { }_{-92}^{+150}\end{array}$ | (344 ) | 0.71 |
| $3.0: 3.5$ | $767 \pm 31{ }_{-41}^{+69}$ | $832{ }_{-102}^{+170}$ | (983 ) | 0.78 |
| $3.5: 5.0$ | $82.8 \pm 8.5_{-4.1}^{+6.3}$ | $73.2 \pm$¢ | (88.9 ) | 0.80 |


| $\left\|\cos \theta^{*}\right\|$ | $d \sigma^{b} / d\left\|\cos \theta^{*}\right\|$ <br> $(\mathrm{pb})$ | $d \sigma_{N L O}^{b} / d\left\|\cos \theta^{*}\right\| \otimes C_{\text {had }}^{b}$ <br> $(\mathrm{pb})$ | $C_{\text {had }}^{b}$ |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 0 | $: 0.2$ | $853 \pm 50_{-41}^{+70}$ | $721_{-100}^{+170}$ | $(838)$ | 0.76 |
| $0.2: 0.4$ | $865 \pm 53_{-38}^{+69}$ | $735_{-110}^{+170}$ | $(860)$ | 0.75 |  |
| $0.4: 0.6$ | $753 \pm 52_{-34}^{+72}$ | $743_{-120}^{+200}$ | $(875)$ | 0.73 |  |
| $0.6: 0.8$ | $780 \pm 59_{-40}^{+74}$ | $794_{-130}^{+230}$ | $(933)$ | 0.75 |  |
| $0.8: 1.0$ | $436 \pm 62_{-21}^{+35}$ | $430_{-86}^{+140}$ | $(507)$ | 0.78 |  |


| $M^{j j}$ <br> $(\mathrm{GeV})$ | $d \sigma^{b} / d M^{j j}$ <br> $(\mathrm{pb} / \mathrm{GeV})$ | $d \sigma_{N L O}^{b} / d M^{j j} \otimes C_{h a d}^{b}$ <br> $(\mathrm{pb} / \mathrm{GeV})$ |  | $C_{h a d}^{b}$ |
| :---: | :---: | :---: | ---: | :--- |
| $14: 18$ | $4.44 \pm 0.64_{-1.17}^{+0.70}$ | $3.7_{-1.2}^{+1.6}$ | $(4.3)$ | 0.13 |
| $18: 22$ | $41.1 \pm 3.5_{-6.5}^{+5.6}$ | $37.7_{-5.1}^{+9.3}$ | $(44.3)$ | 0.61 |
| $22: 26$ | $43.6 \pm 3.2_{-3.5}^{+4.3}$ | $39.6_{-5.3}^{+9.3}$ | $(46.9)$ | 0.87 |
| $26: 30$ | $31.7 \pm 2.4_{-1.9}^{+2.9}$ | $28.4_{-4.0}^{+7.0}$ | $(33.6)$ | 0.94 |
| $30: 35$ | $24.3 \pm 1.6_{-1.1}^{+1.8}$ | $18.4_{-2.9}^{+4.6}$ | $(21.6)$ | 0.95 |
| $35: 40$ | $11.6 \pm 1.1_{-1.3}^{+2.7}$ | $10.9_{-1.6}^{+3.0}$ | $(12.8)$ | 0.94 |
| $40: 45$ | $7.59 \pm 0.96_{-0.42}^{+1.20}$ | $6.7_{-1.1}^{+1.8}$ | $(7.7)$ | 0.94 |
| $45: 100$ | $0.83 \pm 0.09_{-0.11}^{+0.21}$ | $0.93_{-0.17}^{+0.26}$ | $(1.04)$ | 0.89 |

Table D.4: Summary table of differential beauty dijet correlation cross sections as a function of $\Delta R,\left|\cos \theta^{*}\right|$ and $M^{j j}$ for events with $Q^{2}<1 \mathrm{GeV}^{2}$, $0.2<y<0.8, P_{T}^{\text {Jet 1 (2) }}>7(6) \mathrm{GeV}$ and $-2.5 \leq \eta^{\text {Jet } 1(2)}<2.5$ using jets with $-1.6 \leq \eta^{\operatorname{Jet} 1(2)}<2.5$. Listed are the measurements and the NLO predictions using CTEQ5M as proton PDF including uncertainties as well as the hadronisation correction factors, $C_{\text {had }}$. The NLO predictions in brackets correspond to those using ZEUS-S instead of CTEQ5M.

## D.3.2 Charm cross sections

| $\|\Delta \phi\|$ | $\begin{gathered} d \sigma^{c} / d\|\Delta \phi\| \\ (\mathrm{pb}) \\ \hline \end{gathered}$ | $\begin{gathered} d \sigma_{N L O}^{c} /\|d \Delta \phi\| \otimes C_{h a d}^{c} \\ (\mathrm{pb}) \end{gathered}$ |  | $C_{\text {had }}^{c}$ |
| :---: | :---: | :---: | :---: | :---: |
| $0 \quad 1.85$ | $79 \pm 13{ }_{-}^{+}{ }_{9.3}^{12}$ | $8.5_{-}^{+}{ }_{3.6}^{24}$ | (8.0) | 0.24 |
| 1.85: 2.2 | $437 \pm 70 \pm{ }_{-64}^{+83}$ | 131 ${ }_{-}+50$ | (138 ) | 0.76 |
| $2.2: 2.5$ | $1307 \pm 110{ }_{-140}^{+170}$ | $717{ }_{-240}^{+1100}$ | (814 ) | 0.75 |
| $2.5: 2.75$ | $3068 \pm 160{ }_{-}^{+400}$ | $1964{ }_{-620}^{+1200}$ | (2316 | 0.67 |
| 2.75:3.0 | $7740 \pm 240{ }_{-780}^{+940}$ | $7170{ }_{-2200}^{+4100}$ | (8428 | 0.68 |
| 3.0 : $\pi$ | $14934 \pm 430{ }_{-1500}^{+1800}$ | $17745{ }_{-1800}^{+1600}$ | (21533 | 0.72 |
|  |  |  |  |  |
| $\|\Delta \eta\|$ | $d \sigma^{c} / d\|\Delta \eta\|$ <br> (pb) | $\begin{gathered} d \sigma_{N L O}^{c} / d\|\Delta \eta\| \otimes C_{h a d}^{c} \\ (\mathrm{pb}) \\ \hline \end{gathered}$ |  | $C_{\text {had }}^{c}$ |
| $0 \quad: 0.4$ | $2668 \pm 120_{-280}^{+330}$ | $2277_{-370}^{+1900}$ | (2693) | 0.69 |
| $0.4: 0.8$ | $2396 \pm 110_{-240}^{+290}$ | $2199_{-380}^{+1400}$ | (2597) | 0.68 |
| $0.8: 1.2$ | $2604 \pm 110_{-260}^{+310}$ | $20299_{-350}^{+300}$ | (2397) | 0.68 |
| $1.2: 1.8$ | $2261 \pm 79_{-230}^{+280}$ | $1765_{-390}^{+390}$ | (2114) | 0.69 |
| $1.8: 2.5$ | $1231 \pm 67_{-130}^{+160}$ | $1240_{-300}^{+960}$ | (1473) | 0.71 |
| $2.5: 5.0$ | $168 \pm 15_{-18}^{+21}$ | $200_{-}^{+100}$ | (244) | 0.73 |

Table D.5: Summary table of differential charm dijet correlation cross sections as a function of $|\Delta \phi|$ and $|\Delta \eta|$ for events with $Q^{2}<1 \mathrm{GeV}^{2}$, $0.2<y<0.8, P_{T}^{\text {Jet 1 (2) }}>7(6) \mathrm{GeV}$ and $-2.5 \leq \eta^{\text {Jet 1 } 12)}<2.5$ using jets with $-1.6 \leq \eta^{J e t 1(2)}<2.5$. Listed are the measurements and the NLO predictions using CTEQ5M as proton PDF including uncertainties as well as the hadronisation correction factors, $C_{\text {had }}$. The NLO predictions in brackets correspond to those using ZEUS-S instead of CTEQ5M.

| $\Delta R$ | $\begin{gathered} d \sigma^{c} / d \Delta R \\ (\mathrm{pb}) \end{gathered}$ | $\begin{gathered} d \sigma_{N L O}^{c} / d \Delta R \otimes C_{h a d}^{c} \\ (\mathrm{pb}) \end{gathered}$ |  | $C_{\text {had }}^{c}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 : 2.0 | $52 \pm 11_{-}^{+}{ }_{6.9}^{9.0}$ | $4.7_{-}^{+}{ }_{2.0}^{3.7}$ | (4.5) | 0.22 |
| $2.0: 2.5$ | $437 \pm 56_{-58}^{+66}$ | $179{ }_{-63}^{+730}$ | (192 ) | 0.66 |
| $2.5: 3.0$ | $2726 \pm 100_{-320}^{+330}$ | $1841{ }_{-550}^{+860}$ | (2169 ) | 0.66 |
| $3.0: 3.5$ | $5544 \pm 130_{-640}^{+650}$ | $5819{ }_{-990}^{+370}$ | (6866 | 0.70 |
| $3.5: 5.0$ | $695 \pm 34_{-82}^{+85}$ | $757 \quad{ }_{-140}^{+650}$ | (939 | 0.73 |
| $\left\|\cos \theta^{*}\right\|$ | $\begin{gather*} \hline d \sigma^{c} / d\left\|\cos \theta^{*}\right\| \\ (\mathrm{pb}) \\ \hline \end{gather*}$ | $d \sigma_{N L O}^{c} / d \mid \mathrm{co}$ | ${ }^{*} \mid \otimes C_{h a d}^{c}$ | $C_{\text {had }}^{c}$ |
| $0 \quad: 0.2$ | $5405 \pm 230_{-570}^{+680}$ | $4620_{-760}^{+3900}$ | (5460) | 0.69 |
| 0.2 : 0.4 | $5393 \pm 230_{-530}^{+650}$ | $4816_{-830}^{+3100}$ | (5680) | 0.68 |
| $0.4: 0.6$ | $6816 \pm 240_{-680}^{+820}$ | $53911_{-1100}^{+1300}$ | (6327) | 0.68 |
| 0.6 : 0.8 | $7475 \pm 260_{-780}^{+930}$ | $6200_{-1300}^{+1200}$ | (7561) | 0.70 |
| $0.8: 1.0$ | $3593 \pm 240_{-380}^{+440}$ | $4117_{-1100}^{+2700}$ | (4887) | 0.73 |


| $\begin{gathered} M^{j j} \\ (\mathrm{GeV}) \end{gathered}$ | $\begin{aligned} & d \sigma^{c} / d M^{j j} \\ & (\mathrm{pb} / \mathrm{GeV}) \end{aligned}$ | $\begin{gathered} d \sigma_{N L O}^{c} / d M^{j j} \otimes C_{h a d}^{c} \\ (\mathrm{pb} / \mathrm{GeV}) \\ \hline \end{gathered}$ |  | $C_{\text {had }}^{c}$ |
| :---: | :---: | :---: | :---: | :---: |
| 14: 18 | $\begin{array}{lll}164 & \pm 12 & { }_{-19}^{+19}\end{array}$ | $172{ }_{-31}^{+97}$ | (202 | 0.35 |
| 18: 22 | $384 \pm 15 \quad{ }_{-36}^{+42}$ | $300{ }_{-54}^{+47}$ | (363 ) | 0.74 |
| 22: 26 | $299 \pm 12{ }_{-35}^{+45}$ | $241{ }^{2}{ }_{-53}^{+46}$ | (292) | 0.85 |
| 26:30 | $200.3 \pm 9.4{ }_{-21}^{+37}$ | $166{ }_{-34}^{+91}$ | (199 ) | 0.87 |
| 30: 35 | $111.8 \pm 6.8{ }_{-18}^{+30}$ | $111{ }_{-26}^{+43}$ | (135 ) | 0.87 |
| $35: 40$ | $78.7 \pm 5.1{ }_{-11}^{+17}$ | $\begin{array}{lll}66 & { }_{-15}^{+30}\end{array}$ | (78) | 0.88 |
| 40: 45 | $45.2 \pm 4.0{ }_{-9.3}^{+16}$ | $41.0{ }_{-10}^{+0.4}$ | (46.5) | 0.87 |
| 45: 100 | $5.43 \pm 0.46_{-0.84}^{+1.58}$ | $5.26_{-1.17}^{+0.40}$ | (6.02) | 0.84 |

Table D.6: Summary table of differential charm dijet correlation cross sections as a function of $\Delta R,\left|\cos \theta^{*}\right|$ and $M^{j j}$ for events with $Q^{2}<1 \mathrm{GeV}^{2}$, $0.2<y<0.8, P_{T}^{\text {Jet 1 (2) }}>7(6) \mathrm{GeV}$ and $-2.5 \leq \eta^{\text {Jet 1 } 12)}<2.5$ using jets with $-1.6 \leq \eta^{\operatorname{Jet} 1(2)}<2.5$. Listed are the measurements and the NLO predictions using CTEQ5M as proton PDF including uncertainties as well as the hadronisation correction factors, $C_{\text {had }}$. The NLO predictions in brackets correspond to those using ZEUS-S instead of CTEQ5M.

## Appendix E

## Systematics

In this appendix additional figures and information concerning some of the systematic checks discussed in Chapters 9 and 10 are presented. In Section E. 1 the dependence of the scaling factors and the ratios with respect to the nominal scaling factors on the significance cut are displayed for all differential cross sections as a function of $P_{T}^{J e t}$. The corresponding distributions for $\eta^{J e t}$ and the five correlation variables are not shown, as they do not contain additional information.

Table E. 1 contains the weights for the charm $m_{v t x}$ reweighting as explained in Chapter 10 for all differential $P_{T}^{J e t}$ and $\eta^{\text {Jet }}$ bins. This procedure was also repeated for the dijet correlation cross sections, but since the calculated weights were of a similar size as the ones listed here, they were not included in the table.

Finally, the variation of the differential beauty and charm cross sections as a function of the energy scale variation is displayed in Section E. 3 for all $P_{T}^{J e t}$ bins. The figures for the differential bins in $\eta^{J e t}$ and the five correlation variables are again omitted, as they do not provide any further information.

## E. 1 Fit range



Figure E.1: Dependence of the scaling factors for beauty (blue points), charm (black points) and light flavours (red points) using jets with $6 \mathrm{GeV} \leq P_{T}^{\text {Jet }}<$ $11 \mathrm{GeV}, 11 \mathrm{GeV} \leq P_{T}^{J e t}<16 \mathrm{GeV}$ and $16 \mathrm{GeV} \leq P_{T}^{J e t}<21 \mathrm{GeV}$ as a function of the lower cut on the mirrored decay-length significance, $S^{+}-S^{-}$(left). On the right, the ratios with respect to the nominal scaling factors, $k_{0}$, as well as the average deviations are shown for beauty and charm.


Figure E.2: Dependence of the scaling factors for beauty (blue points), charm (black points) and light flavours (red points) using jets with $21 \mathrm{GeV} \leq P_{T}^{\text {Jet }}<$ 27 GeV and $27 \mathrm{GeV} \leq P_{T}^{\mathrm{Jet}}<35 \mathrm{GeV}$ as a function of the lower cut on the mirrored decay-length significance, $S^{+}-S^{-}$(left). On the right, the ratios with respect to the nominal scaling factors, $k_{0}$, as well as the average deviations are shown for beauty and charm.

## E. 2 Charm reweighting

|  | $m_{v t x} \leq 1.4 \mathrm{GeV}$ | $1.4 \leq m_{v t x}<2 \mathrm{GeV}$ | $2 \leq m_{v t x}<7.5 \mathrm{GeV}$ |
| :--- | :---: | :---: | :---: |
| Total | $1.05 \pm 0.09$ | $1.03 \pm 0.11$ | $0.77 \pm 0.15$ |
| $6 \leq P_{T}^{\text {Jet }} \leq 11 \mathrm{GeV}$ | $0.96 \pm 0.08$ | $1.03 \pm 0.12$ | $1.14 \pm 0.26$ |
| $P_{T}^{\text {Jet }} \geq 11 \mathrm{GeV}$ | $1.11 \pm 0.25$ | $1.07 \pm 0.25$ | $0.76 \pm 0.28$ |
| $-1.6 \leq \eta^{\text {Jet }} \leq 0.1$ | $1.02 \pm 0.16$ | $1.05 \pm 0.13$ | $1.08 \pm 0.14$ |
| $0.1 \leq \eta^{\text {Jet }} \leq 0.9$ | $1.01 \pm 0.19$ | $1.02 \pm 0.16$ | $0.90 \pm 0.19$ |
| $0.9 \leq \eta^{\text {Jet }} \leq 2.5$ | $0.91 \pm 0.30$ | $0.78 \pm 0.24$ | $0.91 \pm 0.28$ |

Table E.1: Factors for $m_{v t x}$ reweighting [71].

## E. 3 Hadronic energy scale



Figure E.3: Variation of the differential beauty (left) and charm (right) cross sections using jets with $6 \mathrm{GeV} \leq P_{T}^{J e t}<11 \mathrm{GeV}, 11 \mathrm{GeV} \leq P_{T}^{J e t}<16 \mathrm{GeV}$ and $16 \mathrm{GeV} \leq P_{T}^{J e t}<21 \mathrm{GeV}$ as a function of the energy scale variation. The linear fit is denoted by the solid line, its uncertainty by the dashed lines. The points corresponding to an energy scale variation of $\pm 6 \%$ were excluded from the fits.


Figure E.4: Variation of the differential beauty (left) and charm (right) cross sections using jets with $21 \mathrm{GeV} \leq P_{T}^{\text {Jet }}<27 \mathrm{GeV}$ and $27 \mathrm{GeV} \leq P_{T}^{\text {Jet }}<$ 35 GeV as a function of the energy scale variation. For further details see the caption of Fig. E.3.
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[^0]:    ${ }^{1}$ In the following, the term electrons will be used for electrons and positrons unless stated otherwise.

[^1]:    ${ }^{2} \mathrm{ADAMO}=$ Aleph Data Model [10]

[^2]:    ${ }^{1}$ The $b$ quark is usually referred to as bottom quark, while the term beauty is the nomenclature typically used at HERA experiments.

[^3]:    ${ }^{2}$ The limit of $1 \mathrm{GeV}^{2}$ is solely a convention; $Q^{2} \ll m_{p}^{2}$ with $m_{p}$ being the proton mass or $Q^{2} \approx 0 \mathrm{GeV}^{2}$ is often used as well to define the photoproduction regime and to separate it from DIS.

[^4]:    ${ }^{3}$ The tau neutrino, $\nu_{\tau}$, which was postulated, but only observed in 2000 , shall be disregarded here.

[^5]:    ${ }^{1}$ MOZART $=$ Monte Carlo for ZEUS Analysis, Reconstruction and Trigger.

[^6]:    ${ }^{2} \mathrm{CZAR}=$ Complete ZGANA Analysis Routines
    ${ }^{3}$ ZGANA $=$ ZEUS Geant Analysis
    ${ }^{4}$ ZEPHYR $=$ ZEUS Physics Reconstruction
    ${ }^{5}$ The Fixed Flavour Number Scheme is often also referred to as the massive scheme.

[^7]:    ${ }^{1}$ The helix shape is caused by the magnetic field created by the solenoid around the CTD, see Section 2.3.

[^8]:    ${ }^{2}$ A General ADAMO File (GAF) is a special data bank containing e.g. tables with alignment constants. The structure of these tables is the same as for the tables which are used for storing tracks or similar objects during the production of datasets.

[^9]:    ${ }^{1}$ In pQCD the two requirements ensure the evasion of collinear and soft divergences.

[^10]:    ${ }^{1}$ XVII International Workshop on Deep-Inelastic Scattering and Related Subjects, $26^{\text {th }}-30^{\text {th }}$ April 2009, Madrid, Spain.

[^11]:    ${ }^{1}$ The reason for this efficiency loss is as yet unknown and still under investigation; therefore here the emphasis is put only on the accurate mapping of the inefficiencies.

[^12]:    ${ }^{2}$ All other possible combinations correspond to Doubly Cabbibo suppressed decays and were therfore discarded.

[^13]:    ${ }^{1}$ In the following, the two highest energetic jets ordered according to their transverse momenta, $p_{T}^{\text {Jet 1(2) }}$, will be called Jet 1 and Jet 2 unless stated otherwise.

