Identification of hadronic 1 decays using ther lepton flight path and
reconstruction and identification of jets with a low transvease energy at
intermediate luminosities with an application to the seart for the Higgs

boson in vector boson fusion with the ATLAS experiment at thetHC

Dissertation
zur
Erlangung des Doktorgrades (Dr. rer. nat.)
der
Mathematisch-Naturwissenschaftlichen Fakult
der
Rheinischen Friedrich-Wilhelms-UniveraitBonn

vorgelegt von
Christoph Ruwiedel

aus
Bonn

Bonn 2010






Angefertigt mit Genehmigung der Mathematisch-Naturwisshaftlichen Fakultat der Rheinischen Friedrich-
Wilhelms-Universitat Bonn

1. Gutachter: Prof. Dr. N. Wermes
2. Gutachter: Prof. Dr. H. Stroher
Tag der Promotion:  22.6.2010
Erscheinungsjahr: 2010






Contents

Introduction

1 Theory
1.1 Standard Model Higgs Boson Signatures atthe LHC . . . . ... ... ... ...

2 The ATLAS Experiment at the LHC
21 TheLHC . . . . . . e
2.2 The ATLASDetector . . . . . . . . . e e e e e e
2.3 InnerDetector . . . . . . . . e e e
2.3.1 PixelDetector. . . . . . . . . e
2.3.2 Semiconductor Tracker (SCT) . . . . . . . . . 0 it i
2.3.3 Transition Radiation Tracker (TRT) . . . . . . . .. .. . ... .. .....
2.3.4 Material Distribution in the Inner Detector . . . . . . ... ... ... ...
2.3.5 Inner Detector Performance . . . . . . . . . . .. ... i
24 Solenoid . . . .. e
2.5 Calorimeter . . . . . . e
2.5.1 Electromagnetic Calorimeter . . . . . . . . . . . . . ... e
2.5.2 Hadronic Endcap Calorimeter . . . . . . .. .. ... .. ... . ...
2.5.3 Forward Calorimeter . . . . . . . . . . . . . . e e
2.5.4 Hadronic Barrel Calorimeter . . . . . . ... ... ... .. .. oo ...
2.5.5 Calorimeter performance . . . . . . . . . ... e .
26 ToroidMagnet. . . . . . . . e e e
2.7 Muon Spectrometer . . . . . . .. e
2.8 Muon Spectrometer Performance . . . . . . . . . . e e
2.9 Shielding . . . . . ..
2.10 THQOEr . . . o e e e e e e

3 Identification of hadronic T decays using ther lepton flight path
3.1 Track reconstruction performance . . . . . . . . . . . . .. e e
3.2 Primary vertex reconstruction . . . . . . . . . ... e e e
3.3 Impact parameter reconstruction performance . . . .. ... ... ... ...
3.4 Secondary vertex reconstruction performance . . . .. ... ... . . L.
3.5 Tau identification using the impact parameter and trenssvflight path . . . . . . . . ..

4 Use of jet-vertex association for the central jet veto in te VBF H — 171~ analysis
41 Monte CarloDatasets . . . . . . . . . . . e e
4.2 Vector Boson FusioH — 77T iNATLAS . . . . . . . . . . . i
4.2.1 Electronreconstruction . . . . . . . . .. .. e e



4.3
4.4
4.5
4.6
4.7
4.8
4.9

4.2.2 Muonreconstruction . . . . . . . e e
4.2.3 Jetreconstruction and calibration . . . . ... ... .. oL,
4.2.4 Event selection for the chantél— 11— — Il . . . . ... ... ... .....
4.2.5 Eventselection for the chanté¢l— 1 7= —1h . . ... .. ... ... ....
Simulation of minimum bias interactions . . . . . . . ... . ... ... . .. ...
Simulationof pileup . . . . . . . e e
Effects of pileupontheanalysis . ... .. ... ... ... . .. .o .. ...
Primary Vertex Selection . . . . . . . . . . ... ... e e
Jet-vertex association . . . . . . . ... e e
Central Jet Veto Performance . . . . . . . . . . . . . . . .. o
SUMMANY . . . o e e e e e

5 Formation of topological clusters in the presence of pilep

5.1
5.2
5.3
5.4
5.5
5.6
5.7
5.8

Formation of topological clusters . . . . . . . . .. .. ... . ... .. .. ...
Treatment of pileup in the liquid argon calorimeter e e
Treatment of pileup in the tile calorimeter . . . . . .. ... ... ... .......
Monte Carlo Datasets . . . . . . . . . . . . . e e

Average cell energies in minimum bias data with symmeuts . . . . . .. ... ...
Determination and application of asymmetriccuts . . ...... . . . .. ... ... ..
Effect of asymmetric cell energy cuts onthe jetresponse. . . . . . .. .. ... ..
Summary and Conclusions . . . . . . ... e

6 Summary

A Average cell energy in simulated minimum bias data

B Average cell energy with two-sided symmetric cuts

72
72
73
73

76

76
79
85

87

91

93

96



Introduction

The Large Hadron Collider (LHC) at CERNMas been operated for a short period of time in 2008 during
which no controlled proton-proton collisions have takeacpl Operation has resumed after a year-long
shutdown with first collisions in November 2009. The LHC wallow the exploration of an energy
scale that is expected to yield insight into the electronsakmetry breaking of the Standard Model of
particle physics. Despite detailed searches at earli¢icfgacolliders such as LERand the Tevatron, no
direct evidence of the mechanism that may explain elec&vsgmmetry breaking has yet been found.

The prospects for the search for the Standard Model Higgsrbiosthe vector boson fusion process
at small and intermediate Higgs boson masses with the AT g8r@ment using a fast simulation of the
detector were studied and summarized in [1]. Recently, $limates have been updated using a detailed
simulation of the detector [2]. The results indicate thatsgalvery of the Standard Model Higgs boson
with a mass close to the LEP limit produced in vector bosoifuand decaying into a* 1~ lepton pair
will be possible with an integrated luminosity of approxielg 30fb~1. The data will be taken during
the initial years of operation when the luminosity will belieased gradually to the nominal value.

The lepton-hadron final state has a larger branching raéin the lepton-lepton final state and was
found to have a larger expected signal significance. Theysisain the lepton-hadron mode requires
the identification of the hadronit lepton decay. At the LHCr leptons in Standard Model weak boson
production processes are expected to have an averageedrssd$hght distance of approximately 2 mm.
This flight distance allows the reconstruction of the impa&tameter in 1-prong decays and of the
transverse flight distance in multi-promglecays. In chapter 3, a study of the performance of the ATLAS
Inner Detector for the reconstruction of those observabiteksthe expected increase of the rejection of
light jets is presented.

The operation of the LHC has started at a low luminosity anutereof mass energy. Both the
center of mass energy and the luminosity will be increasest tine with the aim to achieve 14 TeV
and 184 cm 2 s 1 after several years. At the nominal luminosity, approxeha®3 minimum bias
interactions are expected to take place on average in eaci lonossing. The dataset that will allow the
first discovery of a Standard Model Higgs boson with a smalisnathe vector boson fusion process will
be composed of data taken at different luminosities and vatlying numbers of additional minimum
bias interactions superimposed on the triggered eventeffbets of these additional interactions taking
place close in time to the triggered event, which are comynaderred to as pileup, have not been taken
into account in previous estimates of the signal signifieanc

In the vector boson fusion analysis, a veto against jetsdrcémtral region of the detector is applied.
This central jet veto is one of several elements of the vdmison fusion analysis sensitive to pileup from
additional minimum bias interactions. In the presence kHug, jets not originating from the primary
proton-proton interaction are reconstructed in the cadeter which leads to a reduced efficiency of the
jet veto. A method for associating jets reconstructed ircthdral detector region with the primary vertex
of the primary proton-proton interaction is described iamter 4. The method is used to remove jets that

1conseil Européen pour la Recherche Nucléaire, Europahoratory for Particle Physics near Geneva, Switzerland
2Large electron positron collider



are not part of the primary interaction before applying téetral jet veto.

In the design of the ATLAS calorimeter, pileup has been takémaccount in a way that minimizes
the dependence of the average cell energy in randomly tedgevents on the luminosity. The intrinsic
pileup cancellation that ensures vanishing average cetigégas independent of the luminosity is incom-
plete for a bunch spacing different from the nominal buncéicey. In such configurations, a bias is
observed in some regions of the calorimeter or the wholericaéder depending on the configuration.
An additional bias is introduced by the cluster formatiohese effects are discussed in chapter 5 and a
modification of the clustering procedure that reduces tlsenked biases is presented and tested.

The physics background for the search for the Standard Mddgjs boson in the vector boson
fusion process is briefly reviewed in chapter 1. An overvidihe ATLAS detector is given in chapter
2. In chapter 3, the study of the impact parameter and trassvkght path reconstruction and their use
for the identification of hadronic lepton decays is presented. The method developed for tveljeix
association and its use for the central jet veto are detailetapter 4. The study of the effect of pileup
on the calorimeter reconstruction and cluster formatiatigsussed in chapter 5.



Chapter 1

Theory

The current Standard Model of particle physics [3, 4] is atieistic quantum field theory with interac-
tions introduced by the requirement of local gauge invaganThe model describes spin 1/2 fermions
and the interactions between them mediated by the spin ledaagpns. The gauge symmetry is broken
spontaneously by the introduction of a scalar field calledHfggs field.

The fermion content of the Standard Model is listed in table There are two categories of fermions,
quarks and leptons. The particles are arranged in 3 gemesatiith each generation of particles having
identical properties except for their interactions with thiggs field.

The gauge group of the Standard ModelSi9(3) x SU(2) x U(1). It describes three of the four
known fundamental forces, the strong interaction, thetedatagnetic interaction and the weak inter-
action. Gravity is not yet included in the model. At the emesgstudied at current particle collider
experiments gravity is weak and has no effect on experirheb&ervations.

The theory of th&sU(3) part of the gauge group describes the strong interactiomsaradled quantum
chromodynamics. It contains 8 gauge bosons called gluonsrk® transform under the fundamental
3 representation, antiquarks under the fundamehtajpresentation dbU(3). Leptons do not interact
strongly.

The SU(2) x U(1) part of the gauge group describes the electroweak intera¢, 6, 7]. The
SU(2) andU (1) quantum numbers are called weak isospin and weak hypesshagpectively. Left-
handed and right-handed particles have different eleeavguantum numbers. In particular, only left-
handed particles interact via t8&J(2) gauge bosons. Left-handed particles are assigned to wesghns

Generation
1 2 3 Charge
Ve VIJ V'[ O
Leptons e /. HoJL T ), -1
€r LR R -1
(o), (5) () &
d S b -1/3
L L L
Quarks U o t 2/3
dR SR bR —1/3

Table 1.1: Fermion content of the Standard Model of parptgsics. The particles are arranged in weak
isospin multiplets. The indiceR andL refer to the chirality of the particle.
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Figure 1.1: Contours at 68% confidence level in the planersgmaby theV boson and top quark masses
and lines of constant Standard Model Higgs boson ma#. (Contours are shown for direct measure-
ments at LEP2 and the Tevatrdrie, solid ling and for indirect measurements at LEP1 and Sted (
dashed ling Direct exclusion limits for the Standard Model Higgs boggellow areay andAx? of a fit

to electroweak precision observables as a function of tiggslboson massight). [8]

doublets, right-handed particles to weak isospin singlBte weak isospin 0 gauge bosonStd(2) and
theU (1) gauge boson mix by the Weinberg an@lg to form theZ and they.

The electroweak symmetry is known to be broken since the Wweakns are observed to have non-
zero masses. In the description of electroweak symmetrgkbre adopted in the Standard Model a
scalar weak isospin doublet field, the Higgs field, is intrmetli The potential of the Higgs field is cho-
sen in a way such that the vacuum state is not invariant urelegegtransformations. The Lagrangian
remains invariant under the full gauge group and the renkzaiality of the theory is ensured, however
the electrowealSU(2) x U (1) symmetry is broken spontaneously to thél) symmetry of electromag-
netism. The weak bosoM¥* andZ acquire a mass while the photon remains massless. Fermiss ma
terms are added to the Lagrangian by introducing intemadgoms between the fermion fields and the
Higgs field. After the symmetry breaking, the theory cordainsingle scalar boson, the Higgs boson.
The Higgs boson couples to the fermions of the theory by @ogperms analogous to the mass terms
and to the weak bosons with couplings in each case propattiorthe mass of the fermion or gauge
boson.

The description of electroweak symmetry breaking adopiedé Standard Model is not unique. The
Higgs sector may be extended by additional fields and pesties required by supersymmetric theories,
or there may be no fundamental scalar fields, as in techmitwbories.

So far, no direct evidence of the electroweak symmetry bingasector in the form of a discovery of
a particle has been obtained. The search for the StandarelMiigigs boson at LEP has resulted in a
lower limit for its mass of 114.4 GeV at 95% confidence levél l&he mass range between 163 GeV and
166 GeV has been excluded at 95% confidence level by the devakperiments CDF and DO [9]. An
estimate of the Standard Model Higgs boson mass can be etithiom measurements of electroweak
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Figure 1.2: Cross section at NLO QCD for the production ofan8ard Model Higgs boson in proton-
proton collisions at/s= 14 TeV as a function of the Higgs boson mdst) and branching ratios of the
Standard Model Higgs boson as a function of the Higgs bos®@sifight). The cross sections for the
production of a Higgs boson in association withkeor att quark pair are shown at LO. [10]

precision observables which are sensitive to the Higgsrbasass through loop corrections. Figure 1.1
shows contours at 68% confidence level in the plane spannddelMy boson and top quark masses
and lines of constant mass of a Standard Model Higgs bosorecansl plot shows thAx? of a fit to
electroweak precision measurements by the LEP experim@hi3, CDF and DO. Both figures indicate
a preference for small Higgs boson masses. From the fit, aardppit at 95% confidence level for
the mass of the Standard Model Higgs boson of 157 GeV is adaiThe upper limit from the fit is
increased to 186 GeV if the lower limit from direct searcheEP is taken into account.

1.1 Standard Model Higgs Boson Signatures at the LHC

Figure 1.2 shows the expected cross section for the prastucti a Standard Model Higgs boson in
proton-proton collisions at a center of mass energy of 14 Té\ process with the largest cross section is
the fusion of two gluons to a Higgs boson. Since this is a QGIagss it shows a jet activity similar to the
most important background processes which are also QC2gses. The largest background rejection
is obtained from the signature of the Higgs boson decay mtsduAt large Higgs boson masses, the
decay to a pair oZ bosons which allows the direct reconstruction of the Higgsom mass dominates.
The decay to a pair iV bosons has a larger branching ratio, as can be seen fromabedsplot in
figure 1.2, however the Higgs boson mass cannot be directbnstructed due the neutrinos in the final
state. This decay channel nevertheless dominates thevdigquotential around thé/W pair production
threshold. At small Higgs boson masses, the decay jtg pair has been studied. This decay has a
clear signature if the invariant mass of the photon pair @arebonstructed with a good precision. The
branching ratio for the decay is rather small, hence theelargss section of the gluon fusion process is
needed for an observation in this channel.

The process with the second largest cross section is vegsambfusion in which the Higgs boson
couples to a weak boson that is exchanged between two quahestiwo quarks acquire a significant
transverse momentum and are typically scattered at relatemall angles to the beam direction. The
resulting jets can be used to identify the event. Since narc®@kexchanged between the quarks, additional
jet activity is expected only in the forward direction beemethe tagging jets and the beam. Due to the



small branching ratio, the decay yyis not significant in this process, however the jet signaalievs
the observation of a signal at small Higgs boson masses in'the final state. At larger Higgs boson
masses the same decays into pairs of weak gauge bosons ks fudn fusion process are the most
promising ones.

At small Higgs boson masses, the production of a StandarceMdigigs boson in association with
att quark pair has been studied. In this process, the decaylogaark pair is considered due to the
large branching ratio. However, the hadronic Higgs bosaragl@nd the small cross section make the
identification of this process challenging and an obserwat expected to require a larger dataset than
for other processes. The production of a Higgs boson in &ggmt with a weak gauge boson, which
was the dominant search mode at LEP, is also studied at snuglsHoson masses. Current results for
the Higgs boson decaying tobh pair indicate that this channel may contribute to a disopatrsmall
Higgs boson masses [11].



Chapter 2

The ATLAS Experiment at the LHC

2.1 TheLHC

The LHC [12] is a proton-proton collider designed for beanitha proton energy of 7 TeV and a center-
of-mass energy of 14 TeV. It has been constructed in the 2Dkmtunnel originally used for LEP. As in
the case of LEP, the achievable beam energy is limited byatlieis of the accelerator. However, unlike
LEP which was a positron-electron collider the achievalglany energy in the LHC is limited mainly by
the strength of the magnetic field of the bending magneteralttan by radiative energy losses. The LHC
magnets are cooled using superfluid helium and operate sugherconducting state at a temperature of
1.9K. Their magnetic field has a strength of 8.33 T at the nafrberam energy.

A nominal LHC fill consists of 2808 bunches. The nominal busplacing time is 25ns. At the
design luminosity of 1% cm2 s~1, 23 inelastic proton-proton interactions are expectedke place on
average in each bunch crossing. A large luminosity is reguitue to the small expected cross sections
for typical signal processes. Pileup of several interastiper bunch crossings cannot easily be avoided
due to the large range of cross sections from the order otdpaia for Higgs boson production processes
to approximately 60 mb for inelastic, non single diffraetproton-proton interactions. Pileup was one of
the constraints that had to be taken into account in the dedithe experiments at the LHC. In general,
detectors must have a fast response and small readout tidha fine spatial granularity to keep the
occupancy low. In addition, detectors and readout eleitsomspecially close to the interaction point,
must be radiation hard.

Four large experiments have been constructed at the LHCeXperiments ALICE and LHCb are
dedicated to the study of B-physics and heavy ion collisioespectively. For the ALICE experiment the
LHC will be operated as a lead ion collider. The other two daegperiments, ATLAS [13] and CMS
[14], were designed as multi-purpose experiments. Botlemxgnts contain a silicon pixel detector as
the innermost part of the tracking system. The pixel detecéme enclosed by silicon strip detectors.
The CMS silicon detector extends to the calorimeter while ALAS Inner Detector contains a third
component, a straw tube detector with particle identifozattapability using transition radiation. The
ATLAS calorimeter consists of a liquid argon (LAr) caloritee at small radius and a plastic scintillator
tile calorimeter at large radius. The electromagneticra@leter of CMS consists of lead tungstate crys-
tals which in comparison with the ATLAS LAr calorimeter laeklongitudinal segmentation but have
an excellent energy resolution. At larger radius a tile galeter is used also in CMS. Due to space
constraints imposed by the CMS solenoid the thickness ot#éfmimeter is limited and a tail catcher
had to be added outside the solenoid leading to a reducetipreof the energy measurement in the
hadronic calorimeter compared to the ATLAS tile calorinnete

1compact muon solenoid



25m

Tile calorimeters

‘ : LAr hadronic end-cap and
forward calorimeters
Pixel detector \

LAr electromagnetic calorimeters

Toroid magnets

Muon chambers Solenoid magnet
Semiconductor tracker

Transition radiation fracker

Figure 2.1: Cut-away view of the ATLAS detector. [13]

ATLAS has two separate magnet systems, a solenoid surmgiride Inner Detector and a large
toroid for the muon spectrometer. CMS instead has a single lsolenoid with a strong magnetic field
that encloses the calorimeter and is used both for the imaekihg system and the muon system. This
choice has led to a more compact design for CMS. The CMS sdlées@mbedded in an iron return
yoke instrumented with muon stations. In ATLAS the tile cateter serves as the return yoke for the
solenoid. For the toroid no return yoke is needed and the AFltAuon spectrometer covers a large
volume with a relatively small amount of material.

2.2 The ATLAS Detector

Figure 2.1 shows a cut-away view of the ATLAS detector. Theecter has a length of 44m and a
height of 25m. The largest fraction of its volume is occupigdhe muon spectrometer followed by the
calorimeter and the Inner Detector at the center.

A right-handed coordinate system is used with xhexis pointing towards the center of the LHC
ring. They axis points upwards and tleaxis is parallel to the beam at the interaction point with the
direction defined by the right-handedness of the coordisgséem. Coordinates are often expressed in
a cylindrical system as the coordinate, the radius given by the distance from from theaxis and
the pseudorapidity;. The pseudorapidity; = —Intan(g) is a measure of the angk with respect
to the beam direction. For highly relativistic particlesista good approximation for the rapidity in
the z direction. Differences in the rapidity are invariant undeosts in thez direction and hence are
well-defined physical observables at a hadron collider.

The components of the ATLAS detector are described in thapteh.
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Figure 2.2: View of a section of the Inner Detectry) and a magnified view of a section of the Pixel
Detector botton) including dimensions and envelopes of the componentg. [13

2.3 Inner Detector

The Inner Detector is composed of three different subsystefnsilicon pixel detector is used at the
center of the Inner Detector detector to resolve trackserréigion of the largest particle density and to
provide a precision measurement of the track origin in theraction region. At larger radii a silicon
strip detector provides further three-dimensional pattecognition and precision measurements in the
@ direction. Between the silicon detectors and the solenaittaav-tube tracking detector with particle
identification capability from transition radiation proes a large number of measurements in ¢ghe
direction. The Inner Detector provides track reconstarcitapability in the rang@| < 2.5 with the
transition radiation tracker covering approximately taege|n| < 1.9.

2.3.1 Pixel Detector

The innermost component of the ATLAS detector is a silicakepdetector. The use of silicon pixel
technology ensures an occupancy below?18t the nominal luminosity and it allows the measurement
of the z coordinate of tracks with sufficient precision to discriatim between tracks from the primary
interaction and tracks from additional minimum bias intéi@s. Due to the small distance to the inter-
action region, the radiation level in the Pixel Detectorl Wwé high and achieving radiation hardness of
the sensor and electronics was a significant challengegltirendesign of the detector.

The Pixel Detector has been constructed around the ceettbs of the ATLAS beam pipe. The
central section of the beam pipe has an inner radius of 29 ndhadhickness of 0.8 mm. It consists of
beryllium to minimize the amount of material passed by thetiglas from the interaction region.

The layout of the Pixel Detector is is illustrated in figur@.2t consists of 3 barrel layers at average



' barre|
pigtai

decoupling 2
capacitors

sensor

NTC barre| &

MCC pigtai

flex

glue \F\Ig \

- bump bonds

Figure 2.3: Structure of a module of the Pixel Detector. [13]

radii of 505mm, 885mm and 125 mm and two endcaps made of 3 disks each. The detector centain
1744 identical modules with 1456 modules in the barrel antihddules in each endcap. Each module
consists of a silicon sensor connected by bump bonds to héémd readout chips arranged in two rows.
Each front-end chip has 2880 readout channels arrangeddold®ns and 160 rows. The nominal pixel
size is (50 x 400) um? in the @ and z directions, respectively. To bridge the gap between feordt-
chips one column on each side of a front-end chip near the isdggnnected to pixels with a size of
(50 x 600) um?. In the middle of a module where the two rows of front-end shigeet, each column of
pixels contains 4 ganged pixels that are connected to the saadout channel as another pixel. Thus,
each sensor has 47232 pixels and each module has 46080 trehdounels. The Pixel Detector has
approximately 80 million readout channels.

The noise in the Pixel Detector was found to be dominated Bdfippattern noise. After mask-
ing a fraction of approximately 0.02% of pixels showing aseobccupancy above 19 per read-out
bunch crossing an occupancy from noise hits of approximétet1° was observed during a cosmics
data taking period in autumn 2008. With a readout of one bumoksing for each triggered event this
occupancy corresponds to an average rate of 0.008 noigeehievent, making it negligible for the track
reconstruction.

The front-end chips perform signal discrimination and fteva measurement of the deposited
charge through the time-over-threshold. For pixel clssigith a size of at least 2 pixels the charge
information can be used to improve the precision of the etluysosition estimate.

The intrinsic measurement accuracies arg0in the ¢ direction and 115m in thez direction.

10
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Figure 2.4: Drawingléft) and photographright) of a barrel module of the SCT. [13]

Figure 2.5: Drawingléft) and photographright) of an endcap module of the SCT [15].

2.3.2 Semiconductor Tracker (SCT)

The Semiconductor Tracker is a silicon strip detector ledatext to the Pixel Detector in the radial
direction. The reduced charged particle density and riadidtvel in that region allow the use of silicon
strips which have a coarser overall granularity while gtitbviding an excellent measurement accuracy
in the @ direction. The use of silicon strips rather than pixelsvafido cover a large area at a reasonable
cost and with acceptable requirements on the readout clilamaccuracy of the measurement of the
coordinate must be sufficient to allow an association ofailistrip hits to tracks with little ambiguity.
In addition, it contributes to the precision of thecoordinate measurement at the calorimeter entrance
since the transition radiation tracker provides no preaisheasurement of thg coordinate.

The SCT consists of 4 layers in the barrel region locateddit batween 299 mm and 514 mm and
of 2 endcaps with 9 disks each. The layout of the detectoras/shin figure 2.2. The SCT modules
in the barrel region and most modules in the endcaps corfststoopairs of silicon sensors mounted
back-to-back with a stereo angle of 40mrad. In the barrabrethe sensors have a size of 6.40cm
6.36cm. Each sensor contains 768 active strips with a sitigh pf 80um. On each side of a module
two sensors are mounted with the strips connected in thelenafdhe module. Thus, each strip has a
length of 12.8cm. Figure 2.4 shows a barrel module of the SG&.modules in the endcaps of the SCT
have a trapezoidal shape. The strip pitch in those modubesases with the distance from the center of

11



Figure 2.6: Photographs of a section of the TRT batedt)(and of a section of the TRT endcaipht).
[13]

the detector. Figure 2.5 shows an endcap module of the SE&TSTT contains 4088 modules in total.
It has approximately 6.3 million readout channels. Thea@yemoise occupancy is of the orderld>.

The readout of the SCT is binary and no information on the diég charge is available. Clusters
are created separately for each side of a module and thedodlclusters are used for a track fit. For
the pattern recognition, however, three-dimensional sjpaints are formed using the information from
both sides of a module [16].

The intrinsic accuracy in the direction is 17um. Due to the stereo angle an intrinsic accuracy in
thezdirection in the barrel and in thedirection in the endcaps of approximately 6 mm is achieved.

2.3.3 Transition Radiation Tracker (TRT)

The Transition Radiation Tracker is a straw tube trackinggcter that surrounds the SCT in the radial
direction. The detector consists of a barrel section witialgxaligned straw tubes with a length of
144cm and two endcap sections with radially aligned straveduwith a length of 37cm. The TRT
covers a range of pseudorapidity of approximately< 1.9. The detector was originally designed to
extend to the full range of the Inner Detector of upnid= 2.5 [15], however the outer endcap segments
are not present in the final layout. The layout of the detestilustrated in figure 2.2. Photographs of a
section of the barrel and a section of an endcap are showruirefiy6.

The detector contains approximately 300,000 straw tubeterofpolyimide with gold-plated tung-
sten anode wires. The straw tubes have a diameter of 4mm arfdled with a gas mixture of 70%
Xenon, 27% CQ@ and 3% Q. Each particle traverses approximately 36 straw tubes erage. The
ambiguity of the sign of the distance between the track aaduine in theg direction is resolved dur-
ing the track reconstruction. The intrinsic accuracy ushegdrift time information and after ambiguity
resolution in thep direction is 13Qum. The TRT provides no precision measurement ofriheoordi-
nate, however limited information on the coordinate is available from theposition of the last straw
traversed in the endcaps. The noise occupancy is appradirizio.

In the barrel region the straw tubes are embedded in polypoeg fibers used to induce transition
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radiation. In the endcaps individual layers of straw tulresaparated by polypropylene foils. €@as is
circulated through the space between the straw tubes td asotamination from Xenon permeating the
straw tube walls or exiting through possible leaks which M@sorb the transition radiation. Transition
radiation hits produce a larger signal on average and twerdiit thresholds are used to differentiate
between signals from minimum ionising particles and sigriedm transition radiation. For electrons
with energies above 2 GeV between 7 and 10 high-threshadchhat expected.

2.3.4 Material Distribution in the Inner Detector

The distribution of material in the Inner Detector as a fiorctof || expressed in radiation and in-
teraction lengths is shown in figure 2.7. The thickness ofltimer Detector material varies between
approximately 0.5 radiation lengths in the central regiod ap to 2.4 radiation lengths in the endcaps.

2.3.5 Inner Detector Performance

The resolution of the inverse transverse momentum in thaaleregion of the Inner Detector can be

approximated by
o <i> —0.34Tev! (1@ a4 Gev) 2.1)
Pr Pr

where the first term represents the geometric resolutiomeodiétector and the second term represents the
contribution from multiple scattering. The numerator of fecond term indicates thg at which the

two terms are equal. For particles with a transverse momeful00 GeV the transverse momentum
resolution is approximately 3.8% gt= 0. At n = 2.5 a resolution of 11% is expected [17].

The resolution of the transverse impact parameter for sragkh pr = 100 GeV is approximately
11um. The multiple scattering term is equal to the geometrimtat transverse momenta between
14 GeV and 20 GeV depending on the angle with respect t@ tizds. The resolution of the impact
parameter in the directionzy varies between approximately gén in the central region and 190n in
the forward direction. The multiple scattering term is ddqaahe geometric term for thgy measurement
at transverse momenta between 2.3 GeV and 3.7 GeV.
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Figure 2.8: Strength of the radial and axial componentsehthgnetic field of the solenoid as a function
of z (left) and a photograph of the solenoiigft). [13]

2.4 Solenoid

The superconducting solenoid that provides an axial magheid of 2T to the Inner Detector is located
between the TRT and the electromagnetic calorimeter. Diis tocation inside the calorimeter it was
designed to require a minimum amount of material. At normaldence it constitutes approximately
0.66 radiation lengths. The magnetic flux is returned thhoting tile calorimeter and its girder support
structure. The strength of the magnetic field in the axial utilal directions as a function afand a
photograph of the solenoid are shown in figure 2.8.

2.5 Calorimeter

The ATLAS calorimeter consists of a section at small radiug/hich liquid argon is used as the active

material and a section at large radius in which plastic #littr tiles are used as the active material. The
calorimeter is divided into a presampler, an electromagmeaiorimeter and a hadronic calorimeter. The

tile calorimeter constitutes the central part of the haidraalorimeter. The endcaps of the liquid argon

calorimeter consist of an electromagnetic endcap and ahadendcap each. The forward calorimeter

which is located at small radius at the center of the calaemendcaps consists of one electromagnetic
module and two hadronic modules on each side of the detector.

The different components of the liquid argon calorimeterfawused in three different cryostats, one
for the barrel section and one for each endcap. The barrektatcontains the electromagnetic barrel
calorimeter, the barrel presampler and the solenoid magdhet endcap cryostats contain the endcap
presampler, the electromagnetic endcap calorimeter.atihic endcap calorimeter at lardgrand the
forward calorimeter at small radius. The structure of tHeraaeter is illustrated in figure 2.9.

2.5.1 Electromagnetic Calorimeter

The barrel section of the liquid argon calorimeter and teetebmagnetic endcap consist of lead absorber
plates with a thickness between 1.1mm and 2.2mm interleastdcopper electrodes. In the barrel
section a 2.1mm gap on each side of the electrodes is fillddligitid argon. In the electromagnetic
endcap the width of the liquid argon gap increases with tdeisafrom 0.9mm to 3.1 mm.

Both the absorbers and electrodes have an “accordion” simshown in figures 2.10 and 2.11.
The plates are aligned along the axial and radial directidime crests of the waves are aligned axially

14



Tile barrel Tile extended barrel

LAr hadronic
end-cap (HEC)

LAr electromagnetic ;
end-cap (EMEC)

LAr electromagnetic
barrel

Figure 2.9: Cut-away view of the ATLAS calorimeter. [13]

Figure 2.10: Photographs of sections of the electromagbatirel (eft) and endcapright) calorimeters.
[13]
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in the barrel section and radially in the endcaps. The baeetion of the calorimeter is segmented
radially into a front, middle and back section as illustdabe figure 2.11. The endcaps consist of two
concentric wheels separatedmt=2.5. The region betweem | = 1.5 and|n| = 2.5 of the outer wheels
is segmented in thedirection into three sections as in the barrel. The outetipa of the outer wheel
and the inner wheel are segmented into two sections in direction.

The segmentation of each sectiongris achieved by combining the output of several electrodes.
The segmentation in is achieved by etching of the electrodes. The segmentatiprojective im. The
front layers of the barrel calorimeter and the endcaps imdéb®n of the endcaps with three sections in
the z direction have a fine segmentationrrto allow a separation between prompt photons and neutral
pions. In the barrel region each cell has a widtmiof 0.025/8. The segmentation becomes coarser in
the endcap with increasirg| to maintain a strip width of several mm.

The barrel and the endcaps in the region betwgén- 1.5 and|n| = 1.8 are covered by presamplers
which consist of separate instrumented liquid argon lay€he presamplers provide a measurement of
the showers that started in the Inner Detector and the sdlefitieir segmentation is relatively coarse
compared to the front layer of the calorimeter.

Figure 2.12 shows the thickness of the electromagneticiocadter expressed in radiation lengths as
a function of|n|. The thickness varies between approximately 25 and 40tiawlingths.

2.5.2 Hadronic Endcap Calorimeter

The hadronic endcap calorimeter consists of two wheelsaéh eadcap. Each wheel is segmented into
two sections in the direction. The wheels consist of wedge-shaped modulesasnsim figure 2.13.
Flat copper plates are used as the absorber. The coppes hkate a thickness of 25mm in the front
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module of the forward calorimeteright). [13]

wheel and of 50mm in the back wheel. Liquid argon gaps betvileercopper plates with a width of
8.5mm are instrumented with copper electrodes. The gapsuldivided by the electrodes into four
separate volumes with a width of 1.8 mm each. The calorimgteegmented im and @ by etching of
the electrodes. The segmentation is almost projectivg &s shown in figure 2.13. The coarseness of
the granularity increases with | in a single step dty| = 2.5.

2.5.3 Forward Calorimeter

The forward calorimeter consists of three modules in eadoa@mlocated between the beam pipe and the
hadronic endcap calorimeter as shown in figure 2.14. Theretis of the forward calorimeter consist
of axially-aligned rods inserted in copper tubes with a gefmeen the rods and the tubes. The gap has
a width of 0.269mm, 0.376 mm and 0.508 mm in the first, secondtlaind FCal module, respectively,
and is filled with liquid argon. The rods in the first module bétforward calorimeter are made of
copper. The tubes in the first module are embedded in a seppkcabsorber plates with holes for the
electrodes. In the second and third modules the rods and#uetzer surrounding the tubes are made of
tungsten.

The structure of the first FCal module is shown in figure 2.1the first, second and third module
the signal from four, six and nine electrodes is combinedHereadout, respectively.

2.5.4 Hadronic Barrel Calorimeter

The tile calorimeter consists of a barrel section surraogdie electromagnetic barrel calorimeter in the
radial direction and two extended barrel sections surrimgnthe liquid argon endcap calorimeters. It is
made of steel absorber interleaved with plastic scintitléites with the steel occupying approximately
82% of the volume. The structure of a tile calorimeter modsilshown in figure 2.15. The light from
the scintillator tiles is transported by readout fibers totpmultipliers located in the steel girder on the
outside of the calorimeter. The calorimeter is segmentedoybining the fibers from several tiles in a
common photomultiplier. The segmentation is illustrate@.16. In the barrel section the segmentation
is projective inn to a good approximation. In the extended barrel the appratkim of a projective
geometry is less accurate.
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The gap region between the barrel and the extended bartereets instrumented with a subsection
of a standard tile calorimeter module, the plug calorimetad several scintillators.

Figure 2.17 shows the thickness of the calorimeter expdeissbadronic interaction lengths. The
thickness of the hadronic calorimeter, excluding the itenmsregions, varies between approximately 8
and 14 interaction lengths.

2.5.5 Calorimeter performance

The energy resolution of the calorimeter can be expressed as

o(E) a b

E ~ JE(Gev) E(GeV) °

(2.2)

where the first term is a stochastic term representing fltions of the shower development and the
energy deposit in the absorber, the second term repregentsontribution from noise and the third
constant term arises from local non-uniformities of thedateter response.

In the central detector region stochastic and constanstef10.1+0.4)%./ GeV and(0.2+0.1)%,
respectively, have been determined from electron testlozdia For hadrons a stochastic ternis#.0+
1.0)% GeV, a constant term @B.0+ 0.1)% and a noise term of 1.6 Ge¥0.1% have been observed.

In the forward calorimeter, stochastic and constant teri{@®5+ 1.0)%/ GeV and(3.5+0.1)%,
respectively, were measured for electrons. For pions asithand constant terms &4.2+1.6)%+/ GeV
and(7.5+ 0.4)%, respectively, have been determined using a basic tashtigt does not take into ac-
count the structure of the energy deposits within the ildiml FCal modules.
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2.6 Toroid Magnet

The magnetic field for the ATLAS muon spectrometer is progig a system of superconducting air-
core toroid magnets. The system consists of 2 endcaps withghets each and a barrel part with 8
magnets surrounding the calorimeter and the endcap toroitte radial direction. The layout of the
system is illustrated in figure 2.18. The barrel magnets anéained in individual cryostats. The endcap
magnets are contained in a common cryostat for each endt¢epstiength of the magnetic field varies
between 0.15T and 2.5T depending on the location. The arahabmponent of the magnetic field as
a function of the radius is shown in figure 2.18.

2.7 Muon Spectrometer

The muon spectrometer consists of a combination of praectisacking chambers and trigger chambers.
The chambers are arranged in a barrel section in 3 layerspabamately 5m, 7.5m and 10m radius
and in two endcaps. The chambers in the barrel section arehtteap wheels are arranged in 8 sectors
matching the toroid magnets. In each layer or disk 8 largentiesis are placed between the magnets in
the azimuthal direction and 8 smaller chambers are placte @zimuth of the magnet either outside or
inside the magnet with a small overlap with the large chambEne layout of the muon spectrometer is
shown in figure 2.19.

Monitored drift tube (MDT) chambers are used as precisiacking chambers over the full coverage
of the muon spectrometer of)| < 2.7 except for the regionn| > 2.0 of the innermost disks of the
endcaps which is instrumented with cathode strip chamI@S€]. Gaps are present in the central region
atn = 0 for services to the solenoid, the calorimeter and the Iidetector and in the region of the
ATLAS support structure. The drift tubes of the monitoredftdube chambers have a diameter of
approximately 30mm. They are filled with a mixture of argoxd &0, at a pressure of 3 bar. Tungsten-
rhenium wires are used as the anodes. The maximum drift §@Qd ns which corresponds to 28 bunch
crossings at the nominal bunch spacing. In each MDT modeleitift tubes are arranged in two sheets
of 4 layers each in the innermost section of the muon speetiemand of 3 layers each in the middle and
outer sections. The sheets are separated by a spacerrgrastthown in figure 2.20. The drift tubes are
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aligned in the azimuthal direction and provide a precisi@asurement in thg direction orthogonal to
the bending plane of the toroid magnets. The intrinsic gieniof the measurement in chambers with 6
(8) tubes is 3m (30um). The measurement of tlgecoordinate is provided by the trigger chambers.

Cathode strip chambers are multiwire proportional chasbEney are used in the innermost section
of the inner wheel due to their capability to operate at thyh lmates expected in that region. The wires
are aligned radially. One cathode providing the precisi@asarement in thg direction is segmented
into strips orthogonal to the wires. The other cathode isneggjed into strips parallel to the wires. The
precision coordinate is determined from the distributibthe measured charge deposition along the wire
direction as illustrated in figure 2.20. Cathode strip charalzonsist of 4 layers of wires and readout
electrodes. The precision of the measurement of t@rdinate is 4Qum.

In the barrel section of the muon spectrometer, resistiseepthambers (RPC) are used as trigger
chambers. Each chamber consists of two independent paieraliel plates instrumented with readout
strips and a 2mm gap filled with gas. The chambers operate ighavbltage in the avalanche mode
with a signal width of 5ns. The RPC modules are mounted in ancomsupport structure with the
MDT modules. The middle MDT layer is instrumented with two®modules and the outer MDT layer
with one. The transverse momentum of the muons is estimatdtié level 1 trigger from the angle of
the track segment reconstructed in two chambers with réspebe line from one of the chambers to
the interaction point. The transverse momentum threstereslefined as the corresponding widths of
coincidence windows. Three low thresholds are defined letvitee inner and middle RPC layers and
three high thresholds are defined between the middle andlay&gs. The layout of the trigger chambers
and the principle of the determination pf thresholds are illustrated in figure 2.21.

In the forward region, thin gap chambers (TGC) are used aitger chambers. The chambers
are multi-wire chambers with a wire pitch of 1.8 mm and a widththe gas gap of 2.8 mm. They are
operated in a quasi-saturated mode with a gas gain of appadely 3x 10° with a 99% efficiency of
observing a signal in a 25ns window. In the forward regiompcdence windows are defined between
the TGC layers of the big wheels outside the endcap toroichawrs in figure 2.21. As in the barrel,
three highpr thresholds and three lowr thresholds are defined. The position of a hit in thdirection
is determined from the anode wire signal. The wires are aligarimuthally and read out in groups of
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6 to 31 wires corresponding to widths between 10.8 mm andB8TGC modules contain two wire
planes in the innermost wheels and the two outer wheels aed thire planes in the intermediate wheels
located in front of the big MDT wheels. In each module, twchoales are segmented with strips in the
radial direction which provide a measurement of the azimutbordinate. The big TGC wheels consist
of an outer section and an inner section with different segat®ns in thep direction. Each module
covers an azimuthal angle of 7.% the outer and of 15in the inner section. The wheels cover the
region 105 < |n| < 2.4 except for the innermost wheel which covers the regi® & |n| < 1.92.

2.8 Muon Spectrometer Performance

The ATLAS muon spectrometer provides an additional measen¢ of the transverse momentum of
muons over the range | < 2.7 that does not depend on the momentum measurement in theDene
tector. For muons with a momentum of 100 GeV a momentum résolof 3.1% is expected both in
the central and forward regions [17]. In the forward regioa tesolution degrades for muons with low
momenta due to multiple scattering and energy loss flucng{iL8]. The resolution expected for muons
with a momentum of 10 GeV in directions closerte= 2 is 6.4%. In the central region, the resolution for
muons with a large momentum degrades due to the reducednigeligiithe magnetic field. For muons
with a momentum of 1000 GeV the expected resolution is 10rb%ea central region.

2.9 Shielding

Several shielding components have been installed in theafor regions of ATLAS to protect the Inner

Detector and the forward muon chambers from radiation gredumainly in the endcap and forward
calorimeters, the beam pipe and the TAS collimator. Theuayd the shielding is shown in figure

2.22. The innermost part of the shielding is installed onitigide surfaces of the electromagnetic
endcap calorimeter and the forward calorimeter. It is madpotyethylene doped with BC. Low-
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energetic neutrons from the calorimeters are captured doydpant and thus the radiation level in the

Inner Detector coming from the forward calorimeters is @t Several brass shielding elements and
calorimeter endcap plugs are installed inside the endcapstats on the outside of the endcap and
forward calorimeters in the direction of increasifsy These shielding elements reduce the radiation
level in the forward muon spectrometer coming from the galeter. The moderator shielding and the

forward LAr calorimeter plugs are shown in figure 2.14.

A large steel shielding disk is installed in front of the fimsion endcap disks. In addition to providing
shielding it serves as support for the muon chambers andiak bdtween the central detector region
and the tile calorimeter for the solenoid field flux return.eTéndcap toroid cryostats contain several
moderator shielding elements made of polyethylene dopédlwaron to further reduce the radiation in
the middle and outer muon spectrometer wheels. The beamnspke the toroid cryostats is covered
with a cast-iron tube surrounded by moderator and the tdsoi@ tube made of steel. The forward
region contains further shielding elements around the bgigeand the TAS collimator made of cast
iron and concrete as shown in figure 2.22. The TAS collimatores to protect the first LHC quadrupole
magnet from the products of collisions inside ATLAS and absdhe largest fraction of the energy from
collisions together with the forward calorimeter.

2.10 Trigger

The ATLAS trigger consists of 3 layers operating at différesites and levels of detail. The level 1
trigger has been implemented using custom-made electroticeduces the event rate from 40 MHz
at which bunch crossings will take place under nominal dioma to 75kHz at which the full detector
readout can be operated. The level 2 trigger uses the infanmia regions of interest around the trigger
objects identified by the level 1 trigger to reduce the evate to 3.5kHz. At this rate the analysis of
the complete event information is feasible. The third lexfehe trigger is called event filter. It uses the
complete event information to reduce the event rate to 20&tHizhich the data is written to long-term
storage.

The level 1 trigger is based on the calorimeter, the muomdrigchambers and special additional
triggers such as a filled-bunch trigger based on the beakuwpimonitors and a minimum bias trigger
for the early low luminosity phase based on dedicated dlaitati counters installed in front of the endcap
calorimeters. In the muon trigger chambers, coincidernceas least two chambers passing one ofsix
thresholds are used as the trigger. Typically, coinciderare required in all but one of the individual
layers of the participating multi-layer chambers. Sixeiéntpr thresholds can be defined by the width
of the coincidence window as described in section 2.7. Thyeepr thresholds in the approximate
range from 6 GeV to 9 GeV are defined using a chamber close tieenee chamber as illustrated in
figure 2.21. Three higlpr thresholds in the range from 9 GeV to 35 GeV are defined usimgmber at
a larger distance from the reference chamber.

For the level 1 calorimeter triggerie/jet andt signatures are reconstructed and identified. Groups
of calorimeter cells in an area of a fixed size in thap plane called trigger towers are used as the
basic objects. Trigger towers have a surface area imtigeplane of 01 x 0.1 in a large fraction of the
calorimeter. They are created separately for the elecgasta and hadronic calorimeters.

Groups of 2x 2 trigger towers in both the hadronic and electromagnetigricacters called jet ele-
ments are used to search for jet signatures. A jet triggebeatefined for search windows with a size of
2x2,3x 3 o0r4x 4 jet elements. For each allowed group of jet elements indl@imeter the transverse
energy is calculated and compared with a list of thresholdsavoid overlap, the area of the jet trigger
candidate is required to be centered arouncka&3et of jet elements that are a local maximum. In total,
eight combinations of thresholds and search window sizedealefined.

Groups of 2 2 trigger towers in the electromagnetic calorimeter arel tsgearch for g/signatures.
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The transverse energy is calculated for all 4 combinatidrisxo2 or 2xx 1 trigger towers and compared
with a list of thresholds. For a trigger at least one of the bimations is required to pass the threshold.
Each of the 12 towers surrounding thex2 group and the 4 towers in the adjacent 2 group in the
hadronic calorimeter is required to have a transverse grgepw an isolation threshold. To avoid
overlaps, the X 2 group in the electromagnetic calorimeter is required t@becal maximum. The
algorithm is applied to all groups of}22 electromagnetic towers. The principle of operation ofdlhe
trigger is illustrated in figure 2.23.

Tau trigger signatures are defined in a similar way toségnatures. The transverse energy of the
4 possible combinations of electromagnetic tower pairs gnaap of 2x 2 is added to the transverse
energy of the adjacent 22 group of hadronic towers and the result for at least one guatibn is
required to pass a predefined threshold. Isolation thrdshenle set for the 12 towers surrounding the
2 x 2 group in the electromagnetic calorimeter and the 12 towersounding the % 2 group in the
hadronic calorimeter.

Eight sets of thresholds are available for thetagger and an additional 8 sets are available for either
the ej/ trigger or ther trigger. The numbers of signatures passing each set ohibidssare counted and
E?“SS and several other quantities are calculated and forwaraletet central trigger processor. The
results of the muon and calorimeter triggers are combinédadavel 1 accept signal together with an 8
bit word describing the type of trigger is issued if the cdiodis for at least one trigger item are satisfied.

The level 1 trigger has a latency of less than@&5uring which the data is stored in subdetector-
specific pipeline memories. When a level 1 accept signakised the data is processed by the detector-
specific readout drivers and stored in readout buffers. Mmfwmation on regions of interest is passed
to the level 2 trigger which requests and analyses the dateeinegions of interest. If the event passes
the level 2 selection criteria the data is forwarded from risedout buffers to an event builder which
prepares the data for reconstruction in the event filter. @bt filter processes the event using the
reconstruction framework that is used for offline event nstauction. Events that pass the event filter
selection are assigned to trigger streams and stored omitootiples of the ATLAS trigger and data
acquisition system. From the output nodes the events areccopthe CERN long-term storage system.
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Chapter 3

|dentification of hadronic 1T decays using
the 1 lepton flight path

At the LHC, many processes involving undiscovered non-&iethModel particles are expected to have
signatures witlt leptons in the final state. In supersymmetric models decaykeptons can be dominant
for both charged and neutral Higgs bosons with a large rahgessible masses. Tau leptons also occur
as final state particles in supersymmetric cascade dechyBH@ production of a Standard Model Higgs
boson in vector boson fusion with the deddy— 1" 1 is one of the potential discovery processes with
the ATLAS experiment at small Higgs boson masses [19, 1,/2inddels beyond the Standard Model,
more resonances with large masses may occur which predotiyiizcay intor leptons [2].

Tau leptons decay to electrons or muons with a total bragafaitio of approximately 35%. Hadronic
T decays are classified by the number of charged hadrons am-fapproximately 50%) or 3-prong
(approximately 15%) decays. Decays with more than 3 changeldons have a branching ratio of ap-
proximately 01% and are usually neglected for the purpose of identifyirgdecays of new particles.
The branching ratios for the most common classesddcays are given in table 3.1.

Hadronict lepton decays exhibit characteristic signatures with l@gk multiplicities and strongly
collimated energy deposits in the calorimeter. In addjttbr lifetime of ther lepton leads to measurable
non-zero impact parameters of the decay products. The kecharacteristic also for electrons and
muons from leptonia lepton decays. Dedicated algorithms have been impleméotéte identification
of hadronict lepton decays.

The quantities characterising the collimation of thdecay products depend on the momentum of
the T lepton and the dependence has to be taken into account itifickgion methods. Tau leptons
in decays of a Standard Model Higgs boson with a mass of 120Befuced in vector boson fusion
will have a transverse momentum of the order 40 GeV to 60 Ge\early ATLAS data the Standard
Model processe®/ — tv andZ — 11~ will allow the study of the performance of the reconstruatio
and identification of hadronit decays using leptons of slightly smaller average transverse momenta.
Decays of non-Standard Model bosons with large masses radytter leptons with larger average
transverse momenta of up to several hundred GeV. Tau leptitnsmaller average transverse momenta
are expected from supersymmetric cascade decays in soreesgunmetry scenarios [2].

Tau leptons have a lifetime of = 87.11um and a transverse flight distance at intermediate momenta
at the LHC of approximately 2-3mm. In 1-prong decays the nero impact parameter may be used
for the identification of the decay. In 3-prong decays it isgble to reconstruct the flight path of the
lepton using a secondary vertex fit.

Charm- and bottom-flavoured hadrons also feature a nonflginbdistance and their decay products
have non-zero impact parameters. The multiplicity of chdrgarticles resulting from bottom decays
is larger and the decay products are less collimated thahercase ofr lepton decays. Hence, an
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T— uvuvr  (17.36+£0.05%
T—eveV; (17.85+0.05%
T—hfv;  (1161+0.06)%
T— 7y, (109140.07)%
T— h v, (25.9440.09)%
T —h*¥2mlv;  (9.51+0.11)%
T— h3mlv;  (1.3440.07)%
T—3hty;  (9.80+0.08)%
T— 3y, (4.7540.06)%

Table 3.1: Branching ratios for different categorieg afecays. [20]

identification based purely on the impact parameter or tightflilistance is feasible in the caselsf
tagging while for ther identification it is preferable to use the impact paramedes the flight distance
in combination with other Inner Detector and calorimeteserables.

The offline reconstruction of hadronicdecays is seeded by a jet reconstructed in the calorimeter
passing a transverse momentum threshold or by a track paasfuality selection and a transverse
momentum threshold. Two algorithms for the different selediaes have been developed [21, 22, 23]
using different reconstruction and identification apptesc In both algorithms, candidate objects are
created starting from the seeds. The energy, momentungelad charged particle multiplicity of the
visible T decay products are estimated and quantities charactettsincollimation and isolation of the
T candidate are calculated and used far @andidate selection based on cuts or advanced multivariate
techniques.

The energy of thea candidate is estimated in the calorimeter-based algoritbm the seed energy
using an H1-style calibration as discussed briefly in sacti®.3. In the track-seeded algorithm, the
track selection is optimized to balance a large efficiend wismall migration rate between the 1-prong
and 3-prong categories and to reject tracks from convessionlecays with neutral pions. The energy
of the T candidates is calculated following an energy-flow apprasihg the track momentum at small
transverse momenta instead of charged energy deposits @atbrimeter. A dedicated reconstruction of
m° subclusters is performed.

The calorimeter-seeded and track-seeded algorithms lererherged into a single algorithm using
either type of seed. The merged algorithm provides a commbofg candidates with the properties
calculated by each sub-algorithm depending on the avhilabf the respective seed. In this chapter
track-seeded candidates are used.

The efficiency of the track reconstruction in hadromicecays is discussed in section 3.1. The
performance of the ATLAS detector for the reconstructiomiifary vertices is studied in section 3.2.
In sections 3.3 and 3.4, the performance of the reconstructithe impact parameters and the transverse
flight distance is presented. In section 3.5 an improvddentification is described which uses the
impact parameter significances and the transverse flight gghificance in combination with other
discriminating observables in an artificial neural netwoikhe studies in this chapter are performed
using mostly datasets of simulatgd— ™17~ andW — tv events. Additionally, simulated QCD dijet
events are used for studies requiring fakeandidates. The datasets are listed in table 3.2.
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Dataset Process /S (TeV) Task ID Events used

106052 Z—T11" 10 95953 - 95955 998421

106023 W — 1V 10 95962, 95964 - 95966 1199273
106573 A— 1717 ,ma =800 GeV 10 95978, 95979 99954
105010 QCD dijet 10 99034, 99035 1000000
105011 QCD dijet 10 95975, 95976 936178
105012 QCD dijet 10 95970 - 95973 1400000

Table 3.2: Monte Carlo datasets used for the study of hadromiecays. ATLAS software releases
14.2.10.1 and 15.3.1.6 were used for the simulation andeitenstruction, respectively.

3.1 Track reconstruction performance

The track reconstruction efficiency is studied for chargeag from hadronia decays using simulated
Z— 171~ andW — 1V events. The tracks are required to pass a quality selecsiaiefined in [13].
The selection consists of the following cuts:

e pr >1GeV

o [N <25

e |dp| <2mm

e |zpsin(6)| < 10mm

e Number of hits in the silicon detectors 7

In addition, it is required that at least 80% of the hits ofack weighted by the detector element
were created by the original pion. The weights 10, 5 and pewively, are assigned to hits in the Pixel
Detector, the SCT and the TRT.

Here, the track parameters at the perigee with respect torifmary vertex are used. The perigee is
defined as the point on the track at the position of closestoagp to the vertex in the transverse plane.
The transverse impact parametigris defined as the distance between the perigee and the veities i
transverse plane. The impact parameteis the distance between the perigee and the vertex iz the
direction. The component orthogonal to the track is obthioe multiplying zy by sin(8). The perigee
parametrisation of tracks is illustrated in figure 3.1.

Figure 3.2 shows the track reconstruction efficiency as atfom of the pr and |n| of the pion.
Compared to a similar study presented in [2] that used aieeaelease of the ATLAS software and a
different detector geometry the efficiency is observed tocoleiced by approximately 2%. A difference
of slightly above one percent is explained by a reductiohefdrimary vertex reconstruction efficiency.
The fraction ofZ — 1+ 1~ events without a reconstructed primary vertex is 1.6% inddit@set used for
figure 3.2. In a dataset produced using a software releasdedaedtor geometry similar to the ones used
for [2] the fraction of events without a primary vertex is @4ln events without a reconstructed primary
vertex the impact parameteyis calculated with respect to the center of the interactamian and tracks
are likely to fail the cut orjzpsin(0)|. A similar effect may explain the reduced efficiency for bipg
decays with respect to the efficiency for 3-prong decaysesihe primary vertex will be defined better
on average in events with 3-prong decays. For comparisoefticeency without the application of track
quality cuts is shown in figure 3.3.

29



track

Figure 3.1: Graphical illustration of the perigee paramation of tracks. [24]
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Figure 3.3: Track reconstruction efficiency for chargedhpitromt lepton decays as a function pt
(left) and|n| (right) without track quality cuts in simulated — 1" 7~ andW — TV events.

The track reconstruction efficiency in three-prong decags@hses with increasing visible transverse
momentum of tha lepton due to the decreasing opening angle between the. giange 3.4 shows the
maximum distancéR in the n-@ plane among the three possible combinations of pions frgaro8g
T decays for three different ranges of the visible transversenentum of ther candidate. Figure 3.5
shows the fraction of pion pairs reconstructed as a pairaoks as a function iR between the pions
and the track reconstruction efficiency as a function of ikihe transverse momentum of thidepton.

A dataset of simulated — 11~ events with anA boson mass of 800 GeV is used as it provides
leptons with a large range of visible transverse momentasmdll opening angles the efficiency of the
reconstruction of 2 tracks decreases by approximately 18Boraspect to the maximum. The difference
of the track reconstruction efficiencies for 1-prong decayd 3-prong decays increases to up to 10% at
visible transverse momenta close to 500 GeV.

3.2 Primary vertex reconstruction

At the nominal LHC luminosity of 18 cm2s~1 and a center-of-mass energy of 14 TeV, 23 proton-
proton interactions are expected to take place on averageeity bunch crossing. The interaction region
is expected to have a Gaussian shape wittohapproximately 1im in thex andy directions and 5.6 cm
in thez direction. The resolution of the Inner Detector is appradety 10Qum in thez direction. This
allows the separate reconstruction of the primary intéractertex and interaction vertices of additional
minimum bias interactions.

The primary vertex reconstruction algorithm used in the ABLoffline reconstruction [25] is an
implementation of an adaptive multi-vertex fit [26]. Inltia a single vertex is fitted to tracks passing
a loose preselection requiring compatibility with an amign the expected interaction region. After the
fit the compatibility of the tracks with the fitted vertex isadwated and tracks found to be incompatible
are used to form a new vertex seed. The procedure is iterdedach iteration the compatibility of
the tracks with all vertices is evaluated and the assignroktracks to vertices is allowed to change.
A weight function is used to determine the compatibility ofrack with a given vertex. The weight
function is adjusted in each iteration in a way such thatyhénterval covering the largest variation of
weights is reduced and the assignment becomes strictemn dnalogy with the thermodynamic process
of annealing the parameter that is reduced to increasediaityiof the track-vertex association is called
temperature. The vertex of the signal interaction is idiexatifrom the list of reconstructed vertices as
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Figure 3.6: Primary vertex multiplicity in simulated mininm bias data for different luminosity scenar-
ios.

the vertex with the IargesVNZp% where the sum is calculated over Hlitracks used in the vertex fit.

Figure 3.6 shows the primary vertex multiplicity reconstad in single minimum bias events and
in minimum bias events at luminosities corresponding taaye numbers of 2.3 and 4.6 interactions
per bunch crossing at the nominal spacing of 25ns and of G@aictions per bunch crossing at a bunch
spacing of 75ns. The average reconstructed primary vertéiphicity is close to the true one. The
simulation of datasets with multiple minimum bias inteiaas close in time to the triggered bunch
crossing is discussed in section 4.4.

Residuals and pulls of the primary vertex position in xrendz directions in simulate@ — 11~
andW — tv events are shown in figure 3.7. The residuals are defined béhe difference between the
measured value and the true value of the measured quartigypdils are defined as the residuals divided
by the expected error on the measured quantity. The ditibof the residual of the coordinate has
a o from a Gaussian fit of 14 um which is close to the of the distribution of the true coordinate
of 15.0um. The distributions in thg direction are similar to the distributions in tlxedirection. The
distribution of the residual of the coordinate has significant tails, hence the resolution isrdened
from a Gaussian fit in the rande 0.1,0.1] mm. A o of 556 um is observed. The pull distributions of
both coordinates have a Gaussian shape wiitckose to one.

Since the primary vertex resolution in tk@andy directions is similar to the width of the interaction
region, the transverse impact parameter calculated wéjhexa to the center of the interaction region is
a good approximation for the impact parameter with respettid primary vertex.

3.3 Impact parameter reconstruction performance

The performance for the reconstruction of the impact pataraeand the transverse flight distance is
studied for tracks assigned tocandidates. Here, only candidates reconstructed by the track-seeded
reconstruction algorithm are considered. The seed traqugired to pass the standard track selection
and to have a transverse momentum above 6 GeV. Additiorekisti@e required to pass stricter require-
ments on the impact parameters and to have a hit iBttegyer to reject tracks from conversions in
decays with neutral pions.
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The following track quality requirements are applied tosked track:

e pr > 6 GeV

e |do|] <2mm

e |zpsin(6)| < 10mm

o Number of hits in the silicon detectors 7

The following track quality requirements are applied toidddal tracks:

e pr >1GeV

|do] < 1mm

|Zosin(0)| < 1.5mm

Number of hits in the silicon detectors 7

Number of hits in theB-layer> 1

o Number of hits in the Pixel Detector 2

Figure 3.8 shows the residuals and pulls of the transverpadtrparametedy and the impact pa-
rameter in a plane containing tlexis zysin(6) for pions from 1-prongr decays reconstructed by the
track-seeded algorithm in simulatgd— "1~ andW — 1v events. The impact parameter is calculated
with respect to the identified primary vertex. For the caltioh of the impact parameter, the position of
the primary vertex is estimated without using the track fitmnt candidate.

The residual distributions are composed of contributioith different widths depending on ther
and|n| of the track. Since the variation of the widths of the diffgreontributions is not significantly
larger than an order of magnitude, the distributions maypg@aimated by a double Gaussian. The
resolutions are determined from a double Gaussian fit. Fotrémsverse impact parametevalues of
20um and 42um are obtained. Fapsin(0) the fit results ino values of 5Jum and 11um. The pull
distributions are Gaussian withaaclose to one in each case.

The resolutions of the impact parametegsand zysin(6) are shown in figure 3.9 for pions from
1-prongt decays as a function ofy|. Different distributions are shown for the impact parametith
respect to the true primary vertex and the impact parameitérraspect to the reconstructed primary
vertex. In both cases the true impact parameter with redpdtie true primary vertex is used as the
reference value in the calculation of the residuals. Theluéisn is calculated as the from a Gaussian fit
to the central interval covering 80% of the distribution.eTsolution of the transverse impact parameter
with respect to the reconstructed primary vertex increféees 20um in the central detector region to
30um in the forward region. The resolution afsin(6) decreases from approximately 13 in the
central region to 55m in the forward region.

Figure 3.10 shows the significancedyfandzysin(8) of the track associated with 1-promgcandi-
dates, where the significance is calculated as the valuéediviy its estimated error,

Significancédy) = do/0o(do) (3.1)

Significancé€zy sin(8)) = zpsin(0) /o (zpsin(0)). (3.2)

Distributions are shown for candidates reconstructed from 1-prongecays,t candidates seeded by
a track from ab- or c-hadron decay and candidates seeded by other tracks. The sign of the impact
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Figure 3.11: Graphical illustration of the vectors usechim¢alculation of the lifetime sign of the impact
parameter for 1-prong candidates (not to scale).
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parameter is calculated with respect to the direction ofriduesverse energy-weighted barycenter of the
P clusters associated with tliecandidate if present. The sign is calculated as [2, 27]

sign(do) = sign( (Fro x A1)+ (AL x (Xev — %)) (3.3)

where|3m is a vector in the direction of the transverse energy-weigHiarycenter of the clusters,
B is a vector in the direction of the track momentum at the geri¥py is the position of the primary
vertex andX; is the position of the perigee. The different vectors ardadeg in figure 3.11. This sign is
positive if the point of closest approach between the trawakized at the perigee and the axis defined
by the i clusters is located in front of the vertex in the directiorttud 7° clusters. For pions from
lepton decays, the sign is positive in the ideal case of & r@wonstruction without errors if the sign is
calculated with respect to thelepton momentum. Thus, it reflects the finite lifetime andfligistance
of the T lepton. The direction of the axis defined by thitclusters is taken from the calorimeter and the
axis is assumed to pass through the primary vertex. litholusters are associated with theandidate
and ther candidate has a calorimeter seed, the sign of the impaaneteais calculated with respect to
the direction of the calorimeter seed. If neiti@rclusters nor a calorimeter seed are present, the default
sign is used which is positive if the difference between ttimathal angle of the track at the perigee and
the azimuthal angle of the vector pointing from the vertexh® perigee igt/2+ n2m with n € Z and
negative otherwise.

The distribution of thedy significance shows a moderate discrimination power betwraeks from
T decays and tracks from light jets. The absolute value of iifgact parameter of tracks frolr or
c-hadron decays is slightly larger than the one froatecays. The lifetime sign of the impact parameter
introduces a positive bias of the distribution as expect&tle discrimination power of the,sin(0)
significance distribution is smaller than the one of dheignificance distribution.

3.4 Secondary vertex reconstruction performance

For 1 candidates with at least 2 associated tracks a secondaex Varis performed. Currently, there
are five different algorithms available in the ATLAS softwasuitable to perform the fit of a secondary
vertex. All algorithms minimize g? calculated using the measured track parameters and the trac
parameters expressed as a function of the vertex positimmalforithms are implementations of filtering
methods in which the information of individual tracks is addsequentially to the vertex estimate [28,
29, 30]. The fitters differ in the details of the implemeraatiand the approximations [25]. Two of the
vertex fitters, VKalVrt and the adaptive vertex fitter, oftae possibility to down-weight tracks with a
large x2. In the case of the adaptive fitter the fit is iterated and a &atpre parameter is lowered as
described in section 3.2 for the primary vertex fit. The vefieis iterated also with VKalVrt since the
calculation of the weights, which is based on ffewith respect to the reconstructed vertex, requires
an estimate of the vertex position. However, the weight ionds not modified between iterations. In
the following section, the distributions characterizifg secondary vertex fit are introduced using the
adaptive vertex fitter. The performance of the differentesefitters is compared after the introduction
of the distributions.

Figure 3.12 shows the residuals of the secondary vertexigosn the directions parallel to the
candidate axis and orthogonal to theandidate axis and theaxis. Distributions are shown for 3-prong
T decays where each charged particle has been correctlysteacted as a track and the 3 tracks have
been assigned to a 3-promgandidate and for multi-prong candidates where at leastrank originates
from a charged particle from adecay. The resolution of the secondary vertex positionnsitee to
the opening angle of the tracks and hence the momentum afléqeon. Double Gaussians are fitted to
the distributions for correctly reconstructed 3-prongajec In the parallel directioa values of 57¢um
and 193 mm are observed. In the orthogonal directibmalues of 95um and 212 um are observed.
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Figure 3.12: Residual of the secondary vertex position indhiections parallell¢éft) and orthogonal
(right) to the momentum of the candidate irZ — 1717~ andW — tv events. Distributions are shown for
fully reconstructed 3-prong decays and for multi-prangandidates where at least one track originates
from a particle from a lepton decay. The adaptive vertex fitter is used.

Residuals and pulls of the secondary vertex position ix#redz directions are shown in figure 3.13.
The distributions of residuals consist of contributionghwesolutions varying by almost two orders of
magnitude. Hence, the distributions cannot be approxithatell by double Gaussians and no fit is
performed. The distributions of pulls have a Gaussian shaftea o obtained from a fit of 1.03 and
1.04 in thex andz directions, respectively, indicating that the errors andarestimated on average by
3% and 4%, respectively.

Figure 3.14 shows the residual and pull of the transversht ftigtance. Ao of 457um is obtained
for the narrow component of a double Gaussian fitted to theuakdistribution. The distribution of pulls
has a Gaussian shape witlwdrom a fit of 1.03. The resolution of the transverse flight @ta function
of |[n| andpy is shown in figure 3.15. The resolution is dominated by theseary vertex resolution in
the transverse direction and hence the opening angle afatlestand the transverse momentum ofthe
lepton. Thept of theT leptons inZ — 1~ andW — TV events is to a good approximation independent
of n in the range of the Inner Detector acceptange < 2.5.

Figure 3.16 shows the distributions of residuals of the sdany vertex position in the direction
parallel to ther candidate axis obtained with the different vertex fittensfidly reconstructed 3-prong
T decays. No significant difference between the differentexdiitters is observed. The transverse flight
path significance, which is calculated as the transverst fligth divided by its estimated error, for
candidates reconstructed from light jets is sensitive ¢oréijection of outlying tracks. This is illustrated
in figure 3.16 which shows the transverse flight path signifieacalculated with the five available vertex
fitters for T candidates from light jets. The sign of the transverse flggth significance is calculated
with respect to the visible transverse momentum ofttliandidate. The distribution obtained with the
adaptive vertex fitter contains the smallest fractiorr afandidates with a large transverse flight path
significance and has a less pronounced tail for negativefisigmces. Figure 3.17 shows the efficiency
of a cut on the transverse flight path significance farandidates front decays as a function of the
efficiency fort candidates from light jets and the difference of the efficjeabtained with four of the
vertex fitters with respect to the efficiency obtained with fitst Billoir fitter. The adaptive vertex fitter is
up to 7% more efficient than the fast Billoir fitter for the s#len of T candidates front decay products
at small efficiencies for candidates reconstructed from light jets. Hence, curyreéh#d adaptive vertex
fitter is used for the identification.

The vertex calculated by the adaptive vertex fitter may beyasd a negative® or number of de-
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Figure 3.15: Resolution of the transverse flight path folyfoéconstructed 3-prong decays inZ —
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the central interval covering 80% of the residual distiifmutmarkerg and the half-widths of the central
intervals covering 68.3%d@ashed lingand 95% $olid line) of the residual distributions are shown.

grees of freedom if more than one track was effectively ed@ilfrom the vertex fit due to the weighting
procedure. It is assumed that the tracks for the affectedndidates are incompatible with a common
vertex. The affected candidates are included in theidentification astr candidates without a sec-
ondary vertex. For fully reconstructed 3-prong candidétes hadronict decays an inefficiency of the
vertex reconstruction of 0.37% is observed. Farandidates with less than 4 tracks from light jets an
inefficiency of 2.6% is observed.

Figure 3.18 shows the significance of the transverse fligtit fix fully reconstructed 3-prong
decays, for other multi-prong candidates originating from a decay, fort candidates reconstructed
from light jets and forr candidates with at least one track originating from the dexdaa b or ¢ hadron
or one of its decay products. The distributions show a gosdriihination power betweencandidates
reconstructed fromr decay products andcandidates reconstructed from light jets.

3.5 Tau identification using the impact parameter and transerse flight
path

The signature that is selected during the identificatiop gtnerally consists of a collimated, isolated
object in the calorimeter and the Inner Detector. The trachtiplicity is required to be 1 or 3 by
many analyses. Two-prong candidates can be used to study the migration from the lgpamd 3-
prong categories. Tau candidates with more than 3 trackeeaomstructed, however the fraction of
candidates fromt decays at those track multiplicities is negligible andtleandidates are intended to be
used as a control sample in the determination of the effigiand fake rate of identification methods
with collision data. The hadronic energy deposit in the gaieter is checked for consistency with the
momentum of the reconstructed tracks. The invariant matseafcandidate is expected to be below the
T lepton mass.

The impact parameter significances and the transverse flightsignificance are used together with
other observables in an artificial neural network to idgntiadronict decays. The neural network is
trained usingr candidates front decays in simulate?/ — v andZ — 11~ events and candidates
from light jets in simulated QCD dijet events reconstruchgdthe track-seeded algorithm in ATLAS
software release 13.0.30. The Stuttgart Neural Networkugitar [31] is used to create and train the
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neural network. The layout of the network is based on an @adagrsion of the neural network described
in [32]. The artificial neural network is a feed-forward netk with 2 hidden layers containing 30 nodes
each and a single output node. The set of input variablekesnthom the previous implementation of
the neural network with minimal changes. Due to the sintijasf the invariant mass of the track system
for multi-prong t candidates and the invariant mass of theandidate, the former quantity is removed
from the list of input variables. For 1-prongcandidates the significances of the impact parameters
do andzpsin(8) and for multi-prong candidates the transverse flight paghicance are added. The
unsigned impact parameter significances are used since dinte of the training the sign was not
yet implemented. The additional input variables are usdyg ibrll quantities are available which are
necessary for the calculation of the variables. A primaryeseis required for the calculation of both the
impact parameters and the transverse flight path. A secprdeex is required for the calculation of the
transverse flight path. Separate neural networks with atitowi the impact parameter and transverse
flight path significances are trained. Tau candidates aiéathinto 1-prong candidates witi clusters,
1-prong candidates without® clusters, 2-prong candidates and 3-prong candidates amelmetworks
are trained for each category. In total, 8 neural networkdrained.

The following input variables are common to all neural nekgd22]. Unless indicated, all calori-
metric quantities are calculated using cells within a cdn&R< 0.2 around the seed track.

e Transverse energy of thecandidate.

e Number of cells in the first electromagnetic calorimeteretayith a transverse energy above a
certain threshold.

o Width of the transverse energy deposit in the first electgmmatic calorimeter layer calculated as
the Er-weighted variance

5 (An)’Er 3 (AnEr)?

2Er (SEr)?
where the difference in is calculated with respect to the cell closeshio the track at the first
electromagnetic calorimeter layer.

Wstrips = (3-4)

e Transverse energy deposited in the arda<QAR < 0.2 around the seed track taking into account
all calorimeter layers divided by the transverse energydarge ofAR < 0.2 around the seed track.
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Figure 3.19: Neural network output for 1-pronigff) and 3-prong right) T candidates irz — 141,
W — tv and QCD dijet events.

e AverageAR with respect to the seed track of cells in the presampler haditst two layers of
the electromagnetic calorimeter, thestrip and electromagnetic middle layers, weighted by the
transverse energy deposited in the cells

S AR-Er
=5_——. 3.5
Rem= S, (35)

e Transverse energy deposited in the back layer of the efaatyoetic calorimeter and the hadronic
calorimeter divided by the sum of the transverse momentheofracks.

e Transverse energy in the are®2 & AR < 0.4 around the seed track divided by the transverse
energy in a cone AR < 0.2 around the seed track.

¢ Invariant mass of the candidate.

e Number of tracks in the areaZ< AR < 0.4 around the seed track.

For 1-prong candidates the following input variables aieadf a primary vertex has been reconstructed:

e Transverse impact parameter significafgig/o(do).

e Impact parameter significance in a plane containingzties |zy|sin(0) /o (zosin(6)).
For multi-prong candidates the following input variables added:

o Width of the track system calculated in a way analogous ta&gu 3.5.

e Transverse flight path significance if a primary and secongartex are available and the sec-
ondary vertex passes the minimal requirement of a positf/and a positive number of degrees
of freedom as discussed in the text.

The performance of the neural network is evaluated usingiaes of the datasets listed in table 3.2
reconstructed with release 14.2.25.8. Figure 3.19 showvei¢hiral network output for 1-prong and 3-
prongt candidates in simulatatf — 1v,Z — 171~ and QCD dijet events. The rejectionofandidates
from light jets that is achieved by a cut on the neural netvartput is shown in figure 3.20 as a function

44



L B
- 100 GeV

UL R I IR AN IR
—— p,=60-100 GeV i
........ pT:60-100 GeV, no FP
—— p,=30-60GeVv
........ p, =30-60GeV, no FP
- =10-30 GeV
........ pT:lO-3O GeV, no FP

-100 GeV, no IP
- 60 GeV
-60GeV, no IP
-30 GeV
-30GeV, no IP

10*

Rejection
Il L1l H‘
Rejection

10°
10°

10? 102

1- prong T candldates 3 prong T candldates \
L L L i I S

01 02 03 04 05 06 07 08 09 1 01 02 03 04 05 06 07 08 09
Efficiency Efficiency

O
© g
g Lol
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decays ilW — tv and QCD dijet events obtained by a cut on the neural netwaiubwariable.

Rejection at 30% Efficiency 1-prong 3-prong
pr = 10-30 GeV  with IP/FP 593 13 942+ 27
without IP/FP 4389 451+9
pr = 30-60 GeV  with IP/FP 89# 73 182AH-192

without IP/FP 7454 740+ 49

pr = 60-100 GeV  with IP/FP 2082331 3595t 723
without IP/FP 1365-173 1064+ 117

Table 3.3: Rejection of candidates reconstructed from light jets at 30% efficiency tandidates from

T lepton decays obtained by a cut on the neural network oububers are given for the full set of 8
neural networks and a reduced set of 4 neural networks niog tise impact parameter and transverse
flight path significances. Statistical errors due to thetlihisize of the Monte-Carlo datasets are given.

of the efficiency fort candidates front lepton decays iW — tv events. The efficiency is calculated
with respect to true 1-prong or 3-prorglepton decays. Only leptons are considered whose decay
products are within the geometrical acceptance of the ledector, which decay into at least one
charged particle with a transverse momentum above 6 GeV dudawisible transverse momentum
exceeds 10 GeV. The tracks of the reconstruatedndidate are required to correspond to the charged
particles from ther decay and the track multiplicity of the candidate must be equal to the charged
particle multiplicity of thet decay. The rejection is calculated as the inverse of theiatifig of the
selection oftr candidates from light jets minus one. The efficiency of tHeamn of faket candidates
from light jets is calculated with respect to the truth jetsanstructed with the ATLAS cone algorithm
[2] using as input the simulated visible hadronic final sfadicles excluding muons. Table 3.3 lists the
rejection at 30% efficiency. The rejection is given for thik $et of 8 neural networks and for the reduced
set of 4 neural networks without the impact parameter ambtexse flight path significances. For 1-
prong decays an increase of the rejection of at least 20%sisrebd. For 3-prong decays an increase of
more than a factor 2 is observed.
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Chapter 4

Use of jet-vertex association for the central
jet veto in the VBF H — 771~ analysis

The production of a Standard Model Higgs boson in vector bdasion at small Higgs boson masses
at the LHC has a cross section approximately one order of iagnbelow the cross section for the
production of a Standard Model Higgs boson in gluon fusiostasvn in figure 1.2. The ratio of the
gluon fusion cross section to the vector boson fusion crestio decreases as the assumed Higgs boson
mass increases and tends towards 1 at large Higgs bosonswtésseto 1 TeV as shown in figure 1.2.
Hence, the vector boson fusion channel [33, 34] was orilyir@@nsidered only for the search at large
Higgs boson masses [35]. By exploiting the hadronic stneabdi vector boson fusion events, the process
was found to have a large expected signal significance alsmall Higgs boson masses [19]. The
prospects for the analysis with the ATLAS experiment weuglisd initially using a fast simulation [1]
and more recently using a detailed simulation of the ATLAf&d®r [2]. For Higgs boson masses in the
range 115 GeV to 135 GeV, vector boson fusion with the détay 17~ was found to be a possible
discovery channel for a Standard Model Higgs boson with thieAS detector. The analysis is sensitive
to pileup from additional minimum bias interactions [2].drevious estimates of the signal significance
pileup was not taken into account.

The datasets used in this chapter are listed in section 4g. ofiginal event selection optimized
for the analysis in the absence of pileup is described ir@edt2. The expected effects of pileup are
reviewed in section 4.5. A method for the improvement of thené selection in the presence of pileup
is presented in sections 4.6 and 4.7. The method aims taf@rts not originating from the primary
vertex of the main event and to discard them for the purposaealiying the central jet veto. The expected
effects of the improved method on the vector boson fusiotyaisais evaluated in section 4.8.
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Figure 4.1: Feynman diagrams describing the productionHifygs boson in vector boson fusioleft)
and in gluon fusionr{ght) at a proton-proton collider.
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4.1 Monte Carlo Datasets

The invarianttt 1~ mass distributions after the event selection of the veobsob fusion analysis are
calculated using VBH — 111~ datasets generated with Herwig 6.510 [36] &g 2j andZ + 3j with

Z — 11~ datasets generated with Alpgen [37] and Herwig. In the iwtat 4 nj, ndenotes the number
of cone jets with a cone radius &R = 0.7 reconstructed at the parton level after the parton shog¢nat
have a transverse energy above 20 GeV. The MLM matching pooed38] is applied which requires
the jets to correspond one-to-one to the partons genergtéldebmatrix-element calculation. Purely
electroweak production & + 2j andZ + 3j is not included. Tau decays are simulated with TAUOLA
2.7 [39] and PHOTOS 2.15 [40]. Multiple parton interacticare simulated with Jimmy 4.3 [41]. A
GEANT4 [42] simulation of the ATLAS detector and the ATLASyitization and reconstruction software
are used to simulate the detector response. The datasetgemgrated for a center-of-mass energy of
14 TeV.

The performance of the jet-vertex association method aedticiency of the central jet veto are
evaluated using simulated VBF — 1717, Z+2j/3j (QCD) withZ — 11~ andtt events for a center-
of-mass energy of 14 TeV and two different luminosity scesar The datasets for thé process were
generated with MC@NLO 3.1 [43] and Herwig. Minimum bias egewere generated with Pythia 6.4
[44]. Datasets for a luminosity of - 20°3cm~2s1 with a bunch spacing of 25ns, corresponding to an
average number of 4.6 minimum bias interactions per buna$sorg, were simulated and digitized with
ATLAS software release 12.0.7.1 and reconstructed witkased 14.2.0.2. Datasets for a luminosity of
10*3cm2s~1 with a bunch spacing of 75ns, corresponding to an averagdauai 6.9 minimum bias
interactions per bunch crossing, were simulated and zigltivith ATLAS software release 14.2.25.2 and
reconstructed with release 14.2.25.8. The luminosity agenwith a bunch spacing of 75ns is a special
scenario for the early LHC operation. A dominant fractioritef dataset that may allow a first discovery
of a Standard Model Higgs boson is currently expected to kentat the nominal bunch spacing of
25ns. The datasets for the scenario with a bunch spacingraf Were simulated using minimum bias
events which were generated for a center-of-mass energ9 oM, hence the rate of additional high-
pr QCD interactions in those datasets is significantly smallan that expected in a dataset with the
same operation mode at a center-of-mass energy of 14 TeVdisbemination power of the jet-vertex
association method for theé process is evaluated using a dataset simulated for a cefteass energy
of 10 TeV. The dataset is simulated with pileup, correspagdd 4.6 interactions per bunch crossing at
a bunch spacing of 25ns.

Additional datasets of simulatetlandw production events are used for the evaluation of the primary
vertex reconstruction and selection efficiencies. DasasieZ — u*u~— andW — ev events are used to
study the performance of the primary vertex identificatibaraaverage number of 4.6 events per bunch
crossing at a bunch spacing of 25ns. The performance at thenabluminosity which corresponds to
23 interactions per bunch crossing at a bunch spacing of Bo@saluated using datasets of simulated
Z—ete ,W — evandW — uv events. All datasets used in this study are listed in taldle 4.

For brevity, the luminosity scenario corresponding to aarage number of 4.6 interactions per bunch
crossing at a bunch spacing of 25ns will be referred to asrlasity scenario | in the following. The
luminosity scenario corresponding to an average numberQon@eractions at a bunch spacing of 75ns
will be denoted luminosity scenario |l.

4.2 \ector Boson FusiorH — 17177 in ATLAS

Figure 4.1 shows Feynman diagrams describing the productica Higgs boson at a proton-proton
collider in vector boson fusion and gluon fusion. The quagrk#icipating in the vector boson fusion
process are typically scattered at small angles to the b&bejets initiated by the quarks are used to tag
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Dataset Process v/S(TeV) Luminosity scenario Task ID Events Used
005334 VBFH — 171~ —1h 14 - 7517 49000
005334 VBFH — 171~ —1|h 14 4.6ev/bc, 25ns 15067 44819
205334 VBFH — 171~ —1h 14 - 58441, 58442 49999
205334 VBFH — 171~ —1|h 14 6.9ev/bc, 75ns 95136 48323
205333 VBFH — 117 =l 14 - 56679, 56680 49750
205333 VBFH — 11 — |l 14 6.9ev/bc, 75ns 95134 41491
005200 tt 14 - 28350 539387
005200 tt 14 4.6ev/bc, 25ns 7554, 8990 106149
8992, 8993
6786
205200 tt 14 - 72511 997340
205200 tt 14 6.9ev/bc, 75ns 80893 957113
105200 tt 10 4.6ev/bc, 25ns 41348 50000
208162 Z+2j,Z—T1'T 14 - 75186 327983
208162 Z+2j,Z—T1"T 14 6.9ev/bc, 75ns 76984 310745
208163 Z+3j,Z—-T1'T 14 - 78311 282197
208163 Z+3j,Z—T1"T 14 6.9ev/bc, 75ns 78372 281447
206129 Z+2j,Z—T1'1 — |l 14 - 76975 338748
206130 Z+3j,Z—1"T — |l 14 - 77623 217011
106031 W~ —ev 10 4.6ev/bc, 25ns 80129, 80130 948088
106051 Z—utu- 10 4.6ev/bc, 25ns 78911, 78912 745810
78914, 78917
005001 Minimum Bias 14 - 23536 100000
106043 W — ev 14 23ev/bc, 25ns 105324 10000
106043 W — uv 14 23ev/bc, 25ns 105323 10000
106046 Z— ee 14 23ev/bc, 25ns 101032 10000
005001 Minimum Bias 14 - 4278 100000
007903 Cavern Background - - 6304 10000

Table 4.1: Monte Carlo datasets used for the vector bosdarfualysis and the study of jet-vertex
association and the central jet veto in the presence offpil&uiHiggs boson mass of 120 GeV is assumed.
Thett dataset 005200 for a luminosity corresponding to 4.6 eveatdunch crossing at 25ns bunch
spacing was digitized with release 12.0.7.1 using the miminibias and cavern background datasets
005001 and 007903. Thedataset 005200 and the VBF dataset 005334 were reconstmitterelease
14.2.0.2 with additional tags applied to treat known proigden the reconstruction.
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vector boson fusion events. Since no color is exchangeddaetthe quarks, QCD radiation is expected
only in the direction between the scattered quark and thenbeBhis signature allows an additional
discrimination against background processes that is regiple in the gluon fusion process. At leading
order, the gluon fusion process contains no tagging jetsceSjluon fusion is a QCD process, radiation
similar to the majority of background processes which ase GICD processes is expected.

The jet topology in vector boson fusion aticevents is illustrated in figure 4.2, which shows the
distribution of the jet with the largest transverse momenin an event and the difference inbetween
the tagging jets.

The signature that is selected in the vector boson fusiolysisaonsists of two tagging jets with a
large separation in, the absence of hadronic activity inbetween the tagging jets, two isolated leptons,
where each lepton can be either an electron or a muon, or lteddepton and a hadroniccandidate
in the central detector region between the tagging jetsaaredonstructed mass of thé 1~ lepton pair
close to the Higgs boson mass. The event selection is bag@fl with minimal changes.

4.2.1 Electron reconstruction

Electrons are reconstructed starting from clusters in thet®magnetic calorimeter with a fixed size
of 3x 7 cells in then and @ directions in the electromagnetic middle layer correspupdo a size
of An x Agp = 0.075x 0.175. The cluster width in the direction is chosen to be larger to collect
contributions from soft bremsstrahlung photons radiatefitant of the calorimeter. Clusters of a fixed
size rather than topological clusters as described in@eétil may be used due to the compactness and
homogeneity of purely electromagnetic showers. An adegnts clusters with a fixed size is that the
energy of the clusters is not intrinsically biased by pilasmgliscussed in chapter 5. An electron candidate
is formed if an Inner Detector track which is not identifiedagiginating from a conversion electron is
matched to the electromagnetic cluster in a windowgfx Ag = 0.05x 0.10 andE/p is less than 10,
whereE denotes the energy of the cluster gmthe momentum of the track.

Here, electrons are required to pass the “medium” electutsehich are defined as:

e The electron cluster is required to match the track within| < 0.1.

e The track must have at least one hit in the Pixel Detector.

e The track must have at least seven hits in the silicon detecto

e The track must have a transverse impact parameter with atudbsalue of less than 5mm.

e The energy-weighted barycenter of the cluster in the edewignetic middle layer must be found
within |n| < 2.47.

e n and Er dependent cuts on the ratio of the transverse energy reootest in the hadronic
calorimeter to the transverse energy of the electromagokitster are applied.

e For the electromagnetic middle layer,andEr dependent cuts on the shower width and the ratio
of the energy in a % 7 window to the energy in ax 7 window are applied. The energy in 7
window is required to be positive.

o If the fraction of the cluster energy deposited in the etautgnetic front layer, thg strip layer,
exceeds 0.5% and the energy-weighted barycenter of theeclmsthe electromagnetic middle
layer is found within 152 < |n| < 2.37 or|n| < 1.37, n andEr dependent cuts on the width of
the energy deposit and the difference between the first amhdenaxima in the strip layer are
applied.
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4.2.2 Muon reconstruction

Muons reconstructed by the Staco algorithm [2] are usedevdittor boson fusion analysis. Tracks are
reconstructed separately in the muon spectrometer andrlee Detector. The tracks are extrapolated to
the interaction region andy#-based matching between the Inner Detector and muon spestiEotracks

is performed. Combined muon objects are created for paimsat€hing tracks. Track parameters for

the combined muon objects are obtained from a statisticabawation analogous to an error-weighted

average of the track parameters of the Inner Detector andh spectrometer tracks.

4.2.3 Jetreconstruction and calibration

The analyses presented in this thesis were developed w&mgejconstructed with the ATLAS seeded
cone algorithm. Topological clusters [45] of calorimeteli€ are used as the input objects. The clusters
are formed by connecting cells based on the energy depdsitdtkm and have a variable size and
shape. The cluster formation is discussed in section 5.&. AllLAS seeded cone algorithm is seeded
by clusters with a transverse energy above 1 GeV. For eachasgs axis is determined by calculating
the sum of the momenta of all clusters included in a circldhart-@ plane of a fixed radius around the
seed cluster. The jets used in this study are created witliasraf 0.4. The direction of the cluster is
determined during the cluster formation as the absoluggggrweighted mean of the cell directions. The
determination of the jet axis is iterated using the clusiters cone around the current jet axis until the
distance between the updated jet axis and the current eissstinaller than a cut value AR = 0.05 that
defines the stability of a cone or a maximum number of itenatie reached. Cones that are not stable are
discarded. The reconstruction of stable cones is followea $plit and merge step to resolve ambiguities
in the case of overlapping cones. If the transverse energedibetween two cones is larger than 50%
of the transverse energy of the jet with the smaller trarsgvenergy the jets are merged. Otherwise, the
jets are split with shared clusters being assigned to tht@gets geometrically closer to the cluster. Jets
are required to have a transverse energy above 7 GeV.

Seeded cone algorithms are known to be infrared and callimesafe [46]. Recently, the AntiKt
algorithm [47] has been adopted as the algorithm recomnmiefuteATLAS physics analyses which is
both infrared and collinear safe. Jets reconstructed WighAntiKt algorithm generally have a circular
shape in they-@ plane. The AntiKt algorithm begins with a calculation of tistance measures

di = min (k;? k;.2> il (4.1)
) 1) R2 :

between pairs of input objects ) with transverse momentq; andk; j and
dg = k2 (4.2)

between each input object and the bealy).= \/(Ay)?+ (Ag)? is the distance between objectand

j in they-@ plane with the rapidityy and the azimutlp. R is a parameter that defines the radius of the
jet. Objectsi and j are clustered it} is the minimal distance. If the minimal distancedig, objecti

is added to the list of jets and removed from the list of inpojeots. The procedure is iterated until the
list of input objects is empty. The resulting jets typicatigve a radiuf in the n-¢@ plane. In this study,
topological clusters of calorimeter cells are used as thatiobjects.

The response of the ATLAS calorimeters to electromagnetit lsadronic particle showers is dif-
ferent. On average, the energy reconstructed for a haddbniateracting particle is smaller than the
energy reconstructed for an electron or photon of the samggnThe calorimeter is calibrated in a way
such that the energy for electrons is reconstructed céyreotaverage [48, 49]. For hadronic particles
and jets an additional calibration is applied during theirdflreconstruction. Methods implemented in
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the ATLAS software attempt to identify electromagnetic dadironic shower components and apply
weights to correct the hadronic component such that thenstaacted energy is equal on average to the
energy of the particles entering the calorimeter. For thaddrd reconstruction of jets, currently two
methods are used in the ATLAS software, a cell-energy wiightnethod previously used at the H1
experiment [2] and a cluster-level calibration methodezhlbcal hadronic calibration [50].

In the H1-style calibration, weights are applied after #iefinding to the energies reconstructed in
cells that form the jet constituents, which may be eitheorwaleter towers or topological clusters. The
weights are functions of the cell energy density and the madition. The dependence of the weights
on the energy density is motivated by the observation thariggyrdeposits with a low energy density are
more likely to originate from the hadronic component of avsbio

In the local hadronic calibration, topological clusters alassified by their shape, position and the
structure of the energy deposit as hadronic or electromgdesters. Weights similar to the weights
applied in the H1-style calibration are applied to the eiesrgf cells in hadronic clusters. A correction
for energy not included in the cluster is applied. In this moel; the calibrated clusters are used as the
input to the jet reconstruction.

At the jet level, both methods yield comparable resultseAfihe calibration, additional corrections
are applied at the jet level to correct for particles not héag the calorimeter and for inefficiencies of
the jet-finding algorithm.

4.2.4 Event selection for the channeH — tt17= — |l

e Events are required to pass the single electron or muoretrigih a transverse momentum above
approximately 20 GeV (EFe2Q loose or EEmu20).

¢ An electron with a transverse momentum above 25 GeV or a mutbnantransverse momentum
above 20 GeV is required. Both leptons must be found in th&aetetector region withinn| <
2.7. The electron candidate must have been reconstructecetstahdard electron reconstruction
algorithm [2], indicated by value of the author variableigised to the electron candidate of 1 or
3. In addition, the electron must satisfy the “medium” setetcuts as described in section 4.2.1.
Only isolated electrons are selected by requiring the mattithe energy in a cone with a radius
of AR = 0.2 around the electron cluster, excluding the energy degmbsit the electromagnetic
calorimeter in a window with a size given by&/7 cells in the middle layer and excluding energy
deposited in the TileGap3 scintillator, to the transversamantum of the electron track to be
smaller than 0.1 (etcone2pr < 0.1).

The muon must have been reconstructed as a combined muoa 8igito algorithm [2]. Thg? of

the combined muon track must be smaller than 500 (fitGh8D0) and the difference between the
x? of the combined muon track and the sum of ffeof the Inner Detector and muon spectrometer
tracks must be smaller than 100 (matchChi200). Only isolated muons are selected by requiring
the ratio of the energy in a cone with a radiug\ = 0.2 around the muon, excluding the energy
deposited by the muon itself, to the transverse momenturheofrtuon to be smaller than 0.1
(etcone20pr < 0.1).

e The total number of leptons must be 2 and the leptons must digvesite charges. Leptons are
selected according to the above criteria, however the\temse momentum threshold is lowered
for the second lepton to 15 GeV for electrons and to 10 GeV fooms. Electrons found within
AR < 0.2 of a selected muon are discarded.

e The missing transverse energy must exceed 40 GeV.

51



The fraction of ther lepton momentum carried by each lepton as calculated frenhefpton mo-
menta and the missing transverse energy [2] has to be positit smaller than 0.75. The angle
between the lepton momenta is required to satisbgAp)| < 0.9.

At least 2 jets with a transverse momentum above 20 GeV wjthir< 4.8 are required. At least
one jet must have a transverse momentum above 40 GeV. Jetstewcted with the ATLAS cone
algorithm using a cone size &R = 0.4 are used. Jets withiAR < 0.2 of a selected muon or
electron are discarded.

The two tagging jets, which are selected as the jets withatgest transverse momenta, must be
found in opposite detector hemispheres.

The leptons must be found between the tagging jets imtteection.

The tagging jets must not have been identifiedbgsts. The IP3D + SVb-tagger [2] is used,

which combines impact parameter information with topatagjiinformation of a reconstructed
secondary vertex. A jet is consideredb-get if the weight returned by the-tagging algorithm is

larger than 1.

The tagging jets must be separatedjiby at least 4.4.
The tagging jets must have an invariant mass above 700 GeV.
Events are rejected if a jet is found withim| < 3.2 which is not a tagging jet.

For a calculation of the signal significance based purelyhennumbers of selected events, the
invariant mass of the* 1~ lepton pair reconstructed from thedecay products and the missing
transverse energy is required to be within 15 GeV of the Higgson mass for a given mass
hypothesis. This cut is not applied in the standard analysishich the signal significance is
calculated using a fit to the reconstructedr — mass spectrum as discussed below.

4.2.5 Event selection for the channeH — 177~ — |h

The same trigger requirement as in the dilepton channekd.us

A lepton passing the same selection as in the lepton-legtanrel with the high transverse mo-
mentum thresholds is required.

No additional leptons passing the same selection as in pherldepton channel with the reduced
transverse momentum thresholds are allowed.

A hadronict candidate with a transverse momentum above 30 GeV is refjulilee T candidate
must have 1 or 3 tracks and a charge of 1-dr. The charge must be opposite to the charge of the
lepton. Ther candidate must pass the “medium” likelihood cut and the ‘iomad electron veto
and the muon veto cuts. Tau candidates found wiftitn 0.2 of a selected lepton are discarded.
The number of selectedcandidates must be 1.

A missing transverse energy above 30 GeV is required.

The transverse mass of the lepton and the missing transseesgymr = \/ 2p'1‘?pE$“‘55' (1—cosAg),
must be below 30 GeV.
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Figure 4.2: Pseudorapidity of the jet with the largest tvanse momentuml€ft) and difference im
between the jets selected as tagging jetghf) in simulated vector boson fusion atidevents in the
lepton-hadron channel after a preselection requiring tofepnd two tagging jets in opposite detector
hemispheres.

e The fraction of ther momentum carried by the lepton must be positive and smailéer ©.75. The
fraction of the momentum of the otherlepton carried by the hadronic decay products must
be positive and smaller than 1. The angle between the leptdrihee hadronia candidate must
satisfy|cogAg)| < 0.9.

e The event selection based on the tagging jets is the sametlas iepton-lepton channel with the
single exception that nio-tag veto is applied.

Figure 4.3 shows the expected distribution of the recoosttlinvariant mass of the" 7~ lepton
pair for an integrated luminosity of 30H in the lepton-lepton and lepton-hadron channels for signal
events and the background procgss2j/3j,Z — 1" 1~ (QCD). The cross section for the signal process
is taken from [2]. The cross sections for tBe- 2j andZ + 3j processes are taken from the generators
Alpgen and Herwig. A factor of 1.24 to correct the leadingergenerator result to a next-to-next-to-
leading-order result as discussed in [51] is applied. GmydominanZ + jetsbackground is shown due
to a lack of Monte Carlo statistics for the other backgrounacpsses. The expected signal significance
taking into account all background processes for an integriaminosity of 30fb! determined from a
likelihood ratio from a fit [2] is shown in figure 4.4. At a Higdmson mass of 120 GeV, an expected
signal significance of 4.85 is obtained by combining the ltesn the lepton-lepton and lepton-hadron
channels. The effects of pileup are not taken into accoutftisnestimate.

4.3 Simulation of minimum bias interactions

The total cross section for proton-proton collisions atr@eeof-mass energy of 14 TeV is approximately
100mb. Figure 4.5 shows values of the cross section meastirée ISR and a cosmic air shower
experiment [52] as a function of the center-of-mass enenghtiae results of a fit and model predictions.
The expected values for the total cross section at the LHRetkfrom the data are 113+ 1.2751 mb
at 14 TeV and 103+ 1.13$mb at 10 TeV [53, 54].

Additional interactions taking place close in time to thgdered bunch crossing will affect the signal
reconstructed in the detector. This effect is called piletipe effect of additional proton-proton interac-

Lintersecting Storage Rings
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Figure 4.3: Invariant mass of the" 1~ lepton pair in the lepton-lepton channéff) and the lepton-
hadron channelright) normalized to an integrated luminosity of 30fbfor simulated signal and +
2j/3] (QCD) events.
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Figure 4.5: Total cross section for proton-proton scaiteas a function of the center-of-mass energy
measured at the ISRofv center-of-mass energgnd a cosmic air shower experimehigh center-of-
mass energy Fit results including the statistical errors are showradsack band. Two curves close
to the band show the sum of statistical and systematic erfove additional curves at a larger distance
from the band show model uncertainties considered in [54].

tions is taken into account in the simulation by overlayihg thain proton-proton collision event with
the signal from additional minimum bias interactions takpiace close in time to the main interaction.
Experimentally, minimum bias interactions may be definegraton-proton interactions triggered by a
minimum bias trigger and not triggered by a high-trigger. A minimum bias trigger, which may be
a combination of several independent triggers, typicayuires a minimum amount of activity in the
detector that is sufficient to indicate that a proton-pratuaeraction has taken place. For the purpose
of the simulation, minimum bias interactions are commordfirted as non-single diffractive inelastic
proton-proton interactions. For this study, minimum biaetiactions simulated with Pythia [44] are
used. The simulation includes non-diffractive inelastiatpn-proton collisions and highr QCD inter-
actions. The total cross section of the process is 51.6 mb &\ and 54.7 mb at 14 TeV. The difference
with respect to the total proton-proton scattering crosfiGge is given by the cross section for diffractive
and elastic scattering.

The cross section predicted by Pythia for QCD dijet produrctivith a transverse parton momentum
above 17 GeV is 0.926mb at 10 TeV and 1.48mb at 14 TeV. Hentepthcess is expected to con-
stitute approximately 1.8% of the simulated minimum biasnés at 10 TeV and 2.7% at 14 TeV. At
10% cm~2 s~1, QCD dijet production with a transverse parton momentunvealiy GeV can be ex-
pected to occur in between 40% and 50% of all bunch crossiimgthis study, lower luminosities are
considered which lead to average numbers of between 2.3 .8ridtéractions per bunch crossing. At
those luminosities, the QCD dijet process with a transvpeséon momentum above 17 GeV may be
expected to contribute to between 5% and 15% of all bunchsitrgs.

The expected charged particle multiplicity in minimum b&sents at a center-of-mass energy of
14 TeV as a function ofy and pr is shown in figure 4.6. In the central detector region, betwée
and 10 charged particles per unit pfare expected approximately. The neutral particle mudiiyli
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Figure 4.6: Multiplicity of stable charged particles in silated minimum bias events for a proton-proton
collider at a center-of-mass energy of 14 TeV as a functiom @éft) and pr (right). [2].
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Figure 4.7: Multiplicity of stable charged particlesrat= 0 measured at the SPS and the Tevatron and
the extrapolation to the nominal center-of-mass energh@LHC using Pythia with two different sets
of parameters and Phojet. [2]
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after 1° decays is approximately equal to the charged particle pligity [48]. Figure 4.7 shows the
total charged particle multiplicity measured at the 3B8d the Tevatron as a function of the center-
of-mass energy. Also shown are extrapolations of the tdtatged particle multiplicity to the nominal
center-of-mass energy of the LHC using Pythia with two défe sets of parameters and Phojet [55].
The extrapolations have a large uncertainty and the chargditle multiplicity will be one of the first
measurements at the LHC.

4.4 Simulation of pileup

Pileup is simulated by overlaying the hits from the GEANTZ2][4imulation of the primary proton-
proton interaction with the hits from additional events.eTominant contribution is given by minimum
bias events. In addition, small numbers of interactionsutlyong protons with parts of the detector or
a collimator and interactions of protons with gas presenhabeam pipe are added. For each bunch
crossing in the time interval of sensitivity of the ATLAS detor around the triggered bunch crossing,
a number of events distributed randomly according to a Boissstribution for the expected average
number of events at the given luminosity is selected fronasis of simulated single events. The
simulated hits are passed to the digitization algorithmsaflcsubdetectors that are sensitive to the given
bunch crossing. Interactions from radiation backgrountha cavern for the selected luminosity are
added at a constant rate. For each bunch crossing, the sanfienof cavern background events is
selected randomly from a dataset of simulated cavern baakgrevents. The events are assigned a time
offset within the bunch crossing such that events are diged uniformly over time. The subdetector
digitization algorithms simulate the detector responsg pioduce a signal which can be used by the
reconstruction.

The subsystems of the Inner Detector are sensitive to ttegaparticles in a small time window
around the triggered bunch crossing. The Pixel Detectannieently operated with a readout interval of
[—2,2] bunch crossings. A reduction of the readout intervaHtb, +1] bunch crossings at low luminosity
and intermediate luminosities is foreseen. At the nominalihosity, the readout interval will include
only the triggered bunch crossing [56]. The SCT is expeatdattoperated in a mode in which 3 bunch
crossings are read out and the absence of a hit in the bunskimgopreceding the triggered bunch
crossing followed by a hit in the triggered bunch crossint bé required. The TRT will operate in a
mode in which 3 consecutive bunch crossings are read oute $ire TRT signal has a length of up to
60ns the detector will be sensitive to up to two additionaldhucrossings preceding and following the
readout window. The time resolution of the detector wilballa discrimination between hits in different
bunch crossings.

The signals of the liquid argon calorimeters have diffedlengths depending on the width of the
liquid argon gap, the voltage and the electrode structugmass in the forward calorimeter are relatively
short with a drift time in the first FCal module of 60ns, anddendrift times in the second and third
modules as expected from the increased width of the liggdragaps. In the electromagnetic endcap,
the signal length increases with the radius as the widtheofitfuid argon gap increases. The maximum
signal length in the LAr calorimeters is 800ns which cormgps to 32 bunch crossings. The signal
is sampled in 5 bunch crossings starting with the triggenaach crossing. Hence, the detectors are
sensitive to an interval 0of-32 5] bunch crossings. Signals in the tile calorimeter are shoeven
bunch crossings are sampled. The detector is sensitiveitdeamal of[—8, 7] bunch crossings.

The RPCs of the muon spectrometer are sensitive to a singthtmrossing. The TGCs will operate
in a mode in which three consecutive bunch crossings areotad he detectors are sensitive to hits from
collisions in an interval of—2,4] bunch crossings. The CSCs are sensitive to an interval obzjppately

2Super Proton Synchrotron
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Subdetector

Sensitive interval (25ns)

Pixel (high.%) [-1,1]

Pixel (low %) [-2,4]
scT [-2,1]
TRT [-2,2]

LAr EM [-31,5]
LAr HEC [-28,5]
LAr FCAL [-23,5]

Tile [-8,6]
TGC [-2,3]
csc [-3,3]
RPC [-4,4]
MDT [-32,32]

Table 4.2: Interval of sensitivity of individual subdeters used in the digitization of simulated pileup
datasets.

[—15,4] bunch crossings. The MDTs have the longest signals and ueédte and are sensitive to an
interval of[—32,32] bunch crossings.
Table 4.2 summarizes the time intervals currently usedHterdigitization of simulated data with

pileup.

4.5 Effects of pileup on the analysis

The discovery of a Standard Model Higgs boson at small Higigob masses in the vector boson fu-
sion process is expected to require an integrated luminosipproximately 30fb!. The dataset will be
composed of data taken at different luminosities duringriiel years of LHC operation while the lumi-
nosity will be increased gradually to the design luminosityl0** cm~2 s~1. The analysis of the vector
boson fusion process will be affected in several ways by teegmce of pileup. The calorimeter-based
discriminating observables used for the identification afifonic T decays are known to be sensitive
to pileup. The resolution of the missing transverse energgsurement is degraded in the presence of
pileup which will affect the resolution of the invariant nsasf thet* 1~ lepton pair. Finally, the cen-
tral jet veto will be affected by additional jets reconstaetin the calorimeter not originating from the
primary interaction.

Additional jets affecting the efficiency of the central jeto are expected from QCD dijet production
in the same bunch crossing as the triggered event as discussection 4.3. The number of jets in the
primary event passing a fixed transverse energy threshagpiscted to increase due to a degradation
of the jet energy resolution. In addition, a positive biaghd# jet energy is introduced by the current
cluster formation as is discussed in detail in chapter 5. éffieiency of the central jet veto for different
luminosity scenarios is shown in figure 4.8.

4.6 Primary Vertex Selection

Figure 4.9 shows the residual of theoordinate of the primary vertex in simulatdgH — 171~ — |h
and minimum bias events without pileup. The residual diation for single minimum bias events has a
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Figure 4.8: Efficiency [2] of the central jet veto in the vadbmson fusiortH — 1717~ analysis for three
different luminosity scenarios at a bunch spacing of 25 ns.

o from a Gaussian fit of 8@m. The tails deviate significantly from a Gaussian shape.di$tebutions
for vector boson fusiotH — "1~ — |h andtt events have Gaussian widths of (52 and 34um,
respectively.

From the list of reconstructed primary vertices, the prinaartex of the main interaction is identified
by the primary vertex reconstruction algorithm as the vewtigh the maximum value of/N > p2, where
the sum is taken over all tracks assigned to the vertex. tinevents the primary interaction vertex is
reconstructed and identified correctly by this method incgthall cases. Ikl — 171~ — |h events there
is a significant fraction of events in which the primary imtetion vertex is either not reconstructed or not
identified correctly. The identification efficiency, definkere as the fraction of all events in which the
selected primary vertex candidate has a distance iz thieection from the true primary vertex of less
than 30Qum, is 99.7% irtt events and 94.7% iH — "1~ — |h events.

In physics analyses of processes including charged pegtigith a large transverse momentum the
tracks associated with the high- objects provide additional information on the positiontod primary
interaction vertex. In particular, the impact paramegenf the lepton tracks in thel — 1717~ — lh and
H — tt1~ — ¢7¢~ analyses may be used for the primary vertex selection. &igur0 shows the, of
the reconstructed electron or muon with respect to the trimeapy vertex inH — ™17~ — |h events.
The distributions are wider than the distribution of thepordinate residual of the reconstructed primary
vertex which is shown for comparison. Due to the flight patlitheft lepton thezy distributions have
non-Gaussian tails.

After requiring a lepton trigger and a reconstructed leptbe significance of they of the lepton
with respect to the true primary vertex, which is defined aswvhiue divided by its estimated error, is
smaller than 20 in 99.9% of all — 771~ — |h events in luminosity scenario |. The significance of
the distance in the direction between the true primary vertex and the seleaednstructed primary
vertex candidate is smaller than 20 in 95.7% of events aftesame preselection and using the standard
method for the primary vertex selection.

The primary vertex selection is extended to use zhef a reconstructed lepton according to the
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Process Reconstruction  Standard Selection Lepton-basdedti®n

4.6ev/bc, 25ns

tt (9991+0.01)%  (99.79+0.02)% (99.90+0.02)%

W~ —ev (9264+0.04% (79.67+0.07)% (92144 0.05)%

Z—utu- (96.74+0.03)%  (90.90+0.04)% (96.30+0.03)%

VBFH —-1"1~ —1lh (97.38+0.14% (9511+0.19)% (97.34+0.14)%
6.9ev/bc, 75ns

tt (99.79+0.01)%  (99.04+0.02)% (99.58+0.01)%

Z+2),Z—1t1" (99.07+£0.03)%  (9543+0.07)% (98.35+0.05)%

Z+3j,Z—1t1" (99.49+0.03)%  (97.58+0.06)% (98.96+0.04)%

VBFH - 11~ —1lh (9299+021)% (87.47+0.28)% (9223+0.23)%

VBFH — 1717 —Il (9503+0.13)% (94.48+0.14)% (94.50+0.14)%
23ev/bc, 25ns

W — ev (80.17+0.01)%  (57.19+0.01)% (78.63+0.01)%

W — uv (8156+0.01)% (64.02+0.01)% (80.26+0.01)%

Z—ete (8160+0.01)% (60.35+0.01)% (79.91+0.01)%

Table 4.3: Primary vertex reconstruction and identifiaagdficiencies. The reconstruction efficiency is
defined as the fraction of events in which at least one primrmariex candidate is reconstructed within
300um in thez direction of the true primary vertex. The selection efficiers defined as the fraction of
events where the selected primary vertex candidate is fadghth 300um of the true primary vertex.

following method:

e The list of primary vertex candidates is initialized by thréary vertex reconstruction algorithm
using the standard procedure. The primary vertex candidate sorted in order of decreasing
VvN'S p2 with the sum taken over all tracks assigned to the vertex.

e For each candidate, the weidhipr /(Z0/0(29)) is calculated with theg of the lepton with respect
to the candidate and the sum taken over all tracks assigrnibé tandidate. A value of 1 is used
in place of thezy significance if thezy significance is smaller than 1.

e lterating through the list once, the currently selectednpriy vertex candidate is replaced if the
weight of the new candidate is larger than 3 times the weigttieocurrently selected candidate.

The efficiencies of the primary vertex reconstruction arddifault and lepton-based selection meth
ods are listed in table 4.3 for several physics processasiimbsity scenarios |, Il, and for the case of
an average number of 23 interactions per bunch crossing atéhtspacing of 25ns. Here, the recon-
struction efficiency is defined as the fraction of events inclrat least one primary vertex candidate
is reconstructed within 30@m of the true primary vertex. For processes with one leptothénfinal
state, exactly one reconstructed lepton passing the leggtlection of the vector boson fusion analysis
is required. For processes with more than one lepton in tlaé state, at least one reconstructed lepton
passing the lepton selection of the vector boson fusioryaisails required. If at least one reconstructed
muon passing the selection is present in the event the muibnting largest transverse momentum is
used for the identification. Otherwise, the electron with ldrgest transverse momentum is used.
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The selection efficiency is improved for all processes if itl@act parameter information of the
lepton is used. The selection is observed to be close to apfion thett and vector boson fusion
processes in luminosity scenario |. For all processes améhlusity scenarios | and Il, the fraction of
events where a primary vertex candidate has been recorestrwithin 30Qum of the true primary vertex
but the selected primary vertex is not found within the samerval is well below 1% with the lepton-
based selection. At the nominal luminosity, the same foadt below 2%.

Future studies may include the optimization of the use dbrimfation in events with more than
one lepton. It may also be possible to improve the primaryexereconstruction efficiency using the
knowledge of highpt objects in an event.

4.7 Jet-vertex association

In this section, the reduction of the central jet veto efficieshown in figure 4.8 is addressed by studying
the possibility to identify jets from the primary interamti. Jets reconstructed in the calorimeter are
linked to the interaction region by tracks pointing to theaaof the jet. The coordinate of the perigee of
the tracks is used to discriminate between tracks origigdtom the primary interaction and tracks from
additional minimum bias interactions. Jets are assignéuktprimary interaction or the remainder of the
event based on the fraction of the transverse momentumaiisti@ointing to the jet contributed by tracks
originating from the primary interaction vertex. This taadue has been used at the DO experiment and
an implementation is available in the ATLAS software [57]iff@rences between the implementation
developed for this study and the alternate implementatiaiiable in the ATLAS software are discussed
where relevant and the performance is compared.

Tracks are selected according to the following criteria:

o Number of hits in the silicon detectors 6
e Number of pixel hits> 2

e Transverse momentuin 0.8 GeV

The selected tracks are extrapolated to the entrance ofdbeamnagnetic middle calorimeter layer.
A track is assigned to a jet if the distance expressefiRas \/A@? + An? between the direction of the
impact point and the jet direction is less than the jet radiisne jets with a radius @R = 0.4 using
topological clusters and H1-style calibration are used.a&soss-check, some distributions are shown
for AntiKt jets with a radius parameter of 0.4 using topolmiclusters and local hadron calibration.

A track is assigned to the selected primary interactionexeof the event if ity significance with
respect to the vertex is smaller than 30 and the track is notdalose to a pileup vertex. A track is
defined as being found close to a pileup vertex if a primaryexetandidate identified as a pileup vertex
is reconstructed within a certain maximal distance inzkeection from the perigee with respect to the
selected primary vertex. The maximal distance is chosehedistance in the direction between the
pileup vertexpu and the selected primary interaction verggxmultiplied by S pr(pu)/(3 pr(pu) +
S pr(pv)). Figure 4.11 shows the significance zf with respect to the selected primary vertex for
tracks from the main interaction and from pileup. Distribos are shown both for all tracks and for
tracks assigned to the primary vertex. For luminosity sdenatracks assigned to the primary vertex
are observed to be more likely to originate from the m@minteraction than from additional minimum
bias interactions over the whole accepted interval ofzgwignificance. The performance of the track-
vertex association is similar in luminosity scenario Il. Mtreased rate of tracks from minimum bias
interactions is observed in the second scenario.
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Figure 4.11: Significance afy with respect to the selected primary interaction vertexratks from
the mainpp interaction and from pileup. An event preselection reqgira reconstructed lepton as
in section 4.2 and track quality cuts are applied. Distidng are shown for all trackdblack and
for tracks assigned to the primary interaction vertealgred both forH — ™17~ — Ih events Ieft)
and fortt events fight) in the luminosity scenarios tgp) and Il. The distribution for pileup tracks in
H — 171~ — |h events shows a peak around 0 which is due to a small fractiorisifientified primary
vertex candidates.
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For each jet, the fractiofy pr(jet and py/y pr(jet) is calculated wher& pr(jet) denotes the
total transverse momentum of all tracks associated withethandy pr(jet and py denotes the total
transverse momentum of all such tracks which originate ftloenprimary interaction vertex. Jets with
a total associated trackr of less than 2 GeV are assigned a negative value as in [57)urd-i4.12
shows the fraction of the transverse momentum associatidavyet which originates from the primary
vertex forH — 11~ — |h andtt events and three different luminosity scenarios. As exgakdor the
zero-luminosity case the transverse momentum fractionnsentrated near 1. For the other luminosity
scenarios significant contributions are observed also fetsrwith a small transverse momentum fraction
from the primary vertex.

The discrimination power of the primary vertg¢ fraction is estimated by studying separately its
distributions for jets that are part of the maip event and for additional jets caused by pileup. To distin-
guish between jets from pileup and jets resulting from thmary interaction, the events are simulated
with and without pileup. Jets in the pileup dataset for whacjet is found within the jet radius in the
same event in the no-pileup dataset are labeled jets frorm#ie pp interaction. The remaining jets
present in the pileup dataset are labeled pileup jets. Tdtaliitions of the primary vertegr fraction
for jets from the mairpp interaction and for pileup jets are shown in figure 4.13. Tistribution for
pileup jets has a maximum towards 0 and decreases with sioge@rimary vertexpr fraction. The
distribution for jets from the maipp interaction shows the opposite behavior.

Figure 4.14 shows the rejection of pileup jets as a functibthe efficiency for jets from the main
pp interaction with the rejection defined here as the inversthefefficiency. For comparison, figure
4.14 shows rejections which are obtained with the impleat@nt of the method available in the AT-
LAS software. Release 1%0 is used for luminosity scenario I. Release6l® is used for luminosity
scenario Il. In release 130 a fix is applied to correct the calculation of the impact pseter. The
impact parameter is calculated correctly in releas€.05and the track selection cuts are loosened with
respect to release 150. The performance of the implementation in releas®.05s closer to the im-
plementation developed for this study, however a smaledifice remains. The implementations differ
by the methods used for the primary vertex selection andgbig@ament of tracks to the primary vertex.
The implementation in release .69 uses the standard method implemented in the primary vestex
construction algorithm for the selection of the primarytegr The assignment of tracks to the primary
vertex in release 15.6.0 is inherited from the primary vertxonstruction algorithm. The tracks used
for the vertex fit are considered to originate from the priynaartex.

At an efficiency for signal jets of 80% a rejection 069s observed for pileup jetsid — 771~ — |h
events at a center-of-mass energy of 14 TeV in luminositypade |. Fortt events at a center-of-mass
energy of 10 TeV the observed rejection i8 for the same luminosity scenario. In luminosity scenario
Il, the rejection is B inH — 171~ —lhand 70in Z+2j, Z — 171~ events. Figure 4.15 shows the
rejection of pileup jets as a function of the efficiency fdisjeom the mainpp interaction for cone jets
with H1-style calibration and for AntiKt jets with local heahic calibration for luminosity scenario .
The rejection for AntiKt jets is observed to be slightly larghan the rejection for cone jets.

4.8 Central Jet Veto Performance

The efficiency of the central jet veto is evaluated after aglextion requiring a lepton trigger, a single
reconstructed lepton and the identification and separatignof the tagging jets as in section 4.2. Mo
identification is applied to increase the number of evenssipg the preselection, however jets that are
reconstructed withidAR < 0.4 of the true decay products of a hadromidecay are excluded from the
analysis. Only jets in the regidn | < 2.5 covered by the Inner Detector are considered.

Figure 4.16 shows the number of jets in the regigh< 2.5, with a transverse momentum above
20 GeV, not selected as tagging jets, and after the pre&#letVith pileup corresponding to luminosity
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Figure 4.16: Number of jets not identified as tagging jetshia tegion|n| < 2.5 with a transverse
momentum above 20 GeV id — 171~ — |h events left) andtt events (ight). The event samples are
simulated with (hite) and without blacK) pileup for the luminosity scenarios fop) and Il (pbotton).
Jets found within a cone &R < 0.4 of the true hadronic decay products of &pton decay have been
excluded.

scenario |, the average number of jets increases by 0.F6+4n 1717~ — |h events and by 0.97 itt
events. In luminosity scenario Il, the average number o jetreases by 0.43 iH — 177~ — |h
and by 0.55 intt events. As mentioned in section 4.1, the rate of addition@DQlijet events in the
datasets for luminosity scenario Il is expected to be urglienated due to the use of minimum bias
events generated for a center-of-mass energy of 10 TeV. Bweroross sections given in section 4.3
one can expect a rate of approximately two thirds of the ratkatasets generated for a center-of-mass
energy of 14 TeV. A likely explanation for the increase of jemultiplicity being greater int events

is the larger jet multiplicity irtt events and a positive bias of the jet energy due to pileupszsissed
in section 4.5. The fraction of events without a jet decredse349% inH — t*1~ — |h events and
by 395% intt events by the addition of pileup corresponding to luminositenario I. In luminosity
scenario Il, the decrease is.2% inH — 171~ — |h events and 29% intt events.

The efficiency of the central jet veto applied in the regjigh< 2.5 using a transverse momentum
threshold of 20 GeV is shown in figure 4.17. In the presencaletip, the efficiency for signal events
without a cut on the primary vertegr fraction is significantly reduced with respect to the nepj
scenario. The efficiency is observed to(5€.0+ 0.9)% with pileup and88.4+ 0.5)% without pileup.

A large fraction of the efficiency lost in the pileup case gai@ed by considering only jets with a primary
vertex pr fraction above a certain cut value. Depending on the cuteyadfiiciencies between 74% and
87% are observed. A similar general behavior is observethédt process.
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The performance of the central jet veto is evaluated uking "7~ — |h andtt events only since
the production of complete background datasets for botkidered luminosity scenarios was not feasi-
ble. Figure 4.17 shows the expected changes of the sigimaikground ratio and the Gaussian signal
significance obtained by applying the central jet veto inghesence of pileup relative to the changes
expected in the no-pileup scenario. The signal significdiasea maximum at 0.5 in luminosity scenario
I. The signal-to-background ratio has a secondary maxinuinressame value. The global maximum of
the signal-to-background ratio is observed for the casehiclwno jets are discarded. The efficiency for
signal jets as defined in section 4.7 at a cut value of 0.5 is B0Pb— 77~ — |h events and 92% in
tt events. The signal significance after the application ofpifi@ary vertexpr fraction cut is expected
to be reduced by.9% with respect to the no-pileup case. The signal signifieamexpected to be 12%
larger than for the case in which no cut is applied.

In luminosity scenario Il, the signal-to-background ratambserved to decrease continuously with
an increasing cut value to below 50% at a cut value of 0.9. Tdmaksignificance has a maximum at
a cut value of 0.1. After the application of the primary verpg fraction cut, the signal significance is
expected to be reduced by.06 with respect to the no-pileup case. The signal signifieamexpected
to be 28% larger than in the case in which no cut is applied. The iffees with respect to luminosity
scenario | are explained by the lower pileup jet multiplias shown in figure 4.16 and the larger pileup
track multiplicity as seen infigure 4.11 in luminosity sceadl. For an increase of the signal significance
achieved by the central jet veto, a large rejection of pil@tp inH — "7~ — |h events has to be
balanced against a large efficiency for jets originatingnftboevents. Irtt events for luminosity scenario
I, a significant fraction of jets from the main interactidmat would trigger the jet veto without pileup
are rejected due to contributions to the primary vepexraction from pileup tracks. The dependence
on the pileup track multiplicity can be reduced by only remg a certain minimunpy fraction if the
total py of all tracks which are associated to the primary vertex isvbel GeV. This is illustrated in
figure 4.17. The dependence of the efficiency on the cut vaiuel f— 71~ — |h andtt at large cut
values is reduced by this modification as expected. Theaseref the signal significance is unchanged.

Future studies may include a comparison with purely treaseld methods for a central jet veto and
a comparison with a cut on the transverse momentum from tineapy vertex instead of a cut on the
transverse momentum fraction. The cut value on the primariexpr fraction may be optimized using
simulated signal events overlaid with minimum bias datanftbe detector for a given luminosity.

4.9 Summary

The use of jet-vertex association for the rejection of gil¢ets and its application to the central jet
veto in the vector boson fusion process are studied. Tworlasitly scenarios of 4.6 interactions per
bunch crossing at 25ns bunch spacing and 6.9 interactiagriaupeh crossing at 75ns bunch spacing are
considered. Jets caused by pileup from minimum bias inierecare discarded by requiring a minimum
fraction of the transverse momentum of tracks pointing @ gbsition of the jet in the calorimeter to
originate from the primary vertex.

The selection of the primary vertex can be improved by etiplpithe impact parameter information
of the reconstructed leptons. If a lepton is reconstrudtesl correct primary vertex is selected in more
than 99% of the events at intermediate luminosities and irertftan 98% of the events at the design
luminosity.

In datasets for luminosity scenario | at a center-of-massggnof 14 TeV, the jet-vertex association
method implemented for this study is shown to reject appnaxély 90% of the jets caused by pileup
that may trigger the central jet veto in vector boson fusieanés while keeping 80% of the jets from
the primaryppinteraction. Intt events at a center-of-mass energy of 10 TeV approximatety GiGets
caused by pileup are rejected at the same efficiency forrjets the main interaction. In datasets for
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Figure 4.17: Efficiency of the central jet veto applied in thage|n| < 2.5 using a preselection as de-
scribed in the text and a transverse momentum threshold &feX0after a cut on the primary vertex
pr fraction as a function of the cut valukeft) for H — 11~ — Ih (black) andtt (white) events. The
efficiencies without pileup and without a cut on the primaeytex pr fraction are shown for compari-
son. The plots on theght show the expected changes of the signal-to-backgrounal (deshed and
the Gaussian signal significanceolid) obtained by applying the central jet veto in the pileup seciEn
relative to the changes expected for the no-pileup casdrilitisons are shown for luminosity scenarios
| (top) and 1l (middleandbotton). The bottom pair of plots shows distributions for whichjalls with

a transverse momentum from tracks from the primary vertexeld GeV are assigned a primary vertex
transverse momentum fraction of 1.
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luminosity scenario 1, 87% and 86% of pileup jets are rejddh signal andt events, respectively, at an
efficiency of 80% for jets from the main interaction.

The efficiency of the central jet veto after an event preseleds observed to be reduced from
(88.440.5)% to (56.04+0.9)% forH — 7" 1~ — |h events in luminosity scenario I. A cut on the fraction
of the transverse momentum from the primary interactiotewerecovers a large fraction of the efficiency
lost due to pileup. After a cut on the primary vertpx fraction of Q5 the efficiency of the central jet
veto for the signal process is expected to(88.3+ 0.6)%. The Gaussian signal significance after the
application of the central jet veto is expected to increas&2%o by the requirement of an association
of the jets to the maimpp interaction vertex. In a dataset for luminosity scenarjalimaximum of the
expected signal significance at a small cut value of 0.1 iemesl. At large cut values, many jets in
tt events are rejected due to a large contribution from pileA®.a consequence, these events are not
rejected by the central jet veto. The latter can be improwedlbo accepting jets if the sum of the
transverse momenta exceeds a certain threshold, wherernhé gaken over all tracks which point to
the jet and originate from the primary vertex.
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Chapter 5

Formation of topological clusters in the
presence of pileup

Jets are reconstructed using clusters of calorimeter [gilsas input objects. The clusters are formed
either by assigning all cells within a square in a fixed grithian-¢ plane to a calorimeter tower object
or by forming topological clusters that represent extenslgdal energy deposits of a variable size and
shape.

Cells are selected during the formation of topological tetsby applying cuts on the energy recon-
structed in the cells. The reconstructed energy in a cell beagegative due to the finite resolution of
the energy reconstruction. To cancel the noise contributitusters are formed from cells with positive
and negative signals. In the presence of pileup the catioells incomplete and the topological cluster
formation introduces a significant positive bias to the mstaucted jet energy. A method is suggested
which significantly reduces the bias.

The formation of topological clusters is described in satth.1. In section 5.4 the Monte-Carlo
datasets used for this study are listed. The effects of td@dssymmetric signal significance cuts on the
average cell and cluster energies in minimum bias data scesied in section 5.5. Animproved method
for the cell selection is suggested in section 5.6. The niethapplied to QCD dijet antt events and
results are given in section 5.7.

5.1 Formation of topological clusters

Topological clusters are seeded by cells that pass a mlafarge seed cut on the signal significance.
The signal significance is defined in this context as the gnegpnstructed in a cell divided by the RMS
of the noise in the cell. The cut can be applied either to theadisignificance or to its absolute value,
accepting also cells with a large negative energy depositls @cated next to a cell contained in the
cluster are added to the cluster if their signal significgpasses a moderate neighbor cut. This second
step is iterated until no further neighboring cells passimgneighbor cut are present. The clusters are
finalized by adding all cells which are located next to a cefitained in the cluster and which pass a third
small cut on the signal significance. With this procedure,thimber of clusters is determined mostly by
the seed cut while the size of the clusters is more sensditleetintermediate neighbor cut. The largest
rejection of noise is achieved by the seed cut while the etugtowing procedure ensures that energy
deposits in the tails of the showers are included in the dbjgee cluster creation is followed by a cluster
splitting step around local maxima that is described initet§45].
In this study, cut values of 4, 2 and 0 are used as the seedheutyeighbor cut and the cluster

finalization cut, respectively, which are the standard elies for the topological clusters used as input
to the jet reconstruction. In the standard clustering ptaoe, these cuts are applied to the absolute value
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of the signal significance so that on average the negativee rmmaintributions cancel the positive ones. In
a pure noise dataset the average energy in clusters afteppiieation of these two-sided symmetric cuts
vanishes if the cell energy distributions are symmetric amebrrelated.

5.2 Treatment of pileup in the liquid argon calorimeter

The signal in the liquid argon calorimeter is sampled in fisasecutive bunch crossings starting with
the triggered bunch crossing. Due to the length of the eladdrift time in the liquid argon, the sampled
signal is affected by energy deposits in up to 32 bunch angsgireceding the triggered bunch crossing.
The signal shaping and readout of the calorimeter are apithto minimize the impact of pileup on
the measurement. A bipolar signal shape is used. It hastivedyashort initial peak used to measure
the amplitude and time. The peak is followed by a long negat. The amplitude and time of the
signal are determined from the measured values using dpfiibesing [58]. The integral of the pulse
shape vanishes and the average cell energy in randomlgteadgevents is close to 0 and independent of
the luminosity for the nominal bunch spacing of 25ns. Withirareasing bunch spacing, the discrete
integral will start to differ from 0, depending on the exaatge shape of a cell. For a bunch spacing of
75ns this effect is demonstrated later in this chapter.

Figure 5.1 shows pulse shapes for the electromagneticl lzardlethe forward calorimeter measured
during a data taking period with cosmic muons in Septemb8&B20ypical pulse shapes used in the
digitization of the liquid argon calorimeter are shown irufigs 5.2 and 5.3. The increase of the width of
the liquid argon gap in the EM endcap with the radius leadsitmerease of the drift time. This effect
is visible in figure 5.2.

At a luminosity of 0, the reconstructed cell energies haveaagsian distribution given by the elec-
tronic noise. The width of the cell energy distributions amdomly triggered events increases with the
luminosity. The increase is due to an increase of the eleictnooise contribution and due to energy
deposits mainly from additional minimum bias interactioiite electronic noise contribution increases
due to a different choice of the optimal filtering coefficemthich are optimized to minimize the total
noise. The increase due to energy deposits is taken intaatcoothe topological cluster formation by
adding a pileup noise term to the electronic noise at thengmmninosity in the definition of the noise
RMS that determines the cell selection cuts. In the follgyithe cell noise is understood to include
pileup noise if not indicated otherwise. The RMS of the tatll noise is shown in figure 5.4 for the
case of a luminosity of 0 and for the case of luminosity sdenaas defined in section 4.1.

Figure 5.5 shows the expected total noise, expressed agdhastructed transverse energy, in a
3x5 electromagnetic cluster in the barrel of the calorimébe different luminosity scenarios. Both
the width of the noise distribution and the positive tail ateserved to increase with the luminosity.
Since the average energy remains O due to the bipolar pudge sthe most probable value becomes
negative. Figure 5.6 shows the total noise in individualscel the electromagnetic barrel middle layer
atn = 0 and in the first FCal module &t = 4 for a luminosity scenario of 2.3 interactions per bunch
crossing at a bunch spacing of 25ns and for luminosity saenhend Il. The distributions at 25ns have
similar characteristics to the ones shown in figure 5.5. Ais/Bunch spacing, the negative part of the
distribution is reduced in the forward calorimeter and therage reconstructed energy becomes positive.
In the electromagnetic barrel middle layer the distribugidor 2.3 interactions per bunch crossing at 25ns
bunch spacing and for luminosity scenario Il do not diffgngiicantly.

5.3 Treatment of pileup in the tile calorimeter

The signal in the tile calorimeter is sampled in seven camsex bunch crossings. The shaped signal
is unipolar with a full width at half maximum of 50ns. The pailshape is shown in figure 5.7. In the
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tile calorimeter there is no intrinsic cancellation of piredue to the pulse shape as in the liquid argon
calorimeter, but due to the significantly shorter pulse dmashielding by the liquid argon calorimeter
the tile calorimeter is less affected by pileup.

5.4 Monte Carlo Datasets

For the study of the properties of cell noise distributiomduding pileup noise and for the determination
of asymmetric cuts, datasets of simulated minimum biasteva® used. Minimum bias datasets for three
different luminosity scenarios were produced using ATLASware release 14.2.25. The jet response
is studied using centrally produced mc08 Monte Carlo for@@D dijet anctt processes. All datasets
used in this study are listed in table 5.1.

5.5 Average cell energies in minimum bias data with symmetd cuts

Due to the bipolar pulse shape [59] of the ATLAS LAr calorieretthe average energy reconstructed
for an event in a calorimeter cell remains 0 for any luminpsit a bunch spacing of 25ns. Thus,
large signals are reconstructed without a bias from noisesalorimeter regions without signal energy
deposits, two-sided symmetric cuts introduce a positias bin the average cell and cluster energies due
to the asymmetric shapes of the noise distributions in teegrce of pileup [61, 62]. Figure 5.8 shows
the average cell energy in the electromagnetic barrel mildgler and the first FCal module as a function
of n in simulated single minimum bias events and in simulatedirmim bias events for luminosity
scenarios | and Il. The average energy is close to 0 at therabiinch spacing of 25ns. At a bunch
spacing of 75ns, the average energy is close to 0 in the efeafynetic barrel middle layer, however in
the forward calorimeter the average cell energy is positiveeseveral GeV above the average cell energy
in single minimum bias events. Distributions for all layefsghe liquid argon calorimeter are shown in
appendix A. The average cell energy in luminosity scendris dienerally observed to be close to 0 in
the central detector region and to increase With

Figure 5.9 shows the average cell energy after the appmitaif two-sided symmetric 4 and

IHere and in the following, the letter is used to denote the RMS of the cell noise including piletipaas returned by the
CaloNoiseTool.
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Dataset Process v/S(TeV) Luminosity scenario Task ID Events used
107499 Minimum Bias 10 4.6 events/bc, 25ns private 49750
107499 Minimum Bias 10 2.3 events/bc, 25ns private 50000
107499 Minimum Bias 10 6.9 events/bc, 75ns private 50000
105012 QCD Dijet 10 4.6events/bc, 25ns 64886, 64887 376472
105012 QCD Dijet 10 - 61101 355784
105200 tt 10 4.6 events/bc, 25ns 41348 29788
105200 tt 10 6.9 events/bc, 75ns 69466 119419
105200 tt 10 - 63975 42467
105001 Minimum Bias 10 - 24528 500000
005008 Cavern Background - - 28773 900000

Table 5.1: Monte Carlo datasets used for the study of thddagjal cluster formation. The minimum
bias datasets with non-zero luminosity were produced usiagpb transforms and job options available
in release 14.2.25. The minimum bias and cavern backgroatasets 105001 and 005008 were used
during the digitization step for the minimum bias samplethwion-zero luminosity.
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20 cuts as a function of} in the electromagnetic barrel middle layer and the first F@atlule. For
comparison, the average cell energy in minimum bias eveittout cuts and in single minimum bias
events is shown. Distributions for all layers of the liquidi@n calorimeter are shown in appendix B.
Symmetric cuts are observed to introduce a positive biastalube positive tails of the cell energy
distributions. The bias is of the same order of magnitudd@saverage energy in single minimum bias
events. In the central detector region, the ratio of the tuidke average energy in single minimum bias
events is larger than in the endcaps and the forward caltemma the liquid argon calorimeter, the bias
introduced by the 2 cut is larger than the one introduced by the dut.

5.6 Determination and application of asymmetric cuts

Asymmetric cuts that result in average cell energies of @atermined numerically from the cell energy
distributions observed in simulated minimum bias data. diltevalues are calculated separately for each
calorimeter layer in 200 bins of the pseudorapidjtafter the average cell energies in the same bins have
been subtracted. The positive cut values are left unchaaggéd and 20 and the negative cut values
are adjusted separately for therdand the 2o cut in a way such that the average cell energies after the
application of the cuts are 0. Figure 5.10 shows the averaljemergies for 4 exemplary calorimeter
layers after the application of the unmodified and the madiifigts.

The ratio of the positive cut values to the absolute valudefrtegative cut values is shown in figure
5.11. The ratio is shown for a luminosity scenario of 2.3nattions per bunch crossing at 25 ns bunch
spacing and for luminosity scenarios | and Il. The ratio far #0 cuts is observed to be larger than the
ratio for the 20 cuts. Typical values for the ratio are between 1 and 3. Thesrgenerally increase with
|n| and reach values of up to 5 in the endcaps and the forwardroat@r. Then dependence changes
with the luminosity. At a bunch spacing of 25 ns the differefior an increase of the luminosity from
2.3 10 4.6 events per bunch crossing is of the order 10%.

The average transverse energy of topological clusterseaEM scale constructed with symmetric
cuts and with asymmetric cuts as a functionnois shown in figure 5.12. Both the average transverse
energy per cluster and the average transverse energy id@icithen-¢ plane with a radius of 0.4 are
shown. With symmetric cuts, the largest average transwarsayy per cluster is observed in the forward
calorimeter. The largest average transverse energy inchdote for a bunch spacing of 25ns is observed
in the central detector region. In luminosity scenario |,a@erage transverse energy in a cone with a
radius of 0.4 in the central region of approximately 2 GeViiserved. The shape of the distribution of the
average transverse energy in a fixed cone corresponds yaoghke expectations from the distribution of
the transverse energy in single minimum bias events anddkertiroduced by the symmetric cuts. For a
bunch spacing of 75 ns, the average transverse energy indecfixe in the forward calorimeter is larger
than for a bunch spacing of 25 ns due to the non-zero averatpe okll energy in the forward region at
that bunch spacing. Before the cluster formation, the axecall energies are determined and subtracted
for each calorimeter layer and in the same bing @fs the asymmetric cuts. After the subtraction of the
average cell energies and using asymmetric cuts for théecliggmation, the average transverse energy
in clusters is observed to be close to O.

The cluster multiplicity in a fixed cone with a radius of 0.4slsown in figure 5.13 as a function of
n. The multiplicity increases by a factor between 2 and 3 ovarge fraction of they distribution when
using the asymmetric cuts.

Figure 5.14 shows the probability for individual cells tospahe asymmetric clustering cuts. The
probabilities are observed to increase with. In the forward region, the probability for cells to pass
the negative @ cut reaches values significantly above 10% which leads tegbenstruction of large
clusters.

The average cell energy in a given event is correlated withnilmber of minimum bias interac-
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Figure 5.12: Average transverse energy at the EM scale afctogters constructed with symmetric
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(right).
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84



tions taking place in the triggered bunch crossing. Figut® Shows typical cell energy distributions in
simulated minimum bias events in luminosity scenario | i tientral detector region and the forward
calorimeter. To illustrate the dependence on the amounhefgy from additional minimum bias in-
teractions in the triggered bunch crossing, or in-timeygileseparate distributions are shown for events
without primary vertices and with a number of primary vesticsignificantly above the average. In
the central detector region mostly the positive tails afecééd by in-time pileup while in the forward
calorimeter due to the larger cell occupancy also a sigmifishift of the most probable value is observed.

The shift of the distributions in the forward calorimeteciieases the probability for cells to pass the
negative cuts if the number of interactions in the event isvb@verage. The large probabilities to pass
the negative @ cut in the forward region lead to large clusters that ofteveca significant fraction of
an FCal module. During the cluster splitting step, secondaaxima are identified and clusters are split
between the maxima. A cell is required to have an energy afamt|500 MeV to be eligible as a local
maximum. In the presence of pileup the total noise RMS indin@drd region is significantly larger than
500 MeV, hence cells that pass the clustering cuts are ggneligible as local maxima and large noise
clusters are split. However, the noise clusters createdisnstay may still contribute to the structure of
the n distribution shown in figure 5.12.

5.7 Effect of asymmetric cell energy cuts on the jet response

The effect of asymmetric cuts applied during the clustemition on the jet response is studied using
jets reconstructed with the cone algorithm with a cone adfi0.4 and H1 calibration. The H1 weights
obtained in simulated data without pileup are used. Theggpected to give a good approximation to the
correct weights in the presence of pileup since the averglyerergy density before the cluster formation
is invariant under a variation of the luminosity as long as @lverage noise energy is fixed at 0. In the
standard jet reconstruction, clusters are used as the wigah are created using two-sided symmetric
cuts with the thresholds at 4, 2 and 0. During the cluster &ion, clusters with a negative seed cell
energy and clusters with a negative energy are allowed.dstédndard jet reconstruction, clusters with
a negative energy are discarded. In order to achieve a reaotign of the jet energy that is not biased
by contributions from noise, including pileup noise, it iscessary to include the contributions from
clusters with a negative energy. Hence, the jet reconstrugirocedure is extended to include negative
energy clusters in the determination of the jet energy. t€lgswith a negative energy are not used for
the determination of stable cones as described in sectibf,however all clusters located inside stable
cones are included in the calculation of the jet energy.

Figure 5.16 shows the jet response as a functiom pin two bins of the transverse energy in QCD
dijet andtt events for luminosity scenarios | and Il. The jet responsghisvn for standard jets recon-
structed without considering clusters with a negative gném events with and without pileup and for
jets reconstructed in events with pileup taking into actatlnsters with a negative energy and using
asymmetric cuts. For comparison, the jet response in QG ejents for jets reconstructed with the
AntiKt algorithm with a radius parameter of 0.4 using Hllstgalibration is shown in figure 5.17. The
response for jets reconstructed with the AntiKt algoritlerobserved to be smaller by several percent
than the response for jets reconstructed with the Coneitidggrbut the shapes of the distributions
with symmetric and asymmetric cuts are similar to the shap#se distributions for the Cone algorithm.

A significant positive bias is observed in figure 5.16 in thata detector region in the presence
of pileup for jets reconstructed using the standard clugjgerocedure. The bias is absent in the distri-
butions for jets reconstructed from clusters which aretectasing asymmetric cuts. The jet response
with asymmetric clustering cuts in the presence of pileupbiserved to be slightly smaller than the jet
response for standard jets in events without pileup. THeréifice between the distributions with pileup
and asymmetric cuts and without pileup increases mjth Such a difference in the jet response may be
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Figure 5.14: Probability for individual cells in a noise tdilsution including pileup noise to pass the
asymmetric & (left) and 4o (right) cuts.
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Figure 5.15: Cell energy in simulated minimum bias data mihosity scenario | for two exemplary
calorimeter layers ang bins. Distributions for all events and for events with a draatl a large number
of reconstructed primary vertices are shown to illustratedffect of in-time pileup.

explained by the increase with | of the noise RMS used to define the clustering cuts in the poesef
pileup. Further studies would be needed to confirm this effEte jet response in the forward calorime-
ter is not significantly affected by the change from symmodsiasymmetric cuts. For a bunch spacing
of 75 ns a significant bias is observed in the forward regiorsfandard jets in the presence of pileup.
This bias is removed by the subtraction of the average celiggrbefore the cluster formation.

Figure 5.18 shows the resolution of the jet response in tws &i the transverse energy in QCD dijet
events with pileup. The resolution is shown for jets recatséd from clusters built with symmetric
cuts and for jets reconstructed from clusters built withnasyetric cuts. For the case of symmetric
cuts, distributions are shown for jets reconstructed usiiegstandard procedure in which clusters with
a negative energy are excluded. For the case of asymmetsc @usters with a negative energy are
included in the determination of the jet energy. For symioeiuits, the resolution is observed not to be
significantly affected by the inclusion of negative enerfiysters in the determination of the jet energy.
With asymmetric cuts, the resolution degrades by appraeind.5% in the central detector region for
jets with a transverse energy between 17 GeV and 35 GeV. $iecdegradation is due to a constant
contribution from noise its size decreases as the jet eriroggases.

5.8 Summary and Conclusions

At non-vanishing luminosities the distributions of thearaheter cell energies in randomly triggered
events are asymmetric. The cell energies in randomly tregfevents represent the total noise, including
pileup noise, in the cells and the width of the distributionay be used to determine the cuts applied
during the formation of topological clusters. During tharstard cluster formation, symmetric cuts on
the cell energy are applied which result in a bias on the etushergy in calorimeter regions without
significant signal energy deposits. In luminosity scengran average energy in topological clusters in
a cone in they-@ plane with a radius of 0.4 of 2 GeV at the EM scale is observeabarcentral detector
region. The average energy in topological clusters in a foxeek is observed to be smaller in the forward
region. It is shown that the bias can be reduced significdmtlysing asymmetric cuts during the cluster
formation.

The positive average energy in topological clusters cabgdkde symmetric clustering cuts in signal-
free calorimeter regions results in a corresponding biat@fet response. The bias at the jet level is
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Figure 5.16: Jet response as a functionrpffor cone jets with a radius of 0.4. The response is shown
for jets reconstructed from clusters created with symmetits and for jets reconstructed from clusters
created with asymmetric cuts. Only for the case of asymmetris clusters with a negative energy are

included in the determination of the jet energy.

88



true

true

1.02[- - F e _ ) B
w e, —e— Pileup, std. jets 1 of N —e— Pileup, std. jets E
- re- B - F ) ) ]
8, 1 ‘ —a— Pileup, asymmetric cuts | 8, r -+ —=— Pileup, asymmetric cuts -
T C —— e ] w99 e i

0.98 — -+ ] E +— —y— E

B 1 £ + =
0.96 = 0981 -+ ]
r —_—— £ . 3]
0.941— — —— 0.97F - ——
[ » %y ++_._ ] ?- * - :‘: E
0.92f - - 4 096F " —— ———
| — - . | —— i
0.9 B . fr— — A E —— 3
r QCD dijet, AntiKt4  —=— b 0.95 — QCD dijet, AntiKt4 i
088~ Er= 17 35 GeV, 4‘ 6 evibc, 25‘ ns ‘ ‘; F E;=35- ‘ 70 GeV, 4‘6 ev/bc, 25‘ ns ‘ ‘ E
0 l 2 3 4 5 0 1 2 3 4 5
Inl Inl
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response is shown for jets reconstructed from clustersgeztagth symmetric cuts and jets reconstructed
from clusters created with asymmetric cuts. Only for theadsaasymmetric cuts clusters with a negative
energy are included in the determination of the jet energy.
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Figure 5.18: Resolution of the jet response as a functiom pfor cone jets with a radius of 0.4. The
resolution is determined as tlmeof a Gaussian fitted to the central part of the jet respongehdison.
The resolution is shown for jets reconstructed from clgsbeiilt with symmetric cuts and for jets recon-
structed from clusters built with asymmetric cuts. For tasecof symmetric cuts distributions are shown
for jets reconstructed using the standard procedure inhndlicsters with a negative energy are excluded
and for jets reconstructed using a modified procedure in lwbigsters with a negative energy are in-
cluded in the determination of the jet energy. For the casesgpimetric cuts clusters with a negative
energy are included in the determination of the jet energy.
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removed if asymmetric cuts are used during the cluster fooma At a bunch spacing of 75ns an
additional bias in the forward region is observed which ioates from a non-zero average of the cell
energies in that region due to an incomplete pileup canaaildrom the bipolar LAr calorimeter pulse
shapes. The bias is removed by subtracting the averageneetjies before the cluster formation.

The cluster formation with asymmetric cuts is shown to resubrger average cluster multiplicities.
An additional constant noise contribution to the resolutaf the jet response is observed, resulting
in a degradation of the resolution for jets with a transvessergy between 17 GeV and 35 GeV of
approximately 1.5%.

The ratio of the positive cut to the negative cut is shown fethel weakly on the luminosity scenario.
For an increase of the luminosity by a factor 2 a differencéhefcut ratios of approximately 10% is
observed. The difference between the ratios for differemtihosity scenarios is observed to depend on
nl.

The method using asymmetric cuts during the cluster foonadilows the determination of the jet
energy in the presence of pileup without a bias from noise Qihs from noise that is observed if two-
sided symmetric cuts or one-sided cuts are used duringiiseeciformation is expected to depend on the
jet size and structure since only calorimeter regions wittsignificant energy deposits are affected. By
using asymmetric cuts, the bias is removed without knovdenfthe jet size or structure. The method
introduces an additional noise contribution to the jet gpeesolution. For QCD dijets with a transverse
energy between 17 and 35 GeV in luminosity scenario |, a Hiap to 2.7 GeV is removed while the jet
transverse energy resolution degrades by approximatglev.

At the studied luminosities, the occupancy in the barredrialeter and most parts of the endcaps is
sufficiently small to apply the method without modificatioms the forward calorimeter and some parts
of the endcaps where the occupancy is larger, the methoill spgtlicable, however it may be possible
to improve the resolution by applying a cell energy cormttiepending on the amount of in-time pileup
in a given event.
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Chapter 6

Summary

The search for a Standard Model Higgs boson at small Higgsrbossses in the vector boson fusion
channel with the deca — 177~ is studied for the ATLAS experiment. Several ways to imprthie
search are found. In particular, some problems are idestifigich occur in the presence of pileup and
improvements are developed.

The identification of hadronia lepton decays is improved by exploiting the significant ager
flight distance oft leptons at the LHC. The large average flight distance leadsgtuficant non-zero
impact parameters of the decay products and a significaisiifated decay vertex. The performance of
the reconstruction of the impact parameters and the treses\kght distance is studied in detail. The
rejection of faker candidates can be increased by adding the impact paranggtdicance for 1-prong
T candidates and the transverse flight path significance fooBg 1 candidates to the artificial neural
network used by ATLAS for the identification. The rejection of 1-prong candidates from sources
other thant lepton decays in QCD dijet events is found to increase by rtitar 20% if the impact
parameter significances are used. The rejection of fakeBgpr candidates in QCD dijet events is
found to increase by more than a factor 2 if the transvershtfligth significance is used.

The central jet veto applied in the search for a Standard Mdadgs boson at small Higgs boson
masses in vector boson fusion is expected to be sensitivetpresence of pileup from minimum bias
interactions. In a significant fraction of events, the adddl proton-proton interactions produce dijets
with sufficiently large transverse momenta to trigger thetice jet veto. Additionally, the number of
jets passing the transverse energy threshold for the tggitraeto increases due to a degradation of the
jet energy resolution in the presence of pileup and a pediias of the jet energy caused by the current
cluster formation method.

To reduce the effect of pileup on the central jet veto, a netieamplemented that rejects jets not
originating from the main proton-proton interaction. Tka@re used to link jets to the primary vertex.
The fraction of the transverse momentum originating from phimary vertex is used as the discrim-
inating observable. The same method is used at the DO exgatriand an alternate implementation
exists in the ATLAS software. The implementation of the noeltfor this study has led to an optimized
track selection and a more efficient way to associate tradttsthe primary vertex in the presence of
pileup. Additionally, in the case of primary interactiongtwhigh-pt leptons suchald — 71~ — Il or
H — 11~ — Ih, the primary vertex is identified correctly in more than 998the events if the impact
parameter of the leptons is exploited.

The use of jet-vertex association for the central jet vetfmisd to recover a large fraction of the
efficiency for vector boson fusion signal events lost dueileup jets. In a scenario with an average
number of 4.6 interactions per bunch crossing at the norbumath spacing of 25ns, the use of jet-vertex
association leads to an improvement of the expected sidgrfisance by 12% when considering the
simplified case of a vector boson fusion signal with a putelgackground. In a luminosity scenario
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with a larger track multiplicity and a smaller rate of jetsisad by pileup for a bunch spacing of 75ns, a
recovery of the signal efficiency similar to the recoverylie scenario with a nominal bunch spacing is
observed. Due to an increased rejection rate for jets fr@mthin proton-proton interaction ihevents

it is found preferable to modify the method in a way such thay gets with a transverse momentum
from the primary vertex below a certain threshold are carsid for rejection.

In the presence of pileup, the reconstructed energy of fethd central region of the detector is
observed to have a positive bias. In a luminosity scenarib an average number of 4.6 interactions per
bunch crossing at a bunch spacing of 25ns, a bias of apprelymaGeV at the EM scale is observed.
The bias is found to originate from the cell selection cutgliad during the cluster formation. The bias
is significantly reduced by adjusting the cuts applied duthe cluster formation in a way such that the
average energy in individual cells after application of¢hés vanishes. The cluster multiplicity increases
and an additional noise contribution to the jet energy td&m with a size of approximately 10% of the
removed bias is introduced. The method using adjusted nutwicluster formation is independent of
the jet algorithm, size and structure.
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Appendix A

Average cell energy in simulated minimum
bias data
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Figure A.1: Average cell energy in simulated minimum biasrégs with an average number of 4.6 events
per bunch crossing at a bunch spacing of 25ed) @nd 6.9 events per bunch crossing at a bunch spacing
of 75 ns plue) in different layers of the liquid argon calorimeter. Fonggarison the average energy in
single minimum bias eventblack) is shown.
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Figure A.2: Average cell energy in simulated minimum biasres with an average number of 4.6 events
per bunch crossing at a bunch spacing of 25ed)@nd 6.9 events per bunch crossing at a bunch spacing
of 75 ns plue) in different layers of the liquid argon calorimeter. Fonggarison the average energy in
single minimum bias eventblack) is shown.
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Figure A.3: Average cell energy in simulated minimum biasres with an average number of 4.6 events
per bunch crossing at a bunch spacing of 25ed)@nd 6.9 events per bunch crossing at a bunch spacing
of 75 ns plue) in different layers of the liquid argon calorimeter. Fonggarison the average energy in
single minimum bias eventlack) and distributions in the barrel section of the tile calater are

shown.
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Appendix B

Average cell energy with two-sided
symmetric cuts
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Figure B.1: Average cell energy in simulated minimum biasnds with an average number of 4.6 events
per bunch crossing at a bunch spacing of 25ed)@fter the application of two-sided symmetric 2nd
4g cuts. Distributions without cuts and for single minimumsbeévents are shown for comparison.
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Figure B.2: Average cell energy in simulated minimum biasnds with an average number of 4.6 events
per bunch crossing at a bunch spacing of 25ed) @fter the application of two-sided symmetrio 2nd
40 cuts. Distributions without cuts and for single minimumsb@vents are shown for comparison.
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Figure B.3: Average cell energy in simulated minimum biasnds with an average number of 4.6 events

per bunch crossing at a bunch spacing of 25ed) @fter the application of two-sided symmetrio 2nd
40 cuts. Distributions without cuts and for single minimumsb@vents are shown for comparison.
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