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Abstract

Evolution in the mass function of galaxy clusters sensitively traces both theneion history
of the Universe and cosmological structure formation. Hence, measinéngumber density of
galaxy clusters as a function of redshift provides constraints to cosmalg@arameters, indepen-
dent of other methods. Current results from these probes, includisgecdwof galaxies, are found
to agree on a cosmological model dominated by Dark Energy and Cold DettkiMInvestigating
the unknown physical nature of Dark Energy ranks among the forequestions in current cos-
mology. In particular, the presence or absence of evolution in Darkgirdemsity is expressed
by the equation-of-state parameter.

This thesis presents the first results from #@0d Galaxy Cluster Survey Weak Lensing
Programme, in which optical follow-up observations for a sample of relgtdistant (035< z<
0.90) X-ray selected galaxy clusters are analysed and presented. de@smination by weak
gravitational lensing uses minute distortions in the imagdsackgroundgalaxies, caused by the
relativistic curvature of space-time, to infer the mass of the intervening cltgie weak lensing
follow-up project aims at measuring reliable weak lensing masses for 3&idu$or which a
mass function and resulting cosmological constraints usingika X-ray observations have been
published. Determining cluster masses by weak lensing makes possibleaalibsation of the
assumptions and systematics related to both the X-ray and weak lensing methods.

As the initial phase of thd00dweak lensing programme project, observations of eight clus-
ters were obtained with the ddacam instrument at the .6 m MMT telescope, which we demon-
strated to be well-suited for weak lensing. In this thesis, the successdlil leesing detections of
these eight clusters are reported, leading to weak lensing mass estimatesh&hiare compared
to X-ray masses. For the pilot object, CL 063518, the data analysis is described in great detail,
focussing in particular on the construction of a catalogue of lensed baokg) galaxies by using
photometry in three passbands. In a synopsis involving several optidaKaay methods, the
identity of the brightest cluster galaxy is established and found to be cartsigtd both X-ray
and weak lensing cluster centres for CL082618. Cluster masses are obtained by fitting the
tangential weak lensing shear measured as a function of separatiothigartuster centre with a
profile function derived from the Navarro-Frenk-White Dark Mattemsigy profile.

Performing a similar analysis for the seven further clusters and investigagngpatial dis-
tribution of the lensing signal, multiple shear peaks/andlusters are detected in three cases. In a
comparison between the weak lensing and hydrostatic X-ray mass estimatesdaght clusters,
good agreement and a power-law relation with remarkably small scatteownd.f Preliminary
scaling relations between the weak lensing masses and published X-ayaiilgs of the eight
clusters indicate the potential of the weak lensing survey, once observatie available for the
complete 36 cluster sample. The completion of488dweak lensing survey is concluded to be
feasible and promising in terms of improved cosmological constraints fromygelasters.



“We have no need of other worlds. We need mirrors.
We don’t know what to do with other worlds”

Stanistaw Lem, Solaris
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Chapter O

Introduction

For the past decade, the first time in the history of physical cosmologypsistent “standard”
model of cosmology has emerged in which cosmological parameters inigittedarious tech-
niques agree within their uncertainties. Meanwhile, these uncertainties wentirdecrease be-
cause of new observing instruments, improved simulations, and analyticalaseifhe emerging
picture is often referred to as “Concordance CosmologyAGDM cosmology, for its two main
ingredients: Dark Energy &) and Cold Dark Matter (CDM). The combined energy densities of
these two components amount4®5 % of the total energy in the Universe; only the small rest
consists of the particles known to physics today.

Concerning Cold Dark Matter, viable particle physics models (e.g. stablersupmetric
particles) exist, and current experiments (e.g. at the Large Hadron &dlade expected to be
able to test and constrain these models. Astrophysical constraints orotiertpes of CDM can
already be inferred from the study of mergigalaxy clustersClowe et al. (2006a), mapping the
mass in a system of two merging galaxy clusters with the techniqueak gravitational lensing
found its centre of mass to coincide with the centre of the — collisionless — gailst§pution. The
majority of the known, baryonic cluster mass, however, lies in thérti@cluster mediunflCM).
Observations of its X-ray emission in the system studied by Clowe et al. 208 only reveal
that the ICM is &ected by merger shocks but, more important, its centre of masstéo fitom
the one inferred from weak lensing. Clowe et al. (2006a) concludentbat of the cluster mass is
dark and collisionless, giving one of the most compelling pieces of evidendke existence of
non-baryonic CDM.

Much less we know about Dark Energy (DE). Riess et al. (1998) anldnBtter et al. (1999)
surprisingly discovered that the expansion of the Universe doesetaletate, as was usually
assumed, but accelerates. Subsequently, the accelerated expaasioonfirmed with various
methods (e.qg., Vikhlinin et al. 2009b; Schrabback et al. 2009; Larsah €010), but theories
about its source, Dark Energy, have so far remained speculativenportant question to which
astrophysicists hope to find an answer in the not-too-distant future is ariethis an invariable
“Cosmological Constant” or evolves with time. This question is parametrised iDEeguation-
of-state parametempg.

Among the several probes contributing to the progress in cosmology,ygelasters are
of particular interest, fdering insights into both the expansion history of the Universe and the
formation of structures out of a homogeneous initial state. Being the largedised structures
— i.e. stable under their own gravity — their mass distribution allows us to infer teeplay of
gravitative attraction and cosmic expansion. Put more quantitativelygltister mass function
enables us to constrain cosmological parametersweg.
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CHAPTER 0. INTRODUCTION

In this thesis, we present the first results from4088dGalaxy Cluster Survey Weak Lensing
Programme, in which we perform and analyse optical follow-up obsenafior a sample of
relatively distant ((B5 < z< 0.90) X-ray selected galaxy clusters. The0d sample consists of
galaxy clusters serendipitously detected in all suitable observations abtaitfithe Rosar PSPC
instrument (Burenin et al. 2007). The subsample of 36 clusters we @srfsidcosmology was
defined by Vikhlinin et al. (2009a), who measured the cluster mass furfctionCaanora X-ray
observations of these clusters and inferred cosmological parametienfiriiv et al. 2009b).

Gravitational lensing arises from the curvature of space-time in the presd#rgravitating
mass, predicted by Einstein’s theory of General Relativity. Light buretieged by a background
source and passing by a massive deflector, e.g. a cluster of galar@m®médelistorted on their
way to the observer. In the case of weak lensing (WL) where the distagtioot obvious to
the observer, detailed statistical analyses are necessary to infer th@deesties. Determining
cluster masses by weak lensing, we obtain an independent test of tlyeaXakyses for thd00d
clusters. In particular, the WL follow-up allows us to cross-calibrate tifferdint assumptions
going into and systematidfects influencing both the X-ray and WL mass measurements. Thus,
we plan to contribute to the study e€aling relationsbetween cluster observables; an important
field of research for improving the accuracy of cluster cosmology.

In this work, we present the analyses for the first eight clusters wéestad part of thd00d
WL survey, resulting in WL mass estimates which we compare to X-ray massesb¥érved
these clusters with the ddacam instrument at the 6 m MMT telescope, which we demonstrate
to be well-suited for weak lensing. This thesis is organised as follows: &ptéh 1, we introduce
the current status of cosmological models to which the work here aims to edetrliimately.
We focus in particular on the cosmological parameters determining the éapdmstory of the
Universe and the formation of structures in this expanding Universeshwdan be tested using
the mass function of galaxy clusters. How the cluster mass function enabtescanstrain cos-
mological parameters, for instanegg, we discuss in Chapter 2, after a brief overview on the
basic properties of clusters and their detection in several astronomicalength regimes. We
further introduce the most important scaling relations considered for Sraaogical application
of cluster data. Chapter 3 presents the basic concepts of gravitatioaah&nry relevant to our
analysis, i.e. focussing on weak lensing by clusters and methods to infdugter mass from the
shapes of lensed background sources.

In Chapter 4, we review the X-ray selection of #h@0dsample clusters as well as the cos-
mological results from the iGiNnprA analyses. We give a detailed motivation of the weak lensing
follow-up survey and present the status of observations, in particdaletlicated Mcacam imag-
ing of eight clusters, conducted by our team, on which this thesis is built. Pdtection with the
THELI pipeline, specially designed to deal with wide-field, multi-chip optical data isud&ssd
in Chapter 5, as well as the photometric calibration. We analyse the poirgdsfurection of
Mecacam and, selecting usable frames, conclude that the instrument serves medldk lensing.

We analysed the cluster CL 0082618 in a pilot study, which we published in Israel et al.
(2010), and present, with some revisions in Chapter 6. There, weilokescr methods for back-
ground selection and estimation of the source redshift distribution. Wesdishe mass map of
CL 0030+2618 before describing how the cluster mass is determined by fits to thesipeal:
With a few modifications, we apply the same methods in the analyses of setteer 400d clus-
ters. These new results are given in Chapter 7. Investigating the spatiddution of the lensing
signal, we detect multiple shear peaks/andlusters in three cases. We adopt our fitting technique
in order to account for two cluster components. The shear detectiodsaussed and the analysis
is reviewed based on the experience with the peculiarities of eight clugtir ifieChapter 8. We
compare the lensing masses to hydrostatic masses basathor€ X-ray observations. After
giving an outlook on future analyses. we summarise our results and sadun Chapter 9.
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Chapter 1

Concepts of Cosmology

How can we even begin to describe the Universe as a whole? Perhapsshenportant decision
is what to tell and what to leave out. Therefore, as this thesis aims at prgsasults of cosmo-
logical studies of galaxy clusters with weak gravitational lensing, | will ®on the context for
this work in the current state of cosmology. Inspiration was drawn fromeiiews of cosmology
by Liddle (2003), Schneider (2006a,b), and Tereno (2006).

1.1 The Concordance Model of Cosmology

1.1.1 Expansion and Big BangH, and CMB

The most important observation in modern cosmology is Hubble’s 1929 nesasnt of areces-
sion velocity vof galaxies proportional to their distan€ The codficient of this proportion-
ality is called theHubble parameterHy. Hubble’s discovery laid the groundwork for tiisag
Bang model in which the recession of galaxies is interpreted as an expansior tfnikierse
as a whole, from a very dense state at a time giver Ibj;* before present. Although heavily
contested, the Big Bang model of an expanding universe has suddagoi®ducing correct pre-
dictions for several decades. During most of this time, however, the gathe Hubble parameter
was strongly disputed, with flerent measurements and factions of cosmologists favouring either
Ho ~ 50kmsMpct or Hy ~ 100kms!Mpc. In the past~ 10 years, owing to improved
observational capabilities, a consensus has emerged, contributing ®v#lepgiment of the “con-
cordance cosmology” model.

One influential recent study of the Hubble parameter using the period—laityimelation of
Cepheids in combination with several other distance measures as pam®halogical distance
ladder is theHubble Key ProjectMonitoring Cepheids in nearby galaxies with the Hubble Space
Telescope (HST) wide field cameras, (Freedman et al. 2001) inferred:

0=72+8kms-Mpc™ . .
Ho=72+8kmsMpc? (1.1)

The tests used by Freedman et al. (2001) include Cepheids, luminositiepehevae,
the Tully & Fisher (1977) relation linking the maximum rotational velocity of a dpyalaxy
to its total luminosity, the fundamental plane spanned by elliptical galaxies, anduttiace
brightness fluctuation method. Gravitational lensitigis an independent probe Hf via the
time-delays observed for brightness variations ifiedent images of multiply-imaged quasars.
Observing Cepheids in galaxies whose distances are known from typgpanovae (SN la)
measurements (and frommaser source in one case), Riess et al. (2009) obtdin= 74.2 +
3.6kmsIMpct. Suyu et al. (2010), fixing the values for the other relevant cosmolbgica
rameters, determine the Hubble parametergo= 70.6 + 3.1kms1Mpc™. Combining X-ray

3



1.1. THE CONCORDANCE MODEL CHAPTER 1. CONCEPTS OF COSMOLOGY

and Sunyaev-Zel'dovichfect observations (Sect. 2) of galaxy clusters, Bonamente et al. (2006)
constrainHo=70.6"33190 km s~ Mpc™* independent of all other distance scales.

The crucial successful prediction made by Big Bang cosmology i€tiemnic Microwave
Background CMB), the afterglow of the hot early phase of the Universe, whichfwsisobserved
by Penzias & Wilson in 1964. Since then, it has become a very versatilestoob$mology. The
CMB offers insights into the epoch of (re-)combination, when the temperature in pla@dirng
and therefore cooling universe dropped beneath the threshold bdimh electrons and nuclei
can bind to form atoms. During the (re-)combination epoch, the CMB radiéistthdecoupled
from the (baryonic) matter, leaving a “fossil imprint” of the matter propertidhat time which is
preserved by the adiabatic cooling of the CMB due to the expansion.

Another important ingredient to modern cosmology isBliggBang Nucleosynthesigredict-
ing particle interactions in the hot and dense medium of the early univeddeaudting to powerful
constraints on the abundances of the lightest complex nuclei (i.e., D, Ha,th@ primordial gas
before any processing by stars.

1.1.2 Friedmann Equation and Energy Densities

Physical cosmology is based on the principle that, from a grand pergpdbtre is no pointin the
Universe that is preferred, meaning the fundamental laws of physdaharsame everywhere in
the cosmos. Although this “cosmological principle” can be contested (e.g. hikgt2007; Leith
et al. 2008), there is no convincing evidence known to the author thavdisfs a model of the
Universe that is homogeneous and isotropic diigently large scales.

The geometry of an expanding universe which is homogeneous andoisdsgiven by the
Robertson—Walker metric, expressed by a time coordinated spatial coordinate¥t) = a(t)X.
The time-independembmovingcoordinate vectok is expressed by spherical coordinatesd(¢)
for the three space-like dimensions:

ds? = c?dt?—a2(t) [dy?+ FZ(v) (d6?+sinf 0 dg?)] . (1.2)

Thescale factor &), normalised to unity at the present epaghdescribes any possible expansion
or contraction of the Universe. An observer at the arbitrarily chosent X = 0 will see every
other point in the Universe receding at velocify) = H(t)a(t)y, whereH(t) = &/a is theHubble
parameter Its present valuél(t=tp) is the Hubble constant, yielding a recession veloeiyHgy.

In Eq. (1.2),fk(x) denotes a family of functions determined by the parami€tex measure
for the overallcurvatureof space:

sin (v VK)/ VK K>0
f () =4y K=0 . (1.3)
sinh (¢ V-K)/ V-K K <0

The two free parametera,andK, in the purely geometrical description (Eqg. 1.2) are deter-
mined by the material (energetic) content of the Universe. Geometry omthband and energy
on the other are linked in General Relativity (GR) by Eiastein field equations

8GN

ct
Here, the Einstein tens@,, and metricg,, represent functions of geometrical quantities only,
while the energy-momentum tensby, encompasses the properties of thiedent forms of en-
ergy and matter, namely its densjiyand pressur@. With Gy, we denote the gravitational con-
stant. An additional degree of freedom to the solutions of Eq. (1.4) is intexdi by adding the
Cosmological Constank.

Gy = T —AQw . (1.4)



CHAPTER 1. CONCEPTS OF COSMOLOGY 1.1. THE CONCORDANCE MODEL

Inserting the Robertson-Walker metric (1.2) into the Einstein equations fivdgquations
governing the expansion of the Universe can be deduced. In the fojowe will motivate the
first, the Friedmann equation, from purely Newtonian concepts. Coivgjden expanding sphere
homogeneously filled with gravitating matter of dengitythe total energy of a test massat

radiusr (t) =a(t)y is given by
(a_Z) - @GNp] . (1.5)

IntroducingK = —2E/(mcy?2) then gives the “Newtonian Friedmann equation”:

mi-2

2

2

a

(a)z B;GNp—i—cz . (1.6)

For the transition to the relativistic result, we identify the two const&nésmdK. Comparing the
relativistic Friedmann equation

H2(t):(§)z 8 Ke?  Ac? 1.7)

3N a2 a2 3
with Eqg. (1.6) allows the Cosmological Constant to be interpreted as a chxiing e absolute
energy scale. Relativisticalli{ can be understood as the curvature of the space-like subspace of
space-time given bw( 6, ¢), which is induced by gravitating energy. The three cases in Eq. (1.3)
are three fundamental geometries of the univet§e: O describes @loseduniverse, e.g., a 3-
spheré, K < 0 gives a hyperbolicppenuniverse, and théat, limiting case ofK = 0 implies the
usual Euclidean geometry without large-scale curvature.

Which are the matter components determining the expansion of the Univaetdgoando
their densities evolve with increasing scale faa()? The first law of thermodynamics — the
conservation of energy — can be expressed as

da (t)

[ 2(t)oi()?] + pi(t) (1.8)
This fluid or Raychaudhuri equation is like the Friedmann equation defreed Egs. (1.2) and
(1.4) and can be similarly motivated by classical physics, consideringiabatally expanding
fluid. In reality, in the Universe there are not only one, but severalaoting fluids. The important
role the pressure term plays becomes clearer when we combine the Friednm@rand fluid (1.8)
equations, forming thacceleration equation

a_ 47rGN ( 3p.) AC? 1.9)
3

In writing Eq. (1.9), we have taken into account the existence of seflard$ with densitiep;

and pressurep;. Pressurgy; > 0 acts like gravitating mass and decelerates the expansion, while

a cosmological constamt > 0 accelerates it. The pressupgof a fluid is significant for the

expansion if it is not small compared pec?. This relation between pressure and density is given

by theequation-of-state parameter

Pi
= — . 1.1

1The value ofK does not yet determine the actuapologyof the Universe. Neither does it in the general case
determine its fate dt— oo. Current knowledge suggests a flit=£0) cosmos which will forever continue to accelerate
its expansion.



1.1. THE CONCORDANCE MODEL CHAPTER 1. CONCEPTS OF COSMOLOGY

Introducing it, the following solution for the evolution of the density wiithy := pi(a=1) can be
deduced

a(t)
pit) = pioa(t) exp(—3 f wi(@) a'—lda') . (1.11)
0
In the case of a time-independent equation-of-state parametedy, this expression reduces to:
pi(t) = pioalt) =W (1.12)

First, there is non-relativistic matter whose pressure can be neglectaaseanfp, < pmc.
Fixing pm=0, Eq. (1.12) yields
pm®)=pmoa(t)® (1.13)

which can be interpreted as the dilution of a constant number of particlessxpamding space.

Second, relativistic particles (“radiation”) exert non-negligible pressuhich is linked to
their density byp, =p,¢?/3 orw; = 1/3. Using Eq. (1.12), one finds that the evolution of radiation
density is governed by

pr(t)=pro a(t)_4 ) (1.14)

where the additional factor af"! corresponds to the energy loss experienced by photons due to
their cosmological redshift.

Lastly, the cosmological constant can be regarded as a fluid whoséydens Ac?/(87Gn)
follows directly from the Friedmann equation (1.7) and is a constant funofidime. Inserting
this conditionoa =0 into the fluid equation (1.8) then, immediately, implies+ pa/c?=0 or

W = pa/(pac®)=-1 . (1.15)

In a flat K = 0) universe without cosmological constant£ 0), a (time-dependent) natural
density scale is defined by the Hubble parameter by:

3H2(t)
87Gpn

po= (1.16)

For the current epoch, thigitical densityis as low ag. = 1.0 x 102°kg m™3. The individual
density constituents of the Universe are commonly expressed in units aftibal density:

pro Pmo AC?
Q ()= = = 1.17
O, Oy N0 (47
The total density of the Universe is then defined as:
Qo= +Qm + Qp  resp. Qo= + Qm + Qpe with  Qpe =pDE/Pc - (118)

We will subsequently prefer the more general case of a time-deperigignt.(L1)Dark Energy
component whose negativéy,e not necessarily equals, = —1, because this thesis is motivated
by constrainingvpe. These definitions allow us to rewrite the Friedmann eq. (1.7) as

Q Qnm 1-0 a
2(a)_HO( L+ a?+ =~ O+QDEexp[ fwi(a)a Yda

) , (1.19)

which implies how and when theftirent densitiesfiect the expansion. Furthermore, inserting
a=1, we established the relatidt = Hg(Qo — 1)/c? between the contents and the curvature In
particular, a flat universe is equivalent® =1, i.e. the total density equals the critical density.
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CHAPTER 1. CONCEPTS OF COSMOLOGY 1.1. THE CONCORDANCE MODEL

In the early phases of the Universe{@ < 1), because of ita~*-dependenceQ, was the
most important contribution, whereas it is negligibly small at the currentrepéta certainagg,
this radiation-dominated era was superseded by the matter-dominated éner Raently on
the cosmological timescal€pe became the dominant term in the compositiortgf Finally,
Eq. (1.19), viaH = £92 |eads to the relation between time and scale factor (here, for the cosmo-

adi’
logical constant case=-1):
2 1 2 ([ On 2
t(a) = —_— = da’ [ = + =™ 4+ (1 - Qq) + Qpa? . 1.20
@ [ ar i o o [+ -+ 00 (1.20

The scale of the observable universe inside which events can bdlgaosamected to the observer
is given by the time-dependent comovingrizon

a ¢
Rn= fo e (1.21)

1.1.3 Redshift and Distance Measures

For observational astronomers, the most tangible consequence of exgrarsion is the resulting
redshiftof sources: owing to the expanding space during the time of its travel, light draitte
wavelengthl; and timet; is observed witmg > 131 atty > t;. Therefore, observing a redshifted
spectral feature allows a simple determination of the scale factor at the time thediglemitted:

_Ao_alt) 1

=AW aw (1.22)

1+2
Due to the non-Euclidean geometry of the curved space-time, there is neeynigambigu-
ous notion of “distance” between objects at cosmologically relevant scaleservationally, the
two most commonly used distance measures aratigellar diameter distance 4§z) = D/ =
a(2) fk (v), relating the angular siz# of a source to its (small) physical diamet2rand thdumi-
nosity distance P(2) = v/L/(4nS), relating the fluxS of a source to its intrinsic luminosity. The
two distances are connected by the following equation:

DL(D=(1+2’Da@=(1+2) () . (1.23)

In the context of gravitational lensing, the angular diameter disthat@eera source at, and a
deflection point ag; with z,>2z; >0 will be of special importance:

Da(z1, 22) =a(2) fk (x(z2) — x(22)). (1.24)

Because of the prefactafz) =1/(z+1), the angular diameter distance is not additi@x{z;, z») #
Da(z2)—-Da(z1) — even in the flat cas& (y) =x.

1.1.4 Dark Matter

One of the most intriguing features of the current “Concordance Cogiyibioodel is its predic-
tion of ~80 % of its matter densit®2, to be contributed by an unknown non-baryonic component
not interacting with the electromagnetic field. The existence of this "Dark Mgiav) can be
inferred from the several independent probes. As we will see in $&¢1., the value of2y, can

be inferred from the CMB (e.g., Larson et al. 2010), while Big Bang Nagyathesis predicts a
significantly smaller cosmic densify, of baryons (e.g., Tytler et al. 2000).

2This result has spawned philosophical debate asdireidence problerof Dark Energy.
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1.2. STRUCTURE FORMATION CHAPTER 1. CONCEPTS OF COSMOLOGY

Dark Matter was first postulated by Zwicky (1933) who discovered thatGbma galaxy
cluster could not form a gravitationally bound system if only consisting ofitsible stellar matter.
Also, rotation curves of spiral galaxies can be explained most easily iffiihalos contain an
additional matter component which does not emit any electromagnetic radidtigorinciple,
these observations can be interpreted as a deviation of gravity from itsohiewr ! potential
(e.g., Milgrom 1983; Bekenstein 2004). However, the eponymous cdanoe of cosmological
probes testing dierent physics (e.g., Kowalski et al. 2008; Vikhlinin et al. 2009b; Komatsal.
2010) favours the simplest explanation of a universe dominated by aigtoiticCold Dark Matter
(CDM). Moreover, combined weak-lensing and X-ray observationmefging galaxy clusters
(e.g., Clowe et al. 2006a; Mahdavi et al. 2007; Biadbal. 2008b,a) strongly suggest that most of
their matter content is collisionless, seriously challenging models relying onralbst gravitating
mass being baryons.

1.2 Structure Formation

The observed foam-like cosmic web of voids and pronounced galaxiedusonnected by fila-
ments has — according to the current model — evolved from a very homoggprimordial state.
Figure 1.1 depicts the result of a numerical simulation of this structure. @iig®ral evidence
is provided by the CMB which shows that the strongest anisotropies in tiyerbaensity dif-
fered by only~ 107> atz~ 1100. Driven by the DM anisotropies — already larger tha0™> at
Zz~ 1100 - the primordial perturbations grew through gravitational instabilitydeyeding mat-
ter from neighbouring regions experiencing a net gravitational attrattiwards the overdense
regions. The quantitative description of structure formation providesdhs lfor inferring cos-
mological parameters from the study of galaxy clusters.

1.2.1 Growth of Inhomogeneities

The suggested origin of primordial density perturbations is quantum mieahdluctuations,
which were strongly amplified duringnflation, a period of very rapid expansion of the early
Universe. Inflation was postulated to explain the overall homogeneity gratent flatness of the
Universe and is supported by indirect observational tests, e.g. frel@MB. It is convenient to
describe the primordial perturbations byandom density fielg(t, X) in comoving coordinates
(Sect. 1.1.2), following a Gaussian (or approximately Gaussian) statistath&nuseful quantity
is thedensity contrasé(t, X), i.e. the relative overdensity with respect to the mean depélty

p(t.%) - A1)
p(t)
Neglecting pressure, and first considering perturbations on scaldlgisthan the the horizoR,

(Eg. 1.21), the motion of matter as a self-gravitating fluid is determined by thevialijothree
equations, the continuity, Euler, and Poisson equations:

5t %) = (1.25)

Bt 1 - ~
Tan %v L +6@t RV, ) =0 (1.26)
ML R  at) 1 5 1l
e @va, %) + 20 (V. %) - V) v(t. 3) = —%Vq)(t, R, (1.27)
V2(t, X) = 3H§Qm6(t %) (1.28)

2a(t)
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CHAPTER 1. CONCEPTS OF COSMOLOGY 1.2. STRUCTURE FORMATION

3.9 Mpc/h

Figure 1.1: Structure formation resulting from a numerical simulation (Sprtgd. 2005). From bottom
to top a sequence of zoomed images is depicted, showing the transition frigottiopic, stochastic Dark
Matter distribution on large scales to the concentrated halo of a galaxy cliesteing impressive structure
at the highest peaks of the matter distribution on smaller scales. Figure pongé&l et al. (2005).



1.2. STRUCTURE FORMATION CHAPTER 1. CONCEPTS OF COSMOLOGY

where thepeculiar velocity¥(t, X) = 0 vanishes for a comoving observer and sheperator is
defined with respect to comoving coordinates. Findlt, X) denotes the gravitational potential in
comoving coordinates. For the case of small overdensifteg) and velocities/(t, X), an analytic
solution can be found by replacing Egs. (1.26) and (1.27) by the lin€agpeations

wtx) 1 ov(t,x) a(t) 1

a0 pa @va, %) = -z et 9 (1.29)

and diferentiating and rearranging the system of thrégedéntial equations gives:

V-t xX) =0,

oot %) 2a(t) 95(t.%) _ 3H3 Qm
or2 at) ot 2a3(t)

St =0 . (1.30)

Because the dependenceim Eq. (1.30) is only implicit, each of the two independent solutions
of Eg. (1.30) separate into a spatial and a temporal factor:

6(t. %) = D+ (YA () + D-(HA-(X) . (1.31)

Via a(t) and H(t), the exact form of the solutiof. (t), in which we are interested, depends on
the cosmological model. However, as a general feature, only one tensparabn,D, (t), grows,
while the otherD_(t), decays. In the absence of pressure, one can show thgiothvéh factor

dt’

Ht) -
D, (a) # f (a2 + Qma ™t + (1 - Qo) + Q) del (1.33)
0 0

D. (1) « H(t)H2 j; ) (1.32)

(here forwpg = —1) describes the growth of small-scale, small-amplitude density perturbations,
such that
6(t,X) = D4()6(t=0,%) . (1.34)

An homogeneous, isotropic Gaussian density field is completely defined jbgvitsr spec-
trum i
P(K) = (5(t. K (1.35)

where(t, I?) is the Fourier transform of(t, X) with the comoving wavevectdk. Thus, with
Po(k) :=P(t=0, k=k]), its evolution follows as:

P(t, k) = D (t) Po(k) . (1.36)

The power spectrum is usually modelledR() « k"s. The spectral index gis measured to be
close to the scale-invariant (Harrison-Zel'dovich) cas&gf 1, but slightly lower (e.g., Larson
et al. 2010), confirming the prediction of inflation theory.

In a more realistic model, perturbations in the radiation, baryon, and CDMsflad be
calculated taking into account the respective pressure terms. In partithdagrowth rate of
perturbations depends on their scale length. Considering modes wladsdésscomparable or
larger than the horizoR, (Eq. 1.21), relativistic flects have to be taken into account. Given
the expansion of the Universe, for each length scale there existg@rat which it will become
smaller and “enter” the horizon. Perturbations of the radiation, DM, amgbobadensity fields
experience dferent growth factor®, (t), determined by whether they enter the horizon in the
radiation, matter, or Dark Energy dominated eras. Tifiece of the departures from the simple
model outlined here on the power spectrum is expressed by introducitrgiséer function Tk),
such thatP(t, k) «« T?(k)D?(t)k™. A particular consequence of coupling between overdensities in
baryons and Dark Matter is baryonic acoustic oscillations.
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CHAPTER 1. CONCEPTS OF COSMOLOGY 1.2. STRUCTURE FORMATION

1.2.2 Spherical Collapse and Halo Mass Function

Leaving the linear regime, structure formation cannot, in general, be ciadwaalytically, but
instead requires extensive numerical simulations. The toy model of aicgheverdensity of
constant masM inside a radius(t), however, is analytically solvable, describing expansion to a
maximal radius, followed by a collapse into a singularity. This spherical cs#lapodel serves
well for interpreting numerical results.

The spherical collapse model gives rise to two useful quantities: Firsgvireensitydc o
for which, given linear growth of structure, a spherical perturbationldl have collapsed at the
present epoch. In@ny, =1, Qpe =0 (Einstein—de Sitter) universe, this valuéiig =1.686.

An even slightly asymmetric, realistic overdensity will not collapse into a singiet oot
reach virial equilibrium with a finite orbital radius;, = GnyM/(2Exin) oOf its particles, wheré&;,
is the kinetic energy of the overdensity. This process is called violentattex Thus, we can
calculate the overdensity. (with respect to the critical densify) inside such a sphere where
virialisation has taken place. The value &f depends on the cosmological parameters, and can
be approximated for a flat universe by (Bryan & Norman 1998):

Ac = 187° + 82(Qm — 1) - 39(Qm — 1)~ (1.37)

In turn, the matter within an overdensity exceedingcan be considered virialised, which we will
use to define the extent of a galaxy cluster.

The spherical collapse model can be applied to describe the properbastofatter halos
often conceived as the building blocks of the cosmological matter distribiBitoacture formation
can then be parametrised by the evolving number density of virialised hatokiastion of their
massM — thehalo mass functionGenerally, at all epochs low-mass halos are more abundant than
massive ones, while all halos grow more massive with time. Based on thebgitybihat, for
a Gaussian random density field, a point lies within a region that will collapiseaiwirialised
structure at a redshifi(t), Press & Schechter (1974) derived an analytic expression foralwe h
mass function from the spherical collapse model. For its derivation wetgfe.g., Voit (2005).
The halo mass function commonly (e.qg., Pillepich et al. 2010) takes the following f

pm(z=0)dIn (c"*(M, 2))
M dMm ’

dn(M, 2)
dMm

= f(c(M, 2) (1.38)

wherepm(z=0) is the mean matter density in the Universe today. The quan(it§, z2) denotes
the standard deviation of the underlying density field whose variance isdétathe initial power
spectrum by

D32
212

Here,W(k, M) is the Fourier transform of a mass-dependent smoothing function witthvihéc

density field is filtered. Equation (1.39) is used to measure the normalisatior pbther spec-

trum, which is a cosmological parameter not constraiagutiori by theoretical models, via the
quantity

o’(M,2) = f ookZPo(k)\TV(k, M)dk . (1.39)
0

g .= G'(Mg, Z=O) , (1.40)

where Mg is the mass contained in a spherical volume using a smoothing lengtir bM®c.
Here, the notatiot = Ho/(100 km s Mpc™) ~ 0.72 has been introduced. Constraintsogcan
be derived from, e.g. the combination@ismic sheafweak gravitational lensing by large-scale

3This is an order-of-magnitude definition. Commonly used values forligieid overdensities are #8~ 180 or 200,
wherea€),, =0.3 yieldsA.=100.
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1.3. THEACDM UNIVERSE CHAPTER 1. CONCEPTS OF COSMOLOGY

structure) and CMB measurements (Fu et al. 2008; Schrabback e08). @0the mass function
of galaxy clusters (Vikhlinin et al. 2009b; Mantz et al. 2009b). &grtoo, recent determinations
with different probes are in better agreement than measurements from a fevageameasuring
e.g.0s=0.802"3928 (Schrabback et al. 2009).

The mass function is expressed in terms of the funcfiern(M, 2)) in Eqg. (1.38), for which

the Press & Schechter (1974) ansatz yields:

fos(0(M.2)) = ]2

62
2o (M2 exp( —) . (1.41)

_ C
202(M, 2)

In addition to the analytical results by Press & Schechter (1974), the hads foaction
has been investigated numerically, and fitting functions to the mass functiond fio numerical
simulations have been devised. The Sheth & Tormen (1999) mass funatieesdeom a modified
Press & Schechter (1974) formula, which in the notation by Pillepich et@lLQRreads:

2ast O agT62 2(M, 2)\PT
fs1(0"(M, 2)) = AgT | —F —-C p(——ZO_ZS(TI\AC Z))[ (—Ua;éz)) ] ,
) c

T (1.42)

with the parameterfst=0.322,as7=0.707, andpst=0.3. Jenkins et al. (2001) find a simpler
empirical fit to their simulations:

f3((M.2) = Ayexp(-[Ina(M. 27 + By*) (1.43)

whose parameters afg=0.315,B;=0.61, andp;=3.8. Recently, Tinker et al. (2008) proposed
the following fit to the empirical mass function:

fT(a(M,z))zAT[1+(‘T(2/'T’Z)) ]exp(—%) , (1.44)

where the parameterAy, ar, br, cr are functions of the overdensityand redshift.

Via the dependence of the growth factor on cosmology (Egs. 1.39 anyl th8zhalo mass
function sensitively depends on cosmological parameters. This formsa#ie for probing cos-
mology with thegalaxy cluster mass functiodiscussed in detail in Sect. 2.2, because galaxy
clusters evolve out of the most pronounced peaks in the density fluctdiglidas has been well
established in numerical simulations (e.g. Springel et al. 2005).

1.2.3 Galaxy Formation

Structure formation as discussed hitherto is mainly driven by Dark Mattexsavpurely gravita-
tional interaction can be modelled relatively easily in numerical simulations. Rmwbserva-
tional astrophysicist’s perspective, the question how galaxies forne\aside (passively by accre-
tion and by merging) in the framework of hierarchical structure is of equ@abrtance. Describing

the multitude of baryonicféects that have to be taken into account empirically and modelled semi-
analytically is beyond the scope of this thesis.

1.3 TheACDM Universe

1.3.1 Values of the Density Parameters

We will now present current status of knowledge on the values of thsitggrarameters, in the
framework of “Concordance Cosmology”. The most recent CMB resmtsosmological param-
eters, after seven years of integration with tM81AP satellite, are presented by Larson et al.
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CHAPTER 1. CONCEPTS OF COSMOLOGY 1.3. THCDM UNIVERSE

20 Figure 1.2: The cosmological parameter space
I spanned by, andQ,. Flat cosmologies and
those without a Big Bang (ruled out by observa-

tions) are indicated. Contours give the, 320,
and I confidence levels obtained from the CMB
(orange, Dunkley et al. 2009), baryonic acoustic
oscillations (BAOs, green, Eisenstein et al. 2005),
and supernovae (blue, Kowalski et al. 2008), as-
sumingw = -1 for Dark Energy. Note that
all three independent probes intersect with each
other giving the grey, combined contours around
Qm=~0.3 andQ, ~ 0.7, consistent with a flat uni-
verse. Figure from Kowalski et al. (2008).

(2010) and Komatsu et al. (2010). Cosmological constraints are drawnthepower spectrum
of CMB temperature fluctuations which due to the physics of structure forméfect. 1.2) ex-
hibits a clear series of peaks, i.e. preferred distance scales on wihighpgions are present. The
positions and amplitudes of these peaks are sensitive to changes in thdogisat@arameters
(e.g. Hu & Dodelson 2002).

The measured CMB power spectrum is in good agreement witt aniverse Thus, most
models assum&p = 1 from the beginning. CMB data clearly suggest the dominant component
to beQp =0.734+ 0.029 (Larson et al. 2010). We will discuBsark Energyin Sect. 1.3.2. The
CMB peaks allow us to distinguish between baryonic matter (atoms in galaxié€}ad Dark
Matter (CDM), interacting with baryonic matter only via gravitation. Larson et al.1®0find
Qp=0.045+ 0.003 for baryons anf;=0.222+ 0.026 for Dark Matter, wher€,=Qp+ Q¢. Due
to its rapid decay witla, Q;, is negligibly small in the current universe.

As mentioned before, the current cosmological model, tern@B®M for its two main com-
ponents, the Cosmological Constant and Cold Dark Matter, is supportedi&gendenprobes.
Thus, combining the results of these probes leads to more accurate detiemsinhcosmological
parameters. Figure 1.2 shows how constraint®grandQ, from the CMB (Dunkley et al. 2009),
SNe la (Kowalski et al. 2008, Sec. 1.3.2), dmalyonic acoustic oscillationBAOs, Eisenstein
et al. 2005) complement each other. BAOs are the remnants of sound eaysed by a preferred
length-scale in structure formation (Sect. 1.2). From the combination shokig.id.2, Kowalski
et al. (2008) determin@, = 0.7130024+0036 5nq Q) = 0.2740.016+0.013 "\yhere the first error is

it 0.029-0.039 : 0.016-0.012'
the statistical one and the second the systematic error.
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1.3. THEACDM UNIVERSE CHAPTER 1. CONCEPTS OF COSMOLOGY

TR Figure 1.3: Constraints ¢lconfidence contours)

on the Dark Energy parametefl = Qpg and

1 W, from different probes by assuming a flat uni-
E verse: SN la (Davis et al. 2007), BAOs (Perci-
3 val et al. 2007), and the CMB (Komatsu et al.
: 2009). The red area shows the combined con-
tours including constraints from the cluster mass

SN+BAO
+WMAP

<
3 % E function (Vikhlinin et al. 2009b). Figure from
-12F = Vikhlinin et al. (2009b).
13E N9
E clusters
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1.3.2 The Case for Dark Energy

Having been discarded by Einstein shortly after its introduction when Hutibbevered the ex-
panding universe, the term in the Friedmann Eq. (1.7), re-entered the stage of cosmology by
another revolutionary discovery: Riess et al. (1998) and Perlmuttdr €t9%99) independently
found evidence for aaccelerating expansioof the Universe from the observations of type la su-
pernovae. This class of supernovae is commonly interpreted as beisgdday exploding white
dwarfs which, accreting material from a companion star, increase thes beg®nd the critical
Chandrasekhar limit for a degenerate plasma. This mass limit, only weaklpdiemtson factors
like element abundance ratios, allows the use of SNe $staaglard candles.e. sources of intrin-
sically constant luminosity. Although their maximum luminosity does vary to somesde&Ne
la can indeed be used for cosmological distance measurements to redshifts

The accelerated expansion has since then been confirmed in sulisggdiErs using various
cosmological probes (e.g., Kowalski et al. 2008; Vikhlinin et al. 2009r&aback et al. 2009;
Komatsu et al. 2010, cf. Figs. 1.2 and 1.3). The nature of Dark Enesiilisnknown, neverthe-
less numerous ideas have been put forward based on various thelaeticepts (vacuum energy,
cosmological scalar fields, etc.). The first question to answer is whethactually observe the
time-invariant Einsteinian cosmological constant with=—1 or an evolving Dark Energy whose
equation of state% >w(a=1) changes with time. Interestingly, currently the best constraints are
consistent with the cosmological constant ¢agématsu et al. (2010), combining/MAP data
with BAO measurements (Percival et al. 2010), &hddetermined by Riess et al. (2009), arrive
atw=-1.10+ 0.14. Vikhlinin et al. (2009b), combining their measurements of the cluster mass
function, yieldingw = —1.14 + 0.21 alone, withWMAP, BAO, and SN la data, constrain Dark
Energy tow=-0.991+ 0.045+ 0.04 (Fig. 1.3). Using a slightly dtierent approach relying on the
mass function of galaxy clusters (Sect. 2.2.1) measured via their gas messfr(Sect. 2.2.2),
Mantz et al. (2009b) founa/ = —1.01+0.20. Frieman et al. (2008) provide an overview on the
discovery history of Dark Energy and thefférent probes currently being used to constfyz
andw. Considered as one of the most important open questions of modern cognmlowerous
experiments are planned to further constrain Dark Energy parametetis.a\&pecial regard to
satellite missions, the potentials of the various techniques are discusseahapared by Peacock
et al. (2006) and Albrecht et al. (2006).

“Therefore, we us, to describe the corresponding energy density, e.g. in Sect. 1.3.1.
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Chapter 2

Clusters of Galaxies

2.1 Clusters from Abell to Zwicky and far Beyond

Galaxies are not distributed randomly in the Universe, but form a “spdikg” structure of clus-
ters, filaments, and voids, observed in the three-dimensional galaxy iigtnipe.g. from the Two
Degree Redshift Survey (Peacock et al. 2001) or the Sloan DigitaB8kyey (SDSS, Tegmark
et al. 2004; Gott et al. 2005). This clustering is a natural consequahsgucture formation
(Sect. 1.2). The first observation of a galaxy cluster even predatesdatiern concept of a galaxy:
The Virgo cluster, the most nearby cluster, contains many bright galakies already were listed
by Messier who in the late 18Bcentury noted a high density of “nebulae” (“clouds”) in Virgo.

The earliest method of identifying galaxy clusters as overdensities in thecped density
distribution on the sky continues to be productive and has yielded the impoatatogues of Abell
(1958) on the northern and Abell et al. (1989) on the southern hemispAé&hough galaxies in
clusters account for only a small fraction of the total matter, they are nwsenod impressive
objects themselves, in particular the brightest cluster galaxies (BCGs)adetrd near the centre
of the potential well of the cluster.

In addition to galaxies, clusters contain luminous matter in the form of staronottio any
of the galaxies but only to the cluster potential which emit the “intracluster lighitte majority
of cluster baryons, however, compose théugie i< 0.1 particles cr®) and hot T ~ 10'-1F K)
intracluster mediunflCM). Owing to its temperature, the ICM is a strong emitter of thermal X-ray
bremsstrahlung, so that clusters are regularly detected as extendgdsgurces.

Approximately tracing the cosmic baryon fraction (Sect. 2.2.2), 80-90 % efhss in
galaxy clusters is contributed by their Dark Matter halo, formed from a pdiaboverdensity in
the Dark Matter distribution and continuously growing by accretion and mengeesses with
neighbouring halos in the large-scale structure (LSS). Cluster massesloc#i universe range
between 18 Mg and 13°Mg, with a mass function increasing towards lower masses where
objects~ 103 M, are consideredalaxy groups In the remainder of this section, we will give
a brief overview of the most important properties of galaxy clusters in thieadpX-ray, and
radio wavelength regimes, partly based on Reiprich (2009a,b). Gravaatemsing techniques
are discussed separately in Chapter 3.

2.1.1 Optical Cluster Detection

The classical method of optical cluster detection applied by Abell (1958 )dell et al. (1989)
is based on counting galaxies inside a certain aperture radius on thedkyagmitude bin and
defining a “richness” criterion for a cluster of galaxies. The resultingtelucatalogues continue
to be an important reference for nearlzy<(0.2) clusters. However, projections of physically
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2.1. BASIC PROPERTIES AND DETECTION CHAPTER 2. CLUSTERS OFIGY¥XIES

unrelated LSS pose a severe contamination problem in projected galamytechniques, and
methods have been devised to overcome that problem. Matched filtergessippance alignments
by taking into account additional information such as the typical radial digioib of galaxies in
clusters and the galaxy luminosity function (e.g., Postman et al. 188%&ance informatiorirom
spectra or galaxy colours is an important ingredient in optical clustertieteghich many of the
recent detection techniques (e.g., Miller et al. 2005; Koester et al. 2ilkeraitis et al. 2009)
incorporate.

There are numerousfects related to galaxy cluster colours and, closely connected, morphol-
ogy. The ratio of spheroidal to spiral galaxies increases with galaxgityen the environment
(morphology—density relation). Not only are clusters populated pretietly by galaxy types with
on average redder colours, also the colours of cluster late-type gateieedder than those in the
field. These observations can be explained by ram-pressure stripparghy gas is stripped from
the galaxies and falls into the cluster potential cuttifiglee gas supply for further star formation.
Dominated by old, red stellar populations (e.g., Bower et al. 1992), cluataxigs represent the
reddest galaxies observed at a given redshift. They are congitielee the most gas-depleted
systems showing very similar colours over a large range in magnitude (Géaetds. 1998). Ob-
servationally, thizluster red sequenarurrently is one of the most prolific methods in identifying
clusters of galaxies in the optical band (e.g., Gladders & Yee 2000, 20R0&) sequence tech-
nigues are restricted to a redshift rarmyel, where the above statements on galaxy colours hold.
At intermediate to high redshifts, intrinsic galaxy colours are observeddorbe more gas-rich
and blue (Butcher & Oemler 1978). This Butcher-Oemlée& can be related to the significant
increase withe of the fraction of clusters undergoing a merger, as it is observed in simmdatio
(e.g., Cohn & White 2005). It can be interpreted as the gas depletion rgsuitied intrinsic
colours not being completed in cluster galaxies at higher redshifts.

Finally, optical spectroscopy provides insight into the velocity distributiomalfixies in
clusters. Investigating the dynamics of cluster galaxies can be used tocdmdéi presence of an
optically detected cluster, and furthermore to determine cluster masses {geg.eRal. 2007).

2.1.2 The X-ray View on Clusters

The X-ray emission from the ICM was discovered early in the history ofy)astronomy; a his-
toric overview on X-ray cluster astronomy is given by Edge (2004).aypthany X-ray selected
cluster samples are in use, most of them ultimately based on data obtained with thedRellite
(e.g., Ebeling et al. 2000, 2010pBringer et al. 2000, 2004). The X-ray selectéiddcatalogue
from which the clusters analysed in this thesis are selected, will be intrddagaore detail in
Chapter 4. Detecting clusters by their X-ray emission takes the advantige M dfectively
tracing the presence of a potential well to which it is bound. X-ray detedtiom good approx-
imation free of false detections due to projectidfeets, because the bolometric bremsstrahlung
emissivity is proportional to the square of the electron and hence the gsisyde

el o TenZ. (2.1)

The free-free process dominates the X-ray emissivity for ICM with tentperskgTe > 2 keV
which is the case for massive clusters discussed in this thesis. For thevignisshe 0.1-24 keV
energy band, the temperature dependence in Eq. (2.1) is negligible.

Current X-ray observatories such as XMMsMron, CHaNDRA, OF Suzaku allow us to study
the ICM in great detail. For fitting the ICM density profitg(r), usually spherical symmetry and
often so-calleg-models (Cavaliere & Fusco-Femiano 1978) are assumed:

py(r) = pgo (r?/re + 1)_38/2 : 2.2)
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wherepgy is the central density, a core radius, and the exponghis related to the ratio of the
specific kinetic energies of galaxies and ICM. In addition, X-ray speattd the ICM temperature
(and temperature profil€x (r) for nearby clusters) and its elemental composition.

An important application of X-ray data is the determination of the total cluster mas€M
thermodynamics (e.g., Sarazin 1988). Assuming spherical symmetry anoisengca of magnetic
or other external fields besides gravity, the ICM restsyidrostatic equilibriumn the gravitational
potential®. In this case, the Euler equation reduces to a purely radial dependedgeclds

1dp_ dd_ GnM(n)
pgdr — dr r2 ’

where on the right-hand side the Poisson equafi%m:47rGNptot relating® and total mass den-
sity piot @S well as Gauss’s divergence theorem have been applied. Thé/term) in Eq. (2.3)
denotes the mass inside the radiussssuming an ideal gas of mean molecular weghts pres-
sure is given byP=pgks Tg/(ump), wherem, denotes the proton mass afglthe gas temperature.
Introducing the final assumption thatind thus the elemental composition is independentwé
insert this relation into Eqg. (2.3) and obtain the expression

—ksTg(r)r (dInpg  dInTyg
umpGn  \ dinr dinr
for the hydrostatic maskl(< r), indicating its dependence on both the density and temperature

profiles which can be determined from X-ray data. Limitations and extensiotmstadealised
model for X-ray mass determination are discussed in Chapter 8.

(2.3)

M(<r) = (2.4)

2.1.3 The Sunyaev-Zel'dovich Hect

Clusters of galaxies are visible in radio wavelengths for several reaBast, their central galaxies
often host active galactic nuclei (AGN) which are powerful radio emittewsare likely to play an
important role in re-heating the ICM in the cluster centres, balancing thetaeptd the ICM by
cooling flows (e.qg., Sijacki et al. 2008; Mittal et al. 2009; Hudson et a0

The second important process is the Sunyaev-Zel'dovigte(SZE, Sunyaev & Zel'dovich
1970), which is inverse Compton scattering of CMB photons by thermal I@ktrens in galaxy
clusters along the line-of-sight, modifying the CMB spectrum. For the obienally relevant
Rayleigh-Jeans regime of the CMB blackbody spectrum, the relative tetapechange is given
by

ATsze keTe
—— =-2¥c=-2 | he—=oTdl, 2.5

whereot = 8r€*/(3mic?) is the electron’s Thomson cross-section, and the integration fver
runs along the line-of-sight. The important fact is thatis proportional to both the temperature
Te and densityng, but independent of the cluster redshift For frequenciesc 218 GHz, the
wavelength dependence of the SZE signal results in a decrement, i.acéoadn CMB intensity,

as the signature of a SZE cluster, while for higher frequencies an inotemeéetected. The
related signal observed with a mm-radiation telescope is then proportional$@ i cross-section
Ysz= Dazfyc dA, whereA is the area on the sky covered by the cluster.

The SZ dfect was first observed by Gull & Northover (1976), but only later iledecluster
studies became feasible (e.g., Birkinshaw et al. 1991; Rephaeli 1985trGa et al. 2001), and
cosmological studies of samples (e.g., Grego et al. 2001; Halversor2€08l. Nord et al. 2009)
became feasible. Staniszewski et al. (2009) reported the first S8&ex cluster which was
confirmed later (Mclnnes et al. 2009) with other methods. Vanderlindé. €¢2@i10) detected
further SZE clusters and use their cluster catalogue to constrain cosnablogiameters. Detailed
reviews of the SZE are provided by, e.g. Birkinshaw (1999) and Cantsét al. (2002).
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Figure 2.1: The evolution of galaxy clusters for twdtdient cosmologies: Concordance model
(Qpe=0.7, Q,=0.3; upper panels) and Einstein—de Sit@p£=0.0, Q,,=1.0; lower panels). In

a simulation of structure formation (Borgani & Guzzo 2001), clusters baea identified (yellow
circles) atz= 1.4, z= 0.6, andz= 0.0 (from left to right). At highz, the number of clusters is
significantly larger in (more realistic) cosmologies with smaldgy, e.g., the Concordance model.
Figure from Borgani & Guzzo (2001).

2.2 Clusters as Cosmological Probes

2.2.1 The Cluster Mass Function

As already outlined in Sect. 1.2, clusters of galaxies are the largest vidialiszdensities result-
ing from cosmological structure formation, and provide important questiodsanswers to cos-
mology. The cluster mass functioiM, z) sensitively depends on both cosmic expansion and the
evolution of structure by gravitational collapse (cf. e.g., Rosati et al2206it 2005; Schuecker
2005, for detailed reviews). Therefore, mass functions derived fepresentative cluster samples
are frequently used to determine cosmological parameters su@h,&8pg, or og. In addition,
measurements of the mass function &tedent redshifts constrain the value and possible evolution
in the Dark Energy equation-of-staigg (Sect. 1.3.2).

The dfects ofQn, andQpg on the evolution of the cluster mass function compared to the
present epoch is counter-intuitive and thus notable (Eke et al. 1998)igher matter densities,
structures develop more quickly, leading to stronger evolution in the mastidomat a given
epoch. Therefore, in a universe with higlégy, e.g. in an Einstein—de Sitter cosmology, we expect
fewer high-redshift clusters than in a universe with 1@y (Figs. 2.1 and 2.2). This results from
the normalisation to the same statistical properties of the LSS today, which is¢desfandard
against which observations are calibrated. Hence, the same setupiduegul in the simulations
(Borgani & Guzzo 2001) shown in Fig. 2.1 (right panels).
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Figure 2.2: The number density of massiwé %
5 x 10"h 1 Mg) galaxy clusters for dierent

10 g cosmologies, normalised to unity at the current

3 epoch. In the Concordance Cosmology (green

- ] long-dashed line), structure formation is slower
R . than in Einsteinde Sitter (red solid line, also cf.
; 3 0,=0.3 1 Fig. 2.1) but faster than in an open universe with
N o1 L S0 1 Qn =03, Qpe = 00 (blue short-dashed line).
E \‘\2 Furthermore,og = 0.5 has been chosen for the
~ - 0.3 ] Einstein—de Sitter model arck = 0.8 for the other
= 00l g =07 3 two cases. Note that the dependence of the num-
L F 1 ber density of massive clusters on cosmology is
go.oo1 L - stronger at higher redshifts. Figure from Rosati

E M>5x 10Mh-1M, ] et al. (2002).
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Indeed, the existence of rather massive galaxy clusters that wenvetseit toz~ 1.4 (e.g.,

Stanford et al. 2006; Rosati et al. 2009) already puts tight constraifi2g,pruling out high values.
Observations of X-ray clusters contributed important evidence resultithg iparadigm shift from
favouring the Einstein—de Sitter to the concordance model including DagiEnReiprich (2006)
noted the sensitivity of the measured cluster mass function to discriminate batlatively small
changes i), andog from an update of the best-iWMAP model.

Similarly, the fact that, given the sandg,, a Universe with highef2pe exhibits a stronger

evolution in the mass function, i..essmassive galaxy clusters at a giver 0 (Fig. 2.2) can be

explained by the normalisation to the amount of structure we observe todayrierlying reason
is the diferent recent expansion history of the Universe influen€igz): Because the greater
expansion in a universe with larg@pg or more negativevpe counteracts structure formation,
structures had to grow faster in the past to arrive at the same preseht Tevis dependence
is illustrated in Fig. 2.3 which shows the redshift evolutionCly, and Qpg for four different

cosmologies, highlighting ho®, begins to decrease at slightlyfiidirent redshifts for models

with a different DE equation-of-staterg, which leads to a deceleration in the growth of structure.

2.2.2 Mass Proxies and Scaling Relations

Definition of Cluster Mass Almost all cosmological applications of clusters require the total
mass to be known very accurately. There exista pdori “true” mass of a galaxy cluster, because
no unambiguous cluster boundary can be defined, as both obsenatmnsmerical simulations
show (e.g., White 2001). Virialisation (Sect. 1.2.2) in principle provides ariiteof how to
distinguish the cluster interior from its surroundings. But virialisation, irtipalar of unknown
Dark Matter particles, cannot easily be inferred directly from obséegalmor does it define a
simple (e.g. spherical) cluster surface. In practmesrdensity radiwith respect to a measured or
assumed density profile are used. The radius defined such thdfl, := M(<r,), the enclosed
mass, satisfies

S =A , 2.6
47rri pe (2.6)
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Figure 2.3: Evolution of the radiation, matter, and Dark Energy dens¥i&3, Qm(2), andQpe(2)

— termedQ, — with redshift for diterent cosmologies defined by the present-day value€for
Qpe, andwpe. Note the logarithmic scales on both axes. This figure illustrates the relation
betweer2y(2) and the DE parameters at late times, when lafgg or more negativevpe today
imply a higherQy, in the past and, thus, more rapid structure formation. Figure from Vo5R0
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Figure 2.4: Example for a scaling relation, showing the relation betWwgemeasured within
rsoo, andM(rspo) as measured from X-ray (left panel) and weak lensing data (rigtelpamhe
coloured data points correspond to measurements from a sample of Xaaplis 015<z<0.3
clusters which is unbiased with respect to cluster morphology. Clustes®eesl in morphology
bins denoted by the fierent colours, while triangles in the left panel indicate the presence of a
cool core. Weak lensing clusters analysed by Dahle (2006) and 8asdeal. (2007) are indicated

in the right panel. The best-fit scaling relations by Zhang et al. (2008) ¢tlid black line) and
Kravtsov et al. (2006) (thick solid grey line) using X-ray masses are aepepto the one by Nagai

et al. (2007a) (thick dashed grey line), using weak-lensing masséle hight panel, slopes are
fixed to simulation results. Figure adapted from parts of Fig. 9 in Zhang €G08).
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whereA is the overdensity factor with respect to the critical dengitywhose choice in practice
depends on the mass observable and application. See e.g., Vikhlinin ed@bajZXor X-ray
observables and Okabe et al. (2009) for a detailed study on the opting tdA for several
weak-lensing mass determination techniques.

Scaling Relations We will now focus on how cluster masses are inferred from the accessible
observables, in particular X-ray observables, which are most commealy. Direct application

of Eq. (2.4) requires a siiciently large number of detected X-ray photons to obtain a density and,
if possible, also temperature profile by spectral fitting. For large samplagiofredshift £>0.5)
X-ray clusters, it is currently not possible to carry out deep enoulitwieups with high enough
resolution. Scaling relationsbetween an observable which can be measured to a good accuracy
even with only a small number of photons and the total cluster mass come toc¢he sesl serve

as a proxy. Because using scaling relations allows us to draw cosmologiealsions from large
statistical samples, most cosmological constraints from X-ray clusters engolling relations.
Despite its great advantage, this indirect method comes at the cost of hanasgume how the
respective scaling relations evolve with These evolutionaryfiects have not been well tested
yet. The relations involving low scatter proxies, such as the gas Mggor Yx = Tx Mgas are

of particular interest to high-precision cluster cosmology. Figure 2.4 slemamples for scaling
relations analysed by Zhang et al. (2008).

Self-Similar Scaling Both observed and simulated scaling relations are well-fitted by power
laws in most cases. This behaviour is expected from the simple mod&ife$imilar scaling,
postulating that “all clusters should look the same” when properly re-dd¢afeheir mass. From
Mot < R® with a characteristic cluster radiiand the virial equilibriuniTx o« Myot/R, the pre-
diction for the relation between the global temperature and mgsM; follows automatically
as

Mot o TS . (2.7)

Further reasoning along these lines yields the expected power-law dlgpes Mt40/t3 for the
bolometric and_x o« My for the X-ray luminosity in the A—24 keV “Rosar” energy band. Self-
similar scaling provides a sensible starting point for more complex models efwadubsclusters.

X-ray Luminosity and ICM Temperature  The clusteiX-ray luminosity lx, measured by count-
ing photons in the Bsar band, was inferred by e.g., Reiprich &Bringer (2002), and used to
calculate the mass function and constrain cosmological parameters (elgeckahet al. 2003;
Mantz et al. 2008). Conversely, Stanek et al. (2006) infekxgdor) given the cosmology.

The My—Tx relation shows relatively low scatter for relaxed clusters, but is sengiive
mergers (e.g., Vikhlinin et al. 2006; Zhang et al. 2008). Dependené€igeaesulting mass on
different temperature estimators (Rasia et al. 2005) and the choice of tHeraadia (Vikhlinin
et al. 2009a) need to be considered. Thus, the low-scatter proxibe@ming more important.

The Gas Mass Fraction Because of the sensitive dependence of X-ray emissivity on the shjuare
electron number density2, compared to its weak dependence™n (Eg. 2.1) cluster density
profiles can be inferred accurately, and hence, the total mRgsin the ICM. Thegas mass
fraction

fgas: T AR 6 (2.8)

is found to vary little from cluster to cluster in simulations, renderiigss a good proxy for the
total cluster mass. Given the strong BBN constraint&gnfyasmeasurements provided important
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evidence forQ, < 1 (White et al. 1993). However, the baryon fraction in clusters is redluce
significantly compared to the cosmic average probed by the CMB, as codfymaeasurements
both from X-ray emission and the SZE (e.g., LaRoque et al. 2006). Tiueenaf this depletion is

still unclear. the "missing baryons” problem rests to be solved. Furtherntioe observed trend

for a higher baryon fraction in more massive clusters (e.g., Vikhlinin et0fl6should be taken
into account befordgascan be used to constrain cosmological parameters (Vikhlinin et al. 2009a).
To this end, we note thallgasandYy are considered to be the most promising total mass proxies.

The Yx Estimator The quantityYx = Tx Mgas has been suggested to construct an observable
similar toYsz (Sect. 2.1.3) from X-ray data to facilitate comparisons with the SZE. Simulatipns b
Nagai et al. (2007b) show a tight correlation between this new proxyrentbtal mass (Kravtsov

et al. 2006). The .1 % scatter in theviio—Yx relation is smaller than the scatter Kravtsov et al.
(2006) found for the scaling relations of its componentss ¥8 for My—Tx and 107 % for Mg—

Mgas €valuated ah = 500. Subsequently, the small scatter in Mg—Yx relation was also
confirmed observationally (e.g., Arnaud et al. 2007; Vikhlinin et al. 2D09a

Scatter and Evolution The scatter in scaling relations is, besides to cool cores, attributed par-
tially to the diferent merger histories of the clusters and the resulting substructurgeiMeents
cause deviations from hydrostatic equilibrium and shift cluster paranfebenghe “virial” values

(e.g., Chen et al. 2007; Jeltema et al. 2008; Ventimiglia et al. 2008; Zhaaig2210). Further-
more, they are also connected to the behaviour of a cluster’s “cengalegni.e. the supposedly
AGN-driven heating mechanism of cluster core gas. In recent ysardies of the departures
from hydrostatic equilibrium have become feasible because the improgsibpities of the cur-

rent generation of X-ray satellites (e.g., XMMe\ron, CaanDRrRA, Suzaku) are small enough and

will be even smaller for the next generation, providing the precision reddiar future constraints

on cosmological parameters, e.g., the Dark Energparameter.

Structure formation also manifests a considerable evolution in scaling relggepsM—
Lx), being a crucial source of uncertainties in constraintsvgiiikhlinin et al. 2009b). Usually,
the self-similar prediction invoking the evolution functi&{z) = H(z)/Ho, a re-written form of
Eqg. (1.19), is applied in observational studies. Although the evolutionadingcrelations has al-
ready been studied in simulations (e.g., Nagai et al. 2007b), it still awais\@i®nal constraints.

“Self-calibration”, the consistent treatment of mutual dependenciesatihgcrelation and
cosmological parameters has been suggested by e.g., Mohr (2005). lfasi@ous constraint of
cosmological parameters and X-ray scaling relations was carried outbyzMt al. (2009a).

X-ray — Lensing Comparisons To study the departures from the assumptions typically made
in X-ray analyses, the independent total mass estimates inferred frokngneatational lensing
(WL, Chapts. 3 and 8) provide useful insights. Several studies hese bndertaken in which
X-ray and weak lensing cluster observables have been comparete (2806) found the weak
lensing mas#/, to scale with X-ray luminosity as>1(~°4i°~46 and constrained a combination@f,
andos. Hoekstra (2007) established a proportionality betwkgn within the radiusrzs00, and

T, which has an exponent=1.34'330. For the same radius, Mahdavi et al. (2008) quoted a ratio
Mx /My = 1.03 + 0.07 that decreases towards larger radii. Zhang et al. (2008, see.4igr&n
example) determined a ratio of weak lensing to X-ray ngs/Mx =1.09+0.08, at a radiussgg,

and confirmed this value and the trend with radius (Zhang et al. 2010). SS&l&ing (2009)
investigated how the choice of mass estimatdiscas the systematics of the WL mass function,
while Meneghetti et al. (2009) performed detailed comparisons of mock chstay and WL
observations. X-ray and SZ properties of clusters were compareghyace et al. (2008).
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Chapter 3

Gravitational Lensing

3.1 Concepts of Lensing Theory

Gravitational lensing describes the phenomenon that gravitational figéts the propagation of
electromagnetic radiation by the curvature of space-time predicted fromr@dRelativity. No-
tions of light being bent in the presence of a massive body already ekisthd era of classical
physics: e.g. Soldner in 1804 calculated the angle by which a ray of lightdawe deflected
passing the Sun, assuming light to consist of massive particles to whiclcalgdsysics could
be applied: Despite its interesting pre-relativistic history (e.g., Schneider et al. 19@yjta-
tional lensing has to be treated relativistically, and the first observationlerisetng dfect, the
small apparent displacements of stars observed during a solar ecliskimgton in 1919, was
a crucial, successful observational test of General Relativity. Thap@r provides the theoreti-
cal background for gravitational lensing in observational cosmoldgggehe lines of Schneider
(2006b,c) and focussing on weak lensing by galaxy clusters.

3.1.1 Deflection Angle and Lens Equation

According to General Relativity, the trajectories along which light profesgare the null geodesics
given by the local metric and depend on the matter distribution through the Biegtgation (1.4).
For the purposes of this thesis, a simplified description assuming the weakingsavitational
fields @/c? < 1) sufices; more general contexts are discussed in, e.g., Schneider e©a)). (0
analogy to the Born approximation in quantum mechanicsgéuenetrically thin lensleflects an
otherwise straight light ray in a single point. (Still, a photon can encounteralesuch thin lenses
along its trajectory.)

Figure 3.1 shows a sketch of the thin lens geometry: light emitted from theesatiamgular
diameter distancBs from the observer gets deflected by an intervening mass at didbgnedile
the angular diameter distance between source and deflector is déhgtedensing causes the
observed image of the source to be observed at pogiti@if Dy instead o3 =n/Ds. Here,n and
& refer to 2-vectors in theource planeandlens plane respectively, where we assume smallness
of all relevant angles such that these planes can be consideredhgierpar to the optical axis
and at fixed (angular diameter) distances to the observer. On the otrghandé are the
corresponding celestial positions with respect to a fiducial line-of-sighé diference between

1Soldner’s result diers from the general relativistic solution for this case, given by E¢),(By a factor of 2.
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Figure 3.1: Sketch of gravitational lensing in the
geometrically thin lens scenario. Light from a
*‘ T T source at an angular diameter distamzefrom
the observer and at perpendicular separatjon
from the optical axis defined by the observer and
the deflecting mass at distanbg passes the lens
plane with an impact parametéy changing di-

D rection by the deflection angie Tonsequently,
the source is observed at celestial coordinéites
instead of its unlensed positigh related tax by
Eq. (3.1). Figure from Schneider (2006b).

Source plane
T

Lens plane

I
b
LE

:0

|

|
l:
E
It

Observer

the unlensed celestial positighand the actually observable lensed coordin@tissgiven by the
deflection angl@(Dg6), for which, in the limit of small; the geometric configuration yields:

p=6- %&(Ddé)) . (3.1)

Introducing thescaled deflection angie(d) := %fa(ode), thelens equatiorcan be written more

concisely as:
B=0-a) . (3.2)

Next, we have to specify this general relation by determining the deflectigie @) for a given
mass distribution and angular separa#oiWe consider an arbitrary, thin-sheet mass distribution
p(é1, &, €), where the spatial coordinatésandé, span the lens plane afiduns along the optical
axis. A general relativistic calculation in the Born approximation shows tieaddflection caused
by p(¢1, &2, €) can be expressed as

a0 - "3 [ =)

£ w (3.9
6-¢|
in terms of thesurface mass densiB(¢) := f p(&1, &2, €) AL

In the important special case of light being deflected by a spherically symnretss distri-

bution of total mas, with animpact parametel| =: ¢ > Rg = 2GyM/c? much larger than its
Schwarzschild radius, i.e. iexteriorfield, the deflection angle (Eq. 3.3) simplifies to:

4G\M _ 2Rs

o T f G4

a=
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This deflection by a point mass lens is the relevant case for Eddingtdaisemtipse experiment
as well as fomicrolensingoy compact objects.

Depending on the nature of the mass distribution, there can be sevambkéesatisfying the
lens equation (3.2). For these lenses, a source at a suitable positionpe#irapultiply imaged
on the sky. More thorough analysis of the lens equation (e.g., Schned@ebp leads to the
conclusion that multiple images can — to first order — be produced if theceunfeass density
exceeds a critical value

2 Ds
= — 35
" 472Gy DgDgs (3:9)
somewhere in the lens plane. Therefore, the dimensiontesgergence
«(6) 1= Z(Dg)/Zcx (3.6)

establishes a useful natural scale to discriminate betateeng lensesvith (@) > 1 locally, which
are capable of producing multiple images, amebk lensesvith only one solution to Eq. (3.2),
describing one distorted image of the source. In case of an axially symmesgdisdributions,
(&) = Z(€]), the mean surface mass density equalsthénside the circle given by thEinstein
radius
AGNM(<6g) Dgs |72

c? DgDg ’

where M(< 6g) is the mass enclosed inside the Einstein radius. The sensitive deperatence
multiple image positions on the mass distribution of a strong gravitational lens caxph®ted
to obtain precise mass estimates for lenses like galaxy clusters or groupK¢elmgpnek 2006;
Halkola et al. 2008; Limousin et al. 2009). Furthermore, tilree delaybetween the light travel
times for diferent images of a multiple image system provides a tool for precise measuisehen
the Hubble parameter (e.g., Vuissoz et al. 2008; Suyu et al. 2010).

Noticing the similarity between Eq. (3.3) and the relation between mass densityanth-
tional force in three dimensions, it can be shown that a two-dimensiongueaof the gravita-
tional potentiakb(r), thelensing potentialy(@) can be defined as

O = (3.7)

NOE % f (@) In|o—¢'| de&’ (3.8)

such that
Vy(6) =a@®) and V2y(6) = 2«(6) (3.9)

are the corresponding analogues of Newton's Second Law and treoRa@guation.

3.1.2 Gravitational Shear

Depending on both the mass distribution and the projected impact paramet€s, Fgields the
amplitude and direction of lensing deflection. Observables, analysis tedsyignd astrophysical
applications dter substantially for the tlierent regimes of lensing, for which the typical mass
and distance scales of the lens affiéets on the source image are summarised in Fig. 3.2. We
will focus here on weak lensing, the subtle apparent distortion of thecedarage by a tidal
gravitational field. One important class of weak lenses are halos of galasters, (Sect. 3.2.2)
which are usually modelled as smooth, slowly varying density fields on the lsogtés relevant

2Microlensing is interesting in two major fields of astronomy (Wambsgan88)2@alactic microlensing putting
tight constraints on the existence of massive cold halo objects providé®oadl evidence for non-baryonic DM (e.g.,
Alcock et al. 2000; Afonso et al. 2003). Furthermore, microlensinggrise to a productive technique for the detection
of low-mass, possibly terrestrial extrasolar planets (e.g., Bond 2084; Bennett et al. 2008).
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Figure 3.2: The ffect of lensing in its dferent regimes. The image of a source with intrinsically
circular isophotes (leftmost panel) gets distorted by an increasingly s{foomg left to right)
gravitational field, deforming its isophotes first into ellipses (weak lensiNgxt, in the case of
flexion, higher order terms in the lens equation need to be consideredly Himtne strong lensing
regime, multiple images form. The dashed line denotes the Einstein radius of $h&tpr.7).

At the bottom of the three panels to the right, typical lenses for tfierdnt regimes are indicated.
Figure from Massey et al. (2010).

for lensing. Further, weak lensing is caused by the large scale strft®8) density field as a
whole: cosmic sheaanalyses (e.g., Hetterscheidt et al. 2007; Fu et al. 2008; Schrakbatk
2009) contribute significantly to the determination of cosmological parame&ierg.(1.3.1) such
asQm andos.

In the weak lensing regime, we can assume the lens properties (chaeattarige second
derivatives ofy) to vary insignificantly over the size of the image of a typical source. Ttngs,
linearised lens equation

B—PBo = A(Bo) - (6—60) (3.10)

derived from a first-order Taylor expansion of Eg. (3.2) aroundvatgoint Sy = B(6o) provides
a suficiently accurate description of the lensingjeets. The Jacobian matrif(6y) of the lens
mapping can be expressed as follows:

op _ (5" a2‘”(0)) _ (1_K_71 —Y2 ) ' (3_11)

0) = — = -—— | =
AO) = 56 =% 86,00, ~y2  l-k+y

Using the notationy; := dy/d6;, the scalak = (¥ 11 + ¥ 22)/2 is the convergence introduced in
Eq. (3.6), and the components of the complex shear

y = y1+iy2 = y|e?¥ (3.12)
are as well defined by second order derivatives of the lensing pdtentia

y1=Wa1—v¥22)/2, yv2=¥a12 . (3.13)

The next highest order i@ after Eq. (3.10) in the expansion of Eq. (3.8)avitational flexion
(e.g., Schneider & Er 2008), becomes relevant in the transition from testkong lensing.
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Figure 3.3: The transformation of a circular source in the source plsnbythe magnification
tensorA~! into the lens plane®). While pure convergence scales the image isotropically, shear
results in an anisotropic distortion, mapping a unit circle into an ellipse with seesi-#k(1 -
¥)(1+|g)] and inducing a rotation by. More generally, an intrinsic ellipticity® is transformed

into an observed ellipticity. Figure from Schneider (2006c) after an idea by MarBrada.

Because lensing entails neither emission nor absorption of photons, Litsutilorent
states that — at each frequency the surface brightness=S,/dw = SV(S)/dw(S) is conserved under
Egs. (3.2) and (3.10). Her8, denotes the flux at frequeneyandw the solid angle subtended by
the source; the superscript “s” for “source plane” indicates quanthigswould be measured in
the absence of lensing. Hence, as surface brightness is condensdg modifie$ the shapeof
the source’s image, according to

1,6) = 198(0)] = 1P[Bo+A®o) - (6-60)] (3.14)

where Eq. (3.10) was inserted. A suitable isophote can be understoefirte the “shape” of an
image. We discuss shape measurement in Sect. 3.2. From the form of E, (8e conclude
immediately that circular isophotes will be transformed into ellipses in the geoasal. Re-
writing Eq. (3.11), it becomes clearer that convergence corresgorals isotropic stretching or
shrinking of the image, while the trace-free factor#fcontains the anisotropic transformation,
which turns a circle into an ellipse:

~ (1 1-01(6) -0:200)
AB) = (1-«(6)) ) 1+0.0)] (3.15)
where 9
00) = o With =1 +ig. = lge” (316

denotes theeduced sheawhich is, because of the decomposition Eg. (3.15), the actual observable
in weak lensing. A unit circle, mapped by the (locally definedgnification tensoM = A1 from

the source to the image plane results in an ellipse with semi-gfés—k)(1+|g|)] and an angle

¢ between the positivé;-axis and its major axis (Fig. 3.3). Therefore, the axis ratio of such an
ellipse resulting from weak lensing of a circular source @ (1-]9l)/(1+|g) <1, given|g| < 1.

An ellipse, under a rotation by, maps onto itself, which is the significance of the factors of 2 in

3i.e., Liouville’s theorem on the invariance of phase-space densitydsed systems in Hamiltonian mechanics.
4This also holds for strong lensing, where an image not only is distortesplitinto multiple images for which the
surface brightness summed over all components is invariant.
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Egs. (3.12) and (3.16). Consequently, the sheand reduced shearare not vectors bytolars,
“spin 2"-quantities in particle physics’ parlance.

Before we take a closer look on how shear influences the shape ofegalae note that due
to the conservation of surface brightness, the flux of the image chaggasagnification factor

ul =S/S® = dw®/dw, where u=detM=1/[(1-k?-]=1/(1-1g?) . (3.17)

Bothu andg(8) diverge atcritical curves where detA = (1-«)%-|y|?=0 is satisfied. Hence, weak
lensing assumptions do not apply for this case, where indeed the highlytelistord magnified
giant arcs typical of strong lensing can be obserfved.

3.2 Weak Lensing Observables

Although sources with circular isophotes serve well gedankenexperimentich as Fig. 3.3, real
galaxies exhibit intrinsic ellipticity. Moreover, the observed isophotes tvtbasmical sources
don’t follow any simple, concentric curves. Quantifying “shape” thus mubtle problem and
shear measuremehence the central task in weak lensing: to disentangle the small distortion by
which weak gravitational lensing manifests from the — by far dominant — intramtribution. In

this Section, we discuss ellipticity estimators and the expected shear signa fyalaxy cluster;
shear measurement techniques are the topic of Sect. 5.4.

3.2.1 Shear, Shape, and Ellipticity

Because the isophotes of galaxies cannot be described by ellipsesttoerssimplea priori func-
tion, we adopt the common approach to express the light distribution of aygayats moments
The first two moments of the two-dimensional brightness distributi@nare given by:

_ [W(1(6))1(6) 6 [ (6-6) (6;-6;) W(1(8)) 1(6) 6

w:=6= TW(I(6) 16) o’ '@:=Q=Q= TW(1(6)) 1(6) o

., (3.18)

whereW(l (8)) denotes a suitable weight function (Sect. 5.3.1). We express theicgadtscribing
the image centre, as a vector with Cartesian comporﬂaﬁ:ts(el,ez). The second brightness
moment takes the form of a tensor of rank 2 wiith € {1, 2}. In the Kaiser et al. (1995, KSB)
algorithm (Sect. 5.4.1), also higher momentd @) are used. In complete analogy, moments of
the unlensed brightness distribution are defined @itbplacingd.

There exist two concurrent definitions of “ellipticity” in lensing theory. Bse of elliptical
isophotes and a minor-to-major axis ratio af O=b/a< 1, the arguments of these polars expressed
as complex quantities by=|e| exp (2ip) andy = x| exp (2ip) correspond to:

1-r 1-r2

o Mere

(3.19)

Both estimators can be expressed easily by second-order brightness tmanmekras they exhibit
the same invariance under rotations#yhe only diference arises from the normalisations:

e Q11— Q22 + 2iQ12 e Q11— Q22 + 2iQ12
Qu1+Q22 + 2VQ11Q2-Q%, Qu1+Q22

5Stability theory predicts that atitical curves the system experiences a transition between two qualitatively dif-
ferent regimes. In lensing, a change in the number of images odoeassticsi.e. the mappings of critical curves into
the source plane via Eq. (3.2).

(3.20)
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Figure 3.4: The “shape space” for ellipses
spanned by the componenis (abscissa) ang-»

< (ordinate) of the complex ellipticity. While
< < ] a source with circular isophotes hgs = O,
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that can be seen in this plot. Figure from Schnei-
= = = der (2006c) after an idea by Douglas Clowe.
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Figure 3.4 illustrates the orientation and axis ratio for ellipses correspotuldtifierent values of
x1 andy». A similar plot fore; ande; would exhibit the same rotational symmetry.

Calculating the functional determinant of the lensing mapping, it can be sliwairthe
second-order brightness moments transform under she@®as AQA, which, for a reduced
sheary, yields the following transformations for the ellipticity estimators:

®1g

e=—— for|g<1,

C1+gre®

xO+2g+g2 "
1+|g12+2Re(gy ) ’

_ 1+ge®r
- 6(5)* +ga‘<

for|gl>1 resp. xy= (3.21)

where the asterisk denotes complex conjugation. For the individual gakexywo cases in the
left hand side of Eq. (3.21) are indistinguishable, but in cluster lensiteyttia caség| > 1 only
occurs for a small number of sources well inside the critical curve.

The central assumption in weak lensing states the random intrinsic orient&tolpitoarily
selected galaxies, corresponding to a vanishing expectation ¥alue:

E®)=E(e®)=0 . (3.22)

Inserting Eqg. (3.22) into Eqg. (3.21), Seitz & Schneider (1997) coulavghat

&(e) = J forlgi<1 , (3.23)
1/g° forig>1

i.e, that for a set of lensed galaxies where Eqg. (3.22) holds, the ellipticitgasured for each
of these sources gives an unbiased, but very noisy, estimate of thegsaeits position. The
expectation value foy, though, depends on the intrinsic ellipticity distribution and does not have
a simple form like Eq. (3.23). Thereforejs preferred in theoretical studies. For the purpose of
numerical calculations, however, usipgs favoured because no case distinction has to be applied.
Furthermore, the KSB algorithm we use (Sect. 5.4.1) was invented befomrelttions fore in
Eq. (3.21) were found and is thus defined in termg.of

Due to the very noisy shear signal from an individual source galaxeg #thinsic ellipticity
exceeds the typical shear by a factopdfO — weak lensing studies can only be of statistical nature.

®However, the correlatioB(xi, x;) between thebserveckllipticity for two galaxy does not vanish in general. In
anticipation of the high accuracy to be achieved in future cosmic shedlitsaeperiments, thesatrinsic alignments
detected by e.g., Mandelbaum et al. (2006) have become an actil/effiesearch (e.g., Joachimi & Schneider 2009).
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Figure 3.5: The tangential and cross component
of the same ellipticitye| = 0.3 for three diferent
position angles with respect to a reference point
O. Here,a = m—¢ denotes the orientation of the
tangential vector for a source with phase angle
¢ in the (arbitrary) reference coordinate system.
Figure from Schneider (2006c) after an idea by
MaruSa Brada.

Deep and wide observations are needed to obtain an accurate (locajened the shear signal
for a typical cluster lens. In case of mass-poor clusters and galaxypgyreven stacking of the
lenses is applied (Sheldon et al. 2009) such that statistical propertieslehthpopulation can be
derived.

3.2.2 Tangential Shear Around Galaxy Clusters

What signature do we expect from the shear field of a galaxy cluster@in§taith the simplest
model, an axially symmetric mass distribution, deflection has to be radial fameas symmetry.
The lensing equation (Eq. 3.2) takes the one-dimensional feri a(6) = [ 1—«(6)], wherex(6)
denotes the mean convergence inside a circle of radiBy deriving the corresponding Jacobian
(Eg. 3.11), an expression for the shear in terms of the convergendeedaund:

7(0)=[(0)-x(6)]e?% (3.24)

whereis the phase angle in the complex representatiof a§6e¥. Solving the eigenvalue
problem of the Jacobiam(@), we find (for detA > 0) that the image of a source on thgaxis

gets elongated along tle-axis. Because of the axial symmetry we conclude that the shear acts
tangentially to the source’s radius vecfoThe shear can be decomposed into a tangential and
cross component with respect to the phase apglfa polar coordinate system by:

yt= -Re(ye?¥), y,=-Im(ye?¥) . (3.25)

Analogous definitions apply for the tangential and cross componegtsoainde. The minus in
Eqg. (3.25) assures that a tangentially stretched source indeeg-h@swhile a radial orientation
to the centre implies; < 0 (Fig. 3.5). Because the shear is a pojar= 0 holds in both cases.
Vanishing tangential shear ampd+ 0 correspond to a rotation 4 w.r.t. the tangential direction.
For axisymmetric lenses, the shear field thus is free of cross componenisyiedy tangential in
the sense of Eq. (3.25).

Bartelmann (1995) showed that the relation Eq. (3.24) can be generadisehitrary mass
distributions when averaging shear and convergence on circlesio$tad

(yp) = k={K) (3.26)

"This results holds outside the Einstein radius;ffeig radial alignment of the shear can be shown.

8In cosmic shear, the closely related notions of the curlHaerodes and source-fr&@&modes of the shear field are
of special importance, named in analogy to electric and magnetic fieldsirigecan only producE-modes, thus the
separation of these modes (e.g., Schneider et al. 2010) providesial test for possible systematics.
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wherex is the average inside the circle. Thus, the notion of tangential shear isisefyl also in
the investigation of cluster lenses beyond simple axisymmetric models. Clusigatagies can
be detected by the tangential shear around their centresafgdréure mas¢Schneider 1996), a
filtered estimate of the tangential shear around a pinhas proven to be prolific in both the
recovery of the shear by previously known clusters and the discofestyear peaks at positions
where clusters could be confirmed later by other methods (e.g., Schirnhe2@d3; Dietrich et al.
2007):

Map(fc) = f 11(0-0c)Q(10-6c) dd = | x(O)U(16-6cl)do (3.27)

where the filter functiontl (9) andQ(6) have been chosen to satisfy the conditions:
2 0 0
Qo) = 7 gU@)do —U(@), f guU@)ds =0 . (3.28)
0 0

The most interesting quantity concerning cluster detection is the aperturesigaatto-noise
ratio, or S-statistics, which, replacing the weighted shear by a weighted sum ovemipentzal

ellipticities of all source galaxies within a circular aperture of radiyg can be written analyti-
cally as (Schneider 1996):

V2 33 i Qi(16i —6c)

Te % Q(6i-6c)

Hereegt; denotes the measured ellipticity component tangential with respect to the fwerttie
galaxy at positiorg;. As a noise term, th&-statistics includes the intrinsic source ellipticity,
calculated from the data galaxiesas=(s2+£3)Y/? with typical values B< o <0.4. We discuss

the dficiency of theS-statistics as a method for cluster detection and the relation between shear
peaks and mass peaks in Sect. 8.1.2.

The amount by which background sources get sheared due to a cliesténe strength of
the shear signal, depends on the angular diameter distances betwex, kems, and observer, as
Eqg. (3.5) shows. In reality, the fact that accurate weak lensing measuats demand averaging
over large samples of sources implies that the distance batitDs — between source and lens
and source and observer — needs to be replaced. If no specimscqmotometric redshift of
the individual source is known, an averad#ys/Ds) over the typical broad redshift distribution,
which deep optical observations yieldfers the second-best solution. The influence of the source
redshift distribution can be expressed by the monotonic function

S9out(0C) =

(3.29)

Dds/Ds

=———@ - s 3.30
M7 Dao/D: H(Zs—2q) (3.30)

Z(zs)
where®y(2) is the Heaviside step function. As Bartelmann & Schneider (2001) illustoate f
different cosmologies, the more distant a source, the larger is, in principlshéae signal it
carries. For a given realistic source redshift distribution with a steepedse towards highs
(exposure time, observational setup). However, for a fixed lena@imas<, the strongest
lensing signal is expected f@rg ~(Ds)/2. At smallzy, the signal will be low because of the small
Dg in Eq. (3.5), while with increasingy/(zs) the number of lensed background sources drops
steeply (cf. Fig. 8.1).

3.2.3 Mass Reconstruction of Galaxy Clusters

Shape measurement results in local estimates for the reducedystwsich is, through Egs. (3.8),
(3.12), and (3.16) defined by second derivativegsaind thus linked to the (projected) matter
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distribution. Ultimately, we want to infer the lens mass from the ellipticities it imposemages

of background galaxies. There are two fundamental approaches tprttikem: directmass
reconstructioron the one hand arfitting technique$®ased on the shear predicted for an assumed
family of mass distributions on the other hand.

Galaxy clusters exhibit detailed interior substructure in their baryonic caemg@nd, as sim-
ulations show, even more so in the DM component. Nevertheless, Navato(£997) showed
that the density profiles of relaxed clusters can, to first order, walgrbe described by a rather
simple radial function over a wide range of scales within the virial radius ti®@mass determi-
nations providing the main results of this Thesis (Sect. 6.4), we rely on fittinghbar profile
corresponding to thisIFW density profiléSect. 6.4.2) to the observed shear estimates.

However, one of the most important advantages of weak lensing mass estim#teira
priori independence of assumptions on the lens geometry. Therefore, weedenhss recon-
struction to probe the validity of the spherically symmetric NFW model for our disisie., to
test if their projected mass distribution appearisiently regular to justify radial fitting.

The logical intermediate step when attempting direct mass reconstruction is t® treta
reduced sheag to the convergence. The expression for the shear field given by an arbitrary
matter distribution with convergene€) reads:

1 —
which can be inverted using Fourier transforms to yield (Kaiser & Squi®ésit
k(0) = ko + % f Re[D*(6-6)y(@)]do" . (3.32)
R

The Kaiser-Squires inversionf§ers from several practical problems typical for direct deconvolu-
tions, e.qg., its definition assumes an infinite and infinitely well sampled shearTisdntegration
constanko in Eq. (3.32) indicates the second problem: unfortunately, the obsesdeded shear
field g(@) rests invariant under all transformations

v—oly, (Q-«) - A1-«x) , (3.33)

whereA is a scalar factor. Thus, no unambiguous solution exists, unlessabg-sheet degeneracy
can be overcome by additional information, e.g., from measured magnifisaitiatividual source
redshifts (Schneider 2006c), or by combining weak lensing with strorsirigiconstraints (Brada
et al. 2005; Limousin et al. 2007; Merten et al. 2009).

The Kaiser & Squires (1993) inversion has been refined and suleser &y finite-field inver-
sion techniques. The particular algorithm we apply in Sect. 6.3.1 (Seitz &8idm1996, 2001)
expresses the problem in terms®) ;= In[1—«(#)] as a von Neumann problem on the data field
U defined by the condition on its value on the boundé#y, to whichn is a normal vector:

V?K =Vuy where n-VK|pyy =n-ug , (3.34)

whereug=VK is a vector field defined by the components of the reduced shear as:

" % (1_91 —gz)(91,1+92,2) ‘ (3.35)
1-@Z-¢2 | -0 1+01) \@21-012

The von Neumann problem can be solved numerically with, e.g., the algorittsostold by Press
etal. (1992). In Sect. 6, we apply both profile fitting and mass recortigtnuto observational data.
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Chapter 4

The 400d Weak Lensing Survey

The analyses presented in this thesis introduce the weak lensing follotwhp490d cosmolog-
ical sample a carefully selected subsample of high-redshift and X-ray lumid@g0siclusters. In
this chapter, the underlying 400 square degd®®@ galaxy cluster survey (Burenin et al. 2007) is
introduced and the selection of th80dcosmological sample (Vikhlinin et al. 2009a) is detailed.
Furthermore, we discuss the observational setup and status of the wsialgl&llow-up survey.

4.1 The400d Survey and the Chandra Cosmology Project

4.1.1 The Rsar—Based400d Sample

Samples of galaxy clusters selected by their X-ray properties play an imposta in cosmology,
as mentioned in Sect. 2.1.2. The combination of its wide field-of-view (eventitguonly the
centre, where the resolution is good) and the long, completed lifetime of the missider Rsar
the most productive satellite observatory for the purpose of detectingidgakaxy clusters until
recently. (The continuing XMM-NwTon mission is taking over this rank.) Making use of all
suitable pointed Bsar PSPC observations, thr00d survey comprises all clusters of galaxies
detected serendipitously in a consistent re-analysis of this data sen{Bwteal. 2007). The
survey’s name is derived from the total area of 39dmythe sky covered by these pointings.
Cluster detection was performed on the central patch 8§ i&dius of each pointing, apply-
ing the algorithm developed for the50d survey (Vikhlinin et al. 1998; Mullis et al. 2003), the
precursor to thd00dsurvey. On the resulting catalogue of extended X-ray sources, a fluolimit

frosaTmin=1.4 x 100 erg st cm2 (4.1)

is applied to select sources for further investigations. InAOM cosmology withh = 0.72,

Qm = 0.30 andQ, = 0.70 this corresponds to a minimum luminosity ol X 10*ergs? in the
rest frame ® keV—20 keV band for &= 0.5 cluster. Hence, a representative population of fairly
massive B< z<0.8 clusters is sampled by t#®0dsurvey.

The detected extended X-ray sources were re-observed with (mediad)-sptical tele-
scopes to confirm the presence of a cluster at hiRcoordinates and to obtain spectroscopic
redshifts for those sources for which none existed so far. The4d@di catalogue lists all 242
serendipitous cluster detections, spanning a redshift ra@@8D< z< 0.888. Non-serendipitous
cluster detections, i.e. clusters targeted originally witsArR are listed separately by Burenin
et al. (2007). Thet00d catalogue provides the basis for subsequent studies of low-masgy nearb
groups and clusters (e.g., Voevodkin et al. 2010; Rines & Diaferio ROtHOmain scientific driver,
however, are cosmological parameter constraints using the distant, nragelXminous sources
in the context of th&Chandra Cluster Cosmology Projeethich we introduce in the next section.
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Figure 4.1: Selection of th&00d cosmological sampl®lotted are the &ar luminosities for the
more luminous objects in the serendipitot®0d survey (dots) as a function of redshift The
luminosity corresponding to the flux limit Eq. (4.1) (dashed line) is valid foARRC emission
model withkTx =5 keV and metallicityZ = 0.3 Zn. The flux—luminosity relations for the individ-
ual clusters are slightly fferent because of variation ik and the elemental composition. The
luminosity limit Eq. (4.2) and redshift c@y, = 0.35 (solid lines), together with the flux limit,
define the cosmological sample. Cosmological sample clusters are displéebigvyellow
symbols, and the eight clusters discussed in this thesis are marked byskaisyRing symbols
denote clusters that have been removed from the cosmological sampls®adtuxfchandra< fiim
was found in the €anpra analysis.

4.1.2 The Chandra Cluster Cosmology Project and Subsample

The Chandra Cluster Cosmology Project (CCCP) is a collaborafiioe €0 determine the values
of cosmological parameters, in particwarthe Dark Energy equation-of-state, by detailediG
pra/X-ray analysis for a subsample of dista@0dclusters, drawing from the strong evolution of
the cluster mass function between a distant and a local sample (Sect. 2t#2slprifhary goal has
been achieved, with the cluster masses inferred from X-ray proxieskbyinin et al. (2009a) and
the cosmological parameter constraints by Vikhlinin et al. (2089b).

The cosmological or high-redshift subsample was drawn fromdfi@d catalogue by se-
lecting all clusters with redshiit > 0.350, as given in Burenin et al. (2007), and witRR®SAT
luminosity exceeding

LrosaTmin = 4.8 x 10831 + 2*8erg st . (4.2)

1These publications are titled “Paper 1I” and “Paper lII” of the CCCRyrting Burenin et al. (2007) as “Paper I”.
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Figure 4.2: The cluster mass functions of the
Vikhlinin et al. (2009a) local (@25 < z < 0.25)
(black symbols) and distandQ0d) cluster sam-
ples. The latter is shown here divided into three
subsamples .65 < z < 0.45 (green symbols),
0.45<z<0.55 (blue symbols), and.B5<z<0.90
(red symbols). The mass function models (lines)
were obtained by fitting-g to the data while keep-
ing h=0.72,Qn=0.3 andQpeg = 0.7 fixed at their
fiducial values. Within the respective redshift
bins, the evolution in the mass function has been
taken into account by weighting the model num-
ber densities. Figure by Vikhlinin et al. (2009b).
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Table 4.1 presents the final cluster selection for the cosmological subsaspleblished in

Vikhlinin et al. (20094, Table 1), comprising 36 clusters. The clustehiéidsnd X-ray properties
givenin Table 4.1 are quoted directly from Vikhlinin et al. (2009a). Figufedepicts the selection

of

the CCCP sample clusters by their redshifts as well as th&isrRuminosities and fluxes.

Noticing the dependence of tHg—Ly relation on the ICM temperature and metallicity, the dashed
line in Fig. 4.1 shows the flux limit for a simple X-ray emission model. The luminosity limit
Eqg. (4.2) is chosen to remove six lower-redshift, low-luminosity clustems fitte sample. Note
that the luminosity threshold is onlyffective in the B5 < z < 0.473 redshift range, while for
z>0.473 the400dflux limit (Eq. 4.1) corresponds to a luminositty> LrosAT min-

In its original state, the cosmological sample consisted of 39 clusters. Vikiliain (2009a),

re-analysed all clusters in this preliminary cosmological sample withngka, exploiting its
higher accuracy compared t@fr for the determination of the cluster mass function usiRg

the total gas mablgasandYy as mass proxies (Sect. 2.2.2). The scaling relations were calibrated
based on a subsample of relaxed clusters drawn from the sample of 4%logters. The nearby
sample itself is basically a subsample of tHE-LUCGS Rosar sample (Reiprich & Bhringer
2002; Hudson et al. 2010). The Vikhlinin et al. (2009ak&orA analysis pipeline was tested and
calibrated using mock cluster observations. In Sect. 8, we discuss th&tb€dM models for

the eight400d cosmological sample clusters analysed in this thesis and compare X-rayeakd w
lensing surface mass profiles.

During the course of their analysis, Vikhlinin et al. (2009a) found the mozeipe GiaNDRA

fluxes of the clusters CL 023747 atz=0.58, CL 05212530 atz=0.58, and CL 111¥1744 at

7=

0.55 to be significantly beloviii, and thus removed them from the sampMle note that these

three clusters showdgar fluxes only slightly above the flux limit (rings in Fig. 4.1). The observed
differences betweens&nbra and Rsar fluxes are in excellent agreement with the expectations
based on thg00dselection function calculated by Burenin et al. (2007). Selectifetes due to
both the X-ray detection and redshift estimation are controlled via the suplegnes discussed
extensively by Burenin et al. (2007) and Vikhlinin et al. (2009a).

Nevertheless, we caution that the quality of the redshift estimates in Table s beiguite

heterogeneous and thus values like 0.5000 for CL 003@-2618 are inferred from a very small

2Because the weak lensing survey (Sect. 4.2) was started well beégpelttication by Vikhlinin et al. (2009a), us-

ing the preliminary sample provided by A. Vikhlinin, there exist partial data sf CL 0216:1747 and CL 05242530
obtained with IMAC@Magellan (see also Fig. 4.3).
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Table 4.1: Thet00dCosmology Sample. Designations (first column) of clusters analysed in this
thesis are set in boldface. The cluster redshifjs Cuanpra luminosities [x), and GiaNpra
fluxes (fx), and the merger flags (columns 2, 3, 6, and 7) are quoted from Vikhlirgih €009a).
Luminosities are given in the®-20 keV object frame; fluxes in the®-20 keV observer frame.
Right ascensions and declinations are determined from dker Rata (Burenin et al. 2007). The
eighth column gives the telescopes with which weak lensing data, if existing ldegen obtained.
Entries in parentheses denote data sets deemédtiansint for weak lensing analysis while those in
italics mark archival data, i.e. not taken by our team. Horizontal lines atsptire (35<z<0.45,
0.45<7<0.55, and (65<2<0.90 redshift bins. Adapted from Vikhlinin et al. (2009a).

Cluster Name z Lx @32000 832000 fx x 10  Mer- WL Obs.
ergs? ergstcm? ger

CL 0302-0423 03501 524x10% 0302"283 -04°2329” 159+19 . WEFI
CL1212+2733 03533 361x10* 12"12"192 +27°3313’ 125+ 17 v
CL0350-3801 03631 680x 10" 03'50"439 -380125" 29+08 v WEFI
CL 0318-0302 03700 182x10** 03'18"334 -03°0256" 46+05 v (WFI)
CL 0159+0030 0.3860 142x10** 01'59"182 +00°3009” 33+04 ... MMT
CL 0958+4702 03900 104x10* 09'58"1F3 +47°0217" 28+06 ... (MMT)
CL 0809+2811 0.3990 250x 10 0809410 +2811'58" 55+08 v MMT
CL 1416+4446 0.4000 194x 10" 14"16M281 +44°46'38’ 40+05 - MMT
CL 13123900 04037 137x 10 1312194 +39°0058” 26+04 v
CL 1003+3253 04161 153x 10" 1003045 +32°5336" 35+04 . (CFHT)
CL 0141-3034 04423 132x10* 01'41m323 -30°3442’ 31+09 v WFI
CL 170146414 0.4530 239x 10" 17'01M2Z5 +64°1408" 39+04 .. MMT
CL 1641+4001 0.4640 946x 10" 16'41M523 +40°0127" 29+08 - MMT

CL 0522-3624 04720 104x 10 05'22"138 -36°24'49" 18+03
CL 122242709 04720 988x 10" 12'22™0L9 +27°09'19’ 19+04 e
CL0355-3741 04730 176x10* 03'55"5¢3 -37°4146" 29+0.7 e WFI

\

WEFI

CL 0853+5759 04750 843x 10" 08'53"134 +57°5944" 20+05 v (MMT)
CL0333-2456 04751 979x 10" 03"33"103 -24°5640" 24+05 v Magellan
CL 0926+1242 04890 150x 10* 09'26"366 +12°4259" 1.7+03 v (VLT)
CL 0030+2618 05000 157x10* 00'30"336 +26°1816" 24+03 v MMT
CL 1002+6858 05000 171x 10* 10'02"076 +68°5849" 20+04 v

CL 1524+0957 05160 207x10* 15'24™4G2 +09°57'35" 3.0+04 v (CFHT)
CL 1357+6232 0.5250 163x10* 13'57M1%4 +62°3242’ 20+03 e MMT
CL 1354-0221 05460 140x 10** 1354167 -02°21'46" 15+02 v (VLT)
CL1120+2326 05620 179x10* 11"20"583 +23°2634” 21+04 v

CL 0956+4107 05870 185x 10* 09'56™028 +41°0708" 16+03 v
CL0328-2140 05901 230x10* 0328"361 -21°4004" 21+06 ... (Magellan)
CL 1120+4318 06000 375x 10** 11'20"076 +43°1807" 3.0+03 e CFHT
CL 1334+5031 06200 222x 10* 13"34"2(:3 +50°31'05" 1.8+03 v

CL 0542-4100 06420 291x 10* 05'42"5(08 -41°0001" 22+03 v (Magellan)
CL 1202+5751 06775 222x10* 12'02"137 +57°51'53" 15+04 v

CL 0405-4100 06861 223x 10* 04"05"243 -41°00'15" 15+04 v Magellan
CL 1221+4918 07000 335x 10* 12'21M250 +49°1807” 21+05 v

CL 0230+1836 0.7990 255x 10* 02'30"266 +18°3622" 22+06 v MMT
CL0152-1358 08325 546x 10* 01'52M413 -13°5813" 18+03 v e.g. HST
CL 1226+3332 08880 842x 10 12'26"57%7 +33°3250" 29+03 v e.g. HST
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number of sources for which spectra were taken. For our purpagesgund all redshifts to two
significant digits, which is dticiently accurate for the analyses presented in this thesis.

The main conclusions of the CCCP so far are: Vikhlinin et al. (2009a) medsyolution
in the M(Yx)—Lx relation — assuming self-similar evolution in tMe-Yx relation — and arrive at a
significant evolution of the mass function between their local clusters aristant400CCCP
sample (but see also the results by Maughan 2007). We show the meawsedunctions in
Fig. 4.2. Vikhlinin et al. (2009b) find the mass function(at ~ 0.5 to be inconsistent with a
flat, decelerating universe and measu#gQnm/0.25)%47 = 0.813+0.013+0.024 (where the first
is the statistical and the second the systematic error) from the cluster masisriuadone w =
—1.14+0.21+0.13 from clusters with a prior on the Hubble parameter,\ard-0.991-0.045:0.040
combining the cluster masses with other probes (see Fig. 1.3, Sect. 1.3.2).

4.2 The Weak Lensing Survey

4.2.1 Motivation

What can be gained from the project this thesis presents, i.e. followingampgle of galaxy clus-
ters whose masses have been measured using state-of-the-art Xtragnents and techniques
with weak gravitational lensing? Weak lensinfjers an alternative avenue towards determining
cluster masses which is completely independent of the assumptions of tayidresjuilibrium,
elemental composition, and, to a large extent, spherical symmetry, whichieritle X-ray anal-
ysis (Vikhlinin et al. 2009a, and Sect. 8). Weak lensing allows us to directly the (projected)
distribution of all matter, Dark and luminous, in a cluster. This provides additimfiormation
helpful to detect possible mergers whicfiegt the X-ray observables, compared to identifying
mergers based on the morphology of the extended X-ray emission (fedseable 4.1) alone.

Considering the total energy involved, cluster mergers represent tHenmergetic processes
since the Big Bang. Merging clusters deviate strongly from thermal ancbktatic equilibrium,
with a significant amount of the internal energy being present as kinetiggf bulk motions
or turbulent processes, e.g. merger shocks. Given the typical tielaxiescales of a few Gy, a
merging event will keep the ICM in amrelaxedstate for a long time. The merger states inferred
from X-ray morphology o#00dclusters (Table 4.1) agree with simulations (e.g., Cohn & White
2005) indicating that a disturbed ICM is more commomrzat0.5 than a relaxed one. During the
period it takes for hydrostatic equilibrium to re-establish by heat dissipatienincreased mass
of the merged system will be at opposition to the [dw which still has to adapt, biasing low
the M-Tx relation. Mergers also increase the local gas density in the shockedsegiausing
an overestimation oMyssif hydrostatic equilibrium is assumed (Kravtsov et al. 2006). The anti-
correlation between these twéiects, seen in some simulations (e.g., Kravtsov et al. 2006; Nagai
et al. 2007a) is claimed responsible for the smaller influence of mergéfs (Bect. 2.2.2), giving
rise to the small scatter in this estimator (see also Stanek et al. 2010, for simmusthioning a
correlation). Most importantly, bulk motions induce non-thermal pressure, suppagptntcles
against gravity, thus leading the hydrostatic massnderestimate¢he true mass by 5-20 % even
in relaxedclusters (Rasia et al. 2006; Nagai et al. 2007b; Meneghetti et al)20@gara et al.
(2010) discuss the roles of non-thermal pressure by magnetic fieldsoandc rays.

Therefore, studying scaling relations of X-ray observables with wesig masses has be-
come an important ingredient in refining cluster masses from X-rays (eegedhetti et al. 2009;
Zhang et al. 2010, and the results cited in Sect. 2.2.2). Determining acagakdensing masses
for the most distant clusters in td®0dsample furthermore opens the way to observationally test
the assumptions Vikhlinin et al. (2009a,b) make for the scaling relation evolufan briefly,
the weak lensing follow-up of thé00d cosmological sample clusters provides us with a control
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Figure 4.3: Celestial distribution of th€00d cosmological samplelusters. The map is a
Hammer-Aitdt projection centred on right ascensian= 0" and declinatiors = 0°. The tele-
scopes with which clusters are observed are marked by symbols andsc@lable 4.1). The
eight clusters observed withidacam and discussed in this Thesis are denoted by the same green
star symbols in a filled yellow circle as in Fig. 4.1. Green left-facing trianglasdstar Meca-

cam at MMT; dark-blue upward-facing triangles for WEISO 22m; red downward-facing trian-
gles for IMACSMagellan; orange diamonds for AGEST; blue squares for MegaCAGFHT;

and the mint right-facing triangle for FORA.T. Half-filled symbols mark incomplete data sets;
open symbols mark archival data of questionable depth or field-of-Vigwbserved clusters are
denoted by black dots. Ring symbols, as in Fig. 4.1 denote the clusters rfnovethe sample.

experiment for the mass function presented in Fig. 4.2. We note that theealatertainties of
the individual WL cluster masses are higher than those from X-rayslladye to the intrinsic
shape noise (Sect. 3.2). Again, the power of weak lensing comes thtioaigiatistical analysis
of Myi/Mx for the whole sample, under the assumption that WL mass estimates are, ageaver
unbiased. The other way round, statistical comparisons to X-ray masgesMeneghetti et al.
2009) help us to investigate WL systematic uncertainties, i.e. triaxiality (Corlesmg 2009)
and projection of unrelated LSS (Hoekstra 2003) to which X-ray oladdeg are far less sensitive.

4.2.2 Data Acquisition

To obtain a mass determination of high accuracy, weak lensing observafigiadaxy clusters
require deep, wide-field imaging out to at least the (estimated) virial raditrecluster. Thus,
only a few telescopes worldwide and in the orbit can be used for ouopasgy Until now (June
2010), not less than 14 observing runs were conducted in w0l clusters were observed by
our WL survey team; one further run is in preparation. For a number efatlsiin the sample, the
necessary observations already exist in the public archives. Thedinann of Table 4.1 lists the
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instrument with which data relevant for the WL follow-up, if existing, wersetved. Figure 4.3
shows the distributichof the 400d cosmological sample clusters on the sky and denotes with
different symbols clusters for which WL data have been taken witardint instruments. Black
dots mark the nine unobserved objects, while incomplete or probablfitisat observations are
denoted by half-filled symbols in Fig. 4.3 and set in parentheses in TabldHelthree clusters
cut from the sample by Vikhlinin et al. (2009a) are shown as rings.

Public Archival Data The two most distant objects in our sample, CL 045358 atz=0.83 and
CL 1226+3332 atz=0.89, have been observed with tAdvanced Camera for Surve{&sCS) on
board theHubble Space TelescofldST). With its superispatial resolutiorand well-knowrpoint
spread functiorfPSF), ACS has been used extensively for WL (e.g., Schrabbatk€0, 2009,
and references therein), in particular also for mass modelling of distan®.0) galaxy clusters
(e.g., Margoniner et al. 2005). Weak lensing analyses of CL81828 and CL 12263332 were
already performed by Jee et al. (2005) and Jee & Tyson (2009), idsntifying these two clusters
as outstanding objects, ranking among the hottest, most X-ray luminous, ahchassive clusters
at high redshift. We note that these two clusters have also been obseithedround-based
telescopes and cameras usable for WL. Additionally, several furthstectuhave short “snap-
shot” ACS observations. In Fig. 4.3, the HRCTS targets are indicated by orange diamchds.

Three of the sample clusters (blue squares in Fig. 4.3) have been ethseith the Maca-
Cam instrument at theCanada—France Hawaii Telescod€FHT) before observations for the
400d WL programme began, with significant exposure times from a WL persgec@ne ob-
ject, CL17016414, was targeted with CFHT after our MYMEcacam observations (see below)
were taken. So far, none of these four clusters has a published WAL dtirally, imaging of
CL 1354-0221 with theVery Large Telescop@/LT) Focal Reducer and Low Dispersion Spectro-
graph 1(FORS1) exists and might be used for the WL follow-up (mint-green triaragia§ to
the right in Fig. 4.3 We plan to re-analyse all publicly available data sets consistent with the rest
of our sample at a later stage of the follow-up survey.

Dedicated Observations At present, 14 dedicateabserving rundiave been conducted by our
team for the400d WL follow-up survey, using these telescopes and cameras: Distarnd.48)
southern (declinatiod < —3°) clusters were targeted with theamori Magellan Areal Camera
and SpectrograplIMACS) at the 65 m Magellan—-Baade telescope (Las Campanas Observatory,
Chile). Observations of CL0332456 and CL 04054100 are complete, CL 0322140 and
CL 0542-4100 await completion (filled and half-filled red, downward-facing triasgie~ig. 4.3).

For the six low-redshift (85 < z < 0.47) clusters in the sample, dedicated imaging was
obtained with theVide Field Imagei(WFI) at the 22 m European Southern ObservatgiigSOY
Max-Planck-GesellschafiPG) telescope in La Silla, Chile (dark-blue upward-facing triangles in
Fig. 4.3). Five of the six clusters (CL 0360423, CL 0356-3801, CL 01413034, CL 05223624,
and CL 0355-3741) have complete data sets, only one object (CL 88382) is in a partial status.

This thesis focusses on observations of sample clusters in the northestiatdnemisphere,
performed using the ksacam camera at the.6 m MMT telescope, located at Fred Lawrence

3The inhomogeneity of this distribution reflects the selection of the pointearfPSPC observations on which the
400dsurvey is based: To ensure a low X-ray absorption, only observatithsGalactic latitudgb| > 25°, separation
6 > 10 from the Large and Small Magellanic Cloud, Galactic absorpiigr 107! cm2 and exposure tim&eyy>1000 s
were considered (Burenin et al. 2007). As an unfortunate consegder the optical, ground-based observer, sample
clusters on both hemispheres are preferentially visible in the shorter sunights.

“We include CL 09261242, the one “snap-shot” target not observed from the ground vatigeenough exposure.

5We note that, given the relatively small field-of-view, this data set mighhawe the radial coverage needed for an
accurate WL mass measurement.
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Figure 4.4:Left: The 65m MMT telescope dome on the summit of Mt. Hopkins, Arizona. Pho-
tography taken by the author before sunrise of January 8, 20G8gd&un J”. Note the mountain
rising out of a cloud covemRight: The Mecacam detector array. Photography by Brian McLeod,
http://www.cfa.harvard. edu/~bmcleod/MegacamCCDInstallation/Imgp®622.htm.

Whipple Observatory (Mt. Hopkins, Arizona; Fig. 4.4). In the remaindeths work, we will
discuss the data reduction and analysis for the eigh®° galaxy clusters with right ascensions
0" < @ < 8"30™ and 1330™ < « < 24" for which observations in the lensing band (Sect. 4.2.3)
have been completed. These objects are highlighted with bold face in Tabkdadlihdividual
symbols in Figs. 4.1 and 4.3. The data sets, presented in Sect. 4.2.4, bavedeced completely
(Sect. 5). In addition, two further clusters, CL 08%%59 and CL 09584702, were observed with
Meaacam but have not been completed yet (green, half-filled left-facing trianglegy. 4.3).

Before turning to the analysis of the existing data, we note that for 27 ahied?6 sample
clusters data sets relevant for the WL survey exist. Until now, we condaticated observations
completed for 15 clusters, which had not previously been observed wigh ¢gtical telescopes.
In the future, we plan to complete observations for the currently 5 unfidishesters as well as
the 9 unobserved objects.

4.2.3 Observing Strategy

MEecacam is a wide-field, 36-chip, imaging instrument with a field-of-view~d®4’ x 24, resulting
from a mosaic of &« 9 CCDs, each consisting of 20481608 pixels, which corresponds to a very
small pixel size of M8’ px~* (McLeod et al. 2000, 2006). Each chip has two read-out circuits and
amplifiers, each reading out half a chip. The gaps between the chipsmé&dsn the direction
corresponding to declination using the default derotation. In the directisocated with right
ascension, three gaps of'3%”, and 33 exist. The right panel of Fig. 4.4 shows how the CCDs
are arranged in the focal plane. We useshMawm in the default 2x 2 binning mode.

A system ofu’g'r’i’Z filters, similar to but subtly dierent from their namesakes in the Sloan
Digital Sky Survey (Fukugita et al. 1996), is used forddcam. The relations between thedda-
cam and SDSS filter systems are described in detail in Sect. 5.2.1 and visualisgd 53¢

In principle, the small distortions of background sources which we wanet@sure are achro-
matic. In practice, however, the optimal passband for weak lensingwatigers is determined by
the signal-to-noise ratio which can be obtained in a given amount of time g@hde on seeing
and instrumental throughput. To maximise the number of high signal-to-naikgioaind galax-
ies whose shapes can be determined reliably for a given exposure tincbpage the’-band as
the default lensing band. Aiming at a limiting magnituderfpf ~ 26 for Texp ~ 3 h, we obtain
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a suficient number of high-quality shape sourcega(> 10-15 arcmin®) in the final catalogue.
Conforming with Hildebrandt et al. (2005), we compute the limiting magnitudes icdbadded
images for a 6-detection in a 2 aperture as

Mim =2 - 2.5 Iog(5 Npixasw) , (4.3)

whereZ; is the photometric zeropoint in the filtdr, Npix the number of pixels within the’2
aperture, anarsky the RMS sky-background variation measured from the image. We list the
limiting magnitudes for each filter and band in Table 4.2.

As mentioned in Sect. 3.2.2, lensinffexts depend on the relative distance between source
and deflector. Ideally, we would like to determinplagotometric redshifestimate for each galaxy
in our lensing catalogue (e.g.: B#gz 2000; Bolzonella et al. 2000; Wolf et al. 2001; llbert et al.
2006; Hildebrandt et al. 2008). However, this is observationally esigeras deep imaging in5
passbands is necessary to obtain accurate photometric redshifts (eay.aPjen prep.).

On the other hand, using only one filter (the lensing band) and a simple magittidor
a rough separation of background from foreground galaxies reedaimum of observing time
but neglects the galaxies’ intrinsic distribution in magnitude. We are followingptenmediary
approach here, using three filters from which we construct coldoucaliagrams of the detected
galaxies and use this information to achieve a more accurate backgrdeatiosethan using the
simplistic magnitude cut. This method has been successfully applied to weakglgataxy clus-
ter data by e.g. Clowe & Schneider (2002); Bra@aal. (2005); Kausch et al. (2007).ebhcam’s
¢ andi’ passbands straddle the Balmer break, the most distinctive feature in analbjatiaxy’s
optical spectrum at a redshift~ 0.5, in which we are interested. Therefore, we usedghé’
filters with nominal exposure times @f°"=6000s,T7°"=7500s, and}°™=4500s to identify
foreground and cluster objects in our catalogues. We extensivelysdiioe background selection
in Sects. 6.1.2, 7.1.2, and 8.1.1.

In order to obtain a high level of homogeneity in data quality over the fieldaex- despite
the gaps between Macam’s chips, we stack dithered exposures. Our dither pattern consists of
5x5 positions in a square array with’4@distance between neighbouring points, inclined by 10
with respect to the right ascension axis on which the chips normally are dligie find this
pattern to be robust against missing frames (exposures which coulé ngel in the final stack).

None of the previous studies withddacam (e.g.: Hartman et al. 2008; Walsh et al. 2008) is
related to gravitational lensing or relying on wide-field imaging. Thus, irelssaal. (2010) we
showed, for the first time, that Macam indeed is suitable for WL analyses (Sect. 5.4.4).

4.2.4 Mecacam Data Analysed for the400d Survey

Hitherto, six observing runs for tré00d WL survey have been conducted withedAcam at the
MMT. During five of them, weather conditions permitted usable observatiome tperformed
during parts of or the complete scheduled time. #hédclusters mentioned in Sect. 4.2.2 were
targeted during runs in October 2004{in B’), June 2005 (Run C’), OctobeyNovember 2005
(“Run B, and January 2008 Run J).® Appendix A gives detailed lists of when the individual
objects were observed in which filters.

The four clusters CL 0032618, CL 0159-0030, CL 02381836, and CL 08092811, have
completed observations in thggr’i’ filters (Runs B, E, J, while due to scheduling constraints,
only ther’-imaging could be completed for CL 1356232, CL 14164446, CL 164%4001, and

5The first MMT observing run, Run A” took place in July 2004, before th0dselection criteria were finalised.
Thez=0.53 cluster RX J2146:0423 observed ifRun A was selected from the60dsurvey (Mullis et al. 2003) but is
not part of the400dsample due to its flufgosar=1.38 x 103 erg s* cm2 closely missing the flux limit (Eqg. 4.1).
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Table 4.2: Specifications of the data sets analysed in this thesis. For eatdr elnd filter, the
total MeGacam exposure timeél gy, usable final exposure tim f'{(‘p, seeing, and limiting magni-
tude (Eg. 4.3) for the final image stack are given. Finally, we indicate wehekie photometric

calibration (PhC, Sect. 5.2) was performed directly (D) or indirectly (1).

Cluster Filter Observation Dates ~ Tgy[s] TQQP[S] Seeing mj,m PhC
CL0030+2618 r’ 2004-10-0407 15300 6600 ‘B2 259 |
g 2005-10-3¢31,11-01 9150 7950 @7 268 D
i’ 2005-10-31 6000 5700 7”03 251 D
CL0159+0030 r’ 2005-10-3p31,11-01 9900 3600 85 257 D
g 2005-11-01, 6000 4800 705 277 D
i’ 2005-10-31,11-01 8100 5700 714 250 D
CL0230+1836 r’  2004-10-0407; 2005-11-08 9600 2700 768 251 |
g 2005-11-08 6000 4200 7”80 272 |
i’ 2005-10-31,11-008 9600 3600 M8 247 D
CL0809+2811 r’ 2005-11-08; 2008-01-09 9300 3000 "M@ 254 D
g 2005-10-3111-08 6000 3600 04 263 D
i’ 2005-10-3111-01 7500 5700 ‘B2 261 D
CL135%6232 r’ 2005-06-07 7200 2700 700 254 D
CL1416+4446 r’ 2005-06-08 7500 4200 7”81 258 D
CL1641+4001 r’ 2005-06-07 8100 6900 701 260 D
CL1701+6414 1’ 2005-06-08 7500 6000 89 258 D

CL1701+6414 (inRun Q. Therefore, a dferent strategy has to be adopted for parts of the data
reduction (Sect. 5.4.1) and the background source selection in these(8elct. 7.1.2).

In the following Sect. 5, we will discuss in detail the data reduction and phdtanoalibra-
tion leading to the final stacked “coadded” images for each cluster and Titkle 4.2 summarises
the main properties of the data set resulting from this process. As indicatdt lbbservation
dates, some clusters were observed in the same filter in more than ondrdpsenv The implica-
tions for the photometric calibration are detailed in Sect. 5.2 (see Table 4.2fbagjs indicating
the calibration method).

The most striking fact to note in Table 4.2 are the drastic reductions in esgtiswe, com-
paring the totall i} for the raw data to the net usable exposure fiifl of the coadded images. In
a number of cases, the required seeirdd in the lensing band ang1”’2 in the other bands could
only be achieved by removing images such that the resuTt&j,g< T"oM whereT"°™ stands for
the nominal exposure time given in Sect. 4.2.3. As this inevitably reduces the limitiggitude
(Eq. 4.3), the final stacks represent a compromise between seeingpathdaming at an optimal
WL signal. A further éfect necessitating a strittame selections discussed in Sect. 5.4. In the
remainder of the thesis, the ramifications of the heterogeneous data quélityeashallow expo-
sure times, by which the good overall seeing in théand could be obtained, will be addressed
at several occasions.
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Chapter 5

Data Reduction and Analysis

5.1 Data Reduction for MMT/Megacam

The data reduction performed for the M¥MEecacam observations o#00dclusters relies on the
THELI pipeline originally designed and tested on observations obtained tieWide Field Im-
ager(WFI) mounted on the ES®IPG 22 m telescope (Erben et al. 2005). The reduction follows,
in general, the procedure detailed in Erben et al. (2005), some impotanges having been
made to adapt the THELI pipeline to work on MMTavhcam data. Because MMT kbacawm is

a “new” camera with a small field-of-view per chip (325164’ instead of, e.g., 833x 379’

for MegaPrime at CFHT, or a factor@ in field-of-view, or even a factor/® compared to WFI),
using a larger telescope, in the following, special emphasis is given to desséopments.

The THELI pipeline distinguishes two stages of data reduction called rwepsing and set
processing. Duringun processingthe first phase, all frames taken during an observation run in a
particular filter are treated in the same way. Run processing comprisesrtbealeof instrumental
signatures, e.g., de-biasing and flatfielding.sét processingthe data are re-ordered according
to their celestial coordinates rather than their date of observation. Astioraatt photometric
calibration produce a “coadded” (stacked) image for each set.

5.1.1 TheTHELI “Run Processing” Stage

Chips and Amplifiers The Mecacam control software ffers a number of options for the CCD
readout. As already mentioned in Sect. 4.2.3, there are 36 physical Cip& diach of them
is equipped with two output amplifiers, giving a readout of 124608 (unbinned) pixels per
amplifier. For our programme, we have chosen to use all 72 amplifiers,readimg out half a
chip, thus reducing readout time by a factor of two. As a resutizddam raw images are multi-
extensionfits files with 72 extensions.

Owing to this, all run processing tasks are performed on the 72 subfiadiesiually. Files
from the two amplifiers of a chip are joined at the end of the run processioigtp the astrometric
calibration to increase the usable surface for the astrometric procedures

De-Biasing By stacking all bias frames taken within a suitable time interval around the date of
science observations naaster bias imagis constructed and subtracted from all other frames.

Flatfielding THELI applies a two-step process. First, science frames are divided by a sigster
flatfield frame. In the second step, the median for each pixel of all scieacees is calculated,
discarding the positions at which objects have been detecte®iHxyractor(Bertin & Arnouts
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Table 5.1: The three bright stars exacerbating the analysis of the Ck-0039, CL 02381836,
and CL 08092811 fields, identified by their BD and HD designations. We cite SIMBAD
(http://simbad.u-strasbg. fr/simbad/) for stellar positions,V magnitudes and spectral
types (Spec.). By we denote the separations between the respaRRluster centre and star.

BD HD 32000 032000 Separatio® my  Spec.

-00301 12134 01:59:10.337+00:30:24.90 V4 828 FO
+18315 15551 02:30:30.146+18:39:51.64 39 825 KO
+28 1562 67543 08:09:34.273+28:11:46.80 BY 860 FO

1996). Because of the ditherinfpr every pixelin the field-of-view, these “superflats” contain
signal from the sky backgrounfom slightly dfferent positions on the skyThus, the superflat
provides a means of comparing the responsefididint pixels.

Selecting the frames that contribute to the superflat to achieve the optimatdatitbe back-
ground is the most time-consuming and work-intensive step in run progessiimhomogeneities
in individual frames will have a significantfect on the superflat. Imperfect photometric condi-
tions and variable instrumental gains are two common reasons for scianoesfto be removed
from the calculation of the superflat.

Very bright stars near target clusters exacerbate the situation in thedfelils0159+0030,
CL0230+1836, and CL08092811. TheV magnitudes and separation of the stars from the re-
spective clusters are listed in Table 5.1. Because of their position closediusiter and hence the
frame centre, and the coincidence that imaging of those three fields is toeaehtrmnt identical
to Run E the resulting uncorrected superflat eated by an additive background component
near the frame centre. Involving many iterations of the — manual — frametisel@cocess, our
superflatfielding is £ective in reducing the relative background variation over the field in the
superflatfielded exposures<d.5 %, and to< 1.0 % for most exposures.

In the superflatfielding stage, theffdirent sensitivities of the amplifiers are determined and
equalised, taking into account all exposures withinTHELI run. This we can do, because the
relative sensitivities of most of the amplifiers are constant most of the time. ggaiaisation is
achieved by scaling each amplifier with an appropriate factor detailed imtted. (2005, Sect.
4.7). Some amplifiers, however, experience gain fluctuation on short tiheesaf the order of
days. In these situations, the same superflatfield frame can no longéteptiog same quality of
flattening to all exposures; we therefore had to process separatelylthad data taken on Nov. 8,
2005 and the remaining exposures taken on Oct. 30, 2005 and Now43., B8cause of the small
number of frames observed on Nov. 8, 2005, we found the supeaftatiated with the rest of the
Run E g’-band data to provide the better correction. To this end we used a modificétiba
THELI code which allows to feed a (subu)p with a list of additional frames for superflatfielding.

De-Fringing Interference of incident light between the CCD Si layer surfacesafatgd by
~1um) causes a spatially variable background in red filters. When necessanur case for all
i’-band data — thifinging patterncan be isolated from the high spatial frequencies of the superflat
and subtracted from the science frames. In addition, we divide by tleeflatrontaining the lower
spatial frequencies that carry information about the (multiplicative) “flaffieffects.

Satellite Tracks Light reflected by artificial Earth satellites that move rapidly across the field-
of-view produces bright, linear streaks in some of the frames. We ideatilite tracks by visual
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inspection when assessing frames for superflat construction and mxatk that are fiected in
the given exposure. Masked pixels (stored @s@region file) are set to zero when constructing
the weight images.

Weight Images Taking into account bad pixel information from the bias, flatfield, and isupe
flatfield frames we construct a weight image, i.e. noise map, for each indivaamplifier and
exposure in theun. Our algorithm is not only sensitive to cold and hot pixels but also to charge
“bleeding” in the vicinity of grossly overexposed stars. It should be chdibat the use of dark
frames is not necessary for runnifigELT.

5.1.2 TheTHELI “Set Processing” Stage

Astrometry We perform the astrometric calibration of our data using the best availahlegae
as a reference. In case of overlap with SDSS Data Release Six (Ad&lc@arthy et al. 2008)
we adopt the SDSS catalogue; otherwise we employ the shalléswr B1 catalogue (Monet
et al. 2003), as it is the densest all sky astrometric catalogue. The asiooraébration is carried
out by the TERAPIX softwar&camp(Bertin 2006), replacing thastrometrixprogramme earlier
used withinTHELI. We find Scampto be more robust thaAstrometrixwhen working on chips
with a small field-of-view on the sky, as forddacam. Compared to the otherwise similar design of
MegaPrimgMegaCam at the Canada-France-Hawaii Telescope, the MM¥dacam chips cover
~ 1/6 of the solid angle on the sky, reducing the number of usable sourcastfometry by a
similar factor leading to less accurate and robust astrometric solutions wéemdhe calculated
on a chip-to-chip basis.

The most important innovation is, that whifestrometrixdetermines an astrometric solution
for each chip individuallyScamprecognises that the amplifiers of one exposure belong together
and can take into account information about the array configuratiostjcltly reducing the fort
to be invested into this task. We provide these additional constraints by deéintemplate for
the same instrument configuration and filter. This template is drawn from tleewvaiti®n of a
dense field, i.e., a star cluster. This template guarantees a sensible soletionigtvfew & 20)
astrometric standard stars per chip, a condition frequently met wiilnddm in fields at high
Galactic latitudes.

Furthermore, by runningcampon all frames in all filters for a given target cluster with only
one software call, we ensure consistency between the astrometric soartiong theTHELI sets
corresponding to the resulting stacks iffelient passbands. For the combined CL 03818 data
set, we achieve an accurate calibration withoaidtrinsic accuracy of 004 for the sources de-
tected with Micacam and 27 (statistical uncertainties) with respect to the astrometric standard
catalogueJSNO B1.

Relative Photometry In addition to the astrometric calibration, the relative photometric zero-
points of the frames are established $9amp In the first part of this two-step process, relative
zeropoints are determined only from thefeiences in flux found for the astrometric reference
stars in diferent exposures. These are independent of the absolute photoraébratmn de-
tailed in Sect. 5.2.

In this first step, the fluxes of the same object iffatient exposures are compared. Because
images with high absorption basically only contribute noise to the coadded iregagjng from
stacking, they should not be considered. We decide to include only imagiekaie a relative
zeropointZ. less than 0.1 magnitudes from the median zeropoint:
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Figure 5.1: The coadded-band image of CL 14164446 and, superimposed, its final masks. The
target cluster is located at the frame centre. Small square masks caemisretasked because of
their source counts strongly deviating from the average in the field. Thi sotagonal masks
are saturated stars found using U0 B1 catalogue.

In the second step, if thabsolutephotometric calibration (Sect. 5.2) has been applied already, we
compute theorrected zeropointdefined in Hildebrandt et al. (2006, Eq. (2)) of those individual
frames we consider to be taken under photometric conditions. As detailed iabirilodt et al.
(2006), corrected zeropoints are a useful consistency checkegsded to be consistent for
exposures obtained in photometric conditions.

Coaddition Conforming withTHELI standard SWarpis used to stack (“coadd”) images. This,
together with theScampastrometry, also removes optical distortions, yielding a constant pixel
scale in the coadded image. The final products ofsiisstage are the coadded image (Fig. 5.1)
and the corresponding weight image (Fig. 5.2). Taking into account &wegsdistributions for the
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Figure 5.2: Tha’-band weight image of CL 14181446. The lightness of the colour coding is
proportional to the weight squared. Areas covered by the chips in@disexes have significantly
higher weights than those that fall on an intra-chip gap in some of the ditegpasures.

different fields and filters, we relax the nominal seeing constrairgs #f0” in ther’ ands<1.2”
intheg’- andi’-bands (Sect. 4.2.4) in some cases. FortHeand, we consider frames based on the
following seeing cutss< 1.00 for CL 00306-2618 and CL 08092811;s<1.01 for CL 16414001
and CL 170%6414;s<1.05 for CL 0159-0030, CL 02381836, and CL 135¥6232; ands<1.10

for CL 1416+4446. We provide further detail on the frame selection for coaddition ih Sex

5.1.3 Coaddition Post Production

The final stage of the data reduction is to mask problematic regions in theambaddges by
applying the methods presented in Dietrich et al. (2007). By subdividingythge into grid cells
of a suitable size and countingExtractordetections within those, we identify regions whose
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source density strongly deviate from the average as well as those wiehdeadients in source
density. This method not only detects the image borders but also mdiitjvely, zones of
higher background close to bright stars, galaxies, or defects (Fig. 5.2

In a similar way, we mask bright and possibly saturated stars, which are tikenroduce
spurious objects into catalogues created v8textractor We place a mask at each position of
these sources as drawn from &0 B1 catalogue. The method in which the size of the mask
is scaled according to the star’'s magnitude was described in some detaikim &ral. (2009). A
small number of objects per field that are missing fromubg0 B1 catalogue have to be masked
manually, while masks around catalogue positions where no source caaritedre removed.

To obtain accurate colours for objects from CCD images, apertigete have to be taken
into account, in addition to the photometric calibration (see Sect. 5.2). Ouvaqprs to measure
SExtractorisophotal {SO) magnitudes — th&Extractoraperture definition providing the most
accurate colours — from seeing-equalised images in our three bangeriéam a simplistic PSF
matching based on the assumption of Gaussian PSFs described in Hildetirahd2007). The
width of the filter with which to convolve thk-th image is given as

Tfilter,k = Ua/orst— (TE, (5.2)
whereoy andoyworst are the widths of the best-fitting Gaussians to the PSFs measured from the
k-th and the poorest seeing image.

5.2 Photometric Calibration

5.2.1 The Calibration Technique

The photometric calibration of our data is largely based on the method degelypélilde-
brandt et al. (2006) but using AB magnitudes, SDSS-like filters, and B@SSData Release
Six (Adelman-McCarthy et al. 2008, DR6) as our calibration catalogualetermine the photo-
metric solution, we us&Extractorto draw catalogues from all science and standard frames with
SDSS overlap. Using the Hildebrandt et al. (2006) pipeline, we then matsk tratalogues with
a photometric catalogue assembled from the SDSS archives, which seéndiract photometric
standards.

The MMT/MEecacam filter system is based on that of the SDSS but is not identical (see
Fig. 5.3). Therefore, relations between instrumental magnitudes andatetibmagnitudes in
the SDSS system have to take colour terms into account. To establish thernaatsfn between
MMT and SDSS measurements, we need to know the transmissivities of bothmesits in great
detail. For Micacam, the instrument websifeffers detailed laboratory transmission curves of the
actual filters and a few data points that indicate the CCD quanficiesicy. We average the tabu-
lated quantumféiciency values over the 36iacam chips. The SDSS collaboration provides data
on the combined sensitivity of its camgfitter systeni. Assuming the atmospheric absorption to
behave similarly at both sites, we can directly compare the responses ofdliestwuments, as
visualised in Fig. 5.3.

1This last manual step can be largely avoided also by automatically madsjeg®drawn from the Hubble Space
Telescope Guide Star Catalog, as demonstrated by Erben et al. (2009).

20verview:http://www.cfa.harvard. edu/mmti/megacam.html;
filter data:http://www.cfa.harvard. edu/~bmcleod/Megacam/Filters/

Shttp://www.sdss. org/dr7/instruments/imager/
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Figure 5.3: Comparison of the SDSS anddwcawm filter systems. The plot shows the complete
transmission curves for thég'r’i’Z filters of both systems as a function of wavelength, includ-
ing the atmospheric transmissivity (as given for the SDSS site), the CCDugnaficiency, and

the actual &ect of the filter, as measured in the laboratory. The solid lines give sets#iof
Mecacaum filters for photons incident on the optical axis while the dash-dotted lines 8if®@same
quantity near the corner of theddacam array. Over-plotted as dashed lines are the transmission
curves defining the SDSS bandpass system. The black, dotted cuwthledvicacam quantum
efficiency that we derive from the instrument specifications, scaled by alfiéotshow it conve-
niently on the plot. Note that we need to interpolate its values from only five pioirike range
300 nm< 1< 1000 nm and have to extrapolate outside this interval.

The relation between Mbiacam instrumental magnitudesy,s; and catalogue magnitudes
mspssfor a filter f can be fitted simultaneously as a linear function of airnzeasd a first-order
expansion with respect to the colour index,

Mk inst — Mk spss = BrCspss+ yia+ Zf (5.3)

wherecspssis a colour index defined by two SDSS filtegs the corresponding colour term, and
Z; the photometric zeropoint in which we are mainly interested. For the fit, wetsabgects
of intermediate magnitude that are neither saturated nor exhibit a too latter scan,s; given

a certainmgpss Following the model of Hildebrandt et al. (2006), we account for thiatde
photometric quality of our data by fittings, ys, andZ; simultaneously in optimal conditions,
fixing s in intermediate, and fixing; andg; in even poorer conditions.
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Figure 5.4: Accuracy of the photometric calibration: For th@edéent combinations of filters and
nights used to calibrate the data sets discussed in this thesis, the Acdaitimound the best-fit
solution (solid line) is shown. Each point corresponds to an SDSS sthadarce for which the
abscissae give the separati@n arc minutes from the centre of the pointing. Note that for each
panel a maximunAnt has been determined by iterative-8lipping.
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Table 5.2: Cofiicients of photometric calibration defined by Eq. (5.3) for all photometric nights
in which 400dclusters have been observed with Mf#ecacam. Note that nearly alRun Cand
Run Edata are photometric, while there were no photometric nights in neRtierBnor Run J

Filter ~Obs. Date 2! B Cspss Vi Nbar
g 2005-10-30 2277+ 0005 0106%0007 g-r’  (<0.15F 2
2005-11-01 2286+ 0.005 Q116+0.005 g -r’ (—0.15)§ 2
i’ 2005-10-31 26126+ 0.002 Q124+0.002 r’'—V’ (—0.05)§ 2
2005-11-01 2A408+0.009 0Q119+0.002 r’—i’ -0.03+0.01 3
r’ 2005-06-07 2819+ 0.001 Q040+0.001 g -V (—0.10)§ 2
2005-06-08 26834+ 0.008 Q048+0.001 ¢g-i* -0.12+0.01 3
2005-10-30 250+ 0.018 Q046+ 0.002 ¢g-i” -0.10+0.02 3
2005-10-31 259+ 0.004 Q042+0.003 ¢ -i’ (—0.].0)§ 2
2005-11-01 2®60+0.008 0Q048+0.004 g -V’ (—0.10)§ 2
2005-11-08 207+ 0.005 Q046+0.003 ¢ -i’ (—0.].0)§ 2

¥ Normalised to an exposure time of 1s and an airnaass.
¥ Number of parameters used in the fit.
¥ Fixed to default value.

For each filter, we chose a colour indexpssin Eq. (5.3) that has been proven to provide
a reliable transformation during calibration of the Canada-France-Haeigiscope Legacy Sur-
vey (CFHTLS) data, which also uses a similar filter systeifihese colour indices are given in
Table 5.2, which shows the results for the fit parameZerg:, andy; for the photometric nights
in which Mecacam observations ofi00d clusters were performetWe note that while nearly all
data inRun CandRun Ewere taken in photometric conditions, all zeropoints obtained from ob-
servations inrRun BandRun Jare significantly smaller, indicative of non-photometric conditions.

We find the zeropointZ; of the photometric nights to agree among thei’ filters, with a
largest deviation ok 0.15mag. The scatteXm’ = m¥ jinst — Mk spss+ BiCspss+ ysa + Zs of the
individual SDSS standards about the best-fit solution (Fig. 5.4) hampamable amplitude. The
error ofZ; given in Table 5.2 is the formal fitting error. Figure 5.4 presents the dataviroich the
parametergs, Bf, andy; have been determined, applying an iterative@ipping fit of Eq. (5.3)¢

Comparing the colour terngs for the diferent nights, we find considerable agreement within
the values for each of the three bands, although the formal errorsastideate the true uncertain-
ties. In previous Macacam studies, Hartman et al. (2008, Table 5) quége- 0.122+ 0.002 and
Bi =0.137+ 0.002, the first in agreement with our results, the latter significantly higheraban
value. Furthermore, Walsh et al. (2008) fig= 0.091+ 0.068, consistent with our values given
the large error. We suggest that the large span in valugg afight be caused by the known
dependence of the filter throughput on the distance to the optical axidy vghmgost pronounced
in this band (Fig. 5.3). Plotting the scattém’ as a function of the separati@g of the source
from the optical axis of Mcacam (Fig. 5.4), given by the pointing position in tHé ts header, we
can confirm trends oA (6p) in all filters, most pronounced for thgg band data taken on 2005

4 http://www3.cadc-ccda.hia-iha.nrc-cnrc.gc.ca/megapipe/docs/filters.html

SNote that photometric solutions given fRun Ein Table 5.2 are corrected w.r.t. Table A.1 in Israel et al. (2010).
The amount of these corrections is of the order of, and in most casdiesthan, the scatter observed in Fig. 5.4.

5The number of initial photometric data points for each night and filter styaigpends on whether the observed
clusters lie within the SDSS “footprint”.
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October 30. Further investigation is needed to conclude about this issusring full propagation
of errors on instrumental magnitude. Because the radial dependesseedhin Fig. 5.4 does not
exceed the residual scatter for sources at the sintbe global photometric fits (Eq. 5.3) fulfil
the requirements of our analysis.

5.2.2 Photometric Calibration of CL 0809+2811

The situation for CL 08092811 is a peculiar case. This cluster has been targeted m-trand

both inRun Eand inRun J Imaging acquired on 2005 November 08 turned out to be photometric
— albeit with a large scatter around the photometric solution — while the majoritamies taken

on 2008 January 09 was not. Inspection of the PSF anisotropy on thélinaliframes, however,
revealed that all frames taken under photometric conditions had to be rdifnorethe coaddition
because of their extremely anisotropic P$F 0.10). Nevertheless, because tiéative zero-
pointsthat had already been established for THELI setof CL 0809+2811 in ther’-band are

not afected by the choice of frames for coaddition, the coadédadnd image for CLO80S2811,
consisting entirely of exposures taken on 2008 January 09, is photoatigtdalibrated through

the cluster data acquired on 2005 November 08.

5.2.3 Indirect Photometric Calibration of CL 0030+2618

Comparing the zeropoints forfiirent nights and fields, we conclude that the nights on which
the r’-band observations of CL003@618 were performed were not entirely photometric but
showed a thin, uniform cirrus. Therefore, in the absence of SDSSinldt@ field, an indirect
calibration method is needed. To this end, we fitted the position in’thié versusy’ —r’ colour-
colour-diagram of the stars identified in the CL 0862618 field to those found in two other, fully
calibrated, galaxy cluster fields, CL 0188030 and CL 08092811. In the left panel of Fig. 5.5,
we compare thg’ —r’ versusr’ —i’ colours of stars identified in these two fields with those for
theoretical spectra of main-sequence stars from the Pickles (1998)adpibrary, finding good
agreement between both of the two observed sequences and the prstttée colours.

Since we have attained reliable absolute photometric calibrations fgr-tlaadi’-bands of
CL 0030+2618, the location of the stellar main sequence for this field is determined uphift a s
along the main diagonal of thgg—r’ versusr’ —i’ diagram, corresponding to tmezeropoint. We
fix this parameter by shifting the main sequence of CL O@318 on top of the other observed
main sequences as well as the Pickles (1998) sequence. We go in st@@% ahagnitudes,
assuming this to be the highest achievable accuracy when adopting thisqadltitative method,
and settle for the best-fit test value (see Table 4.2). The dots in Fig. Sabthkaclosest match
with the CL 0159-0030 and CL 08092811 stellar colours obtained by the indirect calibration of
the CL 003@-2618r’-band.

After the photometric calibration, we became aware of a field observed irBB&E project
(Newberg & Sloan Digital Sky Survey Collaboration 2003) using the SD&Sdepe and filter
system that became publicly available with the Sixth Data Release of SDSS (AdMo@arthy
et al. 2008) and has partial overlaps with the CL 003818 Mecacam observations. Thus, we are
able to directly validate the indirect calibration by comparing the colours of stahe overlap-
ping region. The right panel of Fig. 5.5 shows the good agreement bettlie two independent
photometric measurements and the Pickles (1998) templates from which wedmititat our
calibration holds to a high accuracy.

For comparison we also calibrated tHeband of CL 00382618 by comparing its source
counts to those in the CL 0159030 and CL 08082811 fields for the same filter, but discard this
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Figure 5.5: Indirect photometric calibration by stellar colouteft panel: plotted here are the
g —r’ vs.r’—i’ colours of sources identified as stars in three galaxy cluster fieldsveliseith
Mecacam. For two of these fields, CL 0159030 (upward triangles) and CL 0862811 (down-
ward triangles), absolute photometric calibration with SDSS standards ceyldriormed. For
CL 0030+2618,r’-band magnitudes based on the indirect calibration are shown (dots; detils
main text). The colours in all three fields agree with the colours of main segustars from the
Pickles (1998) spectral library (diamondRight panel:Theg'—r’ vs. r’—i’ colours of stars in the
Mecacam images of CL 00382618 (dots) which could also be identified in the partially overlap-
ping SEGUE strip (Newberg & Sloan Digital Sky Survey Collaboration 2008) hown here as
squares are both consistent with each other as well as with the Picklé ¢88urs (diamonds).
Each pair of measurements of one individual source is connected with a line

calibration as we find a discrepancy of the resulting main sequergie inversusr’—i’ with the
theoretical Pickles (1998) models mentioned earlier.

5.2.4 Indirect Photometric Calibration of CL 0230+1836

Based on the experiences with the CL 003618r’-band, we perform the photometric calibra-
tion of CL 0230+1836, for which both the’- and theg’-band were observed in non-photometric
conditions, and no SDSS data of the field are available. Because the stejlense irg’ —r’
versug’—i’ colours consists of two “legs” joined at a distinct “knee” where its sloggles, this
poses only a slightly more complicated problem. First, weZfixfor CL 0230+1836 by shifting
the corresponding sequence such that one of the two coordinates tofiiveg point coincides
with the Pickles (1998) templates. Second, we can then deteiZpiirethe same way we did for
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Figure 5.6: Indirect photometric calibration by stellar colours: Same as thedeél of Fig. 5.5,
but for CL 0236-1836 (blue squares).

CL 0030+2618. Figure 5.6 shows that a consistent stellar sequence with the Ct@13® and
CL 0809+2811 fields is also achieved for the CL 023836 zeropoints.

5.3 Frame Selection

The success of a lensing analysis depends crucially on the data qualisiudgewe follow the
usual approach in weak lensing to rebin the frames to a common image cdersliistem and
stack them, the stacking process is a potential source of biases to theirsloagation. It is
evident that the decision which frames should contribute to the shape meesiris of great
importance. Apart from seeing and photometric quality, which can be easisaed while the
observation takes place, PSF anisotropy is a key factor as it can ontyfeeted up to a certain
degree.

5.3.1 Measuring the PSF Anisotropy

In the following, we describe how star catalogues that allow us to investigateSFk anisotropy
are created from the individual exposures. To this end, we apply moa#isions of the catalogue
creation routines in our KSB pipeline we describe in Sect. 5.4.
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Figure 5.7: The distribution of sources in apparent size — magnitude e sp#oe eight Maa-

cam 400dcluster fields. Plotted ar8Extractormagnitudes, ;o against half-light radii} of all
sources in the respective KSB catalogues. The stellar loci are promientategorise as stars
all sources within the light-grey shaded areas defined iy < < 9 andr; . <1y 1o <Ifax

All sources to the right and lower sides of the thick grey lines, i.e. those #vithd,,, for

I < Tauto < Fmax @andd > 9222 for r), ..o > ris. are categorised as unsaturated galaxies. The

values ofigy ., 9918, 97, 1, andrz,, for the individual fields are listed in Table 5.3.
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Using the background-subtracted exposures produceadiilyI directly before the coaddi-
tion as input toSExtractorand the corresponding weight files as noise maps, we draw a cata-
logue of detected sources for each chip in all frames having passeédimg sand relative ze-
ropoint selection criteria. In the source detection, our default criBEECT MINAREA= 4 and
DETECT_THRESH= 1.5 are applied. Next, extended sources exceeding a flux radifg-o10 px
and sources that are flagged B¥xtractorare removed from the catalogue because the shape
measurement does not work reliably in these cases. The main reasarsofmce getting flagged
areblendingwith another detection and missing data points, e.g., near the image borders.

For the sources in the resulting “pre-KSB” catalogue, we determine tlomgdearder bright-
ness momentg)j, defined in Eq. (3.18), within an aperture with radiigg x J¢ and using a
Gaussian window functiolVg(#) with standard deviatioorg = 4. Here, we apply the default
aperture radius ofs). = 3 flux radii. TheKSB catalogueonsists of all sources for which the
routineanalyseldac (Erben et al. 2001) returns a successful shape measurement.

By analysing the distribution of the KSB catalogue sources in the spaceexpdny their
ruto Magnitudé measured bysExtractorand the half-light radiug resulting fromanalyseldac,
we now select the unsaturated stars which we will use as PSF tracemt.filapacontaining far
fewer sources, the resulting diagrams look very similar tokhg, ,.,—distributions for the final
coadded images presented in Fig. 5.7. The half-light radius of an uasatustar observed in
a CCD image does not depend on its magnitude, its brightness distribution let@rghohed by
the PSF scaled by a magnitude-dependent amplitude and the photon noisbsétie astellar
locusof small extent ing, blending into the “cloud” of extended sources for faigltﬂo ~ 225
magnitudes, while saturated stars appear larger than th& P&Fprominent stellar locus enables
us to define a sample of stars by applying threshéjgs< d< 7, andr>. <1 1o <rmax defined
for the individual frame (by concatenating the catalogues of all 36 chipflected by neither
intrinsic ellipticity nor lensing shear, the stars as tracers of the PSF play ar®moie in the
KSB algorithm (Sect. 5.4).

Thus having defined a sample of 500-1000 sources probing the P$ffea¢rt positions
of the Mecacam array, we repeat the shape measurement for these stars, now withssidBau
window function ofog = 2.6 px, i.e. similar to the half-light radiug of a star observed with
Mecacam under typical seeing conditions. Calculating the ellipticity componepis:= y12
of each star by applying Eqg. (3.19), we obtain a list of PSF anisotropyureragnts for each
exposure.

5.3.2 Selection for the400d Cluster Fields

Although, generally, the ktiacam PSF is quite isotropic such that isophotes of stars can to a good
degree be considered as circles, there are some frames in our daté skebtina highly anisotropic
PSF. These images appear in all runs and filters and have not ndgdssam taken in the poorest
seeing conditions. Figure 5.8 shows the spatial distribution of the anisatregbgllar images for

a typical frame with high (top panel) and low (bottom pareleragePSF anisotropye)|, both

of themr’-band observations of CL 003@618. In contrast to other telescope—camera systems,
there is no stable pattern of low and high anisotropy as a function of positite ifocal plane of
MEecacam, but the place where the most circular PSF is found can change sigtiificaa short

"The index ‘AUTO” refers to the default aperture applied Bxtractorfor which an elliptical aperture is fitted to the
source brightness distribution. To measure colours, we use thernpfgophotal 1S0” apertures instead — including
all pixels within a given isophote — but find theffidirences between both to be usually small.

8Note that saturated stars are absent from Fig. 5.7 because theyskedheat during the “coaddition post produc-
tion” stage (Sect. 5.1.3).
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Figure 5.8: Spatial distribution of stellar anisotropies for an example expa$ihigh overall PSF
anisotropy. Shown are the magnitudes and orientations of the raw elligiftystars identified

in the MMT/MEecacam exposures of CL 0032618 labelled936 (upper paneland®952 (lower
pane) in Fig. 5.9. While within each chip the andy axes are to scale, the array layout is only
schematic. Note that, due to the22binning (Sect. 4.2.3), each chip has 182304 image pixels.
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Figure 5.9: Anisotropy of stellar images in theedAcam cluster fields. Shown are the average
ellipticity componentse]) and(e;) in the frames considered suitable for coaddition after the data
reduction has otherwise been completed. Each symbol correspondébarad frame observed

in the CL003@-2618, CL 01590030, CL 02381836, or CL 08092811 fields (four panels from
top left to bottom right). Frames marked with filled symbols contribute to the fineksthim-

age while open symbols denote frames that were rejected for their highttrapie PSFs. The
positions of a few extreme outliers far outside the plotting range are indicgtaddws. Special
plotting symbols highlight the two cases shown in Fig. 5.8. As a visual aid, doitigds indicate
average anisotropies f€)|=0.05 and|{e)|=0.10.

58



CHAPTER 5. DATA REDUCTION 5.3. FRAME SELECTION

040l  CL1357+6232r  CL1416+4446r
0.05 ¢ R T e
A, X .
* L ‘ 1 ; i
S/J 0 x = 1‘ X"!

:, ,, x 7
-0.1071‘1111‘1111‘1111‘1111‘1”1‘1111‘1%11‘1111‘1111‘17
0.10  CL1641+4001 r' [ ~CL1701+6414 1
005 o T e

A - L b " x L
a DX
® or x% ¥ - : x ’ E
V . L . oxx X Sox
0051 EE N R

I . o I . e o ]

-0.10 | T ]

-0.10 -0.05 0 0.05 0.10-0.10 -0.05 0 0.05 0.10
<e* > <e* >

Figure 5.10: Anisotropy of stellar images in theddcam cluster fields. The same as Fig. 5.9, but
for the CL 13546232, CL 14164446, CL 16414001, and CL 17046414 fields.

time 2 Most likely, the cases of an anisotropic PSF in the whole field-of-view eaattibuted to
problems with either theacking or thefocussingf the telescope.

As we elaborate in Sect. 5.4.1, the KSB algorithm needs to correct for MS&t@py which
mimics and superposes the shear signal. This correction performs bestsoterecovered shear
if the PSF is close to circular in the first place. Consequently, becauseStheafsotropy in
every individual frame propagates into the stacked image via resamplingSiitirp we reject
the frames showing the larggé&t)| from the coaddition.

We show the average anisotropj&s| for the lensing band frames of all eight clusters, which
we otherwise consider usable for coaddition, in Figs. 5.9 and 5.10. Heitimg symbol denotes
a 300 sr’-band exposure where filled symbols mark frames used in the final coaddittbopen

9Dietrich et al. (2009) show a corresponding diagram for WFI for whighlargest anisotropies were consistently
observed at the same edge of the array with a given setup. Gavazauéaib (2007) present very similar stellar
anisotropy patterns for the four CHF T Zeepfields.
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symbols stand for rejected frames. The frames with the most anisotropic Ra8esitside the
plotting range, are indicated by arrows. In all cases, we include fraritesaverage anisotropies
|{e)] < 0.05 and always exclude exposures wiie| > 0.10 (inner and outer circles in Figs. 5.9
and 5.10). We note that only for CL 1644001, all analysed’-frames fulfil|(e)| < 0.05. Con-
cerning the intermediately anisotropic.@6 < [(e)| < 0.10) PSFs, our approach depends on their
distributions in thee;) — (e2)—plane and the number of available frames wi#} <0.05.

If there is almost no (CL 135i6232) or a significant gap (CL0882811) in the(|g))-
distribution around @5, the decision is relatively easy. For CL 062618, with a large total
number of frames, exposures in th®®< |(e)| < 0.06 interval were included in a case-to-case
decision based on the inspection of diagrams analogous to Fig. 5.8. We thasfeith frames in
which a place in the focal area exists where the PSF is almost circular, i‘&atiking error-like”
anisotropy does not dominate. We conclude that a more quantitative selgciieme would be
desirable in terms of consistency, but we stress that our frame selectionivate by the few
available data with both good seeing and small PSF anisotropy.

5.4 KSB Analysis

The shape measuremeanalysis (cf. Sect. 3.2) we apply is based on the Kaiser et al. (1995,
KSB) algorithm, following the ideas introduced in Erben et al. (2001). @duction pipeline
was adapted from the “TS” implementation presented in Heymans et al. (26@6xplored in
Schrabback et al. (2007) and Hartlap et al. (2009).

5.4.1 The KSB Algorithm

The KSB algorithm confronts the problem of reconstructing the sheaaldigim measured galac-
tic ellipticities by separating the reduced shgémom both the intrinsic ellipticities of the galaxies
and PSF ffects. The ffects of shear dilution by the PSF and the convolution of the intrinsic ellip-
ticity of the detected galaxies with the anisotropic PSF component can be isblatedasuring
the PSF from the stars, as already mentioned.

Under realistic circumstances, measuring the second-order brightnessita@hiEq. 3.18)
from discretised images, applying a filter functidf{g) that explicitly depends on pixel position,
the relations Eq. (3.21) break down in the sense that the transforndtien Q between unlensed
and lensed moments can in general no longer be written as a matrix multiplicatiorsmiad
reduced sheargand PSF anisotropieg however, their fiects can be assumed to be linear. Hence,
the observed ellipticitg of a lensed image and its intrinsic elliptici§?) are related by:

g5 =€ + P gy + PTG, (5.4)

Here, small Greek indices denote either of the two components of the conifjiicigy, and
the Einstein summation convention has been applied. ThRe2 2ZnatricesP? and ™, termed
pre-seeing shear polarisabiligndsmear polarisability provide the transformation of ellipticities
under the influences of gravitational shear fields and an (anisotrofi€) respectively. Again,
asterisks denote quantities measured from stellar sources.

The shear measurement algorithm devised by Kaiser et al. (1995) itiverslation Eq. 5.4
and infers a direct shear estimatoirom the measured ellipticitgs of each galaxy:

£ =PI g &M = (P95 |es-P5m| (5.5)

wheree" = eQ—Pfl?q; is the anisotropy-corrected ellipticitypf a measured source. Deriving
Eg. (5.5), we employed the usual assumption for weak lensing that intriogices ellipticities
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cancel out when averaging over afiently large ensemblete®)) = 0. Hence, the respective
term drops out in Eq. (5.5) such that averaging awvelirectly yields the reduced shegrand,
assuming a convergengex 1, the sheay:

(e)=g~y . (5.6)

The next step is to insert the observed PSF anisotropy, which can lesezf ag, = (Psmk);g €;

using the observed stellar ellipticities and applying Eq. (5.4) fog=0 ande((ss)* =0. Thus we
arrive at the complete correction, which provides an estimate of the @dylsbeag exerted on a
galaxy in our catalogue:

ta = (P55 - P (™5 €)] - (5.7)

Our description so far leaves open how the polarisability matrices are cotpdferemark that
because in reality, the isotropic part of the PSF can never be avoidadi@ared imag#? itself
is not a “fundamental” quantity, but is expressed internally as
P, = Pon-Par|(P™ 2P| (5.8)

For the details of the involved calculation of tBhear polarisability tenso®s" and 5™ from
fourth-order brightness moments, we refer to Bartelmann & Schneid@fj20

To reduce uncertainties arising from division by a very noisy measuresbtén Eq. (5.8),
we approximate the term in brackets by a smoothly varying quantity. Furthermverreduce the
noise for small galaxies by approximatif§ by half its trace for the division in Eq. (5.7), noticing
its off-diagonal elements to be small compared to the diagonal elements (HeymarZotx

tr (PSM)
o (5™

wheres,z denotes the Kronecker symbol. Thus, our pipeline evaluates for eéotyga

2
-1 h I o -1
(Psm*)eg P?Oz - 65[1/ =T 65(1/ , (Pg)aﬁ - méaﬂ 5 (59)

) 26,5
T (P -Tpss

pelea

E

) [eﬁ - sog;“q;] . (5.10)

which contains no more matrix inversions. The quarifityand the anisotropy kerngt are deter-
mined as functions of the image coordinakeendy by fitting polynomial functions to the values
measured from stars. For(x,y), we generally use a quadratic function; the highest dedgge

for fitting g*(x, y) is adjusted to the amount of anisotropy in the respective image (Sect. 5.4.4).
Based on an observation by Hoekstra et al. (1998) that these quanggiesdion the angular ex-
tentdq of the source, the “TS” implementation performs these fits for severals@ausmoothing
scalesrg and chooseg*(x,y) andT*(x, y) from the appropriate bin iorg. Before we now proceed

to outline the practical implementation of the pipeline, along the lines of Erben @08l1), we
discuss the performance of our method in the context of the state-ofttbeshape measurement.

5.4.2 Measuring Shear from Cluster Lenses

Shear measurement remains the pivotal problem in weak lensing and\anfadt of research.
The “TS” shear measurement pipeline we use, based on the original K&Be( et al. 1995)
algorithm and improvements by Erben et al. (2001) was subject to exéeiesits based on mock
images realistically simulating ground-based cosmic shear surveys ad plagt$hear Testing
Programmg STER Heymans et al. 2006; Massey et al. 2007). A shear calibration fatsoyssed
in greater detail in Sect. 6.1.4), was introduced based on the results ofdfeyet al. (2006).
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There are dterent families of shape measurement algorithms which are presented bgyMas
et al. (2007) and Bridle et al. (2010). Following the Massey et al. (R8@ssification, methods
are sorted based on whether they correct for the PSF by subtractiecanvolution and whether
they reconstruct the sheared image “passively” from basic compooehts“actively” shearing
a basic image. The “TS” pipeline, amongst other KSB implementations, is listegpassave
method and as a subtraction method by Massey et al. (2007).

Shear measurement techniques based on fitting a set of suited basisfuodtie sheared
galaxy image, e.gshapeletdbased on Hermite polynomials (e.g., Bernstein & Jarvis 2002; Re-
fregier 2003; Refregier & Bacon 2003) address the problem fromffardnt perspective. Recent
results (Melchior et al. 2010; Voigt & Bridle 2010), however, show tinedamental limitations of
the shapelet approach in WL. Finding the best-fit representation forigpetess distribution of
each galaxy from a set of basic brightness distributions by Bayesiaeirtie, thd_ensfitmethod
(Miller et al. 2007; Kitching et al. 2008) deserves particular mentioninghéncontext of cluster
WL, it has successfully been applied in a regime of high stellar anisotroiggr{€h et al. 2009).

Evolving out of theSTEP project, in theGREATO08 challenge (Bridle et al. 2010), shear
measurement techniques were tested and compared on improved simulatians aathe higher
accuracy needed for future space-based cosmic shear sunvélys.publicly announced project, a
wider community participated, introducing successful new algorithms, e.ge tstacking galaxy
images before the actual shear measurement. Rowe (2010) revisitshbhenpod PSF modelling
for weak lensing and deals with spatial variation of the PSF.

Up to now, no dedicated comparison of shear measurement techniquiesdmaperformed
that specially addresses their relative performance in a cluster WL sitwetlienre, on average and
especially in the cluster centres, the shear is higher than the largest Imgautys= 0.1 used in
STEPor GREAT08 Methods involving stacking of galaxies before shear measurement ale lik
less useful in cluster lensing. We point out that performing detailed simusatibaluster lenses
and improving shear measurement methods using these remain worthwhiléotaslesstudy of
galaxy clusters. In the meantime, KSBers a relatively well-known WL technique for clusters.

An important diference in WL pipelines is whether and how they apgéightingof shear
estimates (see Table 4 of Massey et al. 2007). In the “TS” implementation eyeeash galaxy
is weighted equally® Weighting of galaxies takes into account th&elient quality of shear es-
timates based on the signal-to-noise ratio of the galaxy from which the shewraisured, the
error in the shear estimator itself, or variations in the intrinsic ellipticities for gedaof diferent
magnitude and siz& in the image. Hoekstra et al. (2000) devised a widely used weighting tech-
nigue based on an estimate of the error in the KSB algorithm. Clowe et al.lf00@heir study
of clusters from theESO Distant Cluster Survayse a weighting scheme built on the detection
significances of the source galaxies. Erben et al. (2001) introdueegedighting factor

wi= (o2 +a?) (5.11)

whereaéNN denotes the variance of the shear estimated fol\the 12 nearest neighbours in
half-light radius—magnitude space amd the variance of ellipticities in the whole sample. The
underlying idea is that Eq. 5.11 provides a weight to itile galaxy by comparing its intrinsic
ellipticity to that of the total (unlensed) galaxy population. Hetterscheidt ¢2@07) found the
weighting (Eq. 5.11) to provide anffectively similar weighting as the Hoekstra et al. (2000)
scheme. We plan to introduce the Erben et al. (2001) weighting into our ¢easialysis as a
future improvement?!

0wWe note that Table Al of Heymans et al. (2006) lists a weighting scheneal lmas Erben et al. (2001) for the
“TS” pipeline. The version used for our analyses, however, defian the Massey et al. (2007) variant which doesn’t
include weighting.

1A test of the weighting (Eg. 5.11) gave inconclusive results in a veily garsion of our CL 00382618 analysis.
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Figure 5.11: lllustration of the object selection in the KSB pipeline. Shown icémral area

of the CL 1416-4446r’-band field, with detection masks overlaid in red (cf. Fig. 5.1). Coloured
circles mark sources contained iffdrent catalogues. All initiaBExtractordetections have one
circle. Sources passing the criteria for the “pre-KSB” catalogue shbledst) two circles. KSB
catalogue sources with successful shape measurement are markegetsinties.

5.4.3 The KSB Catalogue and Galaxy Shape Catalogue

In the following, we describe how shear estimates are distilled from input isnage outline of

the initial KSB pipeline routines was already given in Sect. 5.3.1, such thabweocus on the
features that are fierent in the main pipeline. For the clusters that were observed in thres,band
catalogues are created from the images usingSB&tractordouble detection modim which
sources are identified in the lensing band image at its original seeing. Photomedntities
(fluxes, magnitudes) are determined at these coordinates from the emeastiimages in the
three bandg'r’i’ convolved to the poorest seeing (cf. Table 4.2). This common procedstees
that the aperture has the same size compared to the PSF in all filters and tmirsgfugaolour

63



5.4. KSB ANALYSIS CHAPTER 5. DATA REDUCTION

Table 5.3: Parameters defining the galaxy shape catalogueblkidthe number of sources in the
KSB catalogue, while the galaxy shape catalogue caygisources and a number densityngi.

The parameters; ., ¥ i, @ndri,, delineate the stellar locus (Fig. 5.7). The galaxy shape
catalogue considers sources i, for rr <), 1< rfax andd> 930 for r, o> rig.,. Also
given is the degredy,; of the polynomial for PSF anisotropy correction and the stellar integration
limit £s;_ in units of stellar flux radii.

Cluster field  Nksg | 95, 9908 hmax  Min M ax Ngal Ngal dani fsiL
[px]  [px]  [px] [mag] [mag] [arcmin™]
CLO0030+2618 31173] 255 280 295 1675 225 | 15760 226
CL0159+0030 21541 265 295 310 175 225 | 10927 189
CL0230+1836 18714/ 205 233 245 1675 225 8449 132
CLO0809+2811 20889 235 266 280 170 225 | 10358 166
CL135A46232 19186/ 285 318 335 175 2225 | 9253 142
CL1416+4446 29375 255 280 295 1675 225 | 14865 210
CL1641+4001 25639 290 3135 330 1675 225 | 12569 1%
CL1701+6414 27710 260 295 310 1675 225 | 14102 207

A WOTON D WOG
A WWWWSEAWW

indices can be measured. Here, we also apply the flag images created twaiifided images
(Sect. 5.1.3) taSExtractor Sources centred within a flagged region are treated similar to those
with missing data and cut from the catalogue together with the blended s¢8es5.3.1).

The photometric properties determined from the three bands are mergesétatlogue
that is primarily based on the detection image. For consistency, the doubdtialeteode is also
used for the clusters where onfitband images exist. The detection image is then identical to the
measurement image.

From the resulting SExtractol catalogues, problematic sources are removed. Figure 5.11
illustrates how the cuts (cf. Sect. 5.3.1) work that result in the “pre-KSRalogue of sources
for which shape measurement is attempted. Objects marked with only one ring B.FL are
affected by the cuts oftg < 10 px and flagged objects. We note that prominent cluster galaxies,
e.g. the BCG of CL 14164446 to the right and below the centre of Fig. 5.11, typically consist of
several blende&Extractompeaks and also are extended objects (i.e. larger than 10 px).

We note that theKSB cataloguegoresented in Fig. 5.7 and all catalogues discussed here-
after only contain objects for which a half-light radidscould be successfully determined by
analyseldac. Objects for which the measurements in the (noisy) data yield negative ,fluxes
semi-major axes, or second-order brightness moments, or which lie close tmadlge border
are removed from the catalogue, reducing its size by a few percent. dimialso be seen from
Fig. 5.11 where the vast majority of sources that pass the first filter aseptrin the KSB cata-
logue (marked by three rings).

Figure 5.7 shows the distribution of these sources in the apparent ragdiagnritude space.
The prominent stellar locus enables us to define a sample of stars by apigirigresholds
Drin < O < Ipax @ndrl < 1y 1o < I'ax (the shaded areas in Fig. 5.7) from which the PSF
anisotropye; in Eq. (5.7) is determined.

In creating thegalaxy shape catalogye regard as unsaturated galaxies all objegts, >
ri~. (i.e., fainter than the brightest unsaturated point sources) and morelegtdran’> Jj,, for
IuTo<max@ndd>d1aforr, +o>rf,,. respectively. The latter is justifiable because although for
bright sources it is easy to distinguish galaxies from point source® iharsignificant population

64



CHAPTER 5. DATA REDUCTION 5.4. KSB ANALYSIS

of faint galaxies for which a very small radius is measured by3Batractoralgorithm. Thus, we
relax the radius criterion by 5 % for sources fainter thgg,.

However, among those small objects there is a population of faint starsathabt be distin-
guished from poorly resolved galaxies using an apparent size — magditugtam alone that cause
a dilution of the lensing signal relative to a perfect star — galaxy distinctiam.d@cision to nev-
ertheless include these small sources in our catalogue is based on ttiegdsgher cluster weak
lensing signal compared to that produced by a more conservative arif@ig.,/9p. > 1.10
for the galaxies fainter tharj;,,). We call “galaxy shape catalogue” the list of objects that pass
both this galaxy selection and the cuts for signal quality discussed in Seégt. THis important
catalogue yields the final “lensing catalogue” by means obtiekground selectiodiscussed in
Sect. 6.1.1. Applying these cuts, the source numbers in the galaxy shafmguoas for our eight
cluster fields correspond to galaxy densities of 13—23 gal@i@sir? (Table 5.3). The drastic
reduction in source counts compared to the KSB catalogue (usualiybby?o) can be attributed
mainly to the small and faint objects whose nature cannot be determined featrth . ,—plots.

5.4.4 The PSF Properties of MMTMEGacam

As mentioned in Sect. 5.4.1, the PSF anisotropy kegpet (705”‘*);61 €; in Eq. (5.10) is deter-
mined by a polynomial fit. This is practically equivalent to fitting a moefét*(x, y) of the pixel
coordinatesx andy to the measured ellipticities® of stars such that the residual anisotropies
einis = g _ o+ of stellar images shouldfectively be zero. The measurementgpfand fit are
performed for several Gaussian filter scatgsIn the following presentation, we restrict ourselves
to the caserg=2.6 px, but monitor the results of the fit also for largey.

Figure 5.12 shows theffiect of one such anisotropy correction for CL 0628618. The raw
ellipticities of the stars presented in the left two panels are modelled by a polynéeifiia
Sk S PreX€yt with 0 < k < danj and 0< ¢ < dani—k, defined globally over the entire field-of-
view. The best-fit solution in the caslg, = 5 we adopt here is shown in the middle panels of
Fig. 5.12, while the residual ellipticities of the staf¥' are displayed in the panels to the right.
We chose the apertustellar integration radiug’s). (measured in units afg) such that the PSF
is suficiently covered out to its wings, i.e. increasifig. does not result in a larger measuegd

We aim to reduce both the mea 5’“’*) of the residual ellipticities and their dispersions.

o-(e(?”i’*). We find that a polynomial order as high@gi=5 is necessary tofkectively correct for
the distinctive quadrupolar pattern in the spatial distribution of the “raw” stellgpticities (see
lower left and middle panels of Fig. 5.12). There is no obvious relation keatwee zones of pre-
ferred orientation of the PSF ellipticity in Fig. 5.12 and the@lchip detector layout of Mtacam.
Some of the PSF ellipticity patterns are qualitatively similar to the one found forOG42618,
whereas others show the same preferred orientation of the PSF ellipticitthewghole area. Two
of thses cases are presented in Fig. 5.13, for a field with large PSF apis(@l 135%46232) and
with low PSF anisotropy (CL 16444001), respectively. The corresponding plots for the remain-
ing clusters are shown in Figs. B.1 to B.5 in Appendix B.1. Table 5.3 lists thevafag,; and{s
adopted in these cases. Comparing the anisotropy patterns in all eight ikl we conclude
that these patterns are variable and not congruent with the chip baesmdaithough Fig. 5.13
demonstrates that the residuals of anisotropy correction increase witr mghal anisotropy, this
anisotropy is still removedfectively in the most extreme case of CL 14¥8146. In the following
discussion, we will focus on CL 0032618, a more typical case in terms of initial PSF anisotropy.
By stacking images in which the PSF anisotropy ifettent in magnitude and orientation
(cf. Figs. 5.8 to 5.10), we already reduce the ellipticity caused by the imagstgra before
any correction is applied. The total amount of PSF anisotropy present iNMesacam coadded
images is small. Before correction, we meas{@@ =1.77 x 107, (e) =-4.03x 1073, o(e1) =
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Figure 5.12: Correction of PSF anisotropy of the CL 082618r” band used in the analysis. The
upper panel shows the distribution of the ellipticity componeatsof the stars identified in the
field, and the numerical values of their dispersiong := o(e12). The “whisker plots” in the
lower panel show how the size and orientation of PSF anisotropy varjuseton of the spatial
coordinate< andy. On the left, the situation before correction, i.e., the ellipticities as measured
in the stars are depicted. The middle two plots give the fit by a global fifthr gralgnomial inx
andy. Residuals after this correction is applied are presented in the plots onlthe rig

6.15x 1073, o(e») = 1.03x 1072, ando(|e) = 6.19 x 10°3, which decrease after the correction
to (e2")y = —-5.60 x 1077, (€5 = —2.60 x 107>, o (e2") = 3.87 x 1073, o(€3") = 349 x 1073,
ando(|e®]) = 2.90 x 1073, respectively. We note that the very small average for the individual
componentdefore correctioris caused by the partial cancellation of anisotropies froffietint
parts of the field-of-view. Thus, MM/Mecacam shows a similar degree of PSF anisotropy as other
instruments from which lensing signals were measured successfully, exgsPRvie/MEeGacam

on CFHT (Semboloni et al. 2006) or SubaruiseeimMeECam (Okabe & Umetsu 2008). The latter
authors measured larger values for the anisotropy components befaretion:(e;)=1.41x1072,

(&) =1.63x 1072, ando () = 2.32x 1072, as an RMS average of seven galaxy cluster fields.
However, Okabe & Umetsu (2008) find a simple spatial pattern feriGeCam.

We further assess the performance of the correction polynomial bysamgithe anisotropy-
corrected eIIipticitiese""(fj‘li(s of galaxies as a function of the amount of correcetiapplied to them
by the polynomial fit. Theoretically, the expected positive correlation betvleeuncorrected
ellipticities and the correcting polynomial should be removed @g{ﬂeco’) thus have a scatter
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Figure 5.13: Same as Fig. 5.12, but for thebands of CL 14164446 (upper plot) and
CL 1641+4001 (lower plots). These fields show the correction for a high (CL £4486) and
low (CL 1641+4001) level of initial PSF anisotropy.

67



5.4. KSB ANALYSIS CHAPTER 5. DATA REDUCTION

0.02[
0.01 |
& 0.00

0.01

002
0.02

001 7 e::mi(e::or) e:ni(egor)

ani

& 0.00

0.01 |
002 . e ]
-0.02 -0.01 0.00 -0.02-0.01 0.00 0.01 0.02

cor cor
€s €5

Figure 5.14: The féect of the polynomial correction for the PSF anisotropy on the ellipticities of
galaxies averaged in equally populated bins. As a function of the amouoitrettione®" applied

to the components=1 (left panels) and = 2 (right panels), we show the raw ellipticitiegfore
correction in the upper panels and the PSF-corrected elliptieitiegshe lower panels. The bars
in the abscissa and ordinate denote the range of the bin and the standatidén the ellipticity

in this bin, respectively. The plot shows the CL 0862618 field.

around zero. We note that most of the anisotropy is present i th@ component from the
beginning (Fig. 5.14). This is removed in the corrected ellipticities, Wigg{2>=—0.0010t0.0010
being marginally consistent with zero in the standard deviation. Insteel component, we
measure a residual anisotropy ((%Q‘Ll) = —-0.0026+0.0010, which is one order of magnitude
smaller than the lensing signal we are about to measure.

As an alternative to the=5 polynomial correction to the entire image, we consider a piece-
wise solution based on the pattern of preferred orientation in Fig. 5.1&libjvthe field into four
regions aty = 6100 px and ak = 4300 px fory < 6100 px andx = 5800 px fory > 6100 px with
a polynomial degree up to=5 we do not find a significant improvement e, o-(€2"*), or
eggi(ecor) over the simpler model defined over the whole field.

We conclude that, although we find small-scale changes in the PSF ellipticityabattd
be modelled by a polynomial of relatively high order, the more important poititaisthe PSF
anisotropy varies smoothly as a function of the position on the detectocsunfaveryindividual
exposure, showing a simpler pattern than Fig. 5.12. Consequemtylie modelled by a smooth
function, which is a necessary prerequisite for using the instrument wittutinent weak lensing
analysis pipelines. Thus, we have shown that weak lensing work is feasing MMT Mecacam.
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Chapter 6

CL0030+2618: The Pilot Study

We introduced thel00d Galaxy Cluster Survey Weak Lensing Prograrbméocussing on one
particular object, CL 00362618, which, as we see below, represents an exceptionally interesting
case. The contents of this Section will be published in a very similar formrbgliet al. (2010).

We describe in detail the methods that we use for data reduction and armedgaisse this is the
first weak lensing study performed using:84cam at MMT.

The cluster CL 00382618 is reported to have a redshiftof 0.500 in both Burenin et al.
(2007) (its designation being BVH 002) and in the precursor ofdta the160d surveyVikhlinin
etal. 1998), as VMF 001. Its X-ray emission as detecteddsyiRs centred aijog00= 00"30™33%,
d12000= +26°1816". It was first identified as a cluster of galaxies by Boyle et al. (1997) edm
ducted a spectroscopic follow-up t@dr observations in the visual wavelength range. These au-
thors assigned the designation CRSS J008263.8 and measured a redshiftzzf 0.516. Brandt
et al. (2000) observed the field of CL 0088618 with Gianora during its calibration phase, by
studying faint hard X-ray sources in the vicinity of the cluster. Horneale{2008) found a
redshift ofz= 0.500 for the cluster with their designation WARP JO03@2618 in their X-ray
selected survey dROSAT clusters, but point out a possible contamination of the X-ray signal by
a line-of-sight structure at the lower redshiftz$0.27.

Additional Gaanpra observations were conducted as part of the CCCP (Vikhlinin et al.
2009a,b). The analysis of#anpra data by Vikhlinin et al. (2009a) inferred a luminosity in the
0.5-20 keV-band olLx = 1.57x10* erg s and an ICM temperature & Tx = (5.63+1.13) keV .
Based on its X-ray morphology, CL 0082618 was classified as a possible merger by Vikhlinin
etal. (2009a). The 16 ks CCCP @anpra data set was analysed independently by Maughan et al.
(2008), as part of their study of X-ray morphologies and metal abuwetaof Gianpra clusters,
which includes 17 out of the 36osmological Samplebjects. Maughan et al. (2008) find the
metallicity of CL 0036-2618 to beZ = 102372 Z, unusually high for &= 0.50 cluster, albeit
with large uncertainties.

We (Israel et al. 2010) present the first study of CL 083818 with a large optical telescope,
noting that the SEGUE observations used in Sect. 5.2.2 for cross-calibheti@ some overlap
with our Mecacam imaging south of CL 00362618, but do not contain this object itself. Figure 6.1
shows a three-colour composite image prepared from the stacked M g'r’i’ observations of
CL 0030+2618 (cf. Table 4.2).

6.1 Aperture Mass Detection of CL 0038-2618

In this section, we describe the detection of the shear signal of CL4«XEIB with the aperture
mass technique and the consistency checks applied on the shear catalogue
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CL 0030+2618

MMT/Megacam g'r'i'

255"x255", 1.5 Mpc @ z=0.50

Figure 6.1: Three-colour composite of CL 063518, prepared from the ddacam g'r’i’ coadded
images. The main image shows a cut-out of the central region of CL+Z&®B, with an edge
length of~ 255’ (1600 px), i.e. the cluster is covered to about half the virial radius b6 Mpc.
North is up and east is to the left. The tentative luminous arcs near the gaGkiesid G3
(Table 6.1 and Sect. 6.3.3) are emphasised in the two smaller, zoonied 0) images.

Table 6.1: Notable galaxies in the field of CL0G3518. The designations G1 to G3 are also
used in Fig. 6.1, while G4 is shown in Fig. 6.10. Redshifts were taken fropfeRa al. (1997).

Galaxy 32000 032000 rj\"('J'\T"(T) g%"% I:,_\'\L/IJ'\-{-IS z Note
Gl 00'30"340 261809’ 1920 2114 1831 0516 BCG of CL00382618
G2 0030379 26°1818’ 1882 2023 1827 n.a. BCG of fg group
G3 00'30M363 26°1920” 1946 2076 1895 n.a. SL feature
G4 00"30M3%5 26°20567 17.23 1798 1694 0493 QSO

6.1.1 Outline of Background Selection

We now introduce thdackground selectiobased on the galaxy shape catalogue and resulting
in the “lensing catalogue” of objects we classify as background galaxids the lensing clus-
ter. While unlensed objects remaining in the catalogue dilute the shear sigeatiom of true
background galaxies reduce it as well. A sensible foreground rernsogapecially important for
relatively distant objects such as #h@0dcosmology sample clusters.

Our background selection is based on g€i’ photometry of the sources. We introduce
two free parameters in our analysis: the magnitude Imit,; below which all fainter galaxies
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Table 6.2: Tested regions in colour-colour space inside which galaxiesmilat<r’ < Meint are
excised from the lensing catalogue. These selection polygons areddiefirgems ofg’—r’, r’—i’,
and the second-order colour index= %r’—%i’—g’.

Polygon min¢’—i’) max(’—i’) min(@-r’) max@-r’) min(s) max(9)
large 0 125 025 225 -1.0 0.583
small 01 12 04 20 -0.733 01

are included in the shear catalogue, regardless of tfeir’ andr’—i’ colour indices, and the
magnitudemyigh: above which all brighter galaxies will be considered foreground objeats
discarded. Only in the intermediate intervajigh:<r’ < miaint does the selection of galaxies based
on their position in the colour-colour-diagram take place. In these termisp@esmagnitude
cut would correspond toyyight = Mkaint. FOr example, we vary these parameters to optimise the
detection of CL 00302618 and findmyight = 20.0 andmgine = 225. We present the details of
the colour-colour-diagram method in Sect. 6.1.2. The photometric cutsed¢decatalogue size
by 6.0 %, leaving us with a lensing catalogueMyf,;= 14 813 objects, corresponding to a galaxy
surface density Oficgi=21.2 arcminn?.

6.1.2 Background Selection by Galaxy Colours

The selection of background galaxies is based’eri’ versusg’ —r’ colour-colour-diagrams for
galaxies of intermediate magnitude and works as follows. We identify the régite colour-
colour-diagram populated by the brightest galaxies, a sample we assumddminated by clus-
ter ellipticals. As the cluster red sequence shows, the colour of earlyspgbems in a cluster of
galaxies varies little with magnitude. As can be seen from Fig. 6.2, the britgotiga observed
in the CL003@-2618 field show a well-defined relation between théiri’ andg’ —r’ colours.
Assuming that the fainter cluster members that fall intortggnt <r’ < maint interval on average
show the same colours as their brighter companions, we exclude those uliggetyebright galax-
ieswith colours similar to those of the brighter objeatile keeping those that are inconsistent
with the colours of the bright sample.

Following a method introduced by Bratlat al. (2005) and Kausch et al. (2007), we em-
pirically define two polygonal regions in the colour-colour diagram, a “smaélther inclusive
polygon and a “large” polygon for a more conservative selection (thickthin lines in Fig. 6.2,
respectively). We test the influence of the colour-colour selection otettsing signal for those
two cases. Table 6.2 gives the respective limitg’iar’, r’ —i’, and the second-order colour index
sSi= %r’—%i’—g’ chosen to be parallel to the locus of the bright galaxies in Fig. 6.2.

Figure 6.3 (upper panel) shows théfeet of the background galaxy selection on the
statistics if the “small” polygon defined in Table 6.2 is used for the intermediatéthymaxies.
Here, the solid line denotes a pure magnitude cumggnt = Miaint While the diferent line styles
show cases in which the colour-colour criterion acts iffiedent intervals ofmgine—Myrignt. We
first note that thes-statistics depend more sensitively gt than onMyyight, With its maximum
occurring in the range 2@< mg,ne < 225, irrespective ofmyrigne. The greater relative importance
of miine does not come as a surprise as, in the 25 magnitude range we study here, source
counts are rising steeply towards fainter magnitudes (Fig. 6.6).

Secondly, we notice that the improvement in Bstatistics upon using the best value of
Meaint = 22.5, which we now adopt, over the case of not applying photometric criteriauto o
catalogue (corresponding tjnt = 17.6) is small: S = 5.73 for Myight = Mkaint aS compared
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Figure 6.2: Colour-colour selection of the lensing catalogue: plotted agg-thevs.r’—i’ colours

of the objects in thgalaxy shape catalogug@vith cuts on min (t?9), min (v4a)), and max|(el)
already applied). The galaxy sample is divided into three magnitude bins Inypthg andmkgint
parameters. All sources brighter themyign (largest dots) are removed in producing the final
lensing catalogue, while all sources fainter thagi,; (smallest dots) are kept. Intermediately
bright galaxies withmyight < I’ < Mint (Medium-sized dots) mark the transition between these
two regimes. Only in this magnitude interval, the selection into the final galaxy gaealby
colour indices applies: sources outside the thick polygon bounding tienrggwhich we find
the brighter galaxies and likely cluster members are included in the final caélS8ge Table 6.2
for the definition of the polygon tracing the locus of bright galaxies.

to S = 5.46. This may partly be explained by the small number of catalogue objfetstetl
by background selection. As can be seen by comparing the number atbjethe lensing
catalogue as a function ofkaint andmyyright In the lower panel of Fig. 6.3 with th8-statistics, as
selection starts removing (signal-diluting foreground) galaxies from tteéatpue ayging=> 215,
the S-statistics begins to increase around the same point. For instance, with a rdagnituat
Miaint = 22.5, the remaining 98 % of the sources yield & = 5.73, while for amgj; = 215
magnitude cut, the remaining 86 of the catalogue giv8=5.53.

The strong decrease in detection significancenigf; = 227 — most pronounced for the
Mbright = Mkaint Case — can also be attributed to a cut at faint magnitudes rejecting an inghgas
large number of signal-carrying background galaxies. For the varmglght < Muint cases, the
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Figure 6.3: Upper panel: The maximumMgp signal-to-noise ratio found in the vicinity of
CL0030+2618 as a function of the background selection introducedwy: and myrignt. The
solid line corresponds to a magnitude owyfigh:= Maint While the dotted, dashed, dot-dashed, triple
dot-dashed, and long-dashed lines denote background selectioakaky golours in increasingly
wide intervals offmkaint— Myrignt = {0.5, 1.0, 1.5, 2.0, 2.5} respectively. Here, the smaller polygon
in Fig. 6.2 is used, assuming a well-defined locus of cluster galaxies in ecddaumr-space and,
in turn, for a rather inclusive selection of galaxidsower panel: The numbem of galaxies in
the shear catalogue as a functiom®fign: andm,ine. The horizontal line givesl ~ 16000 before
applying any background selection for comparison. The colours andtiytes denote the same
cases as in the upper panel.

higher signals for a givem,n; demonstrate that galaxies of intermediate magnitude with colours
inconsistent with cluster ellipticals are kept in the catalogue and contribute $agtine.

Repeating this analysis with the “large” polygon defined in Table 6.2, we fiadttie de-
pendence 06 on myignt for a givenmg,ine can be largely reduced. This can be explained by the
restrictive choice of the “large” compared to the “small” polygon, leavinly arfew galaxies of
intermediate magnitude in the catalogue.

In the following analyses, we choose the “small” polygon and the parametgbination
Meaint = 22.5, Myright = 20.0, yielding the near—optimhloverall detection of the cluste = 5.84.

We also tested catalogues Witlint — Mpright > 2.5, but did not find any further increase in the

WWe prefermg, = 22.5 over the slightly bettem,, = 22.4 because of the greater robustness ofithg, = 22.5
cases with respect to changestgign:.
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S-statistics. We remark that the selection criteria found here are purely empiciemparison to
a photoz catalogue is performed in Sect. 6.2.3.

6.1.3 Detection of the Shear Signal

The weak lensing analysis that we conduct is a two-step process. Farspnfirm the presence
of a cluster signal by constructirgperture massnaps of the field, which determine the position
of the cluster centre and the corresponding significance. In the setepdbuilding on this
position for CL 00382618, the tangential shear profile can be determined and fitted, leading to
the determination of the cluster mass.

More precisely, we use th@-statistics, defined in Eq. (3.29). For the filter functiQ(x :=
16; —6.|/ 0541, we choose the hyperbolic tangent filter introduced by Schirmer etG07(2

1 tanh x/xc)

X) =
Quann(0)= 1 ey vt kg

: (6.1)

where the width of the filter is given by =0.15 and the shape of its exponential ciitsdor small
and largex is given by the default valudgs, b, ¢, d}={6, 150,47, 50}.

The value ofdyt in Eq. (3.29) is also fixed such that it maximis®g,(6c), which strongly
depends on the filter size used. Exploring the parameter space spartiygdibd the photometric
parametersmyight and Meint, We find, independent of the latter two, the high8stalues with
14 <0,t<15. The behaviour o8 as a function of, (at a fixedd.) is in good general agreement
with the results of Schirmer et al. (2007) for the same fi@ginn(X). Thus, we fixfg, = 145
in the following analysis, noting this number’s agreement with the size of aunddm images
(cf. Fig. 6.9). We also tested the influence of varying the paranxgiarthe Qrany filter and find
that, when all other parameters remain fixed, the maxirSuvalue in the QL5< x. < 0.6 interval
changes by 0.5 % but decreases more steeply for smaller valueg.of

Applying these parameters and measuhgn a reference grid of 60mesh size, we detect
CL 0030+2618 at the Bo level in a grid cell whose central distance of’3tom the ROSAT
position atao000= 00"30M336, 532000= 26°18'16" is smaller than the mesh size. We investigate
the cluster position in more detail in Sect. 6.3.1.

6.1.4 \Verification of the Shear Signal

Maximum Shear Because of the inversion of the noisy mat#® in Eq. (5.7), the resulting
values of the estimatdg| are not bound from above, while ellipticities are confined toex 1.
Thus, when attempting to measure weak lensing using the KSB method, we wiedidécan upper
limit max (|¢|) of the shear estimates we consider reliable. We evaluate the influenceobidiice

of max (e[) on theS-statistics (Eq. 3.29) by varying it while keeping the other parameters fixed,
such as min (#°9), the minimum min{) of the signal-to-noise ratio of the individual galaxy
detection determined by the KSB code, and the photometric paramejggs and my,int defined

in Sect. 6.1.2. In the range@<s max (¢[) < 0.8, we find a higher shear signal due to the higher
number of galaxies in the catalogues when using less restrictive cuts @igF6r max|g|) = 0.8,

we see a sharp decline in the lensing signal, which we attribute to galaxiemegitker catalogue,
whose ellipticity estimate is dominated by noise. We fix ma & 0.8, min (tr£9) = 0.1, and
min (v) = 4.5 simultaneously to their respective values. While nearly optimisingstseatistics,
this might bias the mass estimate because a cut in jgjpx(0.8 directly dfects the averaging
process yielding the shear.
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Figure 6.4: TheS-statistics (solid line) as a function of the maximum value of the ellipticity
estimatore that we include in the galaxy shape catalogue. The dashed and daghlideseshow
the sizes of the resulting catalogue before and after background seleEmSect. 6.1.2).

Shear Calibration We can account for this bias by scaling the shear estimates vdtiear
calibration factor f such thate — fpe to balance biases such as tHeéeet of max[g]). The
guestion of how gravitational shear can be measured unbiased aigkfyréas been identified as
the crucial challenge in future weak lensing experiments (see e.g., Heyyhah006; Massey
etal. 2007; Bridle et al. 2010). The “TS” KSB method employed here ban btudied extensively
and is well understood in many aspects. To correct for the biased stessurements, found by
testing the KSB pipeline with the simulated data in Heymans et al. (2006), the cdlgmation
factor was introduced and studied subsequently (Schrabback et(al; P@rtlap et al. 2009).
As pointed out by these authors, the calibration bias depends on bothéhgtktof the shear
signal being inspected, as well as on the details of the implementation and gelagiion for the
shear catalogue. In the absence of detailed shape measurement simuladiensluster lensing
conditions, we chose a fiducifj=1.08 from Hartlap et al. (2009) and assign an errar-gf=0.05
to it, covering a significant part of the discussed interval.

Complementary Catalogue We check the #icacy of the set of parameters we adopted for the
photometric cuts by reversing the selection of galaxies and calculatirg stegistics from those
galaxies excluded in our normal procedure. By reversing the bagkdrselection, i.e., keeping
only those galaxies regarded as cluster or foreground sourcesavihéit 18 bootstrap realisa-
tions of the complementary catalogue infer an aperture mass significaige ef0.83 + 1.06.
From the consistency with zero, we conclude that these ¢igstizely select the signal-carrying

75



6.2. PHOTOMETRIC ANALYSIS CHAPTER 6. CL0032618: THE PILOT STUDY

Table 6.3: Colours of prominent galaxies observed in the CL 8@8Q@8 field compared to colours
computed from CWWB8O elliptical templateszt 0.50 andz=0.25.

Galaxy z g-iv g-r r-v
G1 0516 283 194 089
G2 na. 196 141 055

CWW80EIllz=050 050 283 190 093
CWWB80EIllz=025 025 214 159 055

galaxies. As the background selection remofgs= Ncompiem/Ncat= 6.0 % of the sources in the
catalogue, we expect the biafpnScomplen/ Scat~ —0.8 % caused by it to be small.

6.2 Photometric Analysis

6.2.1 The Red Sequence

We consider thed —i’) versusi’ colour-magnitude diagram of the galaxies in the galaxy shape
catalogue (i.e., before applying cuts to select sources on the basis détis#irg signal) close to
the coordinates of CL 0032618 to identify the red sequence of thkis 0.5 cluster, because the
observedy andi’ passbands are onftiirent sides of the Balmer break at the cluster redshift.

Having removed the most extended galaxies early-on in the KSB pipelineg wetdexpect
to find the most prominent cluster members in the catalogue for which sheartestiana deter-
mined. The upper panel of Fig. 6.5 shows a rather broad distributigir-iri colour of the galaxies
atd < 4 from the Rsar cluster centré. Nevertheless, we find an enhancement in the number of
galaxies extending from around £i’) ~ 2.8 for thei’ ~ 21 to (@' -i") ~ 2.3 for thei’ ~ 27 sources in
our catalogue. This enhancement is caused in particular by a high nuiidexies very close
(0<2) to the cluster centre.

The CWWB80 template for an ellipticak= 0.50 galaxy predictsg —i’) ~ 2.8 shown as a solid
line and large dot ait = 20 in the upper figure of Fig. 6.5. This is in good agreement with the
bright end of our observed cluster red sequence, indicating that wedndktect the red sequence
of CL0030+26183 At z=0.25, the tentative redshift of the foreground structure found by Horne
et al. (2008, see also Sect. 6.2.5), the same template y@ldig)~ 2.1, shown by the dashed line
and large dot ait =20 in the upper plot of Fig. 6.5. The broad distributiongiri’ colours and
the weak red sequence of CL 003518 are consistent with the presence of a foreground group.

In the lower panel of Fig. 6.5, we show tige-r’ colours of the same central region galaxies
as a function of their’—i’ colours (compare also Fig. 6.2). In addition to the main clump, there
is a population of galaxies with both refi—r’ andr’—i’ colours that follow the locus of the
bright galaxies in Fig. 6.2. As expected, the CWW80 templateg 400.25 andz ~ 0.50 belong

2Figure 6.5 is a modified and corrected version of Fig. B1 in Israel ¢2@lL0). The catalogue now consists of all
KSB catalogue sources matching the “galaxy” criteria given in TableNoBe that the resulting change in the catalogue
is mainly due to sources with small half-light radiiand unclear stggalaxy distinction, which are now excluded. In
addition, errors in the plotting routine have been corrected. Both chaegek in a more prominent sequence of
cluster galaxies, in particular in the lower panel of Figure 6.5, but nedhteil further modifications “downstream” in
the analysis.

3For this argument, we can neglect the known slope of the red sequeade the lower metallicity of the many
dwarf galaxies among the fainter cluster members (Gladders et al).1998
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Figure 6.5:Upper plot Colour-magnitude diagram of all galaxies in the KSB catalogue with a
radial distance < 4’ from the centre of CL00362618. Symbol sizes and shades of grey denote
galaxies from the galaxy shape catalogue ifedént cluster-centric radial bins. Thye-i’ colours

of Coleman et al. (1980, CWW) template galaxiez at0.5 (solid line and large dot at = 20)
andz=0.25 (dashed line and large dot) are shown for comparison, as well aadtable bright
galaxies detailed in Table 6.1.ower plot Colour-colour diagram with the same objects. The
polygonal region delineating the locus of bright galaxies (cf. Fig. 6.2)vismgfor comparison.
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Figure 6.6: Source number counts in the CL 083618 and exemplary photometric redshift fields.
Given are the numbers of sources as fractions of the total number aft®lethe catalogue in
ther’ band for the MMT Mcacam CL 0030+2618 raw (long-dashed curve) and lensing (before
background selection; solid curve) catalogues as well as for the CEHIL field (dash-dotted
curve). The dashed curve denotes the COSMO8and number counts. Vertical dotted lines
indicatemyyright andMeaint.

to the redder population, and for < mg,in Would be excluded from the lensing catalogue by the
background selection (Sect. 6.1.2).

6.2.2 Comparison to Photometric Redshift Surveys

To check the significance of the optimal values empirically foundngign: and Mein: — i.€., to
determine whether they provide affextive distinction between galaxies at redshift 0.5 and
z>0.5 — and to estimate the geometric factDgs/ Ds) needed to convert lensing shear into a mass
estimate, we compare our data to two catalogues with known photometric retistrifiutions,
the CFHTLS Deep 1 field (llbert et al. 2006) and the COSMOS survegrtlkt al. 2009).

In Fig. 6.6, we compare the source number counts as a function of magoibséeved in
the CL0033-2618 field with MMT/MEecacam (before and after selection of high-quality shape
objects, i.e., the unflaggetExtractor objects compared to the galaxy shape catalogue) to the
CFHTLS D1 (MegaCam at CFHT, SDSS filter system) and COSMOS photaizas. For the
latter, the $Baru g*r*i* magnitudes similar to the SDSS filters are used. From the CFHTLS, we
use all unflagged sources classified as galaxies, detected in all figs [p&g'r’'i’z) and with a
photozderived from at least three bands whoseetror margimz,, satisfiesAzpn/(1+2zpn) <0.25.
Likewise, we use all unflagged sources classified as galaxies havinflagged phota-estimate
in the COSMOS catalogue that are detected in theu& g*r*it and CFHTI’ passbands.
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Figure 6.7: Fraction of,n<0.50 galaxies in the CFHTLS D1 field as a function of thgir’ and
r’'—i’ colours and’ magnitude. Each panel shows a dodecile of the phaiatalogue, i.e. one of
twelve equally populated magnitude bins, wherekttle dodecile includes all galaxies <r'<r,.

In each panel, the numbé;; of galaxies within cells of mesh siz&(g’ —r’) = A(r'-i’) =0.1is
plotted, using the same grey scaie/N_”. White grid cells are empty. The red, green, and blue
contours enclose regions in which 25 % (50 %, 75 %) of galaxies hzaye#®.50. The foreground
excision polygon we definegimpiricallyfrom the CL 003@-2618 data is overplotted in yellow.
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Figure 6.6 illustrates how the various cuts in the KSB pipeline remove faintigalfoom the
catalogue, shifting the maximunj, of the histogram fromr; =260+ 0.5tor; =250+ 0.5.
We note that the CFHTLS D1 shows a very similar histogram over most of lénearg magnitude
range 2 <1’ < 27.0, also peaking at’ =250 + 0.5. The other fields of the CFHTLS deep
survey, D2 to D4, show a behaviour similar to D1 and are omitted from Fig.o8.thé sake of
clarity. The COSMOS photo-z catalogue, on the other hand, is shallovtary fiy = 24.0 + 0.5,
but its number count function is similar to the one in the CL 082618 data at the bright end.
Therefore, we use CFHTLS as a reference survey, estimating the mslagtween galaxy colours
and photometric redshift in the CL 0082618 data from the D1 field and using all fields to derive
the redshift distribution.

6.2.3 Photometric Properties

We investigate thefect of the photometric cuts, applied to optimise the aperture mass detection,
on the redshift distribution of the CFHTLS D1 catalogue. Also with the photametits applied,
the number counts of the CL 0082618 and CFHTLS D1 catalogues still agree well.

In Fig. 6.7, we compare thé—i’ andg’-r’ colours of CFHTLS D1 galaxies with photometric
redshift to the background excision polygon we defined to contain alhbfig< 20.0) and most
of the intermediate (20 < r’ < 225) galaxies in the CL 00362618 field (Fig. 6.2). Figure 6.7
presents the galaxy numbers and the fractiog,ek 0.50 sources in the CFHTLS D1 photo-
catalogue in dependence of tHemagnitude andy —r’ andr’—i’ colours. First, the catalogue is
divided into its dodeciles im’, i.e. twelve magnitude bins of equal population are defined where
the k-th bin consists of the galaxigg , <r’<r,. By r;, we denote the magnitude of a source
such there is fraction d§/12 of brighter galaxies in the catalogue. Second, for each dodecile, we
show the numbeN;; of galaxies falling into grid cells of mesh siz€g —r’) = A(r'-i’) = 0.1,
using a grey scale. Figure 6.7 highlights that at brighonly a narrow strip in the colour—colour
space spanned lyy —r” andr’—i’ is populated, while the locus of galaxies becomes much more
diffuse towards faintar, similar to our findings in Fig. 6.2. Third, for each grid cell, we determine
the fraction of galaxies we define as foreground sources, i.e. theesowith a redshift estimate
7,nr<0.50. The red, green, and blue contours in Fig. 6.7 mark regions of tharectuour space
populated by increasing fractiorig of foreground galaxies compared to CL 003618.

We find that the brighter foregroundyf < 0.5) galaxies indeed populate a similar region
in the colour-colour diagram as theirddhcam counterparts, albeit being slightly shifted towards
bluerg —r’ colours. Thus, given its simplicity, our background selection is qufieient for
ther’ < 225 foreground galaxies, removing 85 % of them from the CFHTLS D1 catalo@®n
the other hand, we note the number of bright< 20.0) backgroundz,, > 0.5) galaxies to be
negligible. Only 28 % of the 20 <r’ <225 CFHTLS Dlbackgroundgalaxies, redder in’ —i’
than the foreground sources but nogir-r’, are removed by the selection criteria.

Concerning the faint galaxy population, we first observe that, despitsithiéar source
counts (Fig. 6.6), the colour distributions of faint sources in the CFHTLSid CL 00362618
fields difer qualitatively. Further investigations will be needed to relate this obsenvatia pos-
sible cause in the data reduction pipeline. Thiedence in the colour distributiongtacts the
impact of the background selection: in contrast to tl9%6 sources removed as foregrounds from
the CL0033-2618 catalogue, the size of the CFHTLS D1 catalogue is reduced by @0
The rates dfer little for the D2 to D4 fields.

Second, we note the existence of a significant fractiozpf 0.5 galaxieseven to very faint
magnitudeswe find 15 % of the’ > 22,5 sources and 8 % of th& > 25.0 sources to be in the
foreground to CL 00362618, judging from their photas. Our standard background selection
cannot identify these sources, leading to a contamination of the lensinggratalod a dilution of
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Figure 6.8: Photometric redshift distributions of the CFHTLS D1 to D4 fieltey a@pplication of
the photometric cuts defined in Sect. 6.1.2 (histograms) and van Waertsdk€&601) best fits to
the individual fields (solid lines). The functiddyg(zs; z3=0.5)/Ds(zs) is denoted by dashed lines.

the lensing signal. libert et al. (2006, their Fig. 16) and lIbert et aD@2€heir Fig. 14) confirm the
existence of this population of faint galaxies at Igy. Althoughcatastrophic outliersto which
azyn < 0.5 has been assigned erroneously, certainly contribute, a comparisospsittroscopic
redshifts (llbert et al. 2006, their Fig. 12) indicates that most are infi@etinearby galaxies.

Hence, applying our standard background selection to the whole CFIBLL&talogue, the
rate of zpn < 0.5 galaxies only drops from 18 % to 148 %. This indicates a similar level of
residual contamination to the CL 008618 background catalogue (Sect. 6.4.1), assuming that
its redshift distribution follows the one in CFHTLS D1. We account for thesstdilution caused
by foreground galaxies as a source of systematic uncertainty. To thismencheasure 18 %
galaxies atph<0.5 in the background-selected CFHTLS D1 catalogue, once.the@—i" < 3.0
sources, already covered in the correction factocfostergalaxies (Sect. 6.4.1) are excised. We
consider this 12 % uncertaint§ derived from shear calibratiorffects in Sect. 6.5.3.

6.2.4 Redshift Distribution

We use the redshift distribution in the CFHTLS Deep Fields to estiriage/ Ds), the catalogue

average of the ratio of angular diameter distances between deflectooanne,sand source and
observer. In the absence of (spectroscopic or photometric) redshiifts individual galaxies, this

quantity has to be determined from fields with a known redshift distribution.

“Note that due to the correction of an error, this valuféeds slightly from the 18 % given in Israel et al. (2010).
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Table 6.4: Best fit parametezg and median redshifts from the fit of Eq. (6.2) to the CFHTLS D1
to D4 redshift distributions. The parameté&xsndB in Eq. (6.2) are fixed in the fits from which
(Dgs/Ds) is computed for the redshifts of the clusters observed witlhdghm. Also shown are
the averages and standard deviations of the values obtained in the st fie

Field 2z  medfprn) || (Dds/Ds) | (Dds/Ds) (Dds/Ds) (Dds/Ds) (Dds/Ds) (Dds/Ds)

Z3=050 | z5=039 2z3=040 2z3=046 2z3=053 Z3=0.80
D1 091 095 0.362 0.460 0451 Q395 Q338 Q180
D2 081 084 0.320 0421 0411 Q0354 Q297 Q145
D3 084 088 0.336 0.436 0426 Q370 Q313 Q158
D4 094 099 0.373 0471 0461 Q406 Q349 Q190
(X) 0.88 092 0.348 0.447 Q437 0381 0324 Q168
o(X) 0.06 Q07 0.024 0.023 Q023 Q024 Q024 Q020

In Fig. 6.8, we show the binned photometric redshift distributions we finthidlCFHTLS D1
to D4 fields after having applied the same photometric cuts as to the Cl+Q638 data. The
apparent spikes seen at certain redshifts in all the four fields arectstifaused by the photo-
determination. Because of those, we prefer calculatihg/Ds) using a fit to thezyy-distribution.
We choose a functional form introduced by van Waerbeke et al. {2001

B Zpn A Zph B
Pz(Zon) = m (Z) exp(— (Z) ], (6.2)
wherez, is the typical redshift of the sources, aAdand B are shape parameters governing the
low-redshift regime and the exponential drofb-at high redshifts. The prefactor including the
Gamma function rendens,(z,n) a normalised probability distribution. We fit the binned redshift
distributions in the range 9z, < 4, fixing B= 1.5 for reasons of robustness to the default value
suggested by van Waerbeke et al. (2001). NAxt, 1.15 is fixed too, to the value preferred for
three of the four fields. The final results are summarised in Table 6.4|IFestedzy, we note that
Dys(zZs, 23)/ Ds(zs) varies substantially over the range spanned by the median redshiftsfibé tioe
D1 to D4 (see Fig. 6.8). We now calculate the average distance ratio fofieitby integrating
this function with the redshift distribution over all redshifts larger thgan0.5:

Das\ 7 Das(Z; )
<E>_ de po(e) = = e (6:3)

For the mass estimation of CL 008P618, we use the average and standard devigébgg Ds) =
0.348+ 0.024 of the distance ratios obtained for the four CFHTLS fields (see Taf)ea$ fidu-

cial value and uncertainty margin, respectively. These values araestamiswith the results
for (Dgs/Ds) computed directly from the histograms in Fig. 6.8. We improved the precision
of our fitting method, giving rise to the flierences between thi®ys/Ds) = 0.348 + 0.024 for

CL 0030+2618 we obtain here and tkiBys/Ds) = 0.33+ 0.03 we used in Israel et al. (2010). This

is one of the two reasons for the change in the mass estimate (Table 6.7) 30B3Ct2618 w.r.t.
Israel et al. (2010).
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6.2.5 Identifying the BCG of CL 0030+2618

Figure 6.1 shows two candidates for the brightest cluster galaxy of CD+#X#18, galaxies with
extended cD-like haloes and simii&mmagnitudes (Table 6.1). The galaxy G1, closer to thesR
and Gianpra centres of CL 00382618, was attributed to a cluster by Boyle et al. (1997), measur-
ing a spectroscopic redshift at1=0.516. We note that three of their six speciarez~0.25.

We note that G1 and G2 showfiirent colours in Fig. 6.1, each being similar to their fainter
immediate neighbours. As very extended sources, G1 and G2 are flagdgan in the pipeline
but are included in the rawSExtractorcatalogues. Aware of their larger uncertainties, we use
these magnitudédor G1, G2, and two other interesting extended galaxies (Table 6.1).

The observed/ —r’, r’—i’, andg’ —i’colours are compared to the ones predicted for a typical
BCG atz=0.50 andz=0.25, using the Coleman et al. (1980, CWW80) elliptical galaxy template
(Table 6.3). Nicely consistent with its spectroscopic redshift, we find theuce® of G1 to be
similar to thez=0.50 template, while G2’s bluer colours resemble the CWW template 8125.

We conclude that G1, located close to the X-ray centres, is a member of 302618, and
indeed its BCG. On the other hand, G2 can be considered the brightest mafnalfereground
groupat z~ 0.25. The existence of such foreground structure is corroboratededyrtadg’ —i’

distribution (Fig. 6.5). Its implications are discussed in Sect. 6.3.1 and 6.4.3.

6.3 The Multi-Wavelength View of CL 0030+2618

6.3.1 Comparing Centres of CL 00382618

The S-Statistics Lensing Centre We determine the centre of the CL 003518 lensing sig-
nal and its accuracy by bootstrap resampling of the galaxy catalogbg,pfalaxies used in
the measurements of ti&statistics. Choosing instead ofMg, corresponds to considering a
significance-weighted centre. From the basic catalogue we drawealsations each containing
Ncat SOUrces. For each realisation, we determinesttstatistics in the central region ofs&3’ side
length ¢-1Mpc) using a grid size of I5and record the highe§-value found on the grid and the
grid cell in which it occurs.

Weak Lensing Mass Reconstruction In order to get an impression of the (total) mass distri-
bution in CL 0033-2618, we perform a finite field mass reconstruction (Seitz & Schneidet,200
Sect. 3.2.3). This method directly aims at the two-dimensional mass distriifipand breaks
themass-sheet degeneraby assumingx)=0 on the boundary of the field.

The resulting mass map, derived by smoothing the shear field with a scaleisfshown
in Fig. 6.9, and a zoomed version displaying the central region of CLB3D8 as Fig. 6.10.
The thick contours give the surface mass derfsBeside the clear main peak of CL 00896518,
we find a number of smaller additional peaks whose significance we arg goiliscuss in the
following section.

Cuanora and XMM-N ewton  We compare these lensing results to detections by two X-ray ob-
servatories, €anora and XMM-Newton. For Gianpra, We use a surface brightness map pro-
duced from the 58 ks ACIS exposure (medium-thick, blue lines in Figs. @%&®). Using the

SHere, we useSExtractorAUTO instead ofISO magnitudes, known to be more robust at the expense of less accurate
colour measurements. Nevertheless, we find only sméi#tréinces between the two apertures, allowing for cautious
direct comparison.

6In contrast to the fact that CL 003Q618 likely has strong lensing arcs (see Sect. 6.3.3), hintirgzdt locally,
we measure much smaller surface mass densities. Thist & due to smoothing.
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Figure 6.9: Ther’-band image of CL 00362618, overlaid withr’-band galaxy light (thin,

red), Gianora (medium-thick, bluish; within the smaller square footprint), and XMI¢wNon
(medium-thin, magenta), and lensing surface mass density contours (tigiek) g\WWe show Ean-

pRraA surface brightness levels in multiples of B09cts cnt2s larcmim? in the Q5. . . 2. keV band.
Ther’-band flux density contours (thin red lines) start frofd® flux units per pixel, in intervals

of 0.005 flux units. Lensing convergence contour levels were obtained singdtie shear field

v(@) with a Gaussian filter of’2wvidth and are linearly spaced in intervals/f=0.01, starting at
k=0.01. XMM-NewTton contours show MOS2 counts smoothed by an adaptive Gaussian kernel
in logarithmic spacing. The labels “P1” to “P10” designate the peaks disdussSect. 6.3.2.
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Figure 6.10: Zoomed version of Fig. 6.9, showing only the central redi@L®030+2618.The
cross gives the position and-Lincertainty of the centre position of t&epeak obtained by boot-
strapping (cf. Sect. 6.3.1) while the star symbols with five and six points démod&-ray centres
found with ROSAT and @anpra, respectively. The source on the northern edge on which strong
X-ray emission is centred is named G4 in Table 6.1.
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Table 6.5: The additional shear, X-ray, and optical flux peaks disdussSect. 6.3.2. Given are
designations, J2000 epoch celestial coordinates and detection methods.

Peak 32000 032000 detected by
P1 00'31M02 26°26'30” X-ray, optical
P2 00'31M1%° 26°250” X-ray, optical

P3 0429315  26°26 shear
P4 0031M17  26°18 shear
P5 002949 26°1520” shear
P6 00'30"54°  26°23 optical
P7 00'31M10° 26°2115” optical
P8 00'31M0%° 26°1320” optical
P9 04'31M14° 26°10'30” optical

P10 0d30M515 26°07'30” optical

Zhang et al. (2010) method, we find the flux-weightadi@ra centre — obtained by weighting
each pixel in Ganpra’s field-of-view with its flux — at 0030M349, 26°18'05”, slightly (14'5) off
the flux peak at 0tBO"340, 26°18'13".

For XMM-NEewTton, we show detections in the EPIC-MOS2 chip, binned inx684 pixels
and smoothed with an adaptive &aussian kernel. The respective contours in Figs. 6.9 and 6.10
are less smoothed than those fromm&ra and therefore appear more jagged.

Lensing and X-ray Centres As can be seen from the cross in Fig. 6.10, the cluster centre de-
termined with the aperture mass technique falls within the most signifieat @5) convergence
contour and is, within its& error ellipse of 24 x 21”7, in good agreement with the flux-weighted
Cuanbra centre of CL 00382618, separated by 17 Similarly, it is consistent with the &ar
centre just outside the confidence ellipse and the XMt~ contours (6.10). All of these
cluster centres are, in turn, within20” distance from G1, the BCG.

Optical Galaxy Light In addition, we determine the distribution otband light from galax-
ies by adding the fluxes of all unflagged sources in$ifiextractorcatalogue whose magnitudes
and flux radii are consistent with the criteria defined for the galaxy caielay Sect. 5.4.3 and
Fig. 5.7/ We do so for each pixel of an auxiliary grid, then smoothing it with a Gaussi&g”
full-width half-maximum. In Figs. 6.9 and 6.10, thi&éband flux density is given in isophotal
flux units per Mecacam pixel, with a flux of one corresponding to ah= 25.8 galaxy falling into
that pixel (thin red contours). There is, amongst others, a discenritiand flux peak centred
between the galaxies G1 and G2 (Fig. 6.10).

6.3.2 Secondary Peaks

The shear peak clearly associated with CL 083818 is the most significant signal in theebA-
cam field-of-view, in the lensing-map as well as in the X-rays, which can be seen from the XMM-

’In absence of a usable half-light radii$or the more extended galaxies, we have to substitute flux figdiere.
Using the observed relation betweérand ¢y in our dataset, we consider as galaxies objects Wjth- 3.5 px at
16.75<ry ;70 <2275 andidy> 3.2 px atr) ;o >22.75.
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Newton count distribution. In the smoothedband light distribution, CL 00362618 shows up

as a significant but not the most prominent peak. We have to caution tHadkground selection
based ormyright and Mkin: Optimises the lensing signal for CL 0082618, with the likely &ect

that cluster signals at otherand hence with dierent photometric properties will be suppressed.
Nevertheless, we expect this suppression to be small in the relesarge. Keeping this in mind,
we compare secondary peaks in #hmap to apparent galaxy overdensities, as indicated by the
smoothed distribution af -band light, and to the X-ray detections.

The galaxy listed as G4 in Table 6.1, a strong X-ray emitter detected with a higal £ig
both Gianora and XMM-NewToN, is identified as a QSO at redshi#t= 0.493 by Boyle et al.
(1997) and confirmed to be 2t 0.492 by Cappi et al. (2001) who found a significant overdensity
of 0.5...2keV Gianbra sources in the vicinity of CL 003€2618. Regarding its redshift, it is
thus a likely member of CL 0032618.

The Gianpra analysis finds two additional sources of extended X-ray emission at Iidacsu
brightness. One of them, “P1” in Fig. 6.9, (see Table 6.5 for coordindttgsoand all follow-
ing peaks) is also detected by XMMeMToN and has been identified as a probable high-redshift
galaxy cluster by Boschin (2002, his candidate #&agoo=00"31M013, §12000= 26°26'39") in a
deep survey for galaxy clusters using pointadra observations. In the map, contours near
the north-eastern corner ofddacam’s field-of-view extend close to the position of this cluster, but
their significance near this corner and close to the bright star 2365 is doubtful. The Maa-
cam images show a small groupithigf r’ ~ 21 galaxies with similar colour in the three-colour
composite at the position of “P1”.

The other Gianora peak, “P2” is located near a prominent peak in thdand light, but
with a strong contribution from a single bright galaxy within its’68moothing radius. It does
not correspond to a tabulated source in either REDSIMBAD. We do not notice a significant
surface mass density from lensing at this position, but have to stressthgaan possible signal
might have been downweighted by the catalogue selection process.

Most peaks in the map, apart from the one associated with CL 083018, are located at a
distance smaller than thé @moothing scale from the edges of the field, likely due to noise am-
plification by missing information. Amongst them, only the second strongestk, “P3” seems
possibly associated with an overdensity of galaxies, but the coveragpefisdient to draw further
conclusions. For a shear peak “P4” close to sevenaktka and XMM-NewTon peaks, there also
is an enhancement iri-band flux, without galaxies appearing to be concentrated. Likewise, the
high flux density close to a possible shear peak “P5” seems to be cauaedingyle, bright galaxy.

On the other hand, we notice agglomerations of galaxies (“P6” to “P8") witluster-like
or group-like appearance that show neither X-ray nor lensing signal'lA7”, the nearby XMM-
NewTon signal is the distant quasar named I3 by Brandt et al. (2000). The tawgstr-band flux
overdensities “P9” and “P10” in the south-east corner of thesddam image appear to be poor,
nearby groups of galaxies.

6.3.3 Arc-Like Features in CL003G+2618

We note that, being a massive cluster of galaxies, CL 828Q8 is a probable strong gravitational
lens, leading to the formation of giant arcs. Indeed, we identify two tentatihasg lensing
features in our deep dbacam exposures. The firstis a very prominent, highly elongated-&(@’
west from the BCG (Fig. 6.1). Its centre is @jo00= 00"30M™327 andspo00= 26°1805"; its
length is>20". The giant arc is not circular but apparently bent around a neatbyyga

8Not visible in Fig. 6.9 due to its binning.
SNASA-IPAC Extragalatic Databas@ttp://nedwww.ipac.caltech.edu/
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The second feature possibly due to strong lensing is located near geBanii€h appears to
be an elliptical. With the centre of the tentative aragios=00"30"365 andsjogo=26"1914",
it is bent around the centre of the galaxy, forming the segment of a circlew@thradius. Thus,
an alternative explanation might be that the arc-like feature corresporaispgoal arm of the
close-by galaxy. However, this seems less likely given its appearance Methncam images. If
this arc is due to gravitational lensing it is likely to be strongly influenced by thetgtional field
of the aforementioned galaxy as it is opening to the opposite side of the destiee.

Whether these two candidate arcs are indeed strong lensing feature 90812618 will
have to be confirmed by spectroscopy.

6.4 Mass Determination

We analyse the tangential shear profidg)), i.e., the averaged tangential component @fith
respect to the weak lensing centre of CL 083618 found in Sect. 6.3.1 as a function of the
separatiory to this centre. At this point, we also introduce the shear calibration faéjot,
1.08, an empirical correction to the shear recovery by our KSB method aatbgae selection
(Sect. 6.1.4), and the contamination correction fadig#) we will specify in Sect. 6.4.1, thus
replacinge by fof1(6)e.

6.4.1 Contamination by Cluster Galaxies

In addition to the background selection basedyem’ andr’—i’ colours we estimate the remaining
fraction of cluster galaxies in the catalogue usingghei’ index. We will use this to devise a
correction factor accounting for the shear dilution by (unshearedjecloseembers. As discussed
in Sect. 6.2.1, the colour-magnitude diagramme of the CL 8@8Q8 field (Fig. 6.5) does not
show a clear-cut cluster red sequence, but a broad distributighHii, indicating two redshift
components. We therefore define a wide regi@x2)’ —i’ <3.0 of possiblered sequence sources,
including galaxies with colours similar to tlee= 0.50 CWW elliptical template but redder than
the z = 0.25 one (cf. Table 6.3). As this definition of “red sequence-like” galaisameant to
encompass all early-type cluster members, it will also contain backgrogstenss, giving an
upper limitfor the actual contamination by cluster galaxies in the catalogue.

Figure 6.11 shows the fractiofag(6) of sources with 2 < g’ i’ < 3.0 out of all sources in
the galaxy catalogue before (open symbols) and after (filled symbolshedetit based omyyignt
andm,ine has been applied as a function of distance to the centre of CL+JBA® as determined
by lensing (Sect. 6.3.1). For visualisation purposes, we prefgg(@) in bins of ¥ width, for
which the error bars show the measured standard error. We note g stooease of the number
of “red sequence-like” systems compared to the overall number of galeoieards the cluster
centre, indicating that a significant fraction of those are indeed cluster exenidost intriguingly,
the background selection seems to remove only few of these tentative chestdvers, with the
fractions before and after selection consistent within their mutual uncéesit all radii. This
finding can be explained to a large extent by galaxies too faint to be renfigvid background
selection criterion: If background selection is extended to the faintestitndgs (fxaini=29), no
significant overdensity of “red sequence-like” galaxies at the positi@L®030+2618 is detected
— but also the cluster detection in tBestatistics decreases. Although using fiedent selection
method, this modestfiect of background selection is in agreement with Hoekstra (2007).

By repeating this analysis centred on several random positions in ouafielahot finding
a significant increase of the “red sequence-like” fraction towardsetpesitions, we show that
the peak around the position of CL 0088618 is indeed caused by concentration of these galax-
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Figure 6.11: The fraction of “red sequence-like” galaxie® 2 g —i’ < 3.0 as a function of
clustercentric distance before (open symbols) and after (filled symbat®gbound selection.
The solid and dashed lines denotes the best-fitting &gmf an NFW surface mass profile and a
constant to the latter, obtained fromy&fit and a maximum likelihood method assuming Poisson

statistics. In this figure, we used thedzr centre of CL003©2618. We applyf; = feg+1 as a
correction factor for cluster contamination in Sect. 6.4.

ies towards the cluster centre. We find the residual contamination to be wedsented by the

function Snew(®)
NFW
feg(0) = Inrw(0)+B

the ratio of a NFW surface mass profigrw(0) and the sum of the same profile and a constant
background componeri. Becausefcy is obtained by counting galaxies inside and outside the
“red sequence-like” range, Poissonian statistics applies for this prokdtawever, we find the
“first-guess”y? minimisation implicitly assuming a Gaussian likelihood function (solid curve in
Fig. 6.11) to be in good agreement with the best-fit curve from considérmgoissonian likeli-
hood function. For simplicity, we use the Gaussiaf{it.

We follow the approach of Hoekstra (2007) and define a radially depsrfdctorf1(0) =
feg(6) + 1 correcting for the residual contamination. This correction factor segethe shear

(6.4)

owe expect the dierence in the resulting best-fit cluster parameters to be small compatesrtstatistical errors,
and note that the impact of the cluster member correction is generally @rablé 6.7). Nevertheless, we plan to apply
the Poissonian method in future analyses. Note that the binning in Fig. 6fdd\isualisation only; independent of
the fitting method, we evaluate for each galaxy whether it falls into the “redesece-like” ranged; =1) or not @; =0)
and fit Eq. (6.4) to the resulting vector. The Poissonian likelihood funésigiven by logLp=10g }}; gi with g; = f.4(6)
for di =1 andg; = 1- f.4(6) otherwise.
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Figure 6.12: The tangential shear profile of CL 082618, averaged in bins of 9Qvidth (solid

line with dots).Upper left: The best fitting NFW model in the default case (see text; dashed line)
and the binned cross-componé€a) of the measured shear (dotted line with diamonds). Error
bars give the standard deviation of measured values in the respectivefiyrer right: Shear
profiles computed from sources Eagidyoo> acLoozg right-facing triangles and triple-dot dashed
line) and Westd2000< @cLoosg, left-facing triangles and long-dashed line) of CL 062618 are
compared to the default fit (dashed linepwer left: NFW models withr,gg from the default fit
with concentratiorsetto cyrw =4.0 (dot-dashed line), and from fitting tggo, keepingcnpw =4.0

fixed (triple dot-dashed line), compared to the default fit (dashed lio@)er right: The same
models as in the lower left panel, but all truncated»as, with ag; o -2 drop-df at larger radii.

estimates close to the cluster centre, counterweighting the dilution by the largéen of cluster
members there. Note that we use figtent model forfeg(6) than in Israel et al. (2010), leading,
together with the changedys/Ds), to a change in the mass estimate for CL 003618 from
7.2x10%Mg to 6.8x10'Mg, (Table 6.7), well within the statistical error margin.

6.4.2 The NFW Model

Navarro et al. (1995, 1996, 1997) found the followihgnsity profileto provide a good represen-
tation of Dark Matter halos in numerical simulations, out to the virial radius:

dcpc
(r/re)(1+r/rs)?
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Table 6.6: Properties of the default model combining the parameter valdesanmptions going
into the NFW modelling. Parameters above the vertical line determine the galakygree, while
parameters below it influence how the NFW profile is fitted to the data.

Parameter Value see Sect.
max(el) 0.8 6.1.4
min(v) 45 6.1.4
min(tr £9) 0.1 6.1.4
Mbright 200 6.1.2
Mkaint 225 6.1.2
centre fromS-statistics 6.3.1
radial fit range 0<6<1Y 6.4.3
fo 1.08+0.05 6.1.4
f1(0) fc'\éFW(e) +1 6.4.1
(Dgs/Ds) 0.33+0.03 6.2.4

The NFWdensityprofile has two free parameters,combined in thescale radius = rooo/Cnew:

the radiug g0, inside which the mean density of matter equals 200 times the critical mass density
pc (Eg. 1.16), and the concentration parametgfy. The concentration parameter is related to the
characteristic overdensity in Eq. (6.5) by:

3
200 CNFw

0c = —
¢ 3 |n(CN|:W + 1) - Cpr/(CNFW + 1)

(6.6)

The overdensity radiusgg is an estimator of the cluster’s virial radius, and we define as the mass
of the cluster the mass enclosed withygo, which is given by:

An
Maoo= 2oo§pcr§>00 . (6.7)
To estimate for the mass of CL 0082618 from the weak lensing data, we fit the tangential shear
profile g:(6) with a NFW shearprofile (e.g., Bartelmann 1996; Wright & Brainerd 2000). The
corresponding reduced shear observable,

OnFw(U) = 1 (L) (6.8)

— knrFw(U)

can be expressed as a function of the dimensionless radial dislanqa:WDdHrg(}O containing
the angular separatichand the angular diameter distandg between lens and observer. The
convergence #nrw(U) — and shear syew(U) — profiles are given by (Wright & Brainerd 2000):

2rp009coe | 2 r( :m)
1- arctanh /53— (u<1)
gNFW(UZ—l)Zc | V1-w? \[Hu
p
knFw(U) = #‘3&2”;’ (u=1) . (6.9)
2r2000¢0c | 2 r( /u—l)
1- arctan /=— (u>1)
enew(UWP-1)Zc [T -1 T+u

1while Navarro et al. (1997) originally designed their profile as a singtespater model, we follow the usual
approach in weak lensing studies of expressing the NFW profile in tertmgdhdependent parameters.
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Table 6.7: Parameters resulting from NFW modelling of CL Ga3818 for models relying on
different assumptions. Given are the radii and concentration paramgfeaadcfi,, minimising
XE (Eq. 6.12). The fourth column shows the cluster milsgy from Eq. (6.7), while the fifth

column gives the mags= Mz0o/M3S! in units of the default cluster mass.

Model rggg/Mpc CE'FQN Mzoo(rzmdg) u
default 149_*5%‘ 1.8tg-3zg 6.8 25x10"Mgp  ——
05'<6<15  149%3c 205125 6.821x10MMg 100
/ ’ ) 0.8 42 4
0'<9<4 155024 1508, 7.732x10%Mg 113

max(e)=10 141705 177105870, 10M"M,  0.85
816 0f 33 1014

max(e)=10* 129015 14418 44+Z3101M; 065

centred on BCG _149%’&2’ 1699 6.8j§:§>< 10"Ms  1.00

no contam. corr. 8601 165709 6.4+29x10“Mg  0.94

fo=0.91 140j§f§1 17595, 5.7jif§><1014|v|@ 0.83
fo=1.13 1528{2‘ 18508  7.3"22x10“Mg  1.06
(Dgs/Ds)=0.324 155ﬁ8§6 1.9+99 7.7ﬁ§:§x1014M® 113
(Dus/Dsy=0.372  144°01% 17509 62+20x10MMg  0.90

and
rZOCﬁCpC » 4(3[.]2—2) arctanl—( _:E) + A In u + 2 u<l
CNEWEs | (2 1) V112 \[.+u Sn(3)+ 55| (u<h)
)
YnFw(U) = % [1—30 —4In 2] (u=1)
r2009¢0c 4(3*-2) r( bl) 4 n(u 2
HET »uz(uz—l)\/uz——lamta Vo) + > In(§)+ oo <D

(6.10)
Note that{Dys/Ds) enters into Eqgs. (6.9) and (6.10) via the critical surface mass deqysity

6.4.3 Fits to the Ellipticity Profile

In Fig. 6.12, there is a discernible positive tangential alignment signal dixigiout to~10 (or
~3.5Mpc) from the cluster centre. (The solid line and dots in all panels givetiear averaged
in bins of 90’ width.) In order to validate that this tangential alignment is indeed caused by
gravitational shear of a cluster-like halo, we fit the NFW reduced sheditepgiven in Eq. (6.8)
to the measured shear estimates, probing the rangé915. To avoid binning &ects, the fit is
done on individual shear estimates, not on the filled circles shown in Fig. 6.1

We define adefault modelsing the preferred parameter values presented in Table 6.6. The
table also lists references to the sections where these values are jugiibiedien to determinegg
andcyrw, We fit an NFW model to the shear estimates oflgresing catalogugalaxies, defined
by the parameters above the vertical line in Table 6.6. We repeat that tedmoachanges to the
default model compared to Israel et al. (2010): first, the improved estiofidfeys/Ds); second,
the correction to the cluster member decontamination. Tfierdnces in the best fit values of the
model parameters obtained for CL 083518 are caused by these modifications.

The fitting is done by minimising? using ariIDL implementation of the Levenberg-Marquardt
algorithm (Mo 1978; Markwardt 2009) and returningj, = 1.62+0.16 Mpc andct, | =1.9+1.0
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Figure 6.13: Confidence contours in the NFW parameter space spaytiee Varial radiusrgg
and concentratioongw, corresponding to confidence levels of 8%, 954%, and 6&8% for two
interesting parameters. Also given as symbols are the cluster parameters mgwﬁiezq. 6.12)
for four different cases. They are: the default model, using data in the complete)fange 15
(solid contours and dot); a model where the centrdl ate excised from the analysis (dashed
contours and diamond); and a model considering only data insid® @ 4’ ~ r,qg (dash-dotted
contours and square). The triple-dot dashed curve and triangle ahowedel without correction
for cluster members (“decontamination”).

for the free parameters of the model. Note that the superscript “fit” alwefers to results from
the Levenberg-Marquardt fitting. Comparing the best-fitting NFW modedHed curves in the
two upper and lower left panels of Fig. 6.12) to the data, we find the shefilego be reasonably
well-modelled by an NFW profile: we measuré/vqor = 1339913636~ 0.98, assuming an error

oiit=f1(@)og , og=foore/V2~0.29 (6.11)

for the individual shear estimate. We assigned the same weight to eacly galsur analysis.
Shear weightings discussed in Sect. 5.4.2. This overall agreement with NFW is consistent with
shear profiles of clusters with comparable redshift and data quality (Ckovae 2006b). We
discuss the NFW parameter values obtained by the fit and the radial reeigetich the NFW fit
is valid (the lower left and lower right panels of Fig. 6.12) in Sect. 6.5.

Gravitational lensing by a single axially symmetric deflector causes tangelidiaingent of
the resulting ellipticities. Thus, the ellipticity cross-componé&nt(d)) corresponding to a pure
curl field around the centre — assuming axial symmetry — should be consisterzero at allé.
The dotted line and diamonds in the upper panel of Fig. 6.12 shovgtHatindeed consistent or
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Figure 6.14: Confidence contours and valuesgf andcyrw minimising)(f (Eq. 6.12) in depen-
dence of the maximum shear estimator n@kpermitted in the catalogue: Given are the default
case (max€|) = 0.8, solid contours and dot, see Sect. 6.1.4); nagx€ 1.0 (dashed contours and
diamond); and majg]) = 10%, equivalent to no cut (dot-dashed contours and square). Triple dot-
dashed contours and the triangle denote the results for an otherwisét deddel centred on the
BCG of CL00306-2618.

nearly consistent with zero in its error bars in all bins but the innermd&t Bhis feature is, like
the general shapes of bathande,, quite robust against the choice of binning.

To investigate the role of lensing by the foreground mass associated with @25 galaxies
(cf. Sect. 6.2.5), centred to the East of CL 082618, we split up the ellipticity catalogue into
an easterna2oo0> @crLoozg) and westernd;2ooo< acLoosg) subset (with 5@ % of the galaxies
in each). We repeat the profile fitting for both of them separately, as theendé of a possible
perturber at the position of G2 should be small compared to the eastematalbgue. We show
the results in the upper right panel of Fig. 6.12, where left-facing triareyhel the long-dashed fit
curve denote the western subset, and right-facing triangles and thedoiptshed fit curve the
eastern subset. In accordance with the mass distribution displayed in Fig @8ich a higher
and more extended surface mass density can be found west of the @eGir®030+2618 than
east of it, theg; signal is more significant in the sources lying to the West of the cluster than to
the East. We find,, = 1.80+ 0.21 Mpc, ¢l = 21 + 1.1, andrf - = 1.44 + 0.24 Mpc,
CE}FW’E =15+ 1.5. The cross components in the central bins of both subsets are similarly high
than in the complete catalogue with the eastern half also showing ajhiigithe second bin. As
the values for,gg from the two sub-catalogues are consistent given their uncertaintienave
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Figure 6.15: Confidence contours and valuesgfandcyrw minimising)(f (Eqg. 6.12) for models
of different geometric factors: The default cagbgs/Ds) = 0.348 (solid contours and dot) is
compared to the lowkDys/Ds) = 0.324, dashed contours and square) and high c&Bgs/Ds) =
0.372, dot-dashed contours and diamond) derived from the CFHTL$ fiads in Sect. 6.2.4.

no clear indications for a significant impact of the foreground structts@énconspicuous lensing
signal is consistent with the inconspicuous X-ray signal at its position.

The deviation ofgx from zero by~ 1.5¢ in the central bin, out of the 10 bins we probe, is
not unexpected and does thus not pose a severe problem for thegtaggm of our results with
respect t@npw (Sect. 6.5.1). In a further test, we repeated the analysis centred onetitightest
cluster galaxy and found very similar results in terms of shapesaride, and fit parameters.

6.4.4 The Mass of CL 0032618

The merit functiony? using the error model given hys; (Eq. 6.11) provides a usable first guess
for the cluster parameters. However, Schneider et al. (2000) shthat@ better estimator of
the uncertainty in the individual shear estimate exists. This more accuratemotelo3, - =
a]?it(l—|gt,i|2)2 takes into account the dependence of the noise on the shear value stesibezted
by the model. Thus, for our default mass estimate, we evaluate the congibietmeen the
tangential reduced shegt;i(r200, Cnew) predicted by an NFW model for theth sample galaxy
and the tangential ellipticity componesif from the data by considering the function

N 2
» & 9i(ra00 onFw) &1

2_ (6.12)

2
i 2
=1 og, (1—|gt,i(r20a ChEW)| )
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Figure 6.16: Confidence contours and valuesgfandcyew minimising)(f (Eq. 6.12) for models

of different geometric factors, assuming an errow@f = 0.05 on the shear calibration and a
fraction of 152 % foreground sources in the lensing catalogue. The default Gas4,08 (solid
contours and dot) is compared to the caggs 1.13 (dot-dashed contours and diamond) and
fop=0.91 (triple-dot dashed contours and triangle) resulting from the erroetiogl.

We denote the use of this modified merit function by writip@ instead ofy?. Computing

Eq. (6.12) for a suitable grid of test parametesso and cyew, We determine the valueggg
andc{{l‘iF”W for which,yf becomes minimal. This approach allows us to better quantify the uncer-
tainties in the model parameters given the data and — an important advangaglesolzevenberg-
Marquardt method — also their interdependence.

In Fig. 6.13, we present the regions corresponding to confidenceafgesf 683%, 954%,
and 9973% in therygg-Cnrw-parameter space for three radial ranges in which data galaxies are
considered. The solid curves denote the default model with the complete<@ 5 range, giving
roue =1.49"314 Mpc andcin, = 1.87392. We will adopt these as the default results of our analysis
(see Table 6.7), yielding a cluster massvbfoo(rJp0) = 6.8 x 101*M, (statistical uncertainties)
by applying Eq. (6.7). Figures 6.14, 6.15 and 6.16 show the confidemtewrs for modifications
to our default model. We discuss these cases in Sect. 6.5, leading to an esfithateystematic

errors of the mass determination.

96



CHAPTER 6. CL0038&2618: THE PILOT STUDY 6.5. DISCUSSION FOR CL 008p618

6.5 Discussion for CL0038-2618

6.5.1 The Concentration Parameter

While our resulting2gp seems reasonable for a galaxy cluster of the redshift and X-ray luminosity
of CL0030+2618, its concentration, despite the fact that it is not well constrainedibgadia and
cluster weak lensing in general, seems low compared to the known proégaisixy clusters:

Bullock et al. (2001) established a relation between mass and concenpatameter from
numerical simulations of dark matter haloes, using a functional form:

(6.13)

enrwo (Muir \”
CNFw =

1+z \ M,

with cyrwo = 9.0 anda = —0.13 for a pivotal massvl, = 1.3 x 10*h M. Bullock et al.
(2001) find a & scatter of (18 in log cnrw) about the mean value. This, far= 0.50 and
Myir = 6.7 x 10" Mg givescnrw = 3.7j}:g. Comerford & Natarajan (2007), analysing a sample
of 62 galaxy clusters for which virial masses and concentration parasretee been determined,
and using the same relation Eq. (6.13), fepg¢w,o = 145+ 6.4 anda = —0.15+ 0.13, yielding
cnrw = 5.67 14 for the virial mass and redshift of CL 0032618.

This large interval is consistent within the error bars with our defeuty = 1.8"1-52 with
)(E/Vdof = 1341313636~ 0.98, but as the value itself remains unusually small, we investigate
it further. First, we testyew = 4.0, close to the value suggested by Bullock et al. (2001), by
fixing rgtooz 1.62 Mpc and ﬁnd(E/Vdof: 1342613637 and the shear profile of the resulting model
(dash-dotted line in the lower left panel of Fig. 6.12) to be clearly outsidetie margin for
the innermost bin, demanding a significantly higher shear in the inrféthi#h consistent with
the measurements. With changescigw mainly afecting the modelling of the cluster centre,
there is no such tension in the other bins. In the next step, we repeat thehfi profile, now
with cypw = 4.0 fixed andragg as the only free parameter. The resulting best-fitting model yields
rgg‘oz 1.46 Mpc (triple-dot dashed in the lower left panel of Fig. 6.12), still outbidieclose to the
measured &-margin of the data. As this fit giveg{/vdof: 1342Q'13637, we conclude that more
strongly concentrated models than the default are indeed disfavoured.

Residual contamination by cluster galaxies reduces the meagyigdas can be seen when
“switching of” the contamination correction factor (see Table 6.7). This is expectechéaoima-
tion suppresses the signal most strongly in the cluster centre. Removiradgalies at separations
0< 0.5 from the analysis of Eq. (6.12), we indeed measure a higﬁ_&,{lz 2.05j%gg, but for the
price of larger error bars, as the same galaxies close to the cluster bantréhe highest con-
straining power ortyryw. As can be seen from the dashed contours and the diamond in Fig. 6.13,
excising thed < 0.5 galaxies just stretches the confidence contours towards highgt leaving
rime=1.49"322Mpc, and thus the inferred cluster mass unchanged (see also Table 6.7).

Replacing the contamination correction with a background selection down tiaititest
magnitudesrtx,ini=29), removing a large fraction of the “red sequence-like” galaxies inG-idL.,
also yields a slightly highemf,\‘}FW:S.O + 1.5 in the shear profile fit, together with a slightly larger
rh ,=1.65+0.18 Mpc (compared to the defawff,, =1.9+ 1.0 andrfit =1.62+0.16 Mpc) and a
less significant detectidd(f.) =5.10 than the default case. We note that these values are consistent
within their mutual error bars. A further possible explanation for the éQujy due to additional
lensing by thez ~ 0.25 foreground structure is rather unlikely (cf. Sect. 6.4.3). We notice tha
existing literature puts more emphasis on clusters shoekugssiveeoncentration parameters;
see e.g., Oguri et al. (2009) who find concentration higher than prddiceeWL analysis of four
strong lensing clusters.
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Except for the extraordinary cases of CL 1#6414 and CL 16444001 (Sects. 7.3.7 and
7.3.8), CL 00382618 exhibits the lowest concentration parameter out of our eight clusMas
discuss the mass-concentration relation for the subsample of eigiatMi clusters in Sect. 8.2.2.
Concerning CL 00362618, the highecyrw measured with the same method add credit to our
measuredyrw = 1.8 52 being caused by a physicafect in the cluster rather than a bias in the
analysis. Some indications from simulations exist that link scatter and biasggnto cluster
triaxiality (Corless & King 2007) and merging (Clowe et al. 2004). Howgftather investigation
is needed to confirm whether low measucggly, both in the case of CL 0032618 and generally,

correlate with indicators of cluster merging.

6.5.2 The Extent of the NFW Profile

Navarro et al. (1997) designed their profile to represent the mass dikiritof galaxy clusters in
numerical simulations within the virial radius. Thus, as theory provides mpedling argument
to use it out to larger radii, this practice has to be justified empirically.

In the lower right panel of Fig. 6.12, we show results for a toy model lerd@ifi which the
shear signal drops faster than NFW outsigg. For simplicity, we chose the shear profile of a
point mass, i.e.

2
Gt.ext(0) = Ge.nFw(6200) ( 200) (6.14)

for 6> 0,90, the separation correspondingrt@o. As in the lower left panel of Fig. 6.12, dashed,
dot-dashed, and triple dot dashed lines denote the fit togdlmndcyrw, settingenew =4.0 for
the same»qp, and fitting tor g for a fixedeyew =4.0, respectively. The truncation poirttsg are
marked by squares in Fig. 6.12. For the usual two-parameter mode&@gmc—xﬁ’NFW:OA?, as
for the other two models, theftierence in goodness-of-fit between the truncated and pure NFW
profiles is marginal.

Additionally, we repeat the evaluation of Eqg. (6.12) on the parameter grigdiaxies 0<
0 <4’ ~ 000 Only. The dash-dotted contours and the square in Fig. 6.13 for the regsofitrmal
parameters show the corresponding values. H&¥g=1.55'75 Mpc andcfih, = 1.5728 are more
degenerate than in the default case (cf. Table 6.7). We conclude thatisheo ewdence in the
CL 0030+2618 data for a deviation of the shear profile from NFW at,q0. Applying Occam’s
razor, we use this profile for the whole radial range, but stress calytithat we cannot preclude
anunderestimatiomf the errors and, to a lesser extent, a bias in the virial mass here.

6.5.3 Shear Calibration

As already pointed out in Sect. 6.1.4, the maximum shear estimatofafaxnsidered in the
catalogue stronglyfiects averaged shear observables. In Fig. 6.14, we quantify thisdkpmn
by comparing the confidence contours and best valuesdgandcygw from the default max£]) =

0.8 catalogue (solid contours and dot) to cases with jaeq1.0 (dashed contours and diamond)
and maxfe|) = 10* (dot-dashed contours and square). The latter includes even the meshextr
shear estimatéé The maxfg|) cut, via the amplitude of the shear signal, mainly ianuemggg
reducing®it by 5 % and 13 % for the frequently used miaR(= 1.0 and the extreme max() = 10%,
respectively. In turn, the mass estimate would be reduced by 15 % and&bc&4n be seen from
Table 6.7.

2Note that, although unphysical, shear estimateg in KSB are to some extent justified when averaging over large
ensembles.

13The sign here is likely due to a statistical fluke; theory expefiisto increase with a less strict mgs{f. We return
to this question in Sect. 8.2.1.
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The influence on the mass estimate by the choice of jgjni§ compensated by the shear
calibrationfo# 1; and we account for thigtect by considering dlierentfy. Given the uncertainty
o1, =0.05 (Sect. 6.1.4), we repeat the analysis of Eq. (6.12) #ith1.13. For the negative sign,
the signal dilution by foreground galaxies has to be taken into account. i@mglin quadrature
the 152 % foreground dilution estimated from the CFHTLS D1 field (Sect. 6.2.3) wjthwe
arrive atfp = 0.91 as the lower bound of the error margin. Th& % (—17 %) variation infg
translates inta+2.0 % (6.0 %) in r’zn(;g, yielding again~ +6 % (=~ —17 %) variation inMyqq (see
Table 6.7).

6.5.4 Combined Mass Error Budget

Replacing the weak lensing centre in our default model by the cluster’s &@e centre of the
NFW profile, we find the resulting fierences in35 andcqh,, returned by minimisingZ, and
hence inM»qq, to be small (cf. triple dot-dashed contours and triangle in Fig 6.14; Tabje\&'&

conclude the error on the chosen centre to be subdominant.

Variations in the geometric factébDys/ Ds) induce a similar scaling irggg andcﬁiF'{N as shear
calibration does. Using the error margin from the determination of the distatios from the
CFHTLS Deep fields (Sect. 6.2.4), we produce confidence contout®fg/Ds) = 0.30 (dashed
lines and square in Fig. 6.15) atidys/ Ds) =0.36 (dot-dashed contours and diamond). Comparing
to the default model (solid contours and dot), we find an increasggrby 4.0 % and by 13 % in
Moo for (Dgs/ Ds) =0.324 (a more massive lens is needed for the same shear if the sourcegalaxie
are closer on average) and a decrease.4¥8inr™" and 10 % inMaqo for (Dgs/Ds) =0.372 (cf.

200
Table 6.7). The confidence contours for these cases are shown th Hg.

An additional source of uncertainty in the mass estimate not discussedase faaxiality of
galaxy cluster dark matter haloes and projection of the large-scale se(c&®) onto the image.
King & Corless (2007) and Corless & King (2007) showed with simulatedtetaghat masses
of prolate haloes tend to get their masses overestimated in weak lensing whilesnod®blate
haloes are underestimated.

Again owing to cosmological simulations, Kasun & Evrard (2005) devisetiadiformula
for the largest-to-smallest axis ratjof a triaxial haloes as a function of redshift and mass

1(Ma00.2) =101 + 2° (1— mn(hlg"l%%)) (6.15)

with e=0.086,¢=0.023, andyo=0.633. Inserting the values for CL 0082618, we find;=0.61
and, like Dietrich et al. (2009) whose lines we are following, derive thieiang maximal biases
from Corless & King (2007): for a complete alignment of the major cluster aiis the line of
sight mass is overestimated by 16 %, while complete alignment with the minor axits riesa
10 % underestimation.

The projection of physically unrelated large scale structure can lead toidicagt under-
estimation of the statistical errors Mygg andcyrw (Hoekstra 2003, 2007). The simulations of
Hoekstra (2003) yield an additional erroref.2h1x10'*Mg = +1.67 x 10"*M, for a cluster in
the mass range of CL 0032618, and little redshift dependence fos 0.2. Thus, we adopt this
value as the systematic uncertainty due to large scale structure. The imh&3& pfojections on
WL cluster number counts and the cluster mass function was studied by, arganMt al. (2010).

We define the systematic mass uncertaindys as the quadratic sum of the errergy; from
shear calibrationg-geom from the geometric factokrpr; from projection, andr_ss from large-
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scale structuré? The total error, used in Fig. 8.2, is then defined as the quadratic sum alisd-in
ing o sy €valuated independently for the positive and negative error contnitsutio

O—tzot = Ugtaﬁ' Ugys =0 gtat"’ O-ESS+O—Sroj+O-éeom+ Ogan (6.16)
We note that the statistical errors are already quite large and the dominatingifaEq. (6.16).
As its main result, this study arrives at a mass estimatdgf = 6.8'2322 x 10'M¢, for
CL 0030+2618, quoting the statistical and statistical error as the first and secoadainty. Con-
cerning the total uncertainty, we fifdzg0= 6.8°3 x 10"*M@. Because the uncertainties to due
to triaxiality, shear calibration, and the uncertainty in the geometric factor altetiwative rather
than additive errors, the error margin yielded by Eq. (6.16) are misleadileg wompared to de-
tection significances. Multiplicative uncertainties do nfieet theS-statistics cluster detection.
Therefore, comparing the cluster mass estimate to the lower boundary oftiéal error margin
does not give its detection significance.

we remark, however, that strictly speakimgss qualifies as a statistical error, because it leads to an increase in the
uncertainties rather than a scaling of the mass estimate.
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Chapter 7

MMT Analysis of Seven400d Clusters

7.1 Photometric Analysis

7.1.1 Number Counts and Redshift Distribution

In Sect. 6.2.2, we found that tm&band source count histogram of the CL 082618 data anal-
ysed in the pilot study closely matches the distribution in the CFHDEeBpfields. Noting that
the net exposure times for theéband of the seven further ddacam clusters are shorter than for
CL 0030+2618, we now compare theddacam humber counts in these images to CFHTRE8ep
as well as the shallower COSMOS phatoatalogue.

The r’-band magnitude distributions in all eight cluster fields we analysed arensiow
Fig. 7.1. In analogy to Fig. 6.6, we compare the galaxy shape catalogtmaambwith M:Ga-
caMm to the histograms af*- andr’-band magnitudes from the COSMOS (lIbert et al. 2006) and
CFHTLS Deep 1(llbert et al. 2009) phota-catalogues. We note that only theband data set
of CL 1641+4001 matches the depth of the CL 082818 field, as we would expect from the
limiting magnitudes given in Table 4.2. The brightest and consequently the largest deviation
from the CFHTLSDeep Ihistogram coinciding with the two deepestdAcam fields can be found
for CL 13546232 and, unfortunately, for the most distant of the eight clusters, GQB36.
We further note that in the CL 08682811 field, showing the sam¢ =254 measured in a’2
aperture (Eq. 4.3) as CL 1358232 but a considerably better seeing, the catalogue extends to
fainterr’-magnitudes. Thus, all Macam cluster fields reach deeper than the COSMOS photo-
catalogue. The two deepest fields reach the depth of the CFHDEEpfields, and exceed them
in the case of the nominal 7500 s exposure we plan to obtain in fa@fdWL observations.

In the CL0033-2618 analysis, we used the CFHTIC®epfields’ photozs as a proxy for
the unknown redshift distribution of our background sources. leit@test for a possible bias in
(Dgs/Ds) for the more shallow cluster fields, we repeat the fit of Eq. (6.2) to the phodtalogues
from the fourDeepfields with the following modification: Introducing a magnitude cut, we re-
move all galaxies with” > rp,,, from the CFHTLS catalogues. Vertical lines in Fig. 7.1 indicate
the corresponding cutfls in the histogram for the casgg,,=26.0 andr/,,,=25.0.

The dtect of the magnitude cut for the relevaf,, interval is presented in Fig. 7.2, where
solid lines and shaded areas denote the mean values and standard deviatizga/Ds), resp.,
averaged over the D1 to D4 fields, in dependence,gf. For three deflector redshifig span-
ning the range of our Msacam clusters, we compare {®qys/Ds) calculated from the complete
catalogues. We note that &},, = 27.0, the diference is negligible, because few sources are re-
moved from the catalogue. Virtually independentzgfwe find the(Dgys/Ds) for the cases with
and without magnitude cut to agree within mutual error barg fg ~ 25.2. In other words, at
I'max = 25.2 — for which the faintest /3 of galaxies is cut from the D1 catalogue — the variation
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Figure 7.1: Comparison of the-band source count histograms for all eight clusters discussed in
this thesis with the COSMOS -band (thick, light-grey line) and CFHTLBeep Ir’-band (thick,
dark-grey line) data from the photoeatalogues of llbert et al. (2006, 2009). Plotted are the
source counts in bins of ®mag width and scaled by the total number of sources in the respective
catalogue, on a logarithmic axis. The upper panel shows tiedim galaxy shape catalogues
for CL0030+2618 (black, dashed line), CL 0150030 (red, dash-dotted), CL 0280836 (blue,
triple dot-dashed), and CL 0862811 (green, long-dashed). Vertical dotted lines indicate the
effects of magnitude cuts af,,, = 26.0 andry,,, = 25.0. The lower panel is the same, but for
CL 135746232 (black, dashed), CL 1418446 (red, dash-dotted), CL 1644001 (blue, triple
dot-dashed), and CL 1786414 (green, long-dashed). For CL 08218, compare also Fig. 6.6.
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Figure 7.2: Change ifDgys/Ds) introduced by applying a magnitude cut at@¥ r/,,,> 250 to

the CFHTLS D1 to D4 phota-catalogues. Solid lines and shaded areas give the mean values and
standard deviations @Dys/Ds), resp., calculated from the folleepfields as a function of},,
atzy=0.4,243=0.5, andzy=0.8. For comparison, symbols with error bars, connected by horizontal
dotted lines, showDgs/Ds) for the full catalogue, i.e. up to the faintest source’at30.57.

within the four Deepfields has the same amplitude as tlfee of removing the faintest sources.
In our shallowest field, CL 02301836, we measurelaniting magnitudeof r; =251, with 52 %
of the sources in the KSB catalogue and still 15 % of galaxies in the galaye staalogue (cf.
Fig. 7.1) showing’ > 25.2. We thus conclude that no significant biagys/Ds) is introduced by
using the full D1 to D4 catalogues for @D0d Mecacaum fields. For the averagdys/Ds) values
and standard deviations computed with the individual cluster redshiftefeeto Table 6.4.

7.1.2 Background Selection

Contrary to the expectations, the background selection applied for Q+283.8 was not very
efficient in removing foreground and cluster galaxies on the CFHDEeSpphotoz catalogues.
Therefore, for the analysis of CL 0150030, CL 02381836, and CL 08092811 (for which data
in three bands are available), we aim at improving the background selbgtionestigating the
relations between photzs and galaxy colours in the CFHTLBeepfields.

In Fig. 7.3, we present the galaxy numbers and the fractiog,k 0.40 sources in the
CFHTLS D1 photoz catalogue in dependence of tHeanagnitude and’—r’ andr’—i’ colours. The
layout is the same as for Fig. 6.7, with the red, green, and blue contouits in&marking regions
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Figure 7.3: The same as Fig. 6.7, but showing the fractigof galaxies withzy, < 0.40 in the
CFHTLS D1 field as a function of thegy —r” andr’—i’ colours and’ magnitude. Red, green and
blue contours correspond figy = 25 %, 50 %, and 75 %. Based on the distributiorzgf< 0.40
galaxies in the three brightest dodeciles, we define the yellow polygoTébde 7.1), in order to
remove foreground galaxies from the CL 038®30 and CL 08092811 fields.

of the colour—colour space populated by fractidpsof 25 %, 50 %, and 75 % of foreground
galaxies compared to tlig=0.40 clusters, CL 01590030 and CL 08092811. The contours are
defined such thaky exceeds the respective threshold in all grid cells enclosed by the contour
As expectedfiy generally decreases towards fainter magnitudes, with only aJjew0.40
sources at’ >26.0. For all magnitudes, foreground sources wit > 0.5 are rare. In the brightest
three dodeciles, a well-defined region with a distinctive edge towardsredd’ colours existy,
confirming our similar results for thgy < 0.50 sources from Israel et al. (2010) and Sect. 6.2.3.

1Towards very blue’—i’ colours, few galaxies are found in the CFHTLS D1 catalogue, basicalbf tiem at low
z< 0.4 redshift. This can be seen from the contours in Fig. 7.3 which follow tegutar shape of the point cloud. We
choose a conservative miri£i’)=-1.0 limit for the selection polygons (Table 7.1), botlzat0.40 andz=0.80.
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Figure 7.4: The same as Fig. 6.7, but showing the fraction of galaxies0.80. Applying the
cuts given in Table 7.1, we define the yellow polygon in order to removefotmd galaxies from
the CL 0233-1836 field.

Although the preferred locus @fn < 0.40 galaxies depends little on themagnitude, the zone
populated by lowz objects becomes morefilise for fainter sources. Finding little significance
in the frg-distribution atr’ > 25.0, dominated by small-number Poisson noise, we find our back-
ground selection method justified, which includes all sources faintemthgpand selects brighter
galaxies based on theif —r’ andr’—i’. Furthermore, the secondary rolerofyigh: compared to
Mkaine iN the CL 00363-2618 analysis (Sect. 6.1.2) becomes clear from Fig. 6.7, correspotuding
Fig. 7.3 atzy=0.50, noticing the small number of <20 galaxies.

Calculatingftg for a cluster redshift ofy=0.80, we show the regions preferentially inhabited
by galaxies in the foreground of a cluster like CL 023836 in Fig. 7.4. For the higher cluster
redshiftzg, the regions in colour—colour space where a given valug,of exceeded extend as
well towards fainter’ as towards reddeg’ —r’ andr’ —i’ colours. Forzg = 0.80, only a small
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Table 7.1: Cuts defining the polygons used for background selectighdar 0.40 andz= 0.80
clusters, based on the colours of foreground galaxies (Figs. 7.3.4nd/e specify the values of
g-r,r'-i’, andsg =4(r' —i’) — (g’ —r’) at the edges of the polygons. Compare to Table 6.2 for
CL 0030+2618, wheres=s3-1 5 was used.

Redshift min(’'-i’) max{’'-i’) min(g-r’) max@-r’) A min(s) max(ss)
z=04 -1.0 0.7 01 16 25 =35 0.5
z=038 -1.0 12 03 17 15 -30 0.7

number ofbackgroundsources remain in the first dodecile, while there are significant foragrou
objects even in the| <r’ <r7, bin.

We adjust our background selection polygorzde 0.40 andzy=0.80 by using the polygons
(plotted in yellow in Figs. 7.3 and 7.4) based fayr>0.25 contours in the three brightest dodeciles
(r'<2391) of the CFHTLS D1 phota-catalogue and defined by the cuts given in Table 7.1.

7.2 Lensing Detections

7.2.1 The Three—Band Clusters

Adaptations to the Background Selection In this section, we present the lensing detections for
the clusters CL 015080030, CL 0238-1836, and CL 08092811. The preparation of catalogues
and KSB analysis for these objects for which we hgiv&’ data (cf. Table 4.2) has been performed

in complete analogy to CL 003@618. Parameter values determining the galaxy shape catalogues
are summarised in Table 5.3. We now focus on the optimisation of the lensingd, sigteamined

by Myright and mkaine. Based on the knowledge obtained by analysing the phdistribution in

the Deep Ifield (Sect. 7.1.2), we construct the background selection polygonisdar: 0.40 and
z=0.80 cases (Figs. 7.3 and 7.4). Table 7.1 lists the parameter values definpaytpens.

The relations between galaxy colours and photoeasured in the CFHTL®eep Ifield
(Figs. 7.3 and 7.4) show that,j; is the more important parameter for constructing fiaative
background selection thamyight: Even for the brightest magnitudes in tBeep Ifield, and at
Z4=0.80, a distinction between foreground and background sources ibledsased omg’—r’ and
r’'—i’. This is also consistent with our experience from CL 083618 (Fig. 6.3), where including
all galaxies up to the saturation limityrigne=r; ., (cf. Sect. 5.4) does not significantly lower the
shear signal compared to its maximum. Hence, we focusigg in the following analysis.

We determine th&-statistics (Eq. 3.29) for the three cluster fields, using a grid 6frhésh
size and testing several cases of the parameters defining the lensinguasaldBesideajnt
andmyright, We vary the “polygon parameters”, miri ¢i’), max ¢’—i’), min (@ -r’), max @ -r’),
min (sz), max (sz), andg from their default values given in Table 7.1. Optimising the lensing
catalogue is an iterative process, of which we present the final resulflf 0159+0030 and
CL0809+2811 in Fig. 7.5, and for CL 023836 in Fig. 7.6. Using preliminary values fo¥ajnt
andmyright, we determine the optimal value for the filter scadg: in Eq. (3.29), which depends
on the mass andof the cluster. The results are visualised in the upper panel of Fig. 7ighwh
showsS(6our) for the final lensing catalogues. We fingfi = 105 for CL 0159-0030,65% = 8/5

Yout T

for CL 0230+1836, andior; = 135 for CL 0809-2811. Based on the preliminary analysis, we also
determine the position of the-peak for the three clusters. We discuss the lensing centres and the

spatial distribution of the aperture mass signal in Sect. 7.3.
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Figure 7.5: TheS-statistics detections of CL 0159030 (pper plo) and CL 08092811 {ower
plot) for different background selection models. Shown inudpper panelof both plots is the
significance level of the lensing signal as a functiom®gf, at the position of the lensing peak
for filter scales 0B =10/5 (CL 0159-0030) and#oh, = 135 (CL 0809+-2811). In both plots, the
solid line denotes the case for the valuemgfign: which we adopted. For comparison, the dashed
and dot-dashed lines show the variationmifigh: is chosen D mag brighter or fainter; and the
dotted lines give the results of a magnitude cut. For the same casésytdreganelof both plots

show the cumulative number density of sources in the lensing catalogueasti@af of Mgnt.
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Figure 7.6: The same as Fig. 7.5, but showing $astatistics detection of CL 0231836 for
different background selection models and a filter sca#idh# 8/5.

Results for CL0159+0030 and CL 08092811 Figures 7.5 and 7.6 show the aperture mass
signal-to-noise ratio in the respective peak pixels an®fgr= 935§ as a function ofgjnt. Of

the twoz =~ 0.40 clusters, CL 08082811 withSyax = 5.39 for the final lensing catalogue shows
a stronger shear signal than CL 038®30 withSyax=4.12. As solid lines in Fig. 7.5, we plot
S(Maint) for the default value onyright, Which we adopted based on the preliminary analysis. We
compare to the cases whargign: is varied by 10 mag to brighter (dashed line) or fainter (dot-
dashed line) magnitudes, and to a magnitude cutyagnt = Mkaint (dotted curve). Note that the
curves fomaint > Myrignt Set df from the dotted curve as theffirences between the corresponding
lensing catalogues grow with large@f,jn:. For both CL 01590030 and CL 08092811, the default
case shows a more pronounced peak than the best magnitude cupaoadiag to an increase of
AS ~ 1 in the significance level owed to the background selection using threks bémthe case

of CL0809+2811, we observe the peak at am,,; for which a magnitude cut already gives a
significantly smalleS than including all galaxies fainter thaf), ..

Qualitatively, we observe similar behaviours $fmint) in the upper and lower plot of
Fig. 7.5, arriving atm,jn; = 24.6 for CL0159+0030 andm,n: = 24.8 for CL0809+2811. As
shown in the lower panels of Fig. 7.5, we coungt = 11.58 galaxiegarcmir? and Ngal = 10.36
galaxiegarcmir? in the respective lensing catalogues. By choosipg: = 24.6 for CL 0159+0030,
we take the source number density into account: Noticing the very smalb galaxiegarcmir?,
we consider the& > 4 we measure fomgin = 26 in CL0159-0030 as a likely statistical fluke,
and the match with a similar peak in CL08@B11 as mere coincidence. Considermgignt,
the value of 225 found for CL 08092811 indeed gives a high&hax thanmyignt= 215 or 235
(dashed and dot-dashed curves in the lower plot of Fig. 7.5). For 6240030, the default
Muright = 20.0 is slightly better thamyyigh: = 21.0 (dot-dashed curve) and indistinguishable from
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Figure 7.7: TheS-statistics detections of the three-band clustengpér panél discussed in
Sect. 7.2.1 and the single-band clustéosvér pane] Sect. 7.2.2) as a function of the filter scale
Bout. Shown are the values f@ at the maxima of the shear peaks for CL 046030 (dashed
curve), CL02308-1836 (dot-dashed curve), and CL 08811 (triple-dot dashed curve) in the
upper panel; and for CL 13556232 (solid curve), CL 14164446 (dashed curve), CL 1644001
(dot-dashed curve), and CL 1708414 (triple-dot dashed curve) in the lower panel. For all clus-
ters, the final lensing catalogues are used.

Slight variations in the polygon parameters induce only small changes i8(thgin;) we
measure for the ~ 0.40 clusters. We present the corresponding plots in Figs. B.6 and B.7 in
Appendix B.2. In some cases, changes in these parameters result in aigmifieant detection
(e.g., for min &) = 0.4 instead of ming) = 0.3 for CL 0159+0030) or lead to a small shift in
the value ofmgjn: giving the maximuns (with min (g’ —r’) = 0.0 instead of ming’—r’) =0.1 for
CL0809+2811). Nevertheless, theftéirences in the significance levels are generally small, and
our choices for the polygon from Fig. 7.3 are justified by the MMT data. Wéhesspecifications
of the detections in Table 7.2.

Results for CL 0230+1836 Interestingly, for CL 02381836, the most distant of the observed
clusters, we do not find a high&ax using theg'r’i’-based background selection (see the solid
curve in Fig. 7.6 for the default case) compared to a magnitude cut (daitgd)c Given the
cluster redshift oy = 0.8, we expected the background selection to play an important role, espe-
cially considering the colour-colour-diagram down to fainter magnitudesftitthe more nearby
clusters (cf. Fig. 7.4). On the contrary, we find a magnitude cokgt; = 23.4 to provide a more
significant detectiongmax=3.90) than the default lensing catalogue based omthe’ andr’ —i’
colours Smax=3.64 for Mint=23.0 andmyyight=21.5). We note that the improvement $§com-
pared to taking the complete galaxy shape catalogue is small in all casesbliagethe situation
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Figure 7.8:Upper panel:Dependence of th8-statistics on the magnitude akaint(= Myright) for

the four clusters observed Run Cfor which only lensing band data exist: CL 1385232 (solid
curve), CL14164446 (dashed curve), CL 1644001 (dot-dashed curve), at CL 148414
(triple dot-dashed curve). Shown are results for the grid cells identidthealensing centres
and atfy,; = 15/5. Lower panel The number density of objects in the lensing catalogue as a
function of the magnitude cut, for the same fields.

for CL0030+2618 (Sect. 6.1.2), and that the best rangerigg; is located abrighter magnitudes
than the one for the~ 0.40 clusters. Concerningyyight, we observe small changes in the maxi-
mumsS for a broad range 20 myight < 23. We adopt a value in the middieyight= 215, as our
preferred case (solid line in Fig. 7.6), but note the higBdor fainter Myrignt (€.9. Moright = 22.5,
the dot-dashed line in Fig. 7.6). In synopsis, the results for CL 82836 hint towards little con-
tribution to the lensing signal by <235 galaxies. Thus, a possible explanation is that the existing
imaging (Texp=2700s inr’, 42005 ing’, and 3600 ir’, Table 4.2) could be too shallow for the
background selection to become relevant.

Consequently, we find a very small influence of variations in the polygmmpeters (Fig. B.8
in Appendix B.2) on the peak value 8fand the optimal value famj,.. Despite the loweSmax,
we prefer the defaultnfint = 23.0, Myright = 21.5) background selection in the further analysis
over themine = 23.4 magnitude cut, because the number density of lensing catalogue galaxies is
higher: 1104 galaxiegarcmir? (cf. Table 7.2) compared to only® galaxiegarcmir?.

7.2.2 The Single-Band Clusters

In the following, we discuss the preparation of lensing catalogues forulstecs CL 13576232,
CL 1416+4446, CL164%4001, and CL 17046414, for which we have’-band data but ng’-
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Table 7.2: Lensing catalogues and lensing detections usin§-statistics for all eight clusters
we analysed. Shown are the values fafiight and Mkaint, and the source number densities in
galaxiegarcmirf in the second to fourth column. Columns five and six contain the optBnal

statistics filter scal®

opt
out

and the maximunBmnax Obtained with that scale on a’15rid. If not

stated otherwise, the coordinates of that grid cell are given as the laresitig in the seventh and
eighth column. Finally, we show the separation between lensing and Bentres.

wi

Cluster rn)l’ight M¥aint Nic 985: Smax @ 35000 5\3\,2'000 A6
CL0030+2618 200 225 2128 185 584 00'30"340 +26°1754" 237
CL0159+0030 200 246 1158 105 412 0159"230 +00°29377 79’+8
CL0230+1836 215 230 1104 85 364 02'30"270 +18°3603" 20"
CL0809+2811 225 248 1036 135 539 08097304 +28°1008’ 178’%
CL 135746232 — 185 1423 1017 447 1357135 +62°3213” 50'F
CL1416+4446 - 185 2102 483 425 14'16M299 +44°4638" 19’7
CL 1641+4001 - 227 1765 160 412 1641M553 +40°0256° 95"
CL1701+6414 - 219 1947 (185) 375 1701124 +64°1514" 66"

T Lensing centre determined by bootstrapping of lensing catalogue.
* Lensing centre not used in further analysis because of large masteezuster centre.
§ Accuracy of lensing centre diminished by large mask in centre.

or i’-band observations. As a direct consequence, we can not attempttoseof background
galaxies and a correction for cluster members in the same way we did for tbe altisters.
Note that a large number of foreground and cluster galaxies has albeadyremoved during the
construction of the galaxy shape catalogue, in particular very extendedes (Sect. 5.3.1).

As a background selection, we apply a magnitude cut to the galaxy shiapegcees defined
by the cuts in Table 4.2. In the same way as for the three-band clustersypeite thes-statistics
on a grid of 15 mesh size. For each cluster, we define the shear peak to be located il tbedigr
in which the highesg is measured in the majority of the tested lensing catalogues resulting from
the magnitude cut aty,n. We note that this step is a bit more complicated for CL L&x114
and CL 164%4001, which show multiple strong shear peaks. The CL 385314 field contains
four galaxy clusters identified in th&60d X-ray survey (Vikhlinin et al. 1998). We detail the
determination of lensing centres for these clusters in Sects. 7.3.7 and 7.3.8.

Figure 7.8 shows how the detection significance varies mith; at the shear peaks we deter-
mined for the four clusters. For none of them, the magnitude cut leads toificsignimprovement
in S. In fact, for CL 135746232 (solid curve) and CL 1418446 (dashed curve), the strongest
detections are achieved by choosing valuesngf,: = 18,5, basically cutting no galaxies from
the galaxy shape catalogues. In CL 164001 (dot-dashed curve) and CL 14@U14 (triple-
dot dashed curve), slightly better detections than with the complete galagg shtalogues can
be achieved, but th&(mint) curves are rather flat. Note that the curves in Fig. 7.8 are contin-
ued to highemy,in: as long as a local maximum is observed in the chosen shear peak grid cell.
We measure the highest value f8rat mejn = 22.7 for CL 16414001 and atrkgin; = 21.9 for
CL1701+6414. The fractions of foreground galaxies remaining in the lensing gatedoare dis-
cussed in Sect. 8.2.1 and considered in the error analysis.

In a second step, we determine the optimal filter se%ﬂkfor the single-band cluster, keeping
Mkaint fixed to the values we determined from Fig. 7.8, whgyg= 15/5 was used. The resulting
curvesS(0yyy) are depicted in the lower panel of Fig. 7.7. We f'ﬂﬁ@ﬁ: 10/17 for CL 13546232,
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yielding a detection 0Bmax = 4.47, a smafl 6°P = 4/83 for CL 1416-4446, givingSmax = 4.25

out —

and an optimal detection @max=4.12 for CL 16414001 atagﬁtz 16/0. In the CL170%6414
field, the aperture mass filter unavoidably contains signal from more threuoloster. Therefore,
we do not attempt to define éigﬁ: here and use the wid@y = 15/5) default scale found for
CL 0030+2618. We notice a qualitatively flierent behaviour 08(6,,¢) for CL 1641+4001 and
CL 1701+6414 than in all other clusters (Fig. 7.7): For these two fields, no signifaecrease
in S is measured up to the largest scale we tesigd= 16/67’. Regarding the dependence of
S on the filter scale for CL 1356232 and CL 14164446 where the detection significance can
be increased byS > 1 by choosing a smallét,;, we point out that the peak iB(Naint) Might
be located at diierent values ofr,in:. We are going to determine the optimal valuesrgfi,; and
Oout Simultaneouslyn a future, more detailed analysis of the four clusters. Given th&flatn.)
curves for both the single-band cluster9at = 155 (Fig. 7.8) and also the three-band clusters
with magnitude cuts and at their respectu'ﬁerentegﬂﬁ, we expect the dierences in the resulting
bestm,int and lensing catalogues to be small. We summarise the detections in Table 7.2.
Comparing to lensing catalogues defined by magnitude cuts for the thrdelbaters (solid
line in Fig. 6.3 and dotted lines in Figs. 7.5 and 7.6), we conclude that for dit eigsters we
analysed so far, only small improvements can be achieved by introducingyaitode cut as
background selection. Background selections basegl en’ andr’—i’ could lead to improved
lensing catalogues for the four single-band clusters, if additional ed$ens were performed.
This is demonstrated by the examples of CL 048930, CL 0809-2811, and, to a lesser degree,
CL0030+2618. A better understanding of the catalogue and, probably, deepand data in
equally good seeing are necessary to understand why a magnitudevast@agnore significant
detection of CL 02381836 than the three-band background selection.

7.2.3 Significance Testing

Do the values for th&-statistics we obtained represent the correct significance levels, i.e. is the
chance to find & >3 peak 027 %? In order to test the interpretation®¥alues as significances,

we conducted the following test: For each of the cluster detections, wédeottse lensing cat-
alogue for the peak grid cell, i.e. all galaxies with a separatier,,.. For each galaxy in the
catalogue, we add to the phasef the complex ellipticity estimatar=|e| exp (2ip) an additional

term g drawn randomly from a uniform distribution in the intervak @ynq<n. This procedure
should completely remove the lensing signal from the data such that the rgsutire ofS be
normally distributed around zero, with a standard deviatiernl.

We produced 1®realisations of such a randomised catalogue for each cluster and tpresen
the distributions of the resulting-statistics in the upper panels of the sub-plots in Figs. 7.9 and
B.9 in Appendix B.2. For illustrative purposes, we plot the distributions @sdriamsH(S) with
a bin size ofAS = 0.01. The results we discuss in the following do not depend on the choice
of the (arbitrary) bin size. We find th8-distributions for all eight cluster detection to be well
represented by a Gaussian distribution (solid lines in Figs. 7.9 and B.9, raitéotjarithmic
scales of the ordinates). In all cases, the absolute of the meanwaluthe fitted Gaussian is
lul<0.002, and of the same order of magnitude as the uncertaiptyl@rived from the fit. We do
not find a bias to either positive or negatBeFor six of the eight clusters, we fint-o| <0.01 for
the standard deviations of the fitted Gaussians, although none of them is consistentondtii
considering the fitting errors. For CL 1448446 and CL16444001, however, we find-=0.962
ando =0.978, respectively, for the standard deviations of the best-fit Gaudstaibutions. The
dashed lines in Figs. 7.9 and B.9 show the expected GauSsigith meanyu = 0 and standard
deviationo-=1, for comparison.

2\We stress that CL 14181446 is detected at the3o- level also for significantly largef,y, up tofy=14'.
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Figure 7.9:Upper panels:HistogramsH(S) of the S-statistics measured in $@andomised lens-
ing catalogues of CL 1356232, CL 14164446, CL 16414001, and CL 17046414. Arandom
phase is added to all ellipticities considered for the shear peak grid cellsdliddine shows the
Gaussian best-fit tbl(S), while the dashed lines shows the Gaussian distribuEaith mean
u=0 and standard deviatian= 1. Lower panels:The relative deviationsH-G)/G of the mea-
sured from the expecte8-distribution, for the same four clusters. Corresponding plots for the

other four clusters are presented in Fig. B.9 in Appendix B.2.
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In the lower panels of the sub-plot in Figs. 7.9 and B.9, the relative dev&aftdr G)/G

of the measured histograms from the expected distrib@ioare presented. With the exceptions
of CL 1416+4446 and CL16414001, these deviations are negligible over the whole range in
values which occur more than a few times in thé f#ndomised catalogues. Only for the very
rare|S|> 4 events, the relative deviations seem thadifrom the expectation, with a large scatter.
This is likely to be an artefact of the small-number Poisson statistics in the extrémys of
the distribution function. Only for one cluster, we find gf¢> 5 event in the 19 realisations,
consistent with the expectation of one such eventsir 10° realisations of the expected Gaussian
distributionG. Therefore, we conclude that this randomisation test does not find fiodisdor

an overestimation of the significance of our cluster detections, as infemedthe S-statistics.
On the contrary, the small standard deviations measured from the fits to thé16t4446 and
CL1641+4001 correspond to slightiynderestimatedignificances of these two cluster detections.

7.3 Lensing Analysis

7.3.1 Contamination Correction for Three—Band Clusters

By considering the colour indices available wigh’i’ data, we search for the best colour index
to perform the contamination correction (Sect. 6.4.1) for CL G1%880, CL 02381836, and
CL0809+2811. In Fig. 7.10, we present the colour indices of the Coleman et A0(IONVW)
“Elliptical /SO” template galaxy as a function of redshift. The template magnitudes weutatatt

in the MMT/MEcacawm filters using routines from thgyperZ photoz code (Bolzonella et al. 2000),
by placing the same template affdrent redshifts, i.e. ignoring evolution in the underlying stellar
population. An ideal colour index for distinguishing cluster galaxies fraokground, but also
foreground galaxies should show a monotonic behaviour wihd a steep gradient around the
cluster redshift.

The g —i’ colour index matches our requirements in th@33< z< 0.80 interval better than
g —r’ orr’—i’ (thick lines in Fig. 7.10). We thus confirm the choice made for CL G&%18 in
Israel et al. (2010). Adding a near-infraredfilter to theg’r’i’-bands (thin lines in Fig. 7.10)
results in a small improvement for the most distamt @.8) 400dclusters, where thg’ —z colour
continues to increase withwhile g’—i’ shows a plateau for.8<z<1.0. We stress that if we had
g'r’'i’Z data, a significantly better selection of cluster galaxies would be possible gtbrpetric
redshifts.

The left panels of Fig. 7.11 present the colour-magnitude diagrams ofl&2+0030 ¢ =
0.39), CL0809-2811 = 0.40), and CL 02361836 ¢= 0.80). Plotted are thg —i’ colours in
dependence of thé magnitude for galaxies in the galaxy shape catalogue wih separation
to the respective é&ar cluster centre. Sources with 3 and < 2’ cluster-centric distance are
indicated by symbols of increasing size, in analogy to the lower panel o6FgBlack dots and
solid lines mark they —i’ colours of the CWW “EllipticalS0” template at the cluster redshifts,
fixing i” =20.0. We find the most prominent red sequence in the CL 82841 field, where the
brightest sources in the galaxy shape catalogue cluster agiuril= 2.6, predicted using the
CWW template. CL 01580030, at nearly the san® shows only a very weak concentration of
galaxies afy’ —i’ = 2.6. We point out that in this field the masked area in the coadded image,
necessary due to the presence of a bright star (Sect. 5.1), is largdptttae two other clusters
discussed here, leading to a very small numbe¥<02’ sources in the CL 0159030 catalogue.

In the CL 0233-1836 field, we observe a clustering of galaxies with separatiern® from
the cluster centre at very red €i’ > 2.5) colours. Although these galaxies are spread ogt-i,
they appear to be consistent with the expecgfed = 3.7 for an elliptical cluster member. Possibly,
for CL0230+1836 we see a red cluster sequence in the process of formation.
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Figure 7.10: Colour indices of the CWW8O0 elliptical galaxy template as a functiordshift
z. Thick lines show colour indices available frogir’i’ data computed witllyperZ in the

MMT /MEecacam passbands. The solid, long-dashed and short-dashed lineg/give g’ —r’,

andr’—i’ colours, respectively. With an additior&ffilter, thei’—z (dotted line)r’—Z (dot-dashed
line), andg’—Z (triple dot-dashed line) could be computed.

Based on the distribution of galaxies in the colour-magnitude diagrams, wes déffigalax-
ies 20< g —i’ < 3.0 in the CL01590030 and CL 08092811 fields to be “red sequence-like”
galaxies, as well as those with5% g’ —i’ < 5.0 for CL 0230+1836. In all three fields we find
the “red sequence-like” galaxies to be more concentrated around theratesitre than around
a random position. The right panels of Fig. 7.11 present the fracfigrsf “red sequence-like”
galaxies in the galaxy shape (open symbols) and lensing (filled symbolk)qista as a function
of the distance) to the Rsar cluster centre. We observe a strong increasggfowards small
6 for CL0230+1836 and CL 08092811, and a very weak one for CL 0153030. Again, as for
CL 0030+2618 (Fig. 6.11), the influence of background selectiorf@ns small in all cases. In
the same way as for CL003@618, we fit Eq. (6.4) to the measurdg,(d) and determine the
contamination correction factorig(6) for the three clusters from these fits. No such correction
is applied for the single-band clusters (Sect. 7.2.2). Noticing that the fits ir6Hi@j do not give
a very good representation of the data, we plan to revise the functiomalEq. (6.4) for future
analyses. We repeated this step using the lensing centres instead oftheddtres and come to
similar results.
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Figure 7.11: Correction for dilution by cluster members (“decontamination)tlie clusters
CL0159+0030, CL 02381836, and CL08092811. Left panels: In analogy to Fig. 6.5, the
g —i’ versus’ colour-magnitude diagrams for the galaxy shape catalogues of the tHdmedfie
shown. Galaxies within’4 3, and 2 separation from the &Rar cluster centres are indicated by
filled circles, triangles and squares. The solid line and big filled circle dehetg —i’ colour
calculated for the CWW8O0 elliptical galaxy template at the cluster redshift. éalgies mark the
regions in which we define the respective samples of “red sequenteayiilexies. Right panels:
The fractionsfcq of “red sequence-like” galaxies as a function of separationthe galaxy shape
(open symbols) and lensing catalogues (filled symbols). As in Fig. 6.11¢licdiaes denote the
best-fit of Eq. (6.4) to the lensing catalogues. The decontamination faigtfws the three data
sets are determined from these fits.
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Figure 7.12: Shear profiles measured in five clusters: Shown are,timoreft to bottom right,
CL0159+0030 (centred on &ar peak), CL 02361836, CL 08092811, CL 08092811 (cen-

tred on Rsar peak), CL 135%6232, and CL 14164446. If not stated otherwise, ti&statistics
centres are assumed. Within each plot, filled circles with error bars giveadlae and standard
deviation of the measured sheaf(0)) in bins. Diamonds with error bars show the same for the
cross componeny(6)). Dashed curves present the best NFW fits to the unbinned shear data of
the respective cluster.

117



7.3. LENSING ANALYSIS CHAPTER 7. MMT ANALYSIS OF SEVEMOOD CLUSTERS

‘ ‘ ‘ ‘ ‘ ‘ ‘
e CL 015940030, default

- CL 0159+0030, 0., =15'

a CL 015940030, no decontam.

I IMPC]

1.0

Figure 7.13: Confidence contours (88%, 954%, and 68%) and cluster parameters minimising
XE (Eq. 6.12) for three models of CL 01508030. Shown are the default model, including lensing
catalogues sources at< 1333 (solid contours and filled circle), the same modelédor 150
(dashed contours and arrow), and a model without correction forhibar gilution by cluster
members (dot-dashed contours and square).

7.3.2 Mass Modelling for CL 015%0030

The lensing analysis of CL 0159030 is determined and limited by the fact that this field has the
largest masks near the cluster centre, due to a bright star at less’ teepa2ation (Table 5.1).

In our lensing catalogue defined in Sect. 7.2.1, we measure a smallesiteepafd =112’ for

a background galaxy to theoRur centre of CL01590030. This corresponds to a distance of
580 kpc at the cluster redshift @ 0.39.

The masks resulting from the detection of over- and underdense rg@eaot 5.1.3), using
the default settings applied to all our cluster fields, can be seen in Fig. 728cin 7.4. The
BCG of CL 01590030, just right to the &ar centre of CL 01590030 marked by a star symbol,
resides in a region of the image strongfeated by stray light of the bright star. Orange contours
in Fig. 7.23 give theS-statistics measured from the lensing catalogue, startirg-at0.5 and
with an increment oAS = 0.5. Despite the large masks, the strondggteak in the field can be
attributed to CL 01590030. Note that, due to the filter scaleggfi;=10.5 we applied in Fig. 7.23,
we measure also in grid cells which are centred within masks. Indeed, the highastue is
found in such a grid cell whose position and size df &%e indicated by a green square with error
bars in Fig. 7.23.

Nevertheless, due to the masking, there is little variation between neighbaguidngells in
the masked area near the cluster. As a consequence, the position cdilthis lgss robust against
variations inmgint Or Gyt than theS-peaks of the other clusters. Hence, we use tweaRcentre
of CL0159+0030 instead of th&-centre in subsequent analyses. We interpret the rather large
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separation ohg=79" between the two peaks as being mainly caused by the poor accuracy in the
determination of the lensing centre.

The upper left panel of Fig. 7.12 shows the tangential shear ptefil®) of CL 0159+0030,
using the Rsar centre, in analogy to Fig. 6.12 for CL008R618: We consider the weighted
shear estimatofyf1(0)e(6), where fo = 1.08 is the global shear calibration factor ahd6) the
correction for cluster members determined in Sect. 7.3.1. This is done cotlgiéte all three-
band clusters. The measureg(9)) (black symbols, shown in bins of3 width) agrees well with
an NFW profile (dashed curve), we fit using the same method as for Q+2838 (Sect. 6.4.3),
but keepingenew = 4.0 fixed, as it is poorly constrained by our data set with few points near the
cluster centre. Our fit assumésys/Dsy =0.447, estimated fory=0.39 in Table 6.4. We measure
Y2 /vdot = 6302/6229~ 1.01 and obtairrgﬁ)0 = 1.50 + 0.24 Mpc. Noting a coincidence between
the highest value ofg(6)) found in the 30 < 6 < 4/5 bin with the value of the cross-component
(ex(0)) (open diamonds in Fig. 7.12) which is least consistent with zero, we emphihais, =0
lies within the - margin for seven of nine bins.

To determine the mass of CL 0169030, we evaluate the merit function (Eqg. 6.12) for a
grid of points inrgp and cnrw, following the method of Sect. 6.4.4. The confidence contours
resulting from the default model including all source®at 13/33 and otherwise assuming the
same parameter values as for the fitgg6)) are presented in Fig. 7.13 (solid contours and filled
circle). The minimum ofy? (Eq. 6.12) is found forfio = 1.44*318Mpc. All quoted errors
are statistical & uncertainties foone interesting parameter. The corresponding concentration
pa'rametec’,I}‘F’{N =9.2 is hardly constrained by the data: In the default case, the uppbmit of
cupw = 9.2 is outside the range@b< cnrw < 16.00 we probe. The same holds for the best value if
all source® <150 are included in the analysis (dashed contours and diamond in Fig. 7rb8). F
the confidence contours, that fagew = 3 are basically parallel to theyrw-axis in Fig. 7.13, we
conclude that our data cannot constrain it because of missing informasomedld. We therefore
give only a lower limit tocyew in Table 7.3 (Sect. 7.3.9), where we compile the results for the
default model of CL 01590030 and all variations to it that we tested. For example, “switching
oft” the correction for cluster member$;(6) = 1, dot-dashed contours and square in Fig. 7.13)
has a small £ect, insignificant compared to the statistical mass errors (Table 7.3). rfgggrimr
the default model, we computd,o=5.4"33x 10 Mg, for CL 0159+0030. We discuss this mass
estimate and its uncertainties, estimated from tffedint models listed in Table 7.3, in Sect. 8.2.
Confidence contours for these alternative models are presented in. EigABpendix B.3.

7.3.3 Mass Modelling for CL 08092811

Concerning the large masks, CL 08@8B11 bears similarity to CL 0159030 and thus provides
an interesting comparison. Here, the bright star is even closer todhe Boordinates of the
cluster (15, Table 5.1), but relative to the stronger shear signal (Table 7.2), thkimgas not as
extensive as for CL 0159030. This is visualised in Fig. 7.24, showing S«&ontours and masks
for CL0809+2811 the same way Fig. 7.23 does for CL 048030. The smallest separation of a
source galaxy to thedRar coordinates of CL 08082811 we measure #=83", or 430 kpc at the
cluster redshift oz=0.40.

Being the second-strongest detection in oucMam data set, the shear peak of CL 0809
+2811 is by far the most prominent in its field. However, probably due to treedbgositional
accuracy caused by the masking, ®geak is separated by 178rom the Rsar centre. In
contrast to CL 01580030, it makes a biggerflierence for CL 08092811 whether th&-peak or
the Rosar centre is chosen as the centre of the shear profile.

The resulting tangential shear profiles are shown in the middle [Efta$ in lensing) and
middle right (‘R” as in Rosar) plot of Fig. 7.12, respectively. Centred on the lensing peak, we
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Figure 7.14: Confidence contours (88%, 954%, and 68%) and cluster parameters minimising
XE (Eq. 6.12) for four models of CL08@2811. Shown are the default model, centred onShe
peak and including lensing catalogues sources®& # < 15/0 (solid contours and filled circle),
the same model for'G: 6 < 15.0 (dashed contours and diamond), and a model without correction
for shear dilution by cluster members (dot-dashed contours and squidre)triple-dot dashed
contours and diamond show the results of an analysis usingo»e &entre of CL 08092811.

measure a higke;) = 0.084 + 0.036 in the innermost (b < 8 < 3.0) bin, compared to thés) =
0.005+ 0.034 if the centre is set to theokxr centre. Note that each of these bins contains only
~ 1.4 % of the lensing catalogue. Concerning the NFW fit to ¢hé9)) profile, the resulting
values ofrfzigO = 1.98 + 0.18 Mpc for the L” case andggo = 1.81 + 0.20 Mpc for the R” case

are in marginal agreement. Agaioyrw = 4.0 was held fixed. We point out that the visual
impression of binned shear profiles as in Fig. 7.12 can be misleading: Thethits“L” case with

Y2 /vdot = 58185784~ 1.01 and the R” case withy?/vgor = 54395408~ 1.01 are statistically
equally good. In both shear profiles, the facfg) correcting for cluster members (Sect. 7.3.1)
was obtained w.r.t. the correct centre, because we find a noticedlds=dce between the two
cases. Azg=0.40, we assuméDgys/Ds) =0.447 for the NFW shear model. The cross-component
(ex(0)) is overall consistent with zero for th&™ profile and slightly biased to negative values for
the “R” profile.

We base the default model for the evaluation ofrtyg—cnrw—grid on theS-peak of CL 0809
+2811 and compute Eq. (6.12) from all source galaxies at separatfiorg & 15/0. The resulting
confidence contours are shown by the solid curves in Fig. 7.14. A filleteaiepresents cluster
parameters minimising Eq. (6.12jj0 = 1.83"915 Mpc andc[i, =3.7*31. The concentration pa-
rameter is not well constrained by the data, but better as in CL0G30. Table 7.4 (Sect. 7.3.9)
summarises the cluster parameters for all models we tested for Ck-28@%2. Noting that the

1o contour seems to close not too far outside the highest \@jug = 16.0 we tested, we plan

120



CHAPTER 7. MMT ANALYSIS OF SEVENAOOD CLUSTERS 7.3. LENSING ANALYSIS

L A

25[ e CL 0230+1836, default 8
+ CL0230+1836, 0 _,,=0.5' e
n CL 0230+1836 no decontam.-
A

CL 0230+ l.,_-,-;",ft,f. centre BCG

I [MPC]

Figure 7.15: Confidence contours (88%, 954%, and 68%) and cluster parameters minimising
XE (Eq. 6.12) for four models of CL 023@.836. Symbols and line-styles have the same meaning
as in Fig. 7.14, except that the default includes all sourte$& 13/33 and the dashed contours
and diamond denote the case where sourtes @< 1333 are considered.

to explore higher concentrated models of CL 082811 in the future. We constrain the mass of
CL 0809+2811 toMxpo= 112ﬁ§:§><1014 Mo

Repeating the analysis of thgyo—cnrw—grid centred on the &Rar centre of CL 08092811,
the results dfer somewhat, although within the statistical uncertainty (triple-dot dashedwrsn
and triangle in Fig. 7.14): We obtain a smalt§§h = 1.71*553 Mpc, but with larger uncertainties,
leading to a mass estimateMboo=9.2*5 210" M. The corresponding concentration parameter
is at cm'n =1 25+23 better constramed to high values, but very sntafw ~ O are not ruled
out. Changlng the defauls -peak centred model of CL 0882811 by also including sources at
separations< 1!5 (dashed contours and diamond in Fig. 7.14; note that the smallest separatio
is 64’ in this case) or applying no correction for shear dilution by cluster membetsdéshed
contours and square in Fig. 7.14) result in smalléiedgences in the returned cluster parameters
than using the Bar centre. We refer to Table 7.4 for the valuesrg(‘fg, cnew, and Mogqg for
those and other models we discuss in the error analysis in Sect. 8.2. @asfmntours for these
alternative models are presented in Fig. B.12 in Appendix B.3.

7.3.4 Mass Modelling for CL 023+1836

For our most distant and therefore modfidult cluster in terms of shear signal detection, CL 0230
1836 atzy=0.80, the masking poses a less severe problem than for CL+@IE® and CL 0809
2811. As shown in the overlay of the optical image (Fig. 7.25) with the masks r¢d lines)

and theS-contours (thick orange lines, starting&t 0.5 and increasing in steps afS = 0.5),

the Posar centre of CL 02381836 is located safely outside the masked region. In this case, the
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separation between the bright star and theaRcentre is largerq= 3/59) than for the other two
clusters. Besides the shear peak close to thwaitentre and the likely BCG of CL 02301836,
we observe several less significant shear peaks in the Cl+A&3 field> We discuss these in
Sect. 8.1.3. Searching for the shear peak using our usual grid’ah&Sh size, we find thedgar
centre (star symbol in Fig. 7.25) to be separated by f260m the centre of the grid cell with the
maximums, and just outside this grid cell (green square with error bars in Fig..7.25)

The upper right plot in Fig. 7.12 presents the tangential shear p¢afit®) of CL 0230+1836.
We measure a positive tangential alignment withifi from the (lensing) cluster centre. There is
no significant cross componeti, (6)). Assuming{Dgys/Ds) = 0.168 (Table 6.4), we fit an NFW
shear profile ta&(6)) and find good agreement Wigf?/vgor = 54885547~ 0.99. The best-fit
results for the cluster parameters aggo =151+ 0.32Mpc andc‘;i}FW =34 + 2.5. Note that
because of the less extensive masking, we are able to constrain thattatioe parameter better
than for CL 01590030 and CL 08092811.

The high value for,gg returned by the Levenberg-Marquardt method withaheerror model
points to CL 023681836 being a very massive cluster, given its large redshift. We provide a
more thorough mass estimation by applying the method introduced in Sect. 6.A4curkzfault
model, we evaluate Eq. (6.12) for all source galaxies 8 < 1333 and measure its minimum
for rige = 1.40°33¢Mpc and ey, = 3.2°12. These results are illustrated by the filled circle
and the solid confidence contours in Fig. 7.15. Via Eq. (6.7),rf#fr corresponds to a mass of
8.1j:8><1014 Mg for CL 0230+1836.

Excluding sources at separatiér: 0.5 from the analysis does not alter the radius estimate
significantly ¢Ja0 = 1.41"322Mpc), but leads to a loss of constraining power ¢, = 4.8 54
(see Table 7.5 in Sect. 7.3.9 and the dashed contours and diamond in Fig. Tt cluster
parameters for further models, e.g. centred on the BCG position instead shéar peak (dot-
dashed contours and square in Fig. 7.15), or without correction fetezlmembers (triple-dot-
dashed contours and triangle in Fig. 7.15) are summarised in Table 7.5tWvetethese results
for the error analysis in Sect. 8.2. Here, we point out that repeatinghtiigsas of therooo—Cnew—
grid with the lensing catalogue derived from the magnitude cutxat; = 23.4 that, as we saw
in Sect. 7.2.1, results in a more significant detection of CL 82836 than the default lensing
catalogue, we obtairfyo = 1.51*33¢ Mpc andcit, =3.27185, resulting in a higher mass estimate
of 10232 x 10" Mg for CL0230+1836, but within the statistical uncertainty. The confidence
contours for these models are shown in Fig. B.11 in Appendix B.3.

7.3.5 Mass Modelling for CL 13546232

Figure 7.26 shows an overlay of theband image of CL 135#6232 with theS-statistics contours
measured using the lensing catalogue we defined in Sect. 7.2.2. Despiteoheing the two
fields with the shallowest exposurée, = 2700 s) and having the poorest seeing’@®@in our
sample, we clearly detect CL 1388232 at a significance level ef4.50- (Table 7.2) as the most
significant shear peak in the field. Performing® Iibotstrap resamples of the CL 1357232
lensing catalogue using the same method as for CL9R808 (Sect. 6.3.1), we determine the
lensing centre of CL 135#6232 and its uncertainty (shown as a green filled circle with error bars
in Fig. 7.26). We find the centre obtained by bootstrapping to lie inside tHende grid cell
giving the highest value, which we used as a preliminary lensing centre. The separation of the
final lensing centre from thedRar centre isd = 50”; the one from the BCG candidafie= 44" .

We measuré@=19" separation between thefir centre and the BCG candidate (which is hardly
visible in Fig. 7.26 because of the contour lines).

3We identify as the likely BCG of CL 02301836 an elliptical galaxy at;o00= 02"30"28:7 andd;pp0=+18°36'11",
based on its extended light distribution. This galaxy is separated’bjr8@ the lensing centre.
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Figure 7.16: Confidence contours (88%, 954%, and 6&8%) and cluster parameters minimising
XE (Eq. 6.12) for four models of CL 1356232. Solid contours and the filled circle denote the
default model, including all sources within9d <15 around the lensing centre. Dashed contours
and a diamond mark the model with a randd € 6 < 15. Models centred on thedgar centre
and the BCG are given by dot-dashed contours and a square, anditilashed contours and a
triangle, respectively.

As presented in the lower left plot of Fig. 7.12, CL 13%232 exhibits a positive tan-
gential alignmente(d)) of source galaxies untit 7 separation, and insignificant cross com-
ponent{e«(#)). Note that, for CL135¥6232 and the other single-band clusters (Sect. 7.2.2)
no correction for contamination by cluster members is apptiedhe shear estimates. Fitting
an NFW profile to thesi(#) with the Levenberg-Marquardt method gives a goodness-of-fit of
Y2 /vdot = 7670/7761~0.99 and a virial radius estimatégoz 1.26 + 0.22 Mpc and concentration
parametec‘;\‘}FW =29+ 21 for CL135%6232, making it less massive than CL 082618 at a
similar redshift g5 = 0.53 compared t@y = 0.50 for the latter). We assum®gys/Ds) = 0.324
(Table 6.4).

Computing the merit function (Eq. 6.12) for the same grid4gy and cyrw that we used
for the three-band clusters, we obtain the following parameters minin)j%irftg CL135A46232:
rive = 1.18'52/ Mpc and a concentration afi, = 2.8'152. Thus, we infer a mass of 87T/ x
10'*Mg. In this default model (filled circle and solid confidence contours in Figs)7dll sources
at 0 <6<150 have been included. Table 7.6 in Sect. 7.3.9 lists the cluster parametersssatma
for all models tested for CL 1356232. Removing sourc@s 0/5 close to the cluster centre from
the analysis (dashed contours and diamond in Fig. 7.16) Ieg%aanchanged — indicating that

the uncorrected dilution by cluster members is small — but leads to a largetaintein cyrw,
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Figure 7.17: Confidence contours (89%, 954%, and 68%) and cluster parameters minimising
XE (Eq. 6.12) for four models of CL 14181446. The default model (solid contours and filled
circle) includes all sources in a rangb& 6 <12 around the lensing centre. A model with range
0’ <6< 12 is given by dashed contours and a diamond. The dot-dashed contousg@are, and
the triple-dot dashed contours and triangle mark cases with the same tves réog centred on
the Posar centre.

such that the & contours close beyond the largest valuegiy =16 we tested. Models centred
on the Rsar centre (dot-dashed contours and square in Fig. 7.16) or the BCG atanlidple-dot
dashed contours and triangle in Fig. 7.16) give slightly lower valuegg@and, hence, the cluster
mass (Table 7.6). Confidence contours for the further cases casdiftarthe error analysis in
Sect. 8.2 can be found in Fig. B.13 in Appendix B.3.

7.3.6 Mass Modelling for CL 1416+4446

At most filter scaleg)y; in the S-statistics (Eq. 3.29), CL 14481446 is the weakest detection
among the400dclusters we analysed. Only at small filter scalgg~ 5, it is detected at & 4o
significance level. This gives a first hint of its low mass. Figure 7.27 shbe/S-contours of

CL 1416+4446 at the best filter scal@,,; = 4/83, overlaid on the’-band Mecacam image. The
overall pattern of the shear signal in Fig. 7.27 is robust also at laggemeaning more smoothing:
From the highess-peak close to thedRar centre of CL 14164446 (big star symbol in Fig. 7.27,
also covering the BCG at’6separation), the signal extends to a south-eastern direction. There
exist two other shear peaks at3o significance to the west and southwest of CL 1-44646.

As we will detail in Sec. 8.1.3, these peaks correspond to known clusterall(star symbols)

“We will extend the exploration of the parameter space to stronger coatahtnodels in the future.
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at redshifts similar t@y = 0.40 measured for CL 14181446. For the time being, we investigate
CL 1416+4446 as a single cluster of galaxies.

Due to the morphology of the shear signal, theuhcertainty in the shear centre derived from
10° bootstrap resamples of the lensing catalogue (filled green circle with em®irbBig. 7.27)
is rather large: 43in the x- or aj2p0gdirection and 56 in they- or 632000 direction. We note that
the bootstrapping lensing centre is south of the most significant grid caltdited in Fig. 7.27 by
the 4 contour) and the &ar centre, which both are covered by its error ellipse.

The tangential shear profile of CL 1448446 in the lower right plot of Fig 7.12 shows a pos-
itive tangential componerk(0)) in the inner~5 around the shear centre. The cross component
is consistent with zero. As for CL 1356232 no correction for cluster members could be applied
to this single-band cluster. TRe(6)) profile is well represented by an NFW fit (fitting the range
0/5<60< 14,0 and assumin{Dgs/Ds) = 0.437 from Table 6.4), withy?/vgor= 1263912453+~ 1.01.

We obtain the parameter§ =1.06 + 0.18 Mpc andcfl_, =4.9 + 4.7 for CL 1416+4446.

Evaluating,yf on theryog—Cnrw-grid, the default model with the above-mentioned range
yields a radius estimat&io =0.99"31% Mpc (filled circle and solid confidence contours in Fig. 7.17).
This results in a mass estimate o813x10'*M, for CL 1416+4446. The & confidence contours
of the concentration paramekﬂ‘F’{N:4.9fg:gg in the default model extend beyorgrw =16, the
largest tested value, as Table 7.7 in Sect. 7.3.9 sfowsluding all sources’0x 6 < 14/0 to the
analysis,cyrw IS constrained better, with a slightly Iowe’fgg (see Table 7.7 and diamond and
dashed confidence contours in Fig. 7.17). Using thexRcentre in the analysis qff returns
higher values focygw, both in the casénmin = 0/5 (square and dotted contours in Fig. 7.17) and
for 6min=0" (triangle and triple-dot dashed contours in Fig. 7.17). This does not comgected,
because thedar centre lies closer to the highesgrid cell than the bootstrapping lensing centre.
Table 7.7 includes the results for all models tested for CL #4#@6. The confidence contours
for the cases discussed in the error analysis (Sect. 8.2) are presehrtgdB.14 in Appendix B.3.

7.3.7 Mass Modelling for CL 1706414

A weak lensing analysis of CL 1765414 has to deal with shear by multiple structures. At first
glance, the Maacam image (shown in Fig. 7.28 overlaid witB-contours and masks) not only
shows CL 17016414 — the five-pointed star symbol marks thes® centre — but also a rich
cluster of galaxies- 45 to the west. Abell 2246 (big four-pointed star symbol in Fig. 7.28,
masked due to the high concentration of galaxies) was detected as BVH #14i00d survey
(Burenin et al. 2007) with a luminositlyx = 6.10 x 10*ergs? in the Rosar 0.5-20keV band
and a redshift o£=0.225. Thus, it is not part of the distant cosmological subsample (Sect),4.1.2
but a likely cluster lens. Both CL1785414 and A 2246 are also included in thé0d survey
(Vikhlinin et al. 1998), as VMF 190 and VMF 189. This&r catalogue lists two further clusters
in the field, VMF 191 az=0.220 and VMF 192 ax=0.224 (small star symbols in Fig. 7.28).

Also from an analysis of &ar data, Donahue et al. (2002) detect these same four clusters
and a further one (RXJ17883407) which we do not detect. Applying the Postman et al. (1996)
matched filter technique to KPNO 4 m data, they assign optical counterparts touthclusters
included in thel60d survey. The redshift o= 0.7 found for the Donahue et al. (2002) optical
counterpart of CL 17046414 deviates from the redshift at= 0.45 measured by Burenin et al.
(2007) and all other references. CL 14@U14 is further listed as RX J170%8414 in theBright
Serendipitous High-Redshift Archiv&osar Clustersample (Bright SHARC, Romer et al. 2000).

As the S-contours in Fig. 7.28 show, all four known clusters correspond tmmnsgof high
Mgag-significance. The strongest shear p&k4.30 is located at the position of A 2246, whereas

SNote that that all errors given, e.g. in Table 7.7 are calculatedrfeinteresting parameter.
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Figure 7.18: Modelling the shear distribution around CL 1¥8414 and A 2246.Upper plot:
Shown are the binned tangentidby(6)), filled circles with error bars) and cross components
({gx(0)y, diamonds with error bars) of the shear w.r.t. the CL /@114 lensing centre. The blue
dashed line show@{“(e)) for the best-fit two-cluster model, while the orange long-dashed lines
gives(gf'(9)) as expected for this model. Both model profiles are computed by averaggng o
the same annuli around the cluster centre as done for the data. Blueauk ehaded regions
show the & dispersions of thenodelvalues in these annuliower plot: The orientations and
amplitudes of the shear as expected from the best-fit two-cluster modetegnlar grid.
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Figure 7.19: Confidence contours (89%, 954%, and 68%) and cluster parameters from the
simultaneous modelling of CL 1765414 and A 2246. Each panel shows the dependencies be-
tween two of the four parameters, with the other two marginalised. Solid centtamote the
default case, centred on the shear peaks; dashed contours deraatelaising Bsar centres. The
parameters minimisin)gf4 for the two models are indicated by a filled circle and a triangle.

CL1701+6414 is detected at the?r level. We stress that the lensing catalogue was optimised
for the detection of CL 17046414 (Sect. 7.2.2). The smaller shear peaks at the coordinates of
VMF 191 and VMF 192 measure@®r and 270, respectively, with another. Br S-peak close-by.
The shear signal we measure forms an extended ban@d®fextent, reaching from the north-east
of VMF 192 to a 360 shear peak south-west of A 2246, which does not correspond tovarkn
cluster® Noticing the very similar redshifts of A 2246, VMF 191, and VMF 192, we mighgerve
a physical filament at=0.22, through whose centre we observe CL 1#8414 in projection. We
plan to perform a mass reconstruction of our lensing catalogue in the ftitupeovide further
insight into the mass distribution.

Luckily, there exists direct proof that CL 1786414 does act as a gravitational lens, and
thus contributes to the lensing signal: We observe a likely strong lensin@@r¢o the west of

SInspection of the Bsar image does not show any obvious, strong extended emission at this positio
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Figure 7.20: The same as Fig. 7.19, but égxew = 20 held fixed such that two out of three
parameters are shown, and we marginalise over the third parameter.itioradele used a finer
grid than for Fig. 7.19.

the BCG of CL170%6414 ¢=0.44+0.01, Reimers et al. 1997). We show a zoomed version of
Fig. 7.28, detailing the centre of CL 1788414 in Fig. 7.29. This arc candidate was found already
by Reimers et al. (1997), who detected CL 176414 and A 2246 usingdRar PSPCdata and
optical imaging and spectroscopy with the Calar Alt6 13 and 22 m telescopes. Reimers et al.

(1997) suggest that the very luminous QSO HS ¥®l4 atz =2.72 might be magnified by the
combined lensingféects of the two clusters.

As the lensing centre, we define the grid cell with the higlsestlue in the shear peak we
attribute to CL 17026414, located 66 off the Rosar centre. Plotting the binned tangential shear
around this lensing centre (filled circles in the upper plot of Fig. 7.18), meediflat profile whose
averagéet(d)) > 0 is consistent with the extended shear signal irSimap. The cross-component
(ex(#)) is consistent with zero. Attempts to {i;(6)) with our usual NFW profile (Eq. 6.8) produce
nonsensical results because there is no preferred radial scaletiprafie. Therefore, we modify
our approach and, in a cautious step towards more complexity, model tuecfit&l. 17016414
and A 2246, the strongest shear peak, simultaneously.
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In the two-cluster model, we assume an NFW shear profile originating froin deflector.
We assume both the sheagrof the primary andjs of the secondary component to be small. In this
case the superposition (Eg. 3.21) of the two polars becomes a simple additios, we expect
the following shear components at a positéim the image plane:

Jadda(0) =0p.(0; I'p.200, CoNFW) + Osa(: Is200, CsnFw) > @=1,2 . (7.1)

Here, rp 200, 's200, CoNFw, andcsnrw are the radii and concentration parameters of the primary
and secondary component, resp. Note that,(8) explicitly depends on the two-dimensional
coordinate vecto#; the shear field of two clusters no longer has radial, but only axial symmetry
This is illustrated in the lower panel of Fig. 7.18, showing the best-fit twoteturnodel for the

CL 1701+6414 lensing catalogue evaluated on a regular grid.

For this best-fit model with the Levenberg-Marquardt method, we assugrierihing peaks
of CL1701+6414 atz = 0.45 and A 2246 akz = 0.225 as the centres of the two clusters; fur-
ther(Dgys/Ds) = 0.381 for CL 17046414 (Table 6.4) andD4s/Ds) = 0.640 for A 2246, calcu-
lated analogously. With a goodness-of-fityd#/vgor = 2646926502~ 1.00, we obtairrgfzoo =
1.26+0.27 Mpc andchy ,, =0.3+ 0.5 for CL 1701+6414 and (', (= 0.85+ 0.16 Mpc/ The con-
centrationcsrw Of A 2246 is unconstrained by the result of the Levenberg-Marqudrdiased
on this model, we compute the tangential and cross-component of the sipe&tesl at each
source galaxy and present the resulting profile in the upper plot of Fi§. 7he equivalent to
the radial bin in the radially symmetric shear profile are concentric annuli withiohwthemodel
shearg; varies also azimuthally. For each annulus, we show the averagevadigfersion ofy;
as the blue dashed line and blue-shaded region. The orange loreddashand orange shaded
region display the same quantities tpr. Note that the fitted shear compone(ds.) are directly
comparable to the measuréd ). Figure 7.18 shows the good agreement between the measured
and fitted tangential shear. A vertical dotted line denotes the separatiobh 1bf02+6414 and
A 2246. For similar separations, the dispersion in the fitted shear compasdmtgest, because
we average over points with vastlyfidirent separations to the two clusters. Finally, we note that
although the cross-component can be large at some points in the image(glaneancels out
nearly completely when averaging over the annuli.

While the values for,gg returned in the fit seem reasonable, the concentration parameters
for both clusters are ill-constrained, formally consistent with unphysieghtive values. This
problem is avoided using the method based on the parameter grid, which &dloasymmetric
error margins. We consider a modification of the merit function given by(&42):

Ngal
, B |Gaddi(rp.200 CoNFWs 5200, CsNFW) —&i

XLa=

|2

—~ (7.2)
=1 o2 (1—|gaddi(rp,200 Co.NFW: 5200, CsNFW)| )

The symbojyf4 highlights the dependence on four parameters, the radii and concemdratithe

in min min min TMimici
two clusters. We denote byg,(zoo’ CoNFw: Fs200° c&NFW) the cluster parameters m|n|m|S|qQ4.

Note thai;(f4 models the measuresl directly, without recursion to the tangential component.
Figure 7.19 presents the confidence contours and parameters minimisifig. Bdor the
default model which is centred on the lensing peaks and uses no sepdiraito(filled circle
and solid contours). The panels of Fig. 7.19 show all combinations of twanpsters, where we
marginalised over the two remaining parameters. Owing to the 4-dimensiorahetar space,
we tested a coarse grid of points to avoid excessive computing time. Theep@herges that

"This formal error range can be interpretedcagrw being consistent with zero. The unphysically negative lower
limit points to the limitations of the Markwardt (2009) Levenberg-Marqtiargplementation.

129



7.3. LENSING ANALYSIS CHAPTER 7. MMT ANALYSIS OF SEVEMOOD CLUSTERS

I'n200 @aNdrsooo are relatively independent of each other (top right panel). Henceyrésence
of the respective other cluster does not seentlecaithe accuracy with which we can determine
the masses of the two clusters strongly. Consistent with the Levenbegukfdt fit results, the
data favour the smallest tested valegnrw = 0.5 for the concentration of CL 1786414, and
the largest tested valuesnrw = 15.5 for the one of A 2246. UsingdRar cluster centres (dashed
contours and triangle in Figure 7.19), higknrw are ruled out even more.

We notice thatsnrw Seems not to be well constrained by the data, which might explain the
very highcfs'tNFW we obtained. A possible explanation is the masking of the immediate surround-
ings of A 2246 (see Fig. 7.28), barring the region in whighew can be constrained best from the
analysis. Shear contribution of the BCG of A 2246 could mimic a strongly cureted cluster.

In an extended analysis, we plan to test if including a galaxy lens on top & 2246 profile
improves the modelling.

Given the mask around A 2246 and the fact that the valug @y has little influence on
I'n.200, the parameter important for determining the mass of CL 38814, we fixcsnew=20t0 @
high, but reasonable value and repeat the analysis with a finer pararidtiar a 3-dimensional
parameter space ar/\(ﬁ3(rp,zoo, CoNFWs F's200). Now marginalising over only one parameter, the
confidence contours in Fig. 7.20 confirm the results of Fig. 7.19. Therbedel is found for
Moo= 115325 Mpe, ¢y, = 0.615:8 andrlin, = 0.9°32°Mpc. Apart from the larger & uncer-
talnty ranges due to the more complex models compared to the other clustersgémeidcies
between the parameters are relatively small. The low concentration of Ak-6404 seems in-
herent in the data and not to be a direct artifact of the presence of & 2&ing the default model,
we compute masses ofB711x10" Mg for CL 1701+6414 and 11*23x10* Mg, for A 2246. Ta-
ble 7.8 in Sect. 7.3.9 summarlses all models we tested (see Sect 8 2 for tramnalysis) Wlth(
depending on three parameters. The corresponding confidenceate presented in Fig. B 16
in Appendix B.3.

7.3.8 Mass Modelling for CL 1641%4001

The S-statistics map of CL 16444001 — presented in Fig. 7.30 overlaid on thedvtam image
— bears some resemblance to the CL 114 field. Here too, we observe several shear peaks,
forming a connected structure 820" extent. The Rsar centre of CL 16434001 (big star sym-
bol) is located within a plateau of 30~ significance in thes-statistics, as well as its BCG, 24
north-east of the &ar centre. Within this plateau, the 1%nesh size grid cell giving the highest
S-value is found 95 north of the Rsar coordinates (green square with error bars in Fig. 7.30).
Beside CL 16414001, the only other known galaxy cluster in the vicinity of the shear peaks
is SDSS-C4-DR3 3628 at=0.032. This object was identified in the SDSS Data Release 3 (DR3),
using the “C4” cluster detection algorithm (Miller et al. 2005). However,aswublished by von
der Linden et al. (2007) who, in their studies of BCGs, also included D#&cts not published
by Miller et al. (2005). Our Mcacam r’-band image shows two bright galaxies at the coordinates
of SDSS-C4-DR3 3628 (small star symbol in Fig. 7.30) but gives no itidicaf a nearby cluster
of galaxies. We notice that NED, at the same coordinates, also lists CGC@224galaxy
pair, at the sama=0.032. Nevertheless, inspection of theaSpra image shows extended X-ray
emission at these coordinates, indicative of a deep gravitational potential.
Both plots in Fig. 7.21 show the shear profile around the lensing centre @6€14001.
The ((9)) profile is flat, with a positive average in all bins and the most significant pesiti
signal at~ 9’ distance from the cluster centre. In the innermost two bins 8.33), (ex(0)) is
of similar amplitude as the tangential component, but consistent with zero attlewdl. In the
upper plot of Fig. 7.21, we present the best-fit one-cluster modelmasguz = 0.46, implying
(Dgs/Ds) = 0.381 (Table 6.4). We obtain a goodness-of-fity8fvqor = 1098810889~ 1.01 and
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Figure 7.21: Tangential shear profile around CL 164001 assuming a single clusterzat 0.46

(upper panel) and two clusterszat 0.46 andz=0.032, respectively (lower panel). The symbols
in the upper panel are the same as in Fig. 7.12, the ones in the lower pagefrtbas in Fig. 7.18.
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CL 164144001, cen. S-peak 2 |
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Figure 7.22: Confidence contours (89%, 954%, and 68%) and cluster parameters minimising
XE (Eq. 6.12) for four models of CL 1644001. Solid contours and the filled circle denote the
default model, centred on the strongest lensing peak. Dashed coatwliesdiamond mark the
model centred on the second-strongest lensing peak. Models centted Bsar centre and the
BCG are given by dot-dashed contours and a square, and tripleasloéd contours and a triangle,
respectively.

It =144+ 026 Mpc andct | =0.3+ 0.5. Similar to the single-cluster fit of CL 1766414, the
very low cf\'}FW is consistent with zero, reflecting the flat shear profile.

Therefore, we test a two-cluster model, introducing a second compah#m redshift of
SDSS-C4-DR3 3628, witkiD4s/Ds) = 0.940 calculated in the same way as the other geometric
factors. We choose the position of the second-highest shear fealk3@5; green triangle in
Fig. 7.30) as the centre of the secondary component. Tisetoof~ 3’ to the coordinates of
SDSS-C4-DR3 3628 is justified by the large mask at the latter position. Theltwster fit yields

x?/Vaot=22640'22658+1.00 and cluster parametars, = 1.10+0.33 Mpc anct] ., = 1.2+ 1.7

for CL 1641+4001 andt [, = 0.88+0.35 Mpc anctl!\ -, = 6.4+ 1.0 for the secondary. The best-fit
shear profiles for the two-cluster model are shown in the lower plot of/24., in the same way as
the two-cluster model in Fig. 7.18. The modelled tangential compgggraround CL 16434001

for the inner bins agrees well with the dgi&g). The problem with the two-cluster model lies in
the mass estimate ofBx 10**Mg given by Eq. (6.7) for SDSS-C4-DR3 3628, the mass of a
fully fledged cluster. This estimate is in stark disagreement with the abseacaadsive, nearby
cluster from our Mcacam image. Which, against all odds, would have had to be missed by all but
one cluster surveys hitherto! Hence, we deem it unlikely that the complaotste in theS-map

of CL 1641+4001 bears a significant contribution from the 0.032 structure: In order for it to
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cause the observed shear, the necessary mass would have to beddo gonsistent with the
observed light.

We prefer the hypothesis that the shear is caused by a complex struttine r@dshift
of CL 1641+4001, although its X-ray morphology does not hint at a merger (Vikhlinialet
2009a). Being aware of the shortcomings of a single NFW model in this ea&segturn to the
model presented in the upper panel of Fig. 7.21. We plan to conduct adetaked analysis of
CL 1641+4001, including & reconstruction.

In our default model for the analysis of thiege—Cnrw—arid, we consider all sources at
separatiord < 16/67 from the shear peak of CL 1644001. We obtain a minimum Q&E for
roue = 1.28'92 Mpc andcpi, =0.3732. These results are illustrated by the filled circle and solid
contours in Fig. 7.22. The very low concentration parameter is consistémthe one-cluster fit
result. Cautioning the limitations of our model, we obtain a mass estimatd gz 10 M.
Interestingly, choosing the secondary shear peak as a centre yields sioster parameters (Ta-
ble 7.9 in Sect. 7.3.9 and diamond and dashed contours in Fig. 7.22). Maaeted on the
Rosar centre (square and dot-dashed contours) or BCG (triangle and topladhed contours)
give lower cluster masses and also even lower valuesfay. Table 7.9 compiles the parameters
obtained in all tested cases. Confidence contours for the models evaludtederror analysis
(Sect. 8.2) are given in Fig. B.15 in Appendix B.3.

7.3.9 Tabular Overview of Cluster Parameters

Tables 7.3 to 7.9 summarise the cluster paramegggandcﬁg,v for all tested models of the seven
clusters presented in this Chapter. Following the layout of Table 6.7 fol0BQ#2618, we show
the masdMyqo (EQ. 6.7) for each model and also list the ratito the mass\/lg'g{) obtained for the

default model. See Tables 7.2 and 8.1 for comparisons between the ckisigtiahs and masses.

Table 7.3: Like Table 6.7, but for CL 0159030 (Sect. 7.3.2). The default model includes all
sources at separations€¥ < 1333 around the Bar centre, dfset by 23 from the lensing centre.
The default model includes correction for contamination by cluster memf&sst. 7.3.1).

Model roso/Mpc CRRw Maoo(r560) u
default 144f§;%g 9.2588 5.4j§;§>< 10“Mp -
Omax=15 13855,  >16  487x10“My 088

no contam. corr.  B9*01/ 8553745 4.9i%f§>< 10“4Me  0.90
max(e)=1.0 151017 11941  6.3'24x10%Mg 115
max(s|) = 10* 1.51f8-§§ >16 GSj%X 10%Mg 115
fo=0.97 14@%5;1 9.053%%5 5.0j%g>< 104Mg  0.92
fo=1.13 145f8;§§ 9.4538- 5 5-5t§;%>< 10“Mg  1.02
(Dgs/Ds)=0.424 147075 945555 58'25x10“Mg  1.06

-0.22 -7 .
(Dys/Ds)=0.470 141f§-;; 9.0f;§§ 51'2:x10%Mp 094
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Table 7.4: Like Table 6.7, but for CL08@2811 (Sect. 7.3.3). The default model includes all
sources at separation$3:0 <15 around the lensing centre centréset by 79 from the Rosar
centre. The default model includes correction for contamination by closarbers. (Sect. 7.3.1).

Model rose/Mpe oty M20o(r550) u

default 1837018 3721 11273210 Mgy —
818 2 35 104

Omin=0' 1.83°016 38542  172+32104Mg  1.00

no contam. corr. _’IZGES% 3.45{‘6;)’25 1O.OE§3§><1014M® 0.89
centred on Bsar peak ~ 171792> 12523 92t41x10Mg 082

.24 X
max(el) =1.0 179f85g 195255 105+39x10%Mg 0.94
max(e|) = 10* 1.87f§f§§ 1.2j§;§35 120j§?§x1014|v|® 1.07
fo=0.95 1754018 3-7i§;§§ 9.8*39x10*Me  0.87
fo=1.13 185017 3833 11640x10“Mg  1.03

-0.19 -23 -3
(Dgs/Ds)=0.414 187+8-17 3.8532 120+§~%x1014|v|@ 1.07

(Dg/Dy=0460 178017 374525 10433104 My 092

Table 7.5: Like Table 6.7, but for CL 0230836 (Sect. 7.3.4). The default model includes all
sources at separations<¥ < 1333 around the lensing centre centréfset by 20 from the Rsar
centre, and by 32from the likely BCG. The default model includes correction for contamination
by cluster members. (Sect. 7.3.1).

LR
default 140;81%8 3.2_}46 8.1" ﬁ%x 1014M@ -

Omin=05 L4Ligzs 48'7e  83'50x 104Mg 102

Meaint=Morign=234 1517028 3.2:18  10257x10*Mp  1.26

02 .
centred on BCG .BSjgég 205155 7.3"%%5%10MMg  0.90
no contam. corr.  B6' 8:59 2’7%:3 7.4f‘g‘:§><1014M@ 0.92
147027 2518 gualiggiivg 116

maxtep =19 T L
max(e|) = 10* 1.49t8;% : 2.85j1~%g 9.8fg:§>< 10%Mp 121
fo=0.73 1228;23 2.9+18 5.4fg;g>< 10“Mo 066
fo=1.13 142:025 32519 857°°x10Mg  1.04
(Dgs/Ds)=0.148 149ﬁ§f§i 3.4j;$% 9.8"25x10MMg 121
(Dgs/Ds)=0.188 1337552 3057185  6.2723x10"Mp  0.90
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Table 7.6: Like Table 6.7, but for CL 1356232 (Sect. 7.3.5). The default model includes all
sources at separations<€9 < 15 around the lensing centreffset by 50 from the Rosar centre.
The default model of this single-band cluster includesorrection for contamination by cluster
members.

Model rose/Mpc oty Maoo(r 960 u
default 1185%% 2.8%2% 3.5j;§>< 10%Me -
0/5<0<15 1187010 3.6° 35 1ix10M4Mg  1.00

_Q. -17 .
centred on BCG .Jllfgég 3.1%‘%‘? Z.Qj%gxlol“ Mo 0.83
centred on Rsar peak 1057077 4.8°722  25'77x10“Mg 0.70

01 1 .
max(e) = 1.0 11105 26578 298 104M, 083
853 Ll 13 ©
max(el) =10* 1.Olf8:%g 3.25% 2.2ji:ﬂ>< 10"Mg 0.63
fo=0.86 1087038 26575 279x104Mg 077
fo=113 119918 28517 3619%104Mg 103

-Q.2 , -1
(Dgs/Dsy=0.300 122+8-18 29115 3.9j%~8><1014|v|® 1.11

—-Q.2 1 .
(De/D=0348 114038 o7kl 35 qqum o 000

Table 7.7: Like Table 6.7, but for CL 1418446 (Sect. 7.3.6). The default model includes all
sources at separation$: 6 < 14’ around the lensing centreffset by 19 from the Rosar centre.
The default model of this single-band cluster includesorrection for contamination by cluster
members.

Model rose/Mpc oty M2oo(r 950 u

default 099i§;i‘9‘ 4.938% 18709x104Mp -
Omin=0' o.95i8;;g 21515 1.6i§;§><1014|v|@ 0.88
centred on Bsar peak 09701 525722 1708x10“Mg  0.94
centred on Bsar peak fmin=0’ o.97f§f§ 4.15;2?5 1.7f§f§><1014|v|@ 0.94
max(el) = 1.0 103015 42742 2.0710x10“Mg 113
max(el) =10 1.08f81}6 4.45f25~°52 2.3t§-§><1014|v|@ 1.30
fo=0.92 094ﬁ§f}§ 4.6f§{§ 1.5i§f§><1014|v|@ 0.86
fo=113 101f8;17 4.9535 1.9f8;8x1014|v|® 1.06
(Dys/Ds)=0.414 1027577 495733, 2.0t8;§><1014|v|® 1.09
(Dys/Ds)=0.460 097'g1s 47532 17'05x10“Mgp 094
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Table 7.8: Like Table 6.7, but for the CL 1768414 field in which two clusters, CL 1766414
and A 2246, are modelled (Sect. 7.3.7). In addition to the parameters of @k-6414, the
radiusrygp and the corresponding mass inferred for A 2246 are given. The lwabec model
includes the complete radial range of the lensing catalogue and is centtied lemsing peak of
CL 1701+6414, separated by 86rom its Rosar peak.No correction for contamination by cluster
members is applied in this single-band field.

_ CL1701+6414 _ ABELL 2246
Model o200/ MPC  ClNew  Mp200(riopo) 1| Teoo/MPC Ms200(r g0
default 1.15j§;%§ 0678 307 1Ix10“"Mg - | 0979% 1 1j§;§><1014 Mo

cent. on Rsar peak 1.04f8:%2 <02 22'13x10“Mg 074 0.85f8-g5 0.9j8:%>< 10" Mg

max(el)=1.0 1.o7i8;§% o.4j§;g 2.4jié>< 10“Mg 081 | 099% 1 L' 10 Mg
max(el) = 10° L1102 0.8{9_ g 27y 10“Mg  0.90 0.95j§;§5 L3 §><1014 Mo
fo=0.92 L03'gwe 0478 21'ex 10“Mg  0.72 0.85’:0'ng o.9j8;§><1014 Mo
fo=1.13 118701 06738 3218x10%Me 108 | 0972%  11:02x10%Mg
(Dgs/Dsy=0.357 1.20j§f;§ 0.65°28 3.4jif§x 10%Mp 114 0.9f§f§5 1. 1j§f§x1014 Mo
(Das/Ds)=0.405 | 1117018 0618 2715x104“Mg 090 | 09095 11:02x10MMg

Table 7.9: Like Table 6.7, but for the CL 1644001 field (Sect. 7.3.8), in which we, despite a
complicated shear field, favour a single-cluster model. The default modetexall sources at
separations'0< 6 < 16,66 around the lensing centreffget by 95 from the Rysar centre. No
correction for contamination by cluster members is applied in this single-bddd fie

Model

rmln len

min

200/ Mpc NFW M200(r 560 H

default 1285%2; 03597 4 1i§;g>< 10%Mg -
Omin=30' 1.28f8;%; 0.3702°  41'7gx10“Mg  1.00
centred on Bsar peak 1128%‘21 <0.05 28j§:5>< 10%Mgp 0.67
centred on BCG .14f8:%? <0.05 29j%:§>< 10%Mg 071
centred on 2S-peak 125f8:%g 0.33%75 3.8j%:§>< 10“Mgp 0.93
max(el) =1.0 13358;%g o.3j%;% 4.6i%;8>< 10%Mp 112
max(el) =10* 1.16f8;28 o.75j8;gg 312x10%Me 074
fo=0.93 119f8;%8 o.3j8;3 3.3% Ax10%Mg 080
fo=113 131f8;%g 03'g4 447%5/x10MMg 107
(Dgs/Ds)=0.357 13@8;%8 0.35f8;§ 5.0j§;1>< 10“Mg  1.20
(Dgs/Ds)=0.405 1237020 03705 37741x10“Mg 0.89
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7.4 Aperture Mass Significance Maps
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Figure 7.23: Aperture mass significance map of CL 04B®0. The figure shows the central,
most interesting region of the #dacam r’-band image, overlaid with excision masks (thin red
lines, Sect. 5.1.3) an8-contours (thicker orange lines). Contour levels staf at0.5, with an
increment ofAS = 0.5. The cell in the grid of 15 mesh size with the higheS-value is marked
by a green square with error bars showing its extent. A star symbol detiaddsar centre of
CL 0159+0030. Beside the square masks related to the source density counts,tbsligws ex-
amples of octagonal masks around saturated stars and manually defikesdonasteroid tracks
and a saturated galaxy.
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Figure 7.24: Aperture mass map of CL 08@811, overlaid on the central, most interesting region
of the Mecacam r’-band image. The lines and symbols are the same as in Fig. 7.23.
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Figure 7.25:; Aperture mass map of CL 023®36, overlaid on the central region, overlaid on the
central, of the Mcacam r’-band image. The lines and symbols are the same as in Fig. 7.23.

139



7.4. S-MAPS CHAPTER 7. MMT ANALYSIS OF SEVEMO00OD CLUSTERS

62°36' =it

62°34' [ty

62°32'

a J2000

62°30" e

62°08'

e ——

G

6224 Lo ol #% A
13"58™0°  13"57M40°

13"57"20°  13"57"0°

32000

Figure 7.26: Aperture mass map of CL 13%232, overlaid on the most interesting region of the
MeGacam r’-band image. The lines and symbols are the same as in Fig. 7.23.
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Figure 7.27: Aperture mass map of CL 1448146, overlaid on the most interesting region of the
MEecacam r’-band image. The lines and symbols are the same as in Fig. 7.23. In addition, two
small four-pointed star symbols mark the coordinates of two further clystlish we discuss in
Sect. 8.1.3.
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Figure 7.28: Aperture mass map of CL 14@&¥ 14, overlaid on the central, most interesting region
of the Mecacam r’-band image. The lines and symbols are the same as in Fig. 7.23. In addition
to the eight-pointed star symbol denoting thesR centre of CL 17016414, a big four-pointed

star symbol marks the position of Abell 2246, and three smaller ones the pssitio/MF 191
(a’Jzo()o: 17h01m465, 032000= +64°21'15"), VMF 192 (032000: 17h02m13s, 032000= +64°2020/),

and RX J17026407 @32000=17"02M018, 530000= +64°07'39"), respectively. All of these clusters

are X-ray sources detected witlodr. Inspection of the Bsar image does not show any obvious,
strong extended emission at the position of ttr3hear peak south-west of A 2246.
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Figure 7.29: Zoomed version of Fig. 7.28, showing the BCG of CL ¥B314, and, to the west
of it and above the star symbol marking thesR centre, the tentative strong lensing arc.
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Figure 7.30: Aperture mass map of CL 164tD01, overlaid on the central, most interesting region

of the Mecacam r’-band image. The lines and symbols are the same as in Fig. 7.23. In addition
to the eight-pointed star symbol denoting thesi& centre of CL 16414001, a four-pointed star
symbol marks the coordinates of SDSS-C4-DR3 3628 (Sect. 7.3.8)edtisp of the Ganbra
image shows extended X-ray emission at these coordinates of SDSIRE3628, indicative of

a deep gravitational potential.
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Chapter 8

Discussion

In this final major Chapter, we present and discuss the mass estimates &ghhelusters in-
vestigated in this thesis. Section 8.1 reviews the background selectiomn,nseasurement, and
cluster detections using tfgstatics before we repeat the error analysis for the Sect. 7 clusters in
Sect. 8.2. We further determine hydrostatic X-ray masses and comparéciieenlensing mass
estimates. In Sect. 8.3, we extend this comparisons to scaling relations incthdingsults of
Vikhlinin et al. (2009a). Finally, Sect. 8.4 presents an outlook on the fughalyses we plan for
these clusters for the follow-up publication to Israel et al. (2010).

8.1 Shear Estimates and Cluster Detections

8.1.1 Possible Improvements to the Background Selection Tegique

We found in Sect. 7.2 that the background detection technigue basedgrithendr’—i’ colours
of galaxies improved th&-statistics detection of our clusters in three out of the four cases for
which we haveg'r’i’ imaging. The corresponding improvementAS ~ 1 for the best cases,
CL 0159+0030 and CL 08092811, consistent with the expectation based on assuming all objects
removed from the catalogue being shear-diluting foreground galaxies.

Given observations in thgr’i” bands only, a possible improvement of our method could be
to assign to each source in the galaxy shape catalogue a probability ofiféiregbackground of
a galaxy cluster at a redshij, by analysing the'r’i’ colours of galaxies in a photoeatalogue
used as a proxy. To this end, we consider the fine grid,ig’ —r’, andr’—i’, we constructed
for plotting the loci of foreground galaxies in Figs. 6.7, 7.3, and 7.4. &ubtd somewhat artifi-
cially defining a sharp boundary between fore- and backgroun@eswia background selection
polygons (Tables 6.2 and 7.1), the method we suggest for the future tweéighshear estimate
observed for each data galaxy in the grid cell by the background fraot@asured in the same
cell from the photcae catalogue. Ideally, the photoeatalogue should be observed with the same
camera under similar conditions, to minimise biases induced by using this proxy.

Obviously, the priority in a WL survey is to achieve the deepest possiblenpimage band
in the best possible seeing. We emphasise thaiRime C data from which we draw lensing
catalogues leading te 30~ detections and mass estimates of four clusters, were observed in only
two nights at the MMT. The instrumental problem leading to an anisotropic P&Fsignificant
fraction of the exposures (Sec. 5.3) prevented this as well as ourratiefrom achieving its full
detection potential. With the caveat that the situation might Heréint if the nominal exposure
times in theg'r’i’ bands were met, the outcome of our background selections suggests that mo
efficient observing strategies exist in termsstletection level per hours of telescope time than
the one we used so far in td®0dWL survey (Sect. 4.2.3).
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Figure 8.1: Lensingféciency as a function of lens redshift, given the CFHTL®eep Iphotoz
distribution. The solid line gives the lensinfiieiencyn(zy) = Dy(zy) {Dds(Z4)/ Ds)/nmax for a fixed
(Ds), Wherenmax=max[Dq(Zq) (Dgs(zg)/Ds)]. The dashed curve denotéddyg(zy)/Ds), measured
from the CFHTLSDeep Iphotoz distribution (Sect. 6.2.4); while the dot-dashed curve denotes
the angular-diameter distanBg(zy) of the lens.

Photometric redshifts with at least five bands, elg/'r’i’Z, provide a more accurate back-
ground selection than our method based on three bands. Given thatre@le to detect our
clusters with less than the nominal net exposure times, observing five b@ghsbe feasible
without spending more time per cluster. In the future, we will compare oukgvaand selec-
tion method to a background selection based on excising the red clustensedtom the galaxy
shape catalogue, similar to the one used by Okabe et al. (e.g., 2009). Bhemportant point,
however, concerning accuracy of the mass estimate is — most likely — theugdity @ the lens-
ing band, which is dficult to control given the fixed scheduling with which the existé#@pdwWL
runs were observed.

8.1.2 Significance of Cluster Detections

We successfully detected all obsend@Dd clusters with at least.80 significance and were able

to derive a weak lensing mass estimate for each of the eight clusters. ln7Tabwe summarise
the maximum detection levelS and the corresponding filter scalés,. The most significant
detection is CL 00362618 atz = 0.50 with S = 5.84; the formally least significant detection is
CL 0230+1836 atz=0.80 with S =3.64. We note that th& =3.75 measured for CL 1766414

has a contribution by A 2246 &t~ 270’ separation (Sect. 7.3.7), rendering it the least secure
detection. Fofyu=220’, we detect CL 17046414 at the Bo level.

There are several factors influencing the strength of a cluster’s gesginal: its mass and
redshift, but also the depth and quality (mainly seeing) of the data. In ¢odeompare the
detections of clusters atftierentz, we consider their relative lensindfieiencies (Sect. 3.2.2),
expressed by the distanc&g (Dys/Ds) in Eq. (3.5). By writing(Dgs/Ds), we already took
into account our measurement of this quantity as an ensemble averagig. &1 we present
1(Zg) = Dg(zg) (Dys(z4)/ Ds)/nmax (solid curve) for a fixed Ds) and as a function of lens redshift
Z4, normalised to its maximummax = max[Dg(zg) {(Dd4s(Zg)/Ds)] at zg = 0.31. The fixed source
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redshift distribution in Fig. 8.1 is taken from the CFHTI%ep Ifield, which we used in our
analysis (Sect. 6.2.4). The corresponding estimat@gf/Ds) is shown as the dashed curve in
Fig. 8.1). We note thaj(zy) confirms the rule-of-thumb that for a givémn) the maximum lensing
efficiency is found forDy ~ (Ds)/2 (Sect. 3.2.2). In Fig. 8.1, only ongs) was tested, though.
Because we consider averagesource redshift, the lensingfieiency forzy = (z;) = 1.04 is still
significant =~0.3).

The relative lensing ficiencies of our clusters range betwegs 0.97 for CL 01590030
andn = 0.52 for CL02306-1836. Correcting for the distancéfect, CL 023@-1836 is the most
significant detection (in terms &max/1(Zg)), despite its short net exposure time, closely followed
by CL0030+2618. The smallest value for the corrected significance we find for OLL-46G414.
We observe no significant trend $f,ax/n(zg) with WL mass. We notice that by detecting CL 0230
+1836, we demonstrated the feasibility odAcam weak lensing studies out to the highest red-
shifts accessible for current ground-based weak lensing.

The aperture masS-statistics is known to produce spurious shear peaks even at high signif-
icance levels, although as simulations show, false detections abovedthdevel are rare (e.g.,
Hetterscheidt et al. 2005; Dietrich et al. 2007). Thus, in principle, tieeeenonzero, but small
chance for one or the other of our detections to be false. Spuriougstideteare more sensi-
tive against changes in the lensing catalogu@.gt Our tests with dierent photometric cuts
and values fof,; found our cluster shear peaks to be robust. Another useful check sotht-
strapping of the lensing catalogue which we performed for CL 62808, CL 135%6232, and
CL 1416+4446, and plan to conduct for the remaining clusters.

The separations between the shear peaks angrRentres are: 3’ in all cases ané 1’ for
four of the eight clusters. This coincidence of X-ray and lensing cemdes further significance
to the S-detections. Two out of the four remaining clusters, CL 048330 and CL 08092811,
have theilS-peaks within larger masked areas, reducing the accuracy with whichitres can be
determined. The complicated shear fields in the vicinities of CL 176414 and CL 16444001,
with separations- 1’ between lensing anddRar have been discussed in Sects. 7.3.7 and 7.3.8.

We note that the &ar cluster centres themselves are accurate@” accuracy while @an-
pra Offers higher spatial resolution, such that an order of magnitude is gained actracy of
the centring £ 1”7). Therefore, we plan to compare the lensing centres to centres obtaitied w
Cuanpra, as we did already for CL 0032618 (Sect. 6.3.1). Furthermore, we plan to conduct
“mass” k) reconstructions for the seven clusters analysed in Sect. 7. Finallyptioe that meth-
ods exist which are less sensitive to projections of LSS féérint redshifts, which can mimic
the signal of a galaxy cluster in ti& statistics. In particular, we mention the optimal filteP{"
statistics”), introduced by Maturi et al. (2005, 2007), which might prexaduseful tool to clarify
the detections in the CL 1765414 and CL 16444001 fields.

8.1.3 Cross-ldentifications

Here, we present detections of #h@0dsurvey clusters in surveys besidd#¥0d and its precursor
160d Only two clusters are cross-listed in similar X-ray surveys: CL G@%18 in WARPS the

Wide Angle PointedRosar Survey(Horner et al. 2008), and CL 1786414 in theBright SHARC
sample (Sect. 7.3.7, Romer et al. 2000). In the following, we also list kndusters close to

our clusters of interest. For CL008R618, we refer to the introduction to Sect. 6. The fields
of CL1701+6414 and CL 16414001 have been discussed already in Sects. 7.3.7 and 7.3.8. For
CL 0230+1836, there are neither independent detections nor other galaxy slustein a 20

1A possible route to circumvent this problem is to modify the spatial respohtie filter Q(x) in (Eq. 6.1), ac-
counting for the large masks.
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radius listed in NED. We notice that, generally, relying on NED, we might miseratrcent
references not listed yet in their database.

CL0159+0030 Being located in the SDSS equatorial strip, CL 046030 has been detected by
Goto et al. (2002) in the SDSS commissioning data, using their photometric ridughance”
cluster finder. Plionis et al. (2005) followed up Goto et al. (2002) clustadidates using archival
XMM-N ewton observations. From the 3800 s PN observation Plionis et al. (2005)sa&cklgnly

a 3o upper flux limit of 21x 1014 erg cnm?s~1 in the Q5-20 keV energy range could be inferred.
This non-detection disagrees with the flux 0 2 0.4 x 103 erg cnt? 571 Vikhlinin et al. (2009a)
measure for CL 01590030 with RysaT.

CL0809+2811 We hypothesise that CL 0882811 is identical to ZwCl 0806458822 atw;2000=
08"09M34°, 532000= +28°13/1, a position 19 off the CL 0809-2811 Rsar centre and at similar
distance to the bright star in the field, where we do not see a concentratjategies. Neither
do we observe an overdensity of galaxies at the position of a secosldaay peak witts = 2.9
(Fig. 7.24). It is located ak2000= 08"09M08°, 632000= +28°0522”. No cluster within 3 of this
position is known to NED.

CL 1357+6232 Lopes et al. (2004) conducted a cluster survey on digitised plates froRdt-
ond Palomar Observatory Sky Survey, using a Voronoi tesselationitgghnin their catalogue,
Lopes et al. (2004) quote a cluster of galaxiea aboo= 13"57M225, §12000= +62°3311”, where
there is no source in the ddacam image. Using the relation found betwegmmagnitudeg’ —r’
colour andzspecfor a subsample of clusters with spectroscopic redshifts, Lopes e08KH)2ssign
z=0.19 to their detection. (NSCS J13574823311, their #7243). Noting that the position of
NSCS J135722623311 is only 18 from the Rsar centre of CL 13576232, we speculate that it
might be the result of a confusion of tH@0d cluster with two bright galaxies to its east, one of
which (SDSS J135723.8823246.1) has a measured redshifze0.078.

CL1416+4446 Lopesetal.(2004) listacluster NSCS J1416284558 in their catalogue which,
by NED, is identified with CL 14164446. Furthermore, Lopes et al. (2004) detected a clus-
ter of galaxies atrjpooo = 14"16M09° and 632000 = +44°38'51”, with a redshift ofz = 0.39.
Less than 2north-east of these coordinates we find the south-western sheampézk coin-
cides with theg’ = 20.1 galaxy SDSS J141613.8843951.3. For this source, SDSS (Adelman-
McCarthy et al. 2008) quotes a spectroscopic redshift-00.397. Note that the brighter galaxy
SDSS J141603.6443725.1, located’ Zurther to the south-west from the Lopes et al. (2004)
cluster position has an SD$§e=0.310 and does not correspond toSupeak.

Barkhouse et al. (2006) detected a galaxy clustefabo= 14"16M0%$6, 6 10000= +44°44 024,
coincident with the western shear peak, comparing archivaktka data to opticalyr’i’ obser-
vations in the @anora Multiwavelength Project. They assign a redshif 0.427 to the cluster,
designated BGV 50. In the sam&ipra observation, Barkhouse et al. (2006) identified another
cluster, BGV 53 atvja000= 14"16™276 anddzo00= +44°5244'4 and a redshift ok = 0.452,
which doesn’t correspond to a bright galaxy in thedwtam image or a peak in th8-statistics.

Out of the three confirmed clusters in the field, CL 144846 not only is the oni¢00dX-ray
cluster and the strongest lensing detection, but also appears to be tladlyppthest system in the
MEecacam r’-band image. Therefore, CL 1448446 possibly presents the most massive system
in a physically interacting super-structure, indicated by 2ke0.40 redshifts of all mentioned
clusters. Judging by the X-ray morphology, Vikhlinin et al. (2009a) ifa<sL 1416+4446 as
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a relaxed system, though. We conclude that the CL £4286 field qualifies as an interesting
candidate for further investigation concerning the existence of a slpser.

8.2 Interpretation of the Mass Estimates

8.2.1 Error Analysis

Calculation of the Errors  The error analysis of the seven clusters analysed in Chapter 7 follows
the method described in Sect. 6.5.4, i.e. we apply Eqg. (6.16) to calculate thaertotatainty for
each cluster. We will now discuss how we obtain thiéedent terms in Eq. (6.16). The statistical
error s Is taken from the computation m‘)(f (or A)(Eg for CL1701+6414) for the respective
cluster on a grid imyp0 andcnrw (Sect. 7.3), converting the upper and lower limits into masses by
applying Eq. (6.7). Table 8.1 compares the masses of our eight clustetiseanerrors.

The components ., andogeom accounting for the uncertainties in the shear calibration fac-
tor fo (cf. Sect. 6.5.3) and the redshift distribution of the source galaxies awisk determined
from the analysis of the parameter grid, as shown in Sects. 6.5.3 and &.54 6930+2618.
Assuming the redshift distribution to be well modelled by the fits to the CFHDESp Iphotoz
catalogue (Sect. 7.1.1), we vatiqs/Ds) by the uncertainties tabulated in Table 6.4. The pa-
rameters minimising the respectiy% and confidence contours for these models can be found in
Figs. B.10 to B.16 in Appendix B.3; the resulting parameters are also listed lasTal3 to 7.9.

As expectedggeomincreases with redshift because of the higher relative uncertaidfyiiDs).

As in the case of CL 0032618, we not only consider the uncertainty+f.05 we estimate
for fo, but also take into account the dilution by remaining foreground galaxies stiiar calibra-
tion error. Once again using the CFHTIC®ep Iphotoz catalogue as a proxy, we determine the
fraction of galaxies aty, < z; after applying the respective background selection. We measure this
fraction fAd to increase witlz: it varies from 87 % for CL 01590030 to 321 % for CL 023G-1836
(Table 8.2). As can be seen for CL08@8B11 and CL 14164446 at the same redshift 0.40,
the background selection based on three bands results in a fgw#6.5 % that the mere magni-
tude cut €y =136 %) for only one band. Adding the two components of the error in quatratu
the lower limit we consider fofp ranges from ®7 for CL 0159-0030 to 073 for CL 02306-1836.
Again, the corresponding parameters minimising the respe)gﬁ\fmd confidence contours are
presented in Figs. B.10 to B.16 in Appendix B.3 and Tables 7.3 to 7.9.

To calculate the errar ssinduced by LSS for the more general case, we need to extrapolate
the findings of Hoekstra (2003), covering only the caseshot 510071, and 2B~ x 104 Mg,
to lower masses. (Note that oM™ estimate for CL 00382618 is very close to the first case.)
The respective error contributions read from Fig. 6 of HoekstraZpage~1.2h~, ~1.7h~%, and
~2.7h 1 x 10" Mg. By assuming that theelative LSS erroro ss/M" increases linearly towards
smaller masses, we arrive at the following relation:

oLss/(10*Mg)=aMis + bMZ, | (8.1)

wherea=0.22h"1, b= -0.01, andMy4 = MW /(10"*M). We understand Eq. (8.1) as an order-
of-magnitude estimate for the LSS error and stress that simulated WL meastsearerequired

to provide a better understanding of this important source of uncertaimparticular, we expect

a largero ss for higherzy clusters, for which chances are higher that significant structure is to be
found betweerzy andz=0. We notice that the results of Hoekstra (2003) are obtainee 8t3,

more nearby than our clusters.
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Table 8.1: Weak lensing and X-ray masses resulting from our analysien@re the weak lensing massdg’(')o(rg"(')o), their lower and upper statistical
(0star @Ndody), systematic ¢ s andog,d), and total error marginsr{,, ando,). Next, the corresponding relative errors are presented. The last t

columns give the ICM temperatuflge from Vikhlinin et al. (2009a) and the hydrostatic X-ray m&&%g(r;”(')o). All masses are given in units of Mg

FANI 28

0ST

— T o o - T
Cluster | Mu(fooaw) Osa T Tos Ths Tt O ‘I\T/st}t j\r/lsvtj}t R m ,it,,tffu Tx[keV/kg] MM
CLO0030r2618| 683 186 211 217 221 289 303 | 27% 31% 32% 32% 42% 449 563113 613+ 123
CLO159+0030 | 542 212 230 157 165 264 283 |39% 42% 29% 30% 49% 529% 425+096 486+ 110
CL0230+r1836| 810 406 492 358 281 541 566|50% 61% 44% 35% 67% 70% 550+102 1176+218
CL0809r2811| 1125 315 322 296 294 433 436|28% 29% 26% 26% 38% 399 417+073 860+ 151
CL13576232| 351 150 175 135 117 202 210|43% 50% 38% 33% 58% 609% 4.60+069 467=0.70
CL1416+4446| 178 Q073 Q87 061 062 Q95 107 |41% 49% 34% 35% 53% 609% 326+046 275+ 0.39
CL1641+4001| 413 178 238 149 155 233 284 |43% 58% 36% 37% 56% 699% 3.31+062 387+0.73
CL17014+6414| 296 134 172 124 105 183 202 |45% 58% 42% 36% 62% 689 4.36+046 323+0.34

Table 8.2: Components of the statistical error. We show the estimated frdgtidioreground galaxies in the lensing catalogue and list all componer
entering (Eg. 6.16): The uncertaintie§,; due to shear calibration, awnt,,from (Dgs/Ds), the projectional uncertainty;roj due to cluster triaxiality,

ando,¢ from the projection of unrelated LSS. All errors are given in units df M),; the numbers in parentheses present the relative uncertainties
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CL0030+2618
CL0159+0030
CL0230+1836
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CL1641+4001
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0.152
0.087
0321
0.105
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0.127
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116 (17 %)
Q44 (8 %)
274 (34 %)
141 (13 %)
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081 (20 %)
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037 (3 %)
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0.66 (10 %)
0.33 (6 %)
1.16 (14 %)
0.90 (8 %)
0.35 (10 %)
0.11 (6 %)
0.47 (11 %)
0.30 (10 %)

086 (13 %)
035 (6 %)
166 (20 %)
075 (7 %)
037 (11 %)
017 (10 %)
082 (20 %)
040 (14 %)

0.68 (10 %)
0.54 (10 %)
0.81 (10 %)
1.12 (10 %)
0.35 (10 %)
0.18 (10 %)
0.41 (10 %)
0.30 (10 %)

110 (16 %)
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056 (16 %)
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CHAPTER 8. DISCUSSION 8.2. INTERPRETATION OF THE MASS ESTINIBS

Applying Eq. (6.15) for all our eight clusters, we find predicted largestmallest axis ratios
0.60< 7 < 0.64. Hence, again considering the triaxiality biases of Corless & King (RG@&
useo . =0.16 MW for the errorM%! induced by overestimation and, ;=0.10 M for the one
induced by underestimation caused by the projection of triaxial halos.

Interpretation of the Errors  The statistical, systematic, and total errors for all eight clusters
are summarised in Table 8.1, both as absolute masses and as relativelabla8.2 provides the
details on the composition of the systematic error for the eight clusters. Wehadtior all our
clusters, in particularly the ones with small WL masses, the statistical uncedanti¢he largest
component in the total error (the second largest usually being the projectmrelated LSS). The
relative statistical errors range betweeB0 % and~ 60 %. The reason for this can be twofold:
First, the large statistical uncertaintigsr seare caused by the small signal-to-noise in the lensing
signals and thus a consequence of the low net exposure times in the leasthgitages, once
we removed frames with high PSF anisotropy (Table 4.2 and Sect. 5.3)n&eamar account of
the systematics might underestimate or neglect contributions to the systemati€eriastance,
uncertainties in the determination of the centres and the radial fitting rangestaconsidered in
Eqg. (6.16). A reliable quantification of these errors has to be foundutoré analyses. Neither
does Eqg. (6.16) include the contamination correction available only for chusteiged ing'r’i’.
However, we find its impact on the cluster parameters to be small comparedstatisgcal errors.

We neither consider the uncertainty in the choice of nkif the error analysis. However,
we account for its fect via the shear calibration (Sect. 6.1.4), such that we do not expect a
significant systematic error. Simulations of cluster lensing (Sect. 5.4.2) wiltbessary to test
whether our shear calibratiofg = 1.08 cancels the bias resulting from mé&x)(completely. We
mentioned in Sect. 6.5.3 the counter-intuitive decreasg‘oigffor CL 0030+2618 with increasing
max (&l). Indeed, only CL 135¥6232 shows a similar relative decreaseJ}j). Averaging over
all eight clusters, these cases are balanced by CL-OP3®86 and CL 14164446, for which we
measureggg to increasewith max (g]). With max (g]) = 1.0, we measure for four cases a smaller
rooo than for max|ef) = 0.8, and in four cases a larger radius. The same holds for jajpx Lo,
These results suggest that even the uncorrected bias due tt:fnaidght be small.

We notice that the roles of the shear calibratfgnconsidered in Eq. (6.16) aggi and the
correctionfy(0) (Sects. 6.4.1 and 7.3.1) for cluster members cannot be completely didedtang
On the one hand, considering the cluster member correction separateltifisusy the radial
dependence of;(6). On the other hand, we have to stress that the uncertainfy(dh might be
large due to the weak detections of the cluster red sequence. In addigdigettt of f1(6) on the
mass estimate (6 % to 11 %, Tables 6.7 and 7.3 to 7.5) falls behind the related s$igstgma
component_; in three out of four cases (Table 8.2) and is significantly smaller than theistltis
uncertainty in the mass. Hence, a possible plan to consider cluster memizenssigiently — also
for single-band clusters — would be to include it into the systematic error. Hds®, we suppose
performing simulations of cluster WL fields to be helpful for the further itigesions.

Finally, we note that totald error intervals consistent with cluster masses close to zero do
not mean these clusters are detected merely at the level: Shear calibratiorgs-distribution,
and triaxiality errors are multiplicative, such that they do né¢et the detection significance.

8.2.2 Mass—Concentration Relation

In the case of a very low concentration parametgfy < 1, the tangential shear profile becomes
flat and therogg becomes diicult to constrain. We notice that the confidence contours in the
extreme cases CL 1642001 and CL 17016414 become more elongated towards fagg, with

a cusp at smalygg andeypw ~ 0 (Figs. 7.20 and 7.22).
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8.2. INTERPRETATION OF THE MASS ESTIMATES CHAPTER 8. DISCU&®I

Table 8.3: Weak lensing and hydrostatic masses under the assumption ofltiek Bt al. (2001)
mass—concentration relation. We compaygy andr,oo from the default cluster models tg nFw

expected from Bullock et al. (2001) and the corresponding clustenpetersg 200, given in the
fourth and fifth column. The sixth and seventh column give the WL HM%B(I'ZOQB) and

the ratioud = MY, (r2008)/M3gq(r200) between the inferred with the Bullock et al. (2001) and

independent concentration parameters. The last column shows thsmmmasM%gB(ronB).

Cluster CNFW ro0  CenFw  TB200  M30qg(f2008)  #300m Mgggg(fzoas)
[Mpc] [Mpc] [10MMg] [10"*Mg]

CL0030r2618 1870% 149701 375 136072 519715 076 558 112

_0. -0.1 . -1
CL 0159+0030 923%g 1.44fg;§§ 4.00 l45f§§2 5.53_%;52 102 490+1.10
CL0230+1836 32712 1407027 380 137928 75940 094 1136x211

CL 0809+2811 37j§1§ 1.83f83§g 3.65 183J_“83? 1125543 100 860+ 151
CL1357+6232 28+1%> 1.1&81;2 4.20 111f8}§ 2.92+14 083  436+065
CL 1416+4446 49t§3%§ o.99t8f}4 4.55 100f§f}‘7‘ 184985 103 280+ 0.40
CL 1641+4001 03j8-97 12808 415 11008 26015 065 334:063

. -Q. —Q. 11
CL1701+6414 06*;; 1.15f§é§ 4.40 100j§é§ 1.95j;‘2% 066  279+0.29

We suspect that the loeyrw — caused by a multi-peaked shear signal — not offlycés the
error inrypg but might also influence its value, introducing a bias in the mass. Thus, veideon
the one-dimensional merit function fogge, Wherecyrw is fixed to the value predicted by the
Bullock et al. (2001) formula (6.13), given the virial mass estimates tabuiatédble 8.1. The
concentrations given by Eq. (6.13) which we list in Table?8pan a relatively narrow range
from cg new = 3.65 for CL 0809-2811 on the high-mass end ¢g new = 4.55 for CL 1416-4446
on the low mass end of the spectrum. We determine the optigp@ given cg nrw and infer
M33qg (F2008) by applying Eq. (6.7).

Three clusters have measugghy > Cg nrw; fOr these three most concentrated objects in our

sample, we infer a ratip}) = M%QB(ronB)/Mg"(')O(rzoo) between the masses obtained with fixed

and free concentration parameterspg\‘z 1. (For CL0809-2811, where the dlierence between
cnrw andcg npw IS small, we obtain identical masses.) Generally, we observe a correyl%ﬂion
andcnyrw: Those clusters, for which we measukgw < Cg new, @lSO have2ggs <200 and thus a
smaller WL mass if we assume the Bullock et al. (2001) concentration—masenekther than
determiningcnyrw from the data. This correlation can be explained by the shape consistaunily f
in the confidence contours of the clusters whaygy can be constrained (e.g., CL 0032618):
Relatively high values foeygw Only agree with the data fapgo< rg‘c}g. The underlying reason is
the absolute value of the shear signal ruling out simultaneously highersvi@ueyry andrqg.
The masses¥! (r2o0qs) Which are by~ 1/3 smaller than the default estimatki%o(rzoo) once

200B
again point out the modelling problems for CL 164001 and CL 17046414.

8.2.3 Comparison to X-ray Masses: The CL 00382618 Example

We will now compare our weak lensing masses to mass profiles drawn fraGuilvera analysis.
In this section, we demonstrate the measurement of the hydrostatic X-rayfonass example

2The values given in Table 8.3 are rounded to the closest value cossiniethe parameter grid. Given the spacing
of Acyrw = 0.05, the resulting dierence is< 0.025. The only exception is CL 1766414, where a coarser grid with
Acyrw =0.20 had to be used. Hence, we pigkyrw =4.40 as closest match t new =4.31 resulting from Eqg. (6.13).
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Figure 8.2: Comparison of mass profiles of CLO®3618. Upper panel: The hydrostatic mass
M"d(< r) derived from the @anpra analysis (thick solid line): A constant ICM temperature is
assumed and the grey lines delineate the error margin derived from its Emedash-dotted line
gives the @anpra profile for a more realistic temperature profile. The dot with error bars and
the dashed line denote the mass estimate and pidfifé< r) from our weak lensing analysis,
assuming an NFW profile. The thick error bars show the statistical ertaits thin bars include

all components discussed in Sect. 6.5.dwer panel:Ratio of X-ray to lensing mass as a function
of radius (black line). The symbols and grey line showt®&4/M" found by Zhang et al. (2010)

at three overdensity radii and their fitted relation.

cluster, CL 00382618, before we extend it to all ddacam clusters in Sect. 8.2.4. As we saw in
Sect. 2.1.2, under the assumption that the ICM is in hydrostatic equilibrium, thenasaM (<r)
of a galaxy cluster within a radiuscan be derived as (Eq. 2.4):

—kgTx (r)r (dlnpg dInTx)
= +
HMpG dinr dinr

wherem, is the proton mass andthe mean molecular mass. In a first step, we treat the ICM
temperature to be independent of the radius and fix it to the Vikhlinin et al9@0value of
ks(Tx)=5.63+ 1.13keV. For the gas densipy, we use a Vikhlinin et al. (2006) particle density
profile

M(<r) (8.2)

(r/re)™ 1 + %
(1+ r2/r§)3'6_a/2 (1+ rV/rg)g/y (1+ r2/r§2)3ﬁ2

This model is motivated by observations of X-ray surface brightnediigg@nd represents an
extension of theg-model” (Eq. 2.2). It accounts for the observed steepening of ®ilfaghtness

\elp=n3 (8.3)
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Table 8.4: Parameters and best-fit values of the Vikhlinin et al. (2006)rt@idel (Eq. 8.3) for all
eight Mecacam clusters (A. Vikhlinin, priv. comm.). In this modified doulgemodel,ny gives the
number density of electrons, whitg andrg are the core and scale radii, respectively. Parameters
named with Greek letters are dimensionless exponents. For all except tstersjua second
density componenty, with a core radius., is modelled.

Cluster No le rs a B € No2 le2
[103cm™] [kpc] [kpc] [103cm™]  [kpc]
CL 0030+2618 3.784 1390 4207 05867 04653 12293 0

CL 0159+0030 3410 1376 4992 21467 05329 11832 2478 0.017
CL 0230+1836 1.669 6231 12145 03061 10579 49933 0.1968 22296
CL0809+2811 2.667 4575 4599 0 10579 01736 7.185 2655

CL 13576232 1718 3650 24395 12342 08377 00002 0 -
CL1416+4446 3.639 1405 12600 19307 04989 50000 3628 5083
CL1641+4001 3.836 1909 6676 05536 08453 0 0.6754 10300

CL1701+6414 1.640 2332 3721 22548 03333 15473 5971 5834

profiles at large radii as well as for the possibility of a distinct cluster,dorée modelled by a
secong3-component. The best-fit values of the parameters in Eq. 8.3 found bikAlinin (priv.
comm.) for all eight Micacam clusters are given in Table 8.4. Note that the secgchbdel”
component includingy, has been set to zero for CL008B618. The parametens= 3 and,
whereng, # 0, of B, =1 are held fixed. The ~pra images used in the Vikhlinin et al. (2009a)
analyses enable good measurements o#f@d cluster properties out tosgp. In the following,
we extrapolate the resulting models out tgo.

We apply the recipe by Vikhlinin et al. (2006) for converting the numbessidies of ions in
the ICM into a mass density, assuming a primordial He abundance and a metafli0iB/Z,,
yielding pg = 1.624m, \/MeNp. Inserting thisog into Eq. (8.2), we arrive at a total cluster mass of
MA=(6.13+ 1.23)x 10 M, for CL 0030+2618, at the virial radius ahgo=1.49 Mpc obtained
in the lensing analysis. We show the corresponding mass profile as the tididts &rror margin
as the grey lines in the upper panel of Fig. 8.2. The error is determingdtfreTy uncertainty,
which usually dominates over the statistical uncertainty in the gas density modelling

This value is in very good agreement with the weak lensing mass estimate (ddhiekh
error bars for statistical and thin error bars for systematic plus statisticertainties in Fig. 8.2).
The consistency between the X-ray mass profile derived ffgnand the (baryonic) ICM using
Eq. (8.3) and the NFW profile describing the combined dark and luminous ndattsities holds
at all relevant radii 50 kpc in a wide range from the cluster core till beyond the virial radius.

Assuming an isothermal cluster profile, one likely overestimates the total$taticomass, as
the ICM temperature is often found to be lower at the large radii dominating the estimation
aroundr.;; (e.g., Vikhlinin et al. 2006; Pratt et al. 2007; Zhang et al. 2008; Reipzichl. 2009;
George et al. 2009). The competinffext of the temperature gradient term in the hydrostatic
equation is subdominant in most cases compared to filgistef the temperature value.

Therefore, to estimate the systematic uncertainty arising from assuming reather we
consider a toy model temperature profile consisting of the flat cafExat a power-law decrease
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at larger radii, and a minimal temperatlgTo = 0.5 keV in the cluster outskirts to qualitatively
represent the features of an ensemble-averaged temperature profile:

kg(Tx) I<ri
ke Tx(r)=<prd M <r<ry (8.4)
kBTo r>ry

where we choose an inner (core) radiusrogg/8 (as used in Pratt et al. 2007), a power-law slope
g = —-0.4 taken as a typical value found by Eckmiller et al. (in prep.), and fixing tivectation
radiusr; and amplitudep demanding continuity o x(r). The mass profile resulting from this
temperature distribution is plotted in Fig. 8.2 (upper panel) as the dash-dottedgiiing an
estimate of the systematic uncertainty in the X-ray profile. Its valugpgts outside the & error

bar of MW, taking into account théotal error. Another systematic factor in X-ray analysis is
non-thermal pressure support, leading to an underestimation of the aay by~ 10 % (e.qg.
Zhang et al. 2008). Taking into account all thefie&s, we conclude a very good agreement of
X-ray and weak lensing mass estimates of CL G388, despite the potential perturbation by
line-of-sight structure.

In the lower panel of Fig. 8.2, we show the raM™9/M" of hydrostatic X-ray and weak
lensing mass as a function of radius. Although this quantity has a large earovalues are in
good agreement with the X-ray-to-lensing mass ratios found by Zhahg2040) for a sample of
relaxed clusters for three radii corresponding to overdensitiesnrw(<r)/oc = 2500, 1000, and
500 (black line). We note that we recover well the relat%%‘f(A) found by Zhang et al. (2010)
by fitting their cluster sample data (grey line).

8.2.4 X-ray and Lensing Mass Profiles

The WL mass estimates our analysis yields for the ed@iftd clusters span a range consistent in
principle with the expectations from thei&pra analysis published by Vikhlinin et al. (2009a).
For all clusters, we measure WL massei0'4 Mg, confirming that our objects are fairly massive
clusters. The two most massive clusters, CL 082811 and CL 023081836, yield masses of
the order 18 Mg, which, at the redshift oz = 0.80 for CL 0236-1836 is exceptional, but not
implausible given the currently favoured cosmological paramét€sr upcoming analyses will
give special emphasis to the most disté@0dclusters like CL 02301836, bearing the strongest
leverage on the cluster mass function.

We compare the WL masses of the eightditam clusters to masses inferred from theaS-
prA analysis by Vikhlinin et al. (2009a). For each cluster in the sample, a Vikhéinal. (2006)
ICM particle density profile (Eq. 8.3) was fitted to theASpra data and the resulting parameters
are summarised in Table 8.4ufpra temperatureJy for the eight clusters are summarised in
Table 8.1. By applying Eg. (8.2) in the same way as for CL G318 in Sect. 8.2.3, we infer the
hydrostatic massd\ﬂ%g(r‘g('m) listed in Table 8.1. Note that the only source of error considered for
theseisothermalmass estimates is the uncertaintyTig. Further note that the ICM modelling is
independent of the WL analysis, but the mass is computed witgydetermined by WL.

We repeat the comparison — shown in Fig. 8.2 for CL 03818 — between the mass profile
determined by Eq. 8.2 and the NFW profile givenray, andcyrw (Table 8.3) and present the
results for the seven other clusters in Figs. 8.3 to 8.6. We emphasise that theofles rely on
extrapolationsfrom the actual measurementrago, assuming the mass profiles following NFW

3Jee et al. (2009) claim the WL measurement of a similar high cluster massia4 which, if confirmed, would
indeed ensue interesting ramifications for the cosmological model.
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Figure 8.3: The same as Fig. 8.2, but for CL 048030.

profiles with thecyrw Yielded by our analyses. Therefore,rat rogo, We can only provide an
order-or-magnitude consistency check. Extrapolations beggg@re even more speculative.

On the one hand, for all clusters, the hydrostatic mass estim%g(r‘évc')o) lies within the
range given by the statistical errors of the WL mass. On the other Mm(r‘é"(')o), the filled
circle with error bars in Figs. 8.3 to 8.6, is included in the — narrowee-uficertainty interval
(grey lines) of the hydrostatic mass only for CL 063®18, CL 01590030, CL 16444001, and
CL1701+6414. Considering mass ratios, only for CL 148846 a non-isothermal ICM model
following Eq. (8.4) clearly provides better agreement vtk (4 ) than the isothermal model.
For CL0036-2618, CL 01590030, and CL 08092811, the simple temperature gradient model
is inconsistent wittW!, even considering its systematic errors.

We notice that none of the seven other clusters shows an agreemengibétwdrydrostatic
(solid lines in Figs. 8.3 to 8.6) and NFW mass profiles (dashed lines) overearamdje in log()
within the error margin oMggg(r‘g’c')(Q as observed for CL 003®618. The “best” cluster in this
perspective is CL 135#6232, WhereIVIgV(')o(r‘zN(')O) is a bit to the lower side of thedlinterval of

Mggg(r%o). By far, CL0030-2618 provides the best agreement with the Zhang et al. (2010)
MMYA(A)/ MW (A) relation within the Micacam sample.

There are few qualitative changes to these results if we consider thelaresaikg and hy-
drostatic masseM%QB(rzqu) and MgggB(rZOQB) (Table 8.3) obtained when fixing the concen-
tration parameter to the value predicted by Eq. (6.13). We show the condisg WL and X-
ray mass profiles in Figs. B.17 to B.20 in Appendix B.4. TheWL and hydrostatic masses
for CL 1416+4446 disagree anlsfl%QB(ronB) for CL 1701+6414 lies outside thedl error inter-
val of the hydrostatic mass. Also, the WL and hydrostatic mass profiles eltawen using
ceNFw = 3.75 for CL 003062618 not longer follow the Zhang et al. (2010) relation, but are still

consistent at =1000.
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Figure 8.4: The same as Fig. 8.2, but for CL 023836 (top) and CL 08062811 (bottom).
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Figure 8.5: The same as Fig. 8.2, but for CL 186232 (top) and CL 14164446 (bottom).
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Figure 8.6: The same as Fig. 8.2, but for CL 164001 (top) and CL 17046414 (bottom).
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Figure 8.7: The weak lensing malv@’(')o(rg"(')o) of the eight clusters as a function of the hydrostatic

massMEé'g(r‘éVO , in a double logarithmic plot. Error bars give the statistical errors to théngns
mass and the error resulting from the uncertaintysin On the dotted line, both masses are equal;

the dashed line represents the best linear fit oM@ (rs ) to log MS()JIO reo)-

8.3 Weak Lensing — X-ray Scaling Relations

8.3.1 TheMY—-M"Y4 Relation

How do the weak lensing masses resulting from our analysis scale with theskstic masses?

For this purpose, we consider both WL and hydrostatic masses within filus radsqo, for which,

in general, the accuracy in both techniques its close to its optimum with respelcanges in

A (Okabe et al. 2009; Zhang et al. 2010). Therefdviggp is commonly used in the literature.

Noticing that our WL masses were determined @b, we caution that the conversion teqg,

assuming the validity of the NFW density profile, might introduce additionalremod biases.

Nevertheless, we apply the conversiomdgy in order to facilitate comparisons to similar studies.
Figure 8.7 presentk/l500 OO) in dependence omggg 0) in a double logarithmic scale.

The quoted uncertainties N2y (r""'o) are first-order estlmates assuming the relative errors in

MW'O(r 0o to equal the relatlve errors MW'O(r 0o Ppresented in Table 8.2. We find the mass esti-

mates to clearly follow a power law and generally agree with the equdlify(r ) = ggg (ra).
The sole exception is CL 02302836, for which the diagonal in Fig. 8.7 (dotted line) lies slightly
outside the margin given by therIstatistical errors of the lensing mass and the err(bng'ég(rgv(')

propagated from the temperature error (Table 8.3).
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the respective fit. The subscript “B” denotes the results ety fixed to the value predicted by

the Bullock et al. (2001) relation.

Considering the WL masses, CL 08@8811 withM¥ > 10'*M, is the most massive object,

200

but not a particularly rare structure at #s 0.40. Judging by the &~pra model, CL 02308-1836

at z = 0.80, the most distant cluster among the eight, marks the most massive cluster. With

M%g > 10"*M, CL0230+1836 is an outstanding object at its redshiftzof 0.8 and a fasci-
nating object for further investigation. An obvious consequence ofitireehredshift are the large
statistical error bars. We note that our showcase cluster, CL4®&IB, has the smallest relative
statistical error irM", together with the more massive and more nearby CL 82831. The sec-
ond tentative strong lens, CL 1786414, sidifers from large uncertainties owing to the complex
shear morphology. The same holds for CL 164Q01.

We infer the scaling relation between X-ray and WL mass by fitting a power law

log (M" /10"Mg) = A log (M™9/10"M ) +B

(8.5)

to the data in Fig. 8.7. For the fit, a symmetrised erroM¥{ is used (cf. Reiprich & Bhringer
2002). The best-fit relation, given by the dashed line in Fig. 8.7, haspa sibA = 1.57 + 0.19
and a very smajtrzed:O.M. We note that this best fit predicts equality between lensing and X-ray
masses foM ~ 3 x 10'*Mg,. Interchanging the dependent and independent variable in the fit to
Eq. (8.5), we obtain a very similar relation. We notice thlheight clustersagree within their &

errors with the best-fit line. Givensierror bars, we would expect two or three clusteffstioe

relation. This observation, as well as the smééh< 1 indicate an overestimation of the statistical
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errors toM,y which we have to investigate in a future analysis. Possibly, the fact thasedgeds
(resp.raog) determined from our lensing data for bd#l"' andM"d contributes, at least partially,
to this conspicuous agreement.

In order to test for theféect of the concentration parameter, implicit in Fig. 8.7 due to the
conversion fronrsgg to a0, We repeat the comparison of WL and hydrostatic masses based on
the results using the Bullock et al. (2001) relation. Figure 8.8 shows trendepce of the weak
lensing mas$ay o (r&,s) on the hydrostatic masmgggB(rg"(')QB), for the mass models in which
cnrw is kept fixed to the value predicted by the Bullock et al. (2001) relationl€T@u3). The most
noticeable dierences are the lower WL masses for the clusters whgtg is small, when deter-
mined from the fit. Most prominently, we measure for CL 1¥6414 the same small hydrostatic
mass as for CL 14164446, and a WL mass just short oﬁIO“M@, with large error bars, induced
by the less flexible lensing model. The power law fit (Eg. 8.5), assuming the-coasentration
relation, givesA=1.37 + 0.20 and an again smqﬂfed: 0.77, consistent with the default fit using
a free concentration parameter.

For comparison, we present diagrams equivalent to Figs. 8.7 and 8u&ibg the more direct
mass estimate withirnpo, in Figs. B.21 and B.22 in Appendix B.5. We find the scaling between
M (ri ) and IogM%g(r;"(')O) to be similarly tight as the one observed fego. All data points are
consistent within their & error bars with the best-fit power law, for which we compgﬁe%: 0.89
and,\fed =0.83 for Figs. B.21 and B.22. The corresponding best-fit slopes1.30 + 0.39 and
A=1.36+ 0.38 are in good agreement with each other and with the slopes foundrtg@(bn%

The value for the slop& of Eq. (8.5) is in excellent agreement with the relatlﬂg‘{')o/Msgg:

1.57 + 0.38 measured by Zhang et al. (2008) in the case of adeg and in good agreement
when using the Bullock et al. (2001) relation for our data. The Zhany €@08) cluster sample
consists of 37 sources from thecal Cluster Substructure Survefwhich 19 have measured WL
masses and were considered in the determinatidmgtég/Mggg. Their redshifts range between
z=0.15 andz = 0.30, with an average ofz) = 0.22. We attempted to determine the intrinsic
scatter in theM"-M"d distribution, using the same method as Zhang et al. (2008), but found
the statistical errors in our data to be too large to measure it. The averagmdoshydrostatic
mass ratio in our sample of eight cIusters(Mé"édMQé’S} = 1.01, with a standard deviation of
0.32. Using a fixed slope of 1 in thd"'—-M"d power law, equivalent to considering the weighted
mean for(MY / Mgég% Zhang et al. (2010) findM;"(')O/Mggg> =1.017338. This result is perfectly
consistently with our simple average, while the weighted average of our neeasuts yields a
higher(Mg"(')O/Mhyd> =124+ 1.01. We note that this weighted average is dominated by the high-

500
mass clusters, for which we measure smaiigative statisticalMY! _errors. For these clusters,

500
we measure\/lg"(')o/Mggg > 1, leading to the weighted average being significantly higher than the

simple averag®.In their Fig. 7, Zhang et al. (2008) considered the histogram ofM&O/Mggg)

and determined the mean and logarithmic standard deviation in their samplel\i@gawggg):
0.99+0.05 and 061+ 0.05, respectively. Despite our small number of eight obLects, we pertbrme
a similar Gaussian fit to the histogram, yielding a marginally consi$tdg‘(éo/M gg> =0.93 and
logarithmic standard deviation of1b.

In a study of 18 galaxy clusters in thel@ < z < 0.43 redshift range, with WL masses

between X 10'*Mg and 20x 10'“M, Mahdavi et al. (2008) measufb’lggg/Mg‘gO) =0.78+0.09,

5

“We further note that the three clusters with the highest weights, CL#Z&@B, CL 02381836, and
CL0809+2811, are the three out of our eights clusters which are flagged agémsédue to their X-ray morphol-
ogy by Vikhlinin et al. (2009a). OuB-maps Sect. 7.4 do not hint towards merging activity in these clustetfénout
complex lensing signals for CL 1418446 and CL 16414001 which are flagged as non-merging by Vikhlinin et al.
(2009a). Zhang et al. (2010) measure a reddﬂg&/MQg’g for disturbed clusters, consistent with the qualitative analy-
sis of theS-maps but at odds with the (simplistic) Vikhlinin et al. (2009a) merger flddsre thorough analysis of our
data is necessary to test the role of merging forM@éO/Mggg of our cluster sample.
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corresponding tgM O/Mggg> 1.28'5-1%, applying a weighting scheme that takes into account

the uncertainties in both masses. This measurement is in good agreementrwitiueufor the
weighted averagelvlgé'g/Mg"(')()). Our present subsample of eight galaxy clusters does not provide
enough statistics for more thorough investigations into the scaling betweay &d WL masses,

nor the construction of a mass function. Nevertheless, the presensarfalyns the groundwork

for these subsequent steps for which the tigff—M"d correlation we find is encouraging.

8.3.2 Scaling ofM" with Masses Derived fromYy and Mgas

In the upper plot of Fig. 8.9, we present how our WL mass®¥ scale with thersgg cluster
massMYx derived by Vikhlinin et al. (2009a) using measurementsypf Note thatMYx is

the mass estimator used in constructing the Vikhlinin et al. (2009a) mass fundtioan lower
panel of Fig. 8.9 directly compardd" to the proxyYx.® Because of the power law relation
betweenMYx andYy, the upper and lower plot in Fig. 8.9 are basically rescaled versionseof on
another. Figure 8.9 employs an estimate ofrigyg radius computed directly from thidY* data

via inversion of the defining relatiollsgg= (47r/3)r500 50Q.. We denote this radius hggo

There is good agreement between the WL maM\é‘E{r 0o measured withinyy-derived
radius, plotted again¥t, and theMsgg—Yx—relation measured by Maughan (2007). The Maughan
(2007) relation was constructed using hydrostatic X-ray masses of §&duat AL5< z< 0.60.

We present the best-fit power laMisgp = C E(2* (Yx/6>< 10" Mg keV)B as a dashed line for
z=0.40 and as a long-dashed line fo+ 0.80 in Fig. 8.9. Out of our eight cluster masses, five
are consistent with the Maughan (2007) expectation given Wgiand two further masses (of
CL1416+4446 CL164%4001) are marginally inconsistent with it at the level. The Maughan
(2007) relation further coincides With the equality line in #&'—MYx—diagram: The same five
clusters agree WltMW'O(r 00 = Msoo(r 0) atthe r IeveI

Although the clusters in thilZ O(r 00— M500 0) plane match the expected equality rela-

tion, they inhabit a narrower mterval MYX(r 00 than in MW'(r 40)» giving rise to a seemingly
steep scaling relation. A similar behaviour can be found for the total clustes M@ inferred
by Vikhlinin et al. (2009a) using the gas malskas as a mass proxy. This can be seen in the
upper panel of Fig. 8.10, showirig" (rSOO) plotted againsMg(rSOO) where the radiu@00 is cal-
culated in analogy t0500 As well as for theMW'g( 00 — M500(r oo relation, we find the four
least massive clusters to haM%goo(rSOO) > M500 0) and the four most massive ones to have
00(r500) < Msoo(r500) rendering equality of the masses on average a reasonable reptiesen

for the eight cluster subsample.

The mass estimatdﬂg(rgoo) for the eight clusters we investigated populate a quite narrow
mass range between.g# + 0.13)x 10'* Mg for CL 1641+4001 and (28 + 0. 35)>< 10 M, for
CL 0809+2811, a factor ok 3.0. This is even more pronounced considerfinéx (r 0o, for which
masses range between7Q+ 0.20)x10' Mg, for CL 1641+4001 and (39 + O.42)><1014 Mg for
CL0809+2811, a factor ok 2.2. We note that CL 16484001 ranks among the least massive ob-
jects in the whole sample of 36 clusters, botivix andM9, and, correspondingly CL 0802811
among the most massive clusters. Hence, our subsample discussedden®dprobe a particu-
larly small mass interval compared to the complete sample.

This is contrasted by the factor ef 7.7 between the least massive cluster witt'@‘éo ac-
cording to our WL analysis, CL 1766414 W|th M (ri ) = 1.70°083% 101 M, and the most

massive cluster, again CL 0862811, withM®¥ (ri ) =8.33332x 1014 Mg. This factor reduces

500 -2.33

5In order to obtain the values fofy, we reversed th&Yx—Yy relation MSOO— Mo (Yx /3 x 104 Mg keV)*E(2)-%/3
given by Vikhlinin et al. (2009a) in their Table 3. In this relatidf(z) = H(2)/Ho, accounts for the redshift evolution,
while the normalisation and slope of the power law = vh5.78 x 10 Mg anda = 0.60, respectively.
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Figure 8.9: Scaling of the mass estimat&€x (upper plo) and theYx proxy (ower plof) from
Vikhlinin et al. (2009a) withM"'. The symbols and lines follow the layout of Fig. 8.7. In the lower
plot, a short and long dashed line present the Maughan (2@egt-Yx—relation for redshifts of
z=0.40 andz=0.80, respectively.
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Figure 8.10: Lower plot: Scaling of the mass estimatd9 (lower plof) from Vikhlinin et al.
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Fig. 8.7. Upper plot: Comparison of the WL masses evaluated at twitedent estimates o&qo:
Plotted isM" measured insideg"(')0 inferred from the best-fit NFW profile again%ygo obtained
from the Gianpbra analysis.
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Figure 8.11: Scaling of the X-ray luminosity (upper plo) and the ICM temperaturéy (lower
plot) from Vikhlinin et al. (2009a) withM%'. Vikhlinin et al. (2009a) quote asx the total lumi-
nosity in the 06—2 keV object frame, antik to be integrated from.Q5r5g0 andrsgo. The symbols
follow the layout of Fig. 8.7. Thick dashed and long-dashed line show iktdikin et al. (2009a)
Lx—M relation atz=0.40 andz=0.80, together with the respective-Lincertainties (dotted lines).
The region consistent with the measurexscatter of the=0.40 Lx—M relation is shaded blue,
the corresponding region fae 0.80 is shaded pink, and the overlap is shaded yellow.
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to 44 consideringM;V(')O rggo) and to 52 for M;V(')O(rgoo). In both these cases, the lowest mass is
measured for CL 16444001.

Because of the narrow intervals M9 and MY, we do not attempt to fit power laws to the
distributions in the upper panels of Figs. 8.9 and 8.10. The resulting powesltégpes would
exhibit large uncertainties and unphysically high values, given that wepace two estimators of
the samequantity, the cluster mass. Notice that CL 08@811, with its highM", marks the most
discrepant object from boﬂvrlg"(')oz Mggo and Mg"(')oz M¢. are not known to us at this early stage of
the WL—X-ray mass comparison.

We investigate the fierences between these two relations and the scali*bfvith M9

(Fig. 8.7) by comparing!"! atr}% andr.. We find a tight power-law relation betwesft" (r%)

and MW'(rggO) (Fig. 8.10, lower plot). All points are consistent with equality (dotted lingggi
their 1o errors, as we expect for the same mass proxy at the same overderesigrtheless the
slope of the best-fit power lavhy=1.43 + 0.50 demonstrates that low-mass cluster are biased low
when consideringg"c')o as opposed toggo, while high-mass clusters are biased high. The best-fit
power law is presented as a dashed line in the lower plot of Fig. 8.10. kit ean, to some
degree, explain the observed larger mass ran@&"fnthan in Mggo andM39. Its cause is not clear

to us at the moment; also the question of which mass estimate is the most reliable renens

answered by further investigations.

8.3.3 Scaling oM™ with X-ray Luminosity and Temperature

The upper plot of Fig. 8.11 presents the relation between the X-ray lumirigsiqyioted from the
Vikhlinin et al. (2009a) Ganpbra analysis, withMg"(')o(rggO). The X-ray luminosity is given for the
0.5-2 keV object frame. Interestingly, we find the distribution of our eigtgtels to resemble the
M;VC'JO—MQ distribution in Fig. 8.10. In particular, the luminosities span a factor 2f7, similar to
M9 or MYx, although the most X-ray luminous cluster in tt@mpletesample, CL 12263332 at
z=0.89, exceeds the most luminous:dAcam cluster, CL 02381836 atz=0.80, by another factor
of ~3.3. The thick dashed and long-dashed lines in the upper plot of Fig. 8adilil thle Vikhlinin
et al. (2009a) x—MYx relation atz=0.40 andz=0.80, respectively:

In Lx =AM + Bum In Msoo + CLM In E(Z) + SLM , (86)

where Vikhlinin et al. (2009a) findy v =47.392+0.085,By =1.61+0.14, andC y =1.85+0.42.
Taking into account the intrinsicol scatterS; y = 0.396+0.039 in the relation, indicated by
the shaded areas (blue shading for e 0.40 relation, pink shading for the= 0.80 relation,
and yellow shading for their overlap), five of the eight clusters areistam with thelLyx—MYx
relation. In addition there is substantial overlap in themiargins ofMgV(')O(rggo) of CL 1641+4001
and the Vikhlinin et al. (2009a) relation, interpolating to the cluster redshift 0 0.46. The
WL masses of CL 14164446 and CL 17046414 are too small, given their X-ray luminosities.
Nevertheless, even for the most extreme case of CL-44486, the upper boundary of the-1
margin in Mg"(')o lies not more than one standard deviation belowzth8.40 Lx—MY* relation. We
note that that among the three mentioned clusters witiidfy givenLx, we find the two clusters
with the most complicated shear fields. Thus we conclude that, overall, oum¥#ls estimates,
measured usin%YgO match well the predictions using theik.

In the lower plot of Fig. 8.11, we pldtllg"(')o againsfTx, determined by Vikhlinin et al. (2009a)
integrating the X-ray spectrum betweed® 500 andrsoo. Even more than in the previous cases,
the Tx measured for the eight clusters populate a narrow interval betw26a: 8.46 keV/kg for
CL 1416+4446 and 353 + 1.13 keV/kg for CL 0030+2618, difering at the~ 20~ level. Thus, we
refrain from fitting aTx—M"! relation to our measurements and conclude that further investigations
are necessary to reconcile our results with the Vikhlinin et al. (2009a@y>6bservables.
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8.4 Conclusions and Outlook

In order to achieve the ultimate goal of th80d WL survey, the weak lensing mass function of
all 36 clusters, a large number of analyses and several observiagmeistill needed. We empha-
sise that this task is progressing with a wealth of already existing data, loothtfie dedicated
observing runs by our team and from the archives. In addition, maereations are scheduled.

The most important conclusion to be drawn for the short- and medium terspguive of
the project is that its feasibility has been demonstrated by analysing a sighsidasample of
eight clusters with MMTMEecacam. Building on the experiences and results presented in this
thesis, we can evaluate the performance of our techniques so fargintotgletter understand our
measurements and improve the constraints on the cluster masses.

From a practical perspective, we identify the open questions congettmenanalysis of the
seven clusters presented in Sect. 7. First, we plan to complete the analysseteven clusters
to a homogeneous level, by e.g., running bootstrap resamplings wheredhisligen done. Also,
we plan to perform two-dimensional mass reconstructions and comparestiigrgs-maps with
the Gianbra centres and X-ray morphology.

We mention three particularly interesting lines of investigation we are going supuiOn
the more technical side, we-will re-run analyses of the clusters fields draohpy bright stars
with reduced and without masking in order to determine the optimal level oEpieedin avoiding
bright stars. Second, we are going to test an alternative backgrelectisn model based on
removing the galaxies consistent with the (probable) red sequencés.(&dcl and 7.3.1). This
will provide an interesting comparison to our default background selection

Third, we will attempt a direct comparison of shear catalogues form ¥M&Gacam and
CFHT/MecaCawm for the CL 170146414 field, for which deep public archival observation exist in
ther’-band and shorter ones @ii’Z. Next to a detailed analysis of the shear measured using
the same pipeline and from the same cluster but witfeint camergtelescopes, we hope to
shed more light on the mass distribution in this field containing at least fourygelasters. The
obvious near-future goal is to improve the constraints on the WL mass off@1+6414, for
which, as we saw, the uncertainties are still large.

In the cases where a single NFW model provides obviously not a gooelsesgiation of the
mass distribution, we should consider alternative methods to infer the WL m&ssmedium
term project. For instance, Mandelbaum et al. (2010) recently sughastechnique to infer
cluster masses from WL data, specifically designed to yield accurate niesates by avoiding
biases due to assumptions of a cluster profile, e.g. NFW, and includingection for cluster
members. Comparing flierent mass determination methods can also be seen in a wider context
of improving cluster weak lensing based on both observations and simulalibasurrent state
of the 400d WL survey enables us to ask - and hopefully answer in the future - threkether
guestions related to the cosmology of galaxy clusters.
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Chapter 9

Summary

This thesis reports first results of the largest weak lensing surveyraf/Xelected, high-redshift
clusters, thet00d cosmological samptiefined by Vikhlinin et al. (2009a) . We determined weak
lensing masses for eight clusters of galaxies at redsh8&<¥<0.80. None of these clusters had
been studied with gravitational lensing before, and for seven of them WM& /Mecacam obser-
vations our team performed for this project represents the first deepnignagth a large optical
telescope. Applying the aperture m&statistics, we detected weak lensing (WL) signals of our
eight clusters at 3.50 significance. Modelling these shear signals with a profile (Bartelmann
1996; Wright & Brainerd 2000) resulting from the Navarro et al. ()9@Tiversal cluster density
profile, we found good overall agreement between the WL and hydio3taay masses of our
eight clusters.

The objects studied in this thesis were selected fromdted cosmological samplérom
which Vikhlinin et al. (2009a) inferred the cluster mass function which vesiuo constrain cos-
mological parameters, in particul®pe andwpg (Vikhlinin et al. 2009a,b). The work presented
here shows the first results of affat to follow up the complete 36 cluster sample with weak
lensing. The ultimate goal of this project is to perform a detailed comparistimeoflusters’s
X-ray and weak lensing properties with good statistics at high redshiftsoacmhstruct a robust
mass function in the sense of having two completely independent mass estimates.

As the initial phase of this project, we obtained and analysed observafi@ight clusters
with the Mecacam ~ 24 x 24 imager at the MMT. For four clusters, we observed dgepi’
exposures, while for the other four clusters only thdand exists. We use thé-band for the
lensing analysis in all clusters. Employing an adaptation of the Erben e0@b)ipeline THELT,
and the “TS” KSB shape measurement pipeline (Heymans et al. 200@t®etuk et al. 2007), we
have measured weak gravitational shear witkzAdam for the first time, demonstrating its PSF
properties are well suited for weak lensing analyses.

These results were published as part of the pilot study of our projatipmgrating its fea-
sibility and detailing our analysis methods for the example of CL 62818 (Israel et al. 2010).
The lensing catalogue of background galaxies was selected by a phatometinod, usingy'r’i’
colour information. We found the number count statistics in out:Adam data to be similar to
the CFHTLS deep fields which we then used to estimate the redshift distribitibie tensed
galaxies. Macam g'r’i” photometry established the galaxy we name G1, for which Boyle et al.
(1997) determined a redshift= 0.516, as the BCG of CL 0032618, ruling out as the BCG a
slightly brighter source found inconsistent in its colours with the clustehitids=0.50. We find
additional evidence of a foreground structurega0.25 (Horner et al. 2008) from photometry but
find that it significantly &ects neither the lensing nor the X-ray mass estimate of CL-6PG08.
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CHAPTER 9. SUMMARY

Having applied several consistency checks to the lensing cataloguetect GL 00362618
with optimal 5840 significance. The WL centre obtained by bootstrapping this map is in good
agreement with the BCG position and the X-ray detections byaiR Cuanora, and XMM-
NewToNn. Two tentative strong lensing arcs are detected in CL 828Q8. The tangential shear
profile of CL 0036-2618 is well modelled by an NFW profile out t02r,q0. The low concen-
tration parameter found by least squares fitting to the shear profile isroedfiny an analysis of
the rogo—Cnew parameter space with which we determine CL 083818 to be parametrised by
rive = 1.49'512 Mpc andcih, = 1.87092. Modifying the default cluster model, we estimate the
systematic errors caused by shear calibration, the redshift distributtbe baickground galaxies,
and the likely non-sphericity of the cluster. We obtain a WL mass for CL 8288 with sta-
tistical and systematic uncertaintiesMgq (r5 ) = 6.8721+22x 10*M,, in good agreement with

%g(r‘g(')o) =(6.13+1.23)x10'*M, obtained using @n~pra and the hydrostatic equation.

Next, we analysed Meacam data of seven furthet00d clusters, CL 01590030, CL 0236
1836, CL08092811, CL 135#6232, CL 14164446, CL 16414001, and CL 17046414. Based
on the CFHTLSDeepphotoz catalogue, we revised the background selection basedronr-M
cam g'r’i’ photometry, where three bands are available. We find the backgroletti@e to
improve the lensing detection significance of CL 048030 and CL 08092811 byAS~ 1. Sur-
prisingly, no such improvement was found for the most distant tested ¢l@it€230+1836 at
z=0.80. For CL 00382618 also, the gain in lensing signal h$ ~0.1 was found insignificant.

Despite drastic reductions of usable exposure time in some cases, due &mibvalk of
observations with highly anisotropic point spread function, all eigitidclusters are detected at
the S > 3.5¢0 significance level. For the clusters observed only jra magnitude cut was applied
to select background galaxies. We note that several galaxy clusistdrethe CL 1416-4446
and CL 170346414 fields, while CL 16444001 exhibits a multi-peaked shear signal. Modelling
of the latter two clusters is flicult, returning a concentration parameter consistent with zero for
our standard NFW shear model. CL14@414 atz = 0.45, which is a likely strong lensing
cluster, is separated by3from thez = 0.225 cluster A 2246, which shows a high@ssignal.
The S-map suggests that CL 1786414 might be seen through a filament connecting A 2246
with two structures at similar redshifts. The only known cluster candidaidd®€L 16414001
can be ruled out to cause the disturbed lensing signal of CL-446301. We consider our models
of CL 1641+4001 and CL 17046414 starting points for further investigation. Our most massive
objects are CL 08082811 withMyn (1% ) =112+32729x10' M, and CL 02381836, for which

0 ~32-30
we obtainMyl (rsd ) = 8.1+3.9728 101 M. This is an impressively high mass for a cluster at

z=0.80, close to the Iimits4'8f3(:?1rrent ground-based WL. We notice tlierince between mass
uncertainties and detection significances, due to multiplicative systematicemponents.

The agreement betweevl,, and hydrostatic massé8nyq is good: seven of eightl,yq are
consistent with the & statistical lensing uncertainties, and lensing masses of four clusters are
consistent with the (smaller) errors M9, We find a linear logvM"'—logMMd relation with
remarkably small scatter. This is consistent with othi&— MW comparison, but extending the
results to higher redshifts. A first, simple comparison with the X-ray obb&saand resulting
masses derived for the same clusters by Vikhlinin et al. (2009a) shovspthad inM" to be
significantly larger than in all Vikhlinin et al. (2009a) quantities.

The statistical errors in the lensing mass remain high, and we conclude thadjiradjty
data and well-calibrated analysis techniques are essential to exploit taedildible cosmological
information from the mass function of galaxy clusters with weak lensing. ftlesless, once
lensing masses for all the 36 clusters are available, these statistical wilidse averaged out
and reduced by a factor of 6 compared to the individual estimate, wherurirgasosmological
parameters. Thus, the understanding and controlling of systematic esnaaig important.
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Appendix A

Observing Runs

Here we give an overview of observations of galaxy clusters at opedescopes for thd00
Square Degre®Veak Lensing Follow-up Survey. Note that we cover only those clusterstiich
optical observations have been made with the purpose of contributing @&0@wWL project.
Existing archival observations are not included here.

In Table A.1, the main data table, all observations made with respect #D0WNL project
are listed. Note that the frames reported here argahescience frames not the frames con-
tributing to the final coadded images.

The first three columns give the cluster name, and the filter and instrumentwvith it
has been observed. Throughout this document, “Megacam” refere tdMiT instrument. The
fourth column gives the UT date of observation. The fifth to seventh coluivesthe exposure
time texp, the numbemey, of such exposures, and their prodtigt = Nexplexp. TOtal exposure
times for the respective cluster and filter are given in bold face in separage Column eight
contains the abbereviated names of the observers. These abbreéatiatetailed in Table A.2.
The ninth column gives the unambiguous designation ofRbe in which the data were taken
while the tenth and last column states the completeness of observations. Ndgafaom “Run
F’ (MMT, JungJuly 2006) and “Run M” (WFI, Oct. 2009) will very probably not be baand
are therefore not considered in this table. Text in italics for CL@@®&18 refers to experimental
observations in Mcacam 1 x 1 binning mode which are not considered;in

Table A.1. Overview of the weak lensing raw datad®fOd clusters existing as of January 1st,
2010. See text for explanations of its columns.

Galaxy Clusters Observed for the400d WL Project

Cluster Fil- Instru- Date texp | Nexp | liot Ob- Run| Com-
ter ment [s] [s] server ID | plete?

Megacam| 2005-10-30, 600 | 7 4200 | mc, me,tp| E

CL0030+2618 Megacam| 2005-10-30, 300 | 7 2100 | me, me,tp| E

g | Megacam| 2005-10-31] 300 | 2 600 Er, Hi E

Megacam| 2005-11-01| 450 | 5 2250 Er, Hi E
9150 yes

Megacam| 2004.10-06| 300 | 26 | 7800 Re, mo B

r | Megacam| 2004.10-07| 300| 25 | 7500 | Re,mo, mh| B

Megacam| 2005-11-08| 300 | 14 | 4200 Er, Hi E
15300 yes
i Megacam| 2005-10-31| 300 | 20 | 6000 Er, Hi E yes

Continued on next page

171



APPENDIX A. OBSERVING RUNS

Cluster Fil- Instru- Date texp | Nexp | tiot Ob- Run | Com-
ter ment [s] [s] server ID | plete?
WFI 2007-12-03) 480 | 5 2400 Co, Mi I
WFI 2007-12-07| 480 | 10 | 4800 Co, Mi I
CL0141-3034 B WFI 2007-12-08 480 | 5 2400 Co, Mi I
WFI 2007-12-09| 480| 5 2400 Co, Mi I
12000 yes
vV WFI 2007-12-05| 300 | 15 | 4500 Co, Mi I yes
WFI 2008-10-04| 500 | 1 500 Mi, Ec K
R WFI 2008-10-05| 500 | 31 | 15500 Mi, Ec K
WFI 2008-11-21| 500 | 10 | 5000 Gr L
21000 not
WFI 2008-09-28| 300 | 15 | 4500 Mi, Ec K
WFI 2008-09-29| 300 | 15 | 4500 Mi, Ec K
WFI 2008-09-30( 300 | 15 | 4500 Mi, Ec K
WFI 2008-10-04| 300| 10 | 3000 Mi, Ec K
I WFI 2008-11-17| 300| 12 | 3600 Gr L
WFI 2008-11-29| 300| 10 | 3000 Co, Te L
WFI 2008-12-02| 300| 10 | 3000 Co, Te L
WFI 2008-12-03| 300| 10 | 3000 Co, Te L
WFI 2008-12-04| 300| 5 1500 Co, Te L
30600 yes
g | Megacam| 2005-11-01| 600 | 10 | 6000 Er, Hi E yes
CL0159+0030 Megacam| 2005-10-30| 300 | 26 | 7800 Er, Hi E
r | Megacam| 2005-10-31| 300 | 2 600 Er, Hi E
Megacam| 2005-11-01| 300| 5 1500 Er, Hi E
9900 yes
Megacam| 2005-10-31| 300 | 17 | 5100 Er, Hi E
i Megacam| 2005-11-01) 300 | 10 | 3000 Er, Hi E
8100 yes
g | IMACS/2 | 2007-11-09| 600 | 10 | 6000 Is, Zh H yes
CL0216-1747| r | IMACS/2 | 2007-11-08| 300 | 15 | 4500 Is, Zh H no
I WFI 2007-12-12) 300| 5 1500 Co, Mi I no
g | Megacam| 2005-11-08| 600 | 10 | 6000 Er, Hi E yes
Megacam| 2004-10-06| 300 | 7 2100 Re, mo B
CL0230+1836 r Megacam| 2004-10-07| 300 | 20 | 6000 | Re, mo, mh| B
Megacam| 2005-11-08| 300 | 5 1500 Er, Hi E
9600 yes
Megacam| 2005-10-31| 300 | 12 | 3600 Er, Hi E
i | Megacam| 2005-11-01| 300 | 10 | 3000 Er, Hi E
Megacam| 2005-11-08| 300 | 12 | 3600 Er, Hi E
9600 yes
I IMACS | 2005-10-31| 100 | 2 200 Vi, Kr D -

Continued on next page

rescheduled on WFI for data quality
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Cluster Fil- Instru- Date texp | Nexp | tiot Ob- Run | Com-
ter ment [s] [s] server ID | plete?
WFI 2007-12-07| 480 | 5 2400 Co, Mi I
WEFI 2007-12-08| 480 | 5 2400 Co, Mi I
CL0302-0423 B WFI 2008-10-01| 480 | 9 4320 Mi, Ec K
WFI 2008-10-03| 480 | 10 | 4800 Mi, Ec K
WFI 2008-10-07| 480 | 3 1440 Mi, Ec K
WFI 2008-10-07| 115| 1 115 Mi, Ec K
WFI 2008-11-27| 480 | 5 2400 Co, Te L
WFI 2008-12-01| 480 | 10 | 4800 Co, Te L
WFI 2008-12-02 480 | 2 960 Co, Te L
23635 yes
WEFI 2008-10-06| 300 | 10 | 3000 Mi, Ec K
\% WFI 2008-10-07| 300 | 5 1500 Mi, Ec K
4500 yes
WFI 2008-10-06| 500 | 5 2500 Mi, Ec K
WEFI 2008-11-21| 500 | 15 | 7500 Gr L
WFI 2008-11-27| 500 | 5 2500 Co, Te L
R WFI 2008-11-30| 500 | 10 | 5000 Co, Te L
WFI 2008-12-01| 500 | 2 1000 Co, Te L
WFI 2008-12-03| 500 | 1 500 Co, Te L
19000 no?
r | Megacam| 2008-01-09| 300 | 7 2100 Is J -
WFI 2008-10-03| 480 | 1 480 Mi, Ec K
CL0318-0302 B WFI 2008-10-01| 480 | 15 | 7200 Mi, Ec K
WFI 2008-11-28| 480 | 10 | 4800 Co, Te L
12480 no’
WFI 2008-11-29| 300 | 1 300 Co, Te L
WEFI 2008-11-30| 300| 5 1500 Co, Te L
\% WFI 2008-12-02| 300| 5 1500 Co, Te L
WFI 2008-12-03| 300 | 10 | 3000 Co, Te L
WFI 2008-12-04| 300 | 7 2100 Co, Te L
8400 yes
WFI 2008-11-27| 500 | 5 2500 Co, Te L
WFI 2008-11-30| 500 | 5 2500 Co, Te L
R WFI 2008-12-01| 500 | 8 4000 Co, Te L
WFI 2008-12-03| 500 | 3 1500 Co, Te L
WFI 2008-12-04| 500 | 15 | 7500 Co, Te L
16000 no
\% IMACS | 2005-10-30| 300 | 11 | 3300 Vi, Kr D no
CL0328-2140 IMACS | 2005-10-29| 300 | 1 300 Vi, Kr D
R IMACS | 2005-10-30| 300 | 17 | 5100 Vi, Kr D
5400 ng'?
I IMACS | 2005-10-30| 600 | 3 1800 Vi, Kr D no

Continued on next page

2rescheduled on WFI for data quality
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Cluster Fil- Instru- Date texp | Nexp | tiot Ob- Run | Com-
ter ment [s] [s] server ID | plete?

IMACS | 2006-12-12| 600| 5 3000 Co, Is G

CL0333-2456| V IMACS | 2006-12-13| 600 | 6 3600 Co, Is G
6600 yes

IMACS | 2005-10-31| 300 | 23 | 6900 Vi, Kr D

R IMACS | 2005-10-31| 270 | 1 270 Vi, Kr D
7170 yes

IMACS | 2006-12-12| 300| 5 1500 Co, Is G

I IMACS | 2006-12-13| 300 | 11 | 3300 Co, Is G
4800 yes

WFI 2007-12-08| 480 | 10 | 4800 Co, Mi I

CL0350-3801| B WFI 2007-12-09| 480 | 10 | 4800 Co, Mi I

WFI 2007-12-14| 480 | 5 2400 Co, Mi I
12000 yes

WFI 2007-12-04| 300 | 11 | 3300 Co, Mi I

\ WEFI 2007-12-05| 300| 5 1500 Co, Mi I
4800 yes

WEFI 2007-12-04| 500| 5 2500 Co, Mi I

WFI 2007-12-07| 500 | 10 | 5000 Co, Mi I

R WEFI 2007-12-10] 500 | 10 | 5000 Co, Mi I

WFI 2007-12-11| 500 | 11 | 5500 Co, Mi I
18000 yes

WEFI 2007-12-05| 480 | 10 | 4800 Co, Mi I

B WFI 2007-12-06| 480 | 10 | 4800 Co, Mi I

CLO355-3741 WFI 2007-12-08| 480 | 5 2400 Co, Mi I
12000 yes
\% WFI 2007-12-15| 300 | 15 | 4500 Co, Mi I yes

WFI 2007-12-06| 500 | 5 2500 Co, Mi I

WFI 2007-12-12| 500 | 20 | 10000| Co, Mi I

WFI 2008-10-04| 500 | 1 500 Mi, Ec K

R WFI 2008-10-05| 500| 5 2500 Mi, Ec K

WEFI 2008-10-07| 500 | 1 500 Mi, Ec K

WFI 2008-11-26| 500 | 10 | 5000 Co, Te K

WEFI 2008-11-30| 500 | 3 1500 Co, Te K
22500 yes

WEFI 2008-09-28| 300 | 30 | 9000 Mi, Ec K

WFI 2008-09-30( 300 | 25 | 7500 Mi, Ec K

WFI 2008-10-06| 300| 5 1500 Mi, Ec K

WFI 2008-10-07| 300| 5 1500 Mi, Ec K

WFI 2008-11-28| 300 | 15 | 4500 Co, Te L

WFI 2008-11-29| 300| 10 | 3000 Co, Te L

WFI 2008-12-02| 300 | 10 | 3000 Co, Te L

WEFI 2008-12-03| 300 | 10 | 3000 Co, Te L
33000 yes

Continued on next page
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Cluster Fil- Instru- Date texp | Nexp | tiot Ob- Run | Com-
ter ment [s] [s] server ID | plete?
g | IMACS/2 | 2007-11-09) 600 | 10 | 6000 Is, Zh H yes
IMACS/2 | 2007-11-08| 300 | 22 | 6600 Is, Zh H
€L0405-4100 r | IMACS/2 | 2007-11-09| 300| 5 1500 Is, Zh H
8100 yes
IMACS/2 | 2007-11-08| 300 | 15 | 4500 Is, Zh H
i IMACS/2 | 2007-11-10] 300| 3 900 Is, Zh H
5400 yes
R IMACS | 2005-10-29| 300 | 2 600 Vi, Kr D -
g | IMACS/2 | 2007-11-09) 600 | 10 | 6000 Is, Zh H yes
CL0521-2530| r 0 no
i 0 no
WFI 2007-12-03| 480 | 5 2400 Co, Mi I
WFI 2007-12-04| 480 | 5 2400 Co, Mi I
CLO522-3624 WFI 2007-12-05| 480| 5 | 2400 | Co, Mi |
WFI 2007-12-06| 480 | 5 2400 Co, Mi I
WFI 2007-12-08| 480 | 5 2400 Co, Mi I
12000 yes
WFI 2007-12-03| 300 | 10 | 3000 Co, Mi I
\% WEFI 2007-12-05| 300| 5 1500 Co, Mi I
4500 yes
WEFI 2007-12-10| 500 | 5 2500 Co, Mi I
R WFI 2007-12-11| 500 | 26 | 13000 Co, Mi I
15500 yes
WFI 2008-11-29| 300 | 15 | 4500 Co, Te L
WFI 2008-12-02| 300 | 20 | 6000 Co, Te L
WFI 2008-12-03| 300 | 15 | 4500 Co, Te L
WFI 2008-12-04| 300 | 24 | 7200 Co, Te L
WFI 2008-12-05| 300 | 25 | 7500 Co, Te L
29700 yes
\Y 0 no
CL0542-4100 IMACS | 2005-10-29| 300 | 1 300 Vi, Kr D
R IMACS | 2006-12-12| 300 | 10 | 3000 Co, Is G
IMACS | 2006-12-13| 300| 19 | 5700 Co, Is G
9000 yes
IMACS | 2006-12-12| 300 | 11 | 3300 Co, Is G
I IMACS | 2006-12-13| 300| 10 | 3000 Co, Is G
6300 yes
Megacam| 2005-10-31| 400 | 5 2000 Er, Hi E
CL0809+2811| g | Megacam| 2005-11-08| 400 | 10 | 4000 Er, Hi E
6000 yes
Megacam| 2005-11-08| 300| 5 1500 Er, Hi E
r | Megacam| 2008-01-09| 300| 26 | 7800 Is J
9300 yes

Continued on next page
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Cluster Fil- Instru- Date texp | Nexp | tiot Ob- Run | Com-
ter ment [s] [s] server ID | plete?
Megacam| 2005-10-31| 300 | 10 | 3000 Er, Hi E
i | Megacam| 2005-11-01| 300 | 15 | 4500 Er, Hi E
7500 yes
CLOS53+5759 gr; Megacam| 2008-01-05| 600 | 5 3%00 Is J :8
Megacam| 2008-01-05| 300| 5 1500 Is J
i | Megacam| 2008-01-09| 300 | 10 | 3000 Is J
4500 yes
g | Megacam| 2008-01-05| 600 | 4 2400 Is J no
CL0958+4702| r | Megacam| 2008-01-09] 300 | 12 | 3600 Is J no
i Megacam| 2008-01-05| 300 | 4 1200 Is J no
Megacam| 2008-01-05| 600 | 4 2400 Is J
CL135#%6232| g | Megacam| 2008-01-09] 600 | 5 3000 Is J
5400 no
r | Megacam| 2005-06-07| 300| 24 | 7200 Hu C yes
i Megacam| 2008-01-09| 300 | 15 | 4500 Is J yes?
g 0 no
CL1416+4446| r | Megacam| 2005-06-08| 300 | 25 | 7500 Hu C yes
i 0 no
CL1641+4001| r | Megacam| 2005-06-07| 300 | 27 | 8100 Hu C yes
CL1701+6414| r | Megacam| 2005-06-08| 300 | 25 | 7500 Hu C yes

“Covered in three bands with archival data

Table A.2: List of observers. The following abbreviations are used ineTA. 1.

Abbreviation| Name of Observer | Abbreviation| Name of Observer

Co Oliver Cordes mh unknown MMTO st&f member
Ec Helen Eckmiller Mi Rupal Mittal

Er Thomas Erben mo unknown MMTO st&f member
Fu César Fuentes Pi Jennifer Piel

Gr Jochen Greiner Re Thomas Reiprich

Hi Hendrik Hildebrandt| Sc Tim Schrabback-Krahe

Hu Daniel Hudson Te Ismael Tereno

Is Holger Israel tp unknown MMTO st&f member
Kil Matthias Klein Vi Alexey Vikhlinin

Kr Andrey Kravtsov Zh Yu-Ying Zhang
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Appendix B

Additional Figures

B.1 PSF Anisotropy Plots

Here we present the correction of PSF anisotropies as a function itibpasn the Megacam ar-

ray surface for the seven clusters CL 038930, CL 02381836, CL 08092811, CL 135%#6232,
CL1416+4446,CL 164314001, and CL 17046414. We observe a qualitatively similar behaviours
as for CL003@ 2618, shown in Fig. 5.12.
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Figure B.1: Same as Fig. 5.12, but for tHeband of CL 01590030.
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B.1. PSF ANISOTROPY PLOTS APPENDIX B. ADDITIONAL FIGURES
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Figure B.2: Same as Fig. 5.12, but for tHeband of CL 0236 1836.
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Figure B.3: Same as Fig. 5.12, but for theband of CL 0809-2811.
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APPENDIX B. ADDITIONAL FIGURES B.1. PSF ANISOTROPY PLOTS
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Figure B.4: Same as Fig. 5.12, but for tHeband of CL 135%#6232.
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Figure B.5: Same as Fig. 5.12, but for theband of CL 17036414.
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B.2 Shear Signal Significance

In the following diagrams we show the influence of variation in the parametfisin the
background selection polygons (Table 7.1) on 8istatistics measured at the shear peaks of
CL0159+0030, CL 08092811, and CL 02362811.
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Figure B.6: The same as Fig. 7.5, but comparing the default case for % 3+0030 (solid lines)
to these casedJpper plot: g = 2.0 (dotted), min§s) = 0.4 (dashed), ming) = 0.6 (dot-dashed
line), max ¢’—i’) = 0.6 (triple dot-dashed), and max {i’) = 0.8 (long dashed).Lower plot:
min (g’ —r’) = 0.0 (dotted), ming’ —r’) = 0.2 (dashed), maxy(—r’) = 1.5 (dot-dashed), and
max @ —r’)=1.7 (triple dot-dashed).

180



APPENDIX B. ADDITIONAL FIGURES

B.2. SHEAR SIGNAL SIGNIFICAICE

20 21 22 23 24 25 26
“““““ LS L L S R A
55 A |
 — default
: ........... ﬂ=20
§ 5.0 ---- min(s)=0.4
2 P min(s,)=0.6
ol i
x Fo— max(r-i)=0.6
® 45 "
O_ -
"(-U‘ [
* i
4.0
q.‘E 20 T N ST
N
.E. 105
5 OFE ... Leviiinnr I
c
20 21 22 23 24 25 26
mfaint[mag]
20 21 22 23 24 25 26
“““““ LS L L R A
r —— defaut i
: ........... min(g'-r')=0.0
§ 5.0 ---- min(g-r)=0.2
- Qoo max(g-r)=1.5
o i 1
- i 1
8 45 ]
Q_ - -
= i 1
* i i
4.0 7
T R
5 E T T T E
5 105 T
5 O0E..... (I I Lo uuaai, I Lovviiny 3
c
20 21 22 23 24 25 26

Figure B.7: The same as Fig
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. B.6, but showing theats of the same cuts for CL 0862811.

181



B.2. SHEAR SIGNAL SIGNIFICANCE APPENDIX B. ADDITIONAL FIGUES

20 21 22 23 24 25
40 T L e
. A |
L 7\ N |
'5 3.57 . VAR 1
% - \*\ A / \\‘ i
8_ L N\ N \\ B
< - T default \ 7
© L \ |
3 3.0 [ ﬁ=20 \ ) 1
|- T min(s,)=0.6 A oA
(75} - o A% //Ii \ 4
L - - min(s;)=0.8 LV
v NN
2.5 - max(r-i=1.2 i
L I
o !
£ 20
E —_— E
g 10° E—
3 OF | | L \ \ E
c
20 21 22 23 24 25
mfaint [mag]
20 21 22 23 24 25
40 I L L e e e
'5 3.Sj 7]
S L i
o)
Q L i
S - —— default 1
8 3-0 | min(gl_rl)zo.z \\ ]
-.(%‘ o omm - H ) — -
s i min(g-r')=0.4 i
LT max(g'-r)=1.6 i
25 i
" 20E
£
5 1°¢
5 OE Ll
c
20 21 22 23 24 25

mfaint [mag]

Figure B.8: The same as Fig. 7.6, but comparing the default case for &kAR811 (solid lines)
to these casesUpper plot: 8 = 2.0 (dotted), ming) = 0.6 (dashed), ming) = 0.8 (dot-
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Figure B.9: The same as Fig. 7.9, but for CL 0862618, CL 01590030, CL 02361836, and
CL 0809+2811.
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B.3 Confidence Contours
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Figure B.10: Confidence contours (9%, 954%, and 6&8%) and cluster parameters minimising
XE (Eq. 6.12) for models of CL 0159030 considered in the error analysis. The fiducial model
(solid contours and filled circle) is the same as in Fig. 7.13. Inughyger plot dashed contours
and a diamond denote a model with shear calibration fafgter0.97; dot-dashed contours and

a square stand fofp = 1.13. In thelower plot, the same contours and symbols denote geometric
factors of(Dys/Ds) =0.424 andDgys/Ds) =0.470, respectively.
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Figure B.11: The same as Fig. B.10, but for CL 023836 and with dferent values foify and
(Dgs/Ds) (see legend in plots and Sect. 8.2). The fiducial model (solid contourfdladctircle) is

the same as in Fig. 7.15. In addition, the lower plot shows a model based lemsiveg catalogue
derived from a magnitude cut gt=23.4 (triple-dot dashed contours and triangle; see Sect. 7.2.1).
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Figure B.12: The same as Fig. B.10, but for CL 082811 and with dierent values foifp and
(Dgs/Ds) (see legend in plots and Sect. 8.2). The fiducial model (solid contourSliaalccircle)

is the same as in Fig. 7.14.
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Fig. B.10, but for CL 1836232 and with dierent values forfy and
(Dgs/Ds) (see legend in plots and Sect. 8.2). The fiducial model (solid contours|kaciicle)
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Figure B.14: The same as Fig. B.10, but for CL 144846 and with dferent values foifp and

(Dgs/Ds) (see legend in plots and Sect. 8.2). The fiducial model (solid contourSliaalccircle)
is the same as in Fig. 7.17.
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Figure B.15: The same as Fig. B.10, but for CL 164001 and with diferent values foifp and
(Dgs/Ds) (see legend in plots and Sect. 8.2). The fiducial model (solid contours|kaciicle)

is the same as in Fig. 7.22.
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Figure B.16: Analogous to Fig. B.10, but for CL 17403414 and with dferent values forfp and
(Dgs/Ds) (see legend in plots and Sect. 8.2). The fiducial model (solid contourfliaaldcircle)
and layout of the plots are the same as in Fig. 7.20.
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B.4. MASS PROFILES

B.4 Mass Profiles
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Figure B.17: The same as Fig. 8.2 (upper plot) and Fig. 8.3 (lower plotadautming the value

predicted by Bullock et al. (2001) fairw (Table 8.3).
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Figure B.18: The same as Fig. 8.4, but assuming the value predicted by Betlat (2001) for
CNFW (Table 8.3).
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Figure B.19: The same as Fig. 8.5, but assuming the value predicted by Betlat (2001) for

CNEW (Table 8.3).
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Figure B.20: The same as Fig. 8.6, but assuming the value predicted by Betlat (2001) for

CNFW (Table 8.3).
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B.5. SCALING OF WL AND X-RAY MASSES

B.5 Scaling of WL and X-ray Masses
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Figure B.21: The same as Fig. 8.7, but fego. Shown are the weak lensing mdﬂ%o(r‘é”(')o) of

the eight clusters as a function of the hydrostatic m\a%g(r‘é"(') , in a double logarithmic plot.
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