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Abstract

The top quark is the heaviest of the known fundamental particles in the Standard
Model (SM) with a mass of 173.3±1.1GeV. It is the sixth quark in the SM and the
weak isospin partner of the bottom quark. Properties such as the mass and the cross
section have been measured since its discovery in 1995 with great precision at the
proton-antiproton Fermilab Tevatron Collider, Chicago at a centre-of-mass energy
of 1.8GeV and 1.96GeV. With the start of the proton-proton CERN Large Hadron
Collider (LHC), Geneva, a new record in the centre-of-mass energy was achieved.
The LHC opens a new energy frontier and probes the SM at energies of the electro-
weak symmetry-breaking scale and beyond. The measurement of the top-quark pair
cross-section at this new energy is an important step, since it will either re-establish
the SM at these energies by confirming the theoretical calculations or it can point
to new phenomena that help to understand the so far not explained experimental
findings in particle physics and cosmology.
This thesis presents a study of the production cross-section measurement of top-

quark pair in the dilepton channel at the LHC with the ATLAS experiment at
a centre-of-mass energy of

√
s =10TeV and for a data amount of Lint.=200 pb−1.

This study investigates the performance of the cross-section measurement with a
cut-and-count analysis on Monte Carlo simulated samples. Important background
processes are taken into account such as leptonically decaying Z-boson and single
top-quark events. Data-driven background methods for Z-boson and fake event
rates are discussed. A full list of systematic uncertainties is investigated and finally
combined with the statistical uncertainties in a likelihood to extract the combined
uncertainty. A “top mass”-like variable is presented that can help to distinguish
dileptonic top-quark pair decays from similar signatures in new physics models.
The combined sensitivity of the analysis in all dilepton decay-channels is a relative
uncertainty on the cross-section measurement of:

∆σcombined

σcombined
[%] = +3.1

−3.1(stat)
+9.6
−8.7(syst)

+26.2
−17.4(lumi)

Finally the study is compared to the same analyses performed at different centre-
of-mass energies of 14GeV and 7GeV and two dilepton tt̄-pair event candidates in
280 pb−1 of first ATLAS data are presented.
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1. Introduction

The 10th September 2008 marked a historical date for particle physics. It was the
start of the LHC, the CERN1 Large Hadron Collider, after almost 15 years of
the construction of the accelerator and its detectors. The LHC collides protons at
the highest centre-of-mass energy to date and supersedes at its design energy the
previous record holder, the Tevatron Collider at Fermilab, Chicago, by over a factor
of 7. More important the collision rate is also increased by a roughly a factor of
10–100.

The LHC and the ATLAS detector

LHC was constructed in the 27 km circumference tunnel that was formerly used
for the Large Electron Positron collider (LEP) and which lies about 100m under-
ground. At nominal operation two proton beams circulating in opposite directions
will be accelerated to a beam energy of 7 TeV each. Every 25 ns the proton bunches
will be collided at the centres of four detectors. On average 5–25 proton-proton
interactions are expected per bunch collision. Also heavy-ion collisions are foreseen
with a centre-of-mass energy of 5.5TeV per nucleon at an instantaneous luminosity
of Linst.=1027 cm−2s−1.

At one of the collision points the ATLAS2 detector is located. It is a multi-
purpose detector and follows a multi-layered design. The largest volume is taken
by its eight-fold magnet toroid structure surrounded by the muon chambers. The
toroids deliver an air-magnetic field of up to 4T, which bends charged muons, so
that from the curvature the momentum and charge of the muons can be measured.
The layers of calorimeter stop electromagnetic and hadronic interacting particle, so
that from the energy deposition, shape and amount the nature of the particle can be
inferred. Finally, the innermost tracking detectors record the flight track of charged
particles in a 2T solenoid magnetic field. From the combined measurement of the
inner track, the energy deposition in the calorimeters and the tracks in the muon
chambers the collision fragments from the proton-proton interactions in the centre
of the detector can be identified.

1Conseil Européen pour la Recherche Nucléaire
2A Toroidal LHC ApparatuS
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1. Introduction

Physics goals of the LHC: The Standard Model and new physics

The purpose of the LHC and its detectors is to find new phenomena that help
to understand the particle physics and cosmological experimental findings that our
current model cannot explain. The hitherto very successful model is the so-called
Standard Model (SM) of elementary particles and interactions. Many of its pre-
dictions have been confirmed by precision measurements. Also the results from a
global fit of the SM parameters to experimental results show a good consistency of
the model. One missing piece in the model is the particle that is responsible for the
electro-weak symmetry-breaking and hence the masses of the elementary particles,
the Higgs boson. From the LEP and the Fermilab Tevatron Collider experiments a
lower and an upper limit is set on the Higgs-boson mass. If it exists, the LHC will
find it.

The SM is viewed only as an effective theory and it has known limits. It does
not explain the origin of the Higgs boson nor the masses elementary particles should
have a priori. Also neutrino masses are not included in the Higgs mechanism. It
does not explain why the electro-weak symmetry is broken, it only states that it is
broken. The hierarchy problem in the SM refers to the fact that the fundamental
parameter in the SM, the Planck mass ∼ 1019GeV, is so much larger than the
Higgs-boson mass. Only fine-tuned cancellations of large quantum loop corrections
can result in a small value of the Higgs-boson mass. It does not seem natural for a
theory to have such delicate parameters governing our common physics scale.

Also the latest cosmological findings about the matter and energy contents of
the universe such as the dark matter and dark energy are not part of the SM.
It also lacks an effective explanation of the matter-antimatter asymmetry that we
observe in the universe. This asymmetry seems to arise from the Charge Parity
symmetry (CP) violation of the weak interaction, but the current value of the CP
violation in the SM cannot explain the matter dominance in our universe. In many
new physics models a larger CP violation or a CP violating Higgs-boson coupling is
introduced to accommodate this fact. An explanation is missing in the SM for the
inflation right after the Big Bang, which is responsible for the large scale structure
of today’s universe. Also it does not include the gravitational force at all.

The SM is seen as an effective model at the low energy end. At the highest energies
or initially at the beginning of the universe, at the Planck scale, all forces were unified
in the Grand Unified Theory (GUT) theory. Only with smaller interaction energies
or after the expansion and cooling of the universe, the forces separated and a rich
set of particles was available. A very popular model of particles and interactions
for this scenario is the Supersymmetry Model (SUSY), which treats fermions and
bosons alike. It solves the fine-tuning problem, since the loop contributions of the
new particles cancel the loop contributions that are present in the SM and hence no
fine-tuning is needed. Since such a symmetry is not observed at low energies, this
symmetry must be broken. This leads to the electro-weak symmetry in which the
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mediators of the electromagnetic and the weak force are unified and massless. This
is also not observed at low energies, since the weak force mediators, the Z-boson
and W -boson are massive and hence this symmetry is again broken, which finally
leads to the state of the particles and forces that we can observe today.
The LHC cannot reach the final Planck scale, but it will go beyond the scale of

the electro-weak symmetry-breaking. It will give a first hint or find the next effective
model that lies beyond the energy scale that is reachable with today’s accelerators.
Since the Higgs boson has not been discovered yet, there is still some room left by
the global fit for other models that try to introduce new mechanisms of electro-weak
symmetry-breaking. Some models e.g. introduce a two-Higgs doublet that can have
different couplings to bosons and fermions. Finally, there are models that try to
incorporate a quantum field theory of gravitation with e.g. extra dimensions.

The role of the top quark in the Standard Model and in new physics models

At this edge towards new physics lies the top quark with its huge mass compared
to other quarks. It is even roughly 40 times heavier than its weak-isospin partner,
the bottom quark.
The top quark was predicted long before it has been discovered in 1995. There

are theoretical arguments for the arrangement of the particles in the SM in families.
In 1975 the tau lepton, as the first member of a new, third family, was discovered,
followed by the bottom quark in 1977 and the tau neutrino3.
Apart from theoretical reasons, indirect experimental evidence also pointed to the

top quark before its discovery. Experiments at the CESR4, DORIS5II and LEP
accelerators, which investigated the bottom quark, indicated that it is a member
of a doublet. In measurements of the ratio of the Z-boson decay width to bottom
pairs and to all hadronic final states also a prediction of the top-quark mass was
made and pointed to mt around 175GeV. The top quark was finally found at the
Fermilab Tevatron collider with a centre-of-mass energy in the first run of 1.8TeV
that was sufficient enough to produce this massive particle.
The top quark is the heaviest of the known fundamental particles in the SM with

a mass of around 173GeV, the uncertainty on the measurement is smaller than 1%.
This is the most precise quark-mass measurement. Also other properties, such as the
charge, colour and spin have been measured. The measurements at the Fermilab
Tevatron Collider indicate that the top quark is really the isospin partner of the
bottom quark and that it completes the SM quark-sector.
Due to its huge mass, it can decay fast into other particles, so there is no time

to form a tt̄ bound state or top-quark hadrons. The top quark decays as an almost

3There was already indirect evidence for the existence of the tau neutrino earlier than its direct
observation. This was only made in 2000 at the DONUT experiment.

4Cornell Electron-Positron Storage Ring
5Doppel-Ring-Speicher accelerator
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1. Introduction

free quark and properties that are usually diluted by hadronisation effects such as
the spin are preserved and passed onto the decay particles. The top quark decays
into a signature that requires most of the detector components. There are leptons,
jets and missing transverse energy.

The top-quark pair production at hadron colliders is either by quark-quark an-
nihilation or gluon fusion. The latter process is dominant at the LHC. With the
high centre-of-mass energy of

√
s =14TeV available, the production cross-section is

sizeable. It is 8 orders of magnitude lower than the total cross section, but e.g. still
1-2 orders higher than the Higgs-boson production. The LHC is hence also dubbed
as a “top quark factory” as a reference to the former LEP collider, which was a
Z-boson factory. A ballpark number is that at nominal operational parameters one
top quark per second is produced.

With the known properties from the experimental observations and the large cross
section, the top quark is a good standard candle. This means at the detector side
that with the rich decay signature one can try to calibrate the detector and object
reconstruction algorithms. For example a top-quark pair can be easily selected with a
good purity. While the counting of such events leads to a cross-section measurement,
the selected events can be used to measure the efficiency and purity of an useful tool,
the so-called b-tagging. Both top quarks decay into bottom quarks that hadronise
to B-hadrons. These hadrons decay after travelling a few mm in the detector. If a
top-quark pair event was selected, both particle jets from the hadron decay can be
tagged. From the number of events in which both or only one of the jets was tagged,
the tagging efficiency can be calculated. This helps to understand the efficiency and
purity when tagging b-quark jets from other processes such as the decay of a Higgs
bosons to two bottom quarks.

On the theoretical side, the physics of the top quark is embedded in the SM
physics. The theoretical prediction of its properties involves some of the parameters
in the model, such as the proton structure, since the top quarks are produced from
the partons in the proton. The top-quark mass depends also on the cross section
and the mass in turn is a parameter in the W -boson mass and the Higgs-boson mass
calculation. The dependence is logarithmic, but still, from the good measurement of
the top-quark and W -boson masses, limits on the Higgs-boson mass are derived. A
small Higgs-boson mass is favoured that lies just in the energy regime of the LHC.
Because of its large mass, the top quark is expected to have the largest coupling
to the Higgs boson and it might reveal the nature of the electro-weak symmetry-
breaking. Heavy particles in new physics models can decay into top-quark pairs.
Some physics models even promote the top quark to a special quark. In those models,
such as Top-Colour, the top-quark pairs are responsible for symmetry breaking.

Even if the top quark is not involved in new physics effects, it is an important
background to new physics searches because of the large cross section and the final
state can be similar to Higgs and/or SUSY particle final states. Before a Higgs
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or new physics discovery can be claimed the tt̄ background needs to understood as
much as possible.
So far no evidence for new physics have been found. The top quark properties

measured at the current colliders seem to support the good consistency of the SM.
Still, properties such as the cross section need to be remeasured at higher centre-
of-mass energies, because the production mode is dominated by gluon fusion which
was not the case at the Fermilab Tevatron Collider. Here the opportunity opens
up to use the top-quark cross-section measurement as a probe for the consistency
of the SM or even for new physics. A consistent value with the prediction would
approve the SM further, but there are also hopes that at the collision energies of
the LHC new phenomena can revealed. Either the total cross section is changed
by the decay of new particles into top quarks or branching ratios are modified such
that SM ratios are changed in favour of new decay particles. A measurement of
top-quark pair production in the dilepton channel will very likely contribute to the
findings of new physics at the LHC.

Study of top-quark pair cross-section measurement in the dilepton channel
with the ATLAS detector at the LHC

This thesis is a study of the cross-section measurement in the dilepton channel
at a centre-of-mass energy of

√
s =10TeV and for an integrated luminosity of

L=200 pb−1. The signature of two leptons has the smallest branching fraction of
∼ 6.3%, but the two leptons are very beneficial for the background rejection. A good
rejection of uninteresting events can be achieved by requiring that at least one lepton
is detected by the first stage detection system, the trigger. Upon identification and
reconstruction of the final state particles, the selection of two leptons and a decent
amount of missing transverse energy plus two jets gives an unique signature that
can easily achieve a signal-to-background ratio of 6:1. Together with the high cross
section, statistical uncertainties that were the dominant uncertainty at the Fermilab
Tevatron Collider when the top quark was discovered are no longer an issue. Very
quickly the top quark can be observed and a first cross section can be made with
simple selection cuts.
This thesis describes the physics of the top quark in the SM and the latest results

from the Fermilab Tevatron Collider in Chapter 2. Shortly the role of the top
quark in new physics models is presented. More details about the LHC and the
ATLAS experiment can be found in Chapter 3. Chapter 4 discusses the aspects of
Monte Carlo (MC) generation and simulation on which this study is based. The
identification and reconstruction algorithms of the objects that are used in this
study are described in Chapter 5. The object selection cuts that are used for this
analysis will also be motivated. The cut-and-count cross-section analysis is explained
in Chapter 6 and data-driven methods are presented. Statistical sensitivities are
calculated for different luminosities up to the target luminosity. The study of the
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1. Introduction

systematic uncertainties for the analysis are described in Chapter 7. Finally, the
result of the study can be found in Chapter 8 in which the systematic and statistical
uncertainties are combined. The same method is used to combine the results from
all dilepton subchannels. With the help of a “top mass”-like variable the dilepton
top-quark pair signature is cross-checked. A comparison of the analysis at different
centre-of-mass energies of

√
s =14TeV and

√
s =7TeV is done in Chapter 9. Also

the statistical sensitivity of this analysis at the different centre-of-mass energies is
calculated. This thesis will conclude in Chapter 10 and a first look on two real data
dilepton tt̄-pair event candidates in 280 pb−1 of first ATLAS data is given.
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2. Theoretical Aspects

This chapter briefly describes the Standard Model (SM) [1, 2] of elementary particles
and its interactions in more detail. Embedded in the framework of the SM is the
physics of the top quark that describes the production, decay and the properties
of the top quark. Especially the first two aspects are important for this study,
since a theoretical expectation for the cross section must be calculated and the
decay signature of the top-quark pair must be known in order to select top-quark
pair events. There are already measurements of some top quark properties at the
two Fermilab Tevatron Collider experiments. Most of the properties do not change
with the centre-of-mass energy, but it will be shown that the cross section needs
to be newly measured to confirm the theoretical SM calculation. Also the role of
the top quark in the discovery of new physics models, such as the Supersymmetry
Model (SUSY) is touched upon. Several discovery modes also involve a cross-
section measurement of tt̄ pairs, so that this study can contribute to a discovery.
Any deviation from the calculated cross section and Branching Ratios (BRs) will
point towards new physics.

2.1. The Standard Model

The following review of the SM presented here is largely based on [3] and [4]. The
particle spectrum of the SM consists of fermions (spin-half particles) and of bosons
(integer spin particles) as summarised in Table 2.1.
The gauge bosons are the mediators of the fundamental forces. In the SM three

of the four fundamental interactions are described, the strong, the weak and the
electromagnetic interaction. The corresponding force carriers are 8 gluons for the
strong interaction, W±-bosons, Z-boson for the weak interaction and the photon (γ)
for the electromagnetic interaction. From a theoretical point of view the SM is a
quantum field theory based on the local gauge symmetry SU(3)C×SU(2)L×U(1)Y,
which includes the symmetry group of strong interactions (SU(3)C) and the unified
group of electro-weak interactions (SU(2)L × U(1)Y). The theory of interactions
through the strong force is treated in Quantum Chromodynamics (QCD). The
theory of interactions through the electro-weak force is treated in electro-weak the-
ory. The gauge bosons appear in this theory as the generators of the group. This
determines the number of gauge bosons for each interaction. The W/Z-bosons are
massive contrary to the massless photons. This indicates that the electro-weak sym-

7



2. Theoretical Aspects

Table 2.1.: Particle spectrum of the SM. The leptons and quarks are the spin-half
fermions and are arranged into three families. The bosons are the interaction me-
diating particles for the three fundamental forces. The gravitation is not included
here.

Family I II III charge [e]

Fermions
Leptons νe νµ ντ 0

e µ τ -1
Quarks u c t +2/3

d s b -1/3

Bosons Interaction
g1 . . . g8 gluons strong
W± Z bosons weak
γ photon electromagnetic
H Higgs

metry group is not a symmetry of the vacuum. A spontaneous symmetry-breaking
pattern is introduced, the so-called Higgs mechanism [5, 6], that breaks the SM
group SU(3)C × SU(2)L × U(1)Y into SU(3)C × U(1)em. This leads to the massive
W/Z-bosons and to a scalar field with its associated particle, the Higgs boson. The
Higgs boson has not been observed yet, and it is the last remaining particle that
would complete the SM theory.

The fermions are the matter particles and can be divided into leptons (electron,
e; muon, µ; tau, τ and their corresponding neutrinos, ν) and quarks (d, down; u,
up; s, strange; c, charm; b, bottom; t, top). They are usually ordered in families and
are arranged according to their weak isospin, T , property. Left-handed fermions are
doublets (T = 1/2) under the SU(2)L group with two particles assigned to different
third components of the weak isospin, T3 (left-handed charged lepton, T3 = −1/2
and left-handed neutrino, T3 = 1/2). Right-handed neutrinos do not couple to
any of the fundamental forces, therefore right-handed fermions (e, µ, τ)R are singlets

8



2.1. The Standard Model

(T = 0). Quarks appear as left-handed doublets and right-handed singlets. All
particles also have their corresponding antiparticle.

leptons quarks
(

νe
e−

)

L

, e−R

(

u
d

)

L

, uR, dR
(

νµ
µ−

)

L

, µ−
R

(

c
s

)

L

, cR, sR
(

ντ
τ−

)

L

, τ−R

(

t
b

)

L

, tR, bR

The existence of hadrons composed of quarks of the same flavour, e.g. ∆++ is com-
posed of three u-quarks (uuu), implies a new quantum number or degree of free-
dom, the strong colour charge. Each quark is present in three colour states and
the confinement of quarks (i.e. no free quark can be observed) implies that observ-
able hadrons are colourless (combination of three quarks in different colour state or
quark/antiquark pairs in the same colour state). Not all fermions take part in all
interactions, only the quarks interact through all three forces. They carry a strong
colour charge, a weak hypercharge Y = 2(Q− T3) and an electric charge. The lep-
tons do not take part in the strong interaction and the neutrinos only take part in
the weak interaction. The weak interaction can be described as an interaction with
a V-A (vector-axial vector) structure. It allows only for couplings to left-handed
fermions. For quarks the mass eigenstates are not the same as the weakly interact-
ing states. The quarks are transformed between the two states by a mixing matrix,
the unitary 3× 3 Cabibbo-Kobayashi-Maskawa (CKM) matrix.

The fermions are massive particles with different masses. The masses are again
generated through the spontaneous symmetry-breaking mechanism by the interac-
tion of the fermion with the Higgs field. The order of the families roughly follows a
mass ordering of the particles1. The mass spectrum ends with the heaviest quark,
the top quark.

The SM has at least 19 input parameters that need to be determined by ex-
perimental measurements. These are the masses of the fermions (9 parameters),
electromagnetic and strong coupling (2 parameters), W/Z-boson masses (2 param-
eters), the Higgs field (2 parameters) and the CKM matrix elements (4 parameters).
There is no particular reason for the three generations of the fermions. The latest
review of the SM [7] shows that many of its predictions have been confirmed by
precision measurements. Also the results from a global fit of the SM parameters
with the experimental results show a good consistency of the parameters.

1The mass ordering is true for the charged leptons and the quarks separately. The neutrinos are
massless in the SM. Although measurements have shown that at least some of the neutrinos
have masses, the mass ordering is still unknown.
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2. Theoretical Aspects

2.2. The Physics of Top Quark in the Standard Model

A more detailed review of physics of the top quark can be found in [8, 9], the
following section summarises the most important aspects of top-quark physics.

The top-quark prediction follows two theoretical arguments that, as a consequence
of the existence of a third fermion family, demand a sixth quark. Already in 1975
the tau lepton as the first member of a new, third family was discovered [10].

The first theoretical reason is the requirement on the SM to be a renormalisable
and anomaly-free gauge theory. On the one hand it can be proven that the SM gauge
theory is renormalisable if the sum of the weak hypercharges, Y , of all left-handed
fermions is zero. On the other hand anomalies in the SM gauge theory would lead
to triangle diagrams with fermions in the loop. The couplings in such diagrams are
related to the number of existing leptons and quarks within a family. The couplings
are cancelled out if the theory has the same number of lepton and quark doublets.
With the existence of a third lepton family (complemented by the indirect evidence
at LEP [11] and direct observation of the tau neutrino [12]) a third quark family
must also exist in a renormalisable and anomaly-free theory. In 1977 the bottom
quark as the first member of the third quark family was discovered [13]. With this
discovery the second theoretical reason for the existence of the top quark applies
that is based on the Glashow-Iliopoulos-Maiani (GIM) mechanism [14]. An isospin
partner of the bottom quark must exist to suppress not observed flavour-changing
neutral currents.

Indirect experimental evidence was also available before the top-quark discovery.
Experiments at theCESR2, DORIS3 II and LEP accelerators [15, 16, 17, 18, 19, 20,
21] with the bottom quark indicated that it is a member of a weak isospin doublet.
Also in measurements of the ratio of the Z-boson decay width to bottom pairs
and to all hadronic final states a prediction of the top-quark mass was made and
pointed to mt around 175GeV. The top quark was found at the Fermilab Tevatron
collider [22, 23] with a centre-of-mass energy in the first run of 1.8TeV [24, 25].

Due to its huge mass the decay time is small, so that no tt̄ bound states and no
top-quark hadrons can form, which usually dilute the properties of a free quark (e.g.
spin information). The physics of the top quark is closely related to its properties
that are described in the following subsections. The rich physics program with the
top quark can be used as a probe for the consistency of the SM as well as a probe
for new physics.

2Cornell Electron-Positron Storage Ring
3Doppel-Ring-Speicher accelerator
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2.2. The Physics of Top Quark in the Standard Model

2.2.1. Top-Antitop-Quark Pair Production Cross-Section and

Decay

The top quark is currently only produced at the Fermilab Tevatron Collider, which is
a proton-antiproton accelerator with a centre-of-mass energy of 1.96TeV (increased
in run II). At the LHC, which is a proton-proton collider4, the top quark is also
produced in hadronic collisions. The top quark can be produced as single top-quarks
via the weak interaction or as top-quark pairs via the strong interaction. The cross
section for the latter one is dominant at both colliders and subject of this thesis.
The top quark cannot be detected directly due to its short lifetime, but it can be

inferred through its decay products.

Theoretical treatment of top-quark pair production

The production cross-section of top-antitop-quark pairs can be calculated in the
QCD theory. The basic production mechanism is the interaction of two partons, i
and j, from the colliding protons via the strong interaction. At leading order the
top-quark pairs are either produced via quark antiquark annihilation or gluon-gluon
fusion. The corresponding Feynman diagrams for the top-quark pair production are
shown in Figure 2.1.

t

t

t

t

t

t

t

t

g

gg

g

g

g

q

q

g

g

Figure 2.1.: Leading-order Feynman diagrams for tt̄-pair production with the gluon
fusion processes in the top row and the quark-antiquark-annihilation process in
the bottom row.

The cross-section calculation for hadronic collisions is usually factorised into two
parts by the factorisation theorem [26] at the factorisation scale: The hard scat-
tering (or short distance) part is σij→tt̄ that describes the dynamics of the partons
producing a tt̄-pair. The calculation is performed with the underlying theory of
the dynamics, here QCD. It can be expressed in an expansion series of the cou-
pling constant, so that the calculation can be simplified to different orders of the
expansion i.e. different orders of the pertubative calculation, the so-called Leading-
Order (LO), Next-to-Leading-Order (NLO), etc. calculations. The other part of

4see later in Section 3.1
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2. Theoretical Aspects

the cross-section calculation is the long distance part that deals with the initial
kinematics of the incoming partons. The Parton Distribution Functions (PDFs)
fa
i (xi, µ

2) and f b
j (xj , µ

2) describe the momentum distribution of the partons in the
proton, given as the fraction xi, xj of the total proton momentum. The PDFs can-
not be calculated in pertubative QCD and must be extracted from global QCD
fits to deep inelastic scattering data [27, 28, 29, 30]. Figure 2.2 shows the PDFs
extracted with the current QCD fit by the CTEQ5 collaboration.
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Figure 2.2.: Parton distribution functions CTEQ6.5 from the CTEQ collabora-
tion [27] as an example. The dotted lines represent the PDF of the antiquarks,
here only the anti-up and anti-down quark are shown. The gluon PDF is not
scaled here and increases quickly as the momentum fraction x→ 0.

The factorisation scale, µF , is an unphysical scale and any calculation of physical
observables should not depend on it when calculated in all orders of perturbation.
Usually higher order calculations are found to be more stable against the choice
of factorisation scale. Another scale that has to be introduced to obtain physically
reasonable observables is the renormalisation scale, µR. When including virtual loop
diagrams in the calculation, ultra-violet divergences occur that can be removed by a
renormalisation procedure, which introduces µ2

R. For this calculation both scales µF

and µR are chosen to be equal µF = µR = µ and are set typically to the scale of the
problem, here µ = mt. Finally, the cross section depends on two further parameters,
the effective centre-of-mass energy,

√
ŝ =

√
xi · xj · s, and the top-quark mass, mt.

5Coordinated Theoretical-Experimental project on QCD
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2.2. The Physics of Top Quark in the Standard Model

The full formula for the cross section for tt̄ pairs at hadron colliders has the
following form:

σab→tt̄+X(s,mt) =
∑

i,j=q,q̄,g

∫

dxidxj f
a
i (xi, µ

2)f b
j (xj , µ

2) σij→tt̄(ŝ, m2
t , αs(µ

2), µ2) .

(2.1)

The results of the cross-section calculations are as follows: from the centre-of-mass
energy of the experiment e.g. LHC with nominal

√
s = 14TeV one can calculate

that a minimum momentum fraction of x = 2mt/
√
s ≈ 0.025 is needed for the two

partons to produce a top-quark pair. This is the range in the PDF distributions in
Figure 2.2 that is dominated by gluons and thus the production modes, as depicted
in Figure 2.1, are dominated by gluon-gluon fusion (∼ 90%, ∼ 10% quark-quark-
annihilation).

The total cross section has been calculated up to NLO+NLL6 [31] and approx-
imate NNLO7 [32]. NLL accuracy has been achieved by including soft-gluon cor-
rections by resummation of large Sudakov logarithms. From the extension of the
NLL calculation to NNLL8 accuracy an approximate NNLO result was derived.
The theoretical calculations include uncertainties from scale variations9 between
mt/2 < µ < 2mt and from PDF uncertainties with the CTEQ and MRST10 PDF
sets. The following cross sections are calculated for the LHC nominal centre-of-mass
energy

√
s = 14TeV, reference top-quark massmt = 172.5GeV and latest CTEQ6.6

PDFs:
σNLO+NLL
tt̄ = 875+9.0%

−9.3% (scales)+3.1%
−3.3% (PDF) pb , (2.2)

σapprox. NNLO
tt̄ = 883+1.0%

−4.2% (scales)+3.3%
−3.1% (PDF) pb . (2.3)

The calculation is dominated by scale uncertainties, the approximate NNLO cal-
culation yields smaller scale uncertainties. The PDF uncertainties are in both cases
smaller for the MRST2006 PDF set (∼ 1− 2%).

The dependence on the centre-of-mass energy was parametrised in [33] with an
accuracy of 0.05% as

σapprox. NNLO(
√
s, µ) = a+bx+cx2+dx log(x′)+ex log2(x′)+fx2 log(x′)+gx2 log2(x′) ,

(2.4)

6Next-to-Leading-Logarithm – In the calculation of the cross section logarithms appear in collinear
emission diagrams (of massless particles). The integration over these logarithms can also be
done in an expansion series.

7Next-to-Next-to-Leading-Order
8Next-to-Next-to-Leading-Logarithm
9µR and µF were varied independently.

10Martin-Roberts-Stirling-Thorne
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2. Theoretical Aspects

with x =
√
s/GeV and x′ =

√
s/14TeV. The parameters a-g depend on the scale

µ. In Figure 2.3 the cross section for different centre-of-mass energies is shown in
comparison with calculations at NLO for pp collisions and at NLO for pp̄ collisions
(both calculations from [34]). The dependence of the cross section on the top-quark
mass is shown in Figure 2.4 [32], which is ∆σ/σ ∼ −5×∆mt/mt for

√
s =14TeV.
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Figure 2.3.: Cross section depen-
dence on the centre-of-mass energy at
approx. NNLO [33] (solid line), in
comparison with calculations at NLO
(dashed line, open circles) and cal-
culations in NLO for pp̄ collisions
(dashed line, crosses, both calcula-
tions are from [34]).
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Figure 2.4.: Cross section depen-
dence on the top-quark mass [32] at√
s =14TeV. The grey band reflects

the PDF uncertainties on the cross-
section calculation and the dashed
lines reflect the scale uncertainties.

Weak [35, 36] and electromagnetic [37] corrections of the order O(α2
sα) are smaller

than the uncertainty of theQCD calculation (at LHC −1% and 0.5%, respectively).
The comparison of the cross section at approximate NNLO and LHC centre-of-

mass energy
√
s = 10TeV that is assumed throughout this thesis yields:

σapprox. NNLO
tt̄ (

√
s = 10TeV) = 402+3.7%

−4.3% (scales)+4.6%
−4.5% (PDF) pb . (2.5)

For a centre-of-mass energy of
√
s = 7TeV the cross section is:

σapprox. NNLO
tt̄ (

√
s = 7TeV) = 161± 6% (scales,PDF) . (2.6)

For the centre-of-mass energy relevant for the Fermilab Tevatron Collider of√
s = 2TeV the calculation yields:

σapprox. NNLO
pp̄→tt̄ (

√
s = 2TeV) = 7.45+3.6%

−0.9% (scales)+5.7%
−5.6% (PDF) pb . (2.7)

Figure 2.5 shows the top-quark pair-production cross-section compared to other
expected processes at the Fermilab Tevatron Collider and at the LHC. Although
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2.2. The Physics of Top Quark in the Standard Model

the cross section is 8 orders of magnitudes lower than the total cross section, it is still
1–2 orders of magnitude larger than the Higgs-boson cross-section and only about
2 orders of magnitude smaller than the Z-boson cross-section. Also the ratio of the
Z-boson cross-section to the tt̄ cross-section is more in favour of top-quark pairs at
the LHC compared to the pair production at the Fermilab Tevatron Collider.
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Figure 2.5.: Cross sections for various processes at the Fermilab Tevatron Collider
and at the LHC [38]. Shown here are the total cross section, the cross section
for b-quark, jet, heavy gauge boson, top-quark and Higgs-boson (at two different
masses) production. The lines are not continuous, since on the left side the cross
section for pp̄ collisions, whereas the right side for pp collisions is shown.

Gluon production versus quark production

At the Fermilab Tevatron Collider the qq̄ annihilation dominates with 85% whereas
at the LHC top-quark pairs are produced via the gg-fusion in 90% of the cases [33].
The theoretical cross-section uncertainties due to the PDFs are mainly due to the
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2. Theoretical Aspects

uncertainty of the quark PDFs in the first case and due to the gluon PDFs in
the latter case. The uncertainty on the total cross section due to the PDFs is
dominated by the gluon luminosity uncertainty at the LHC and the cross section
will be sensitive to this.

Top-quark decay

The top quark decays in the SM almost exclusively into a bottom quark and a
W -boson. The decays into strange or down quarks are suppressed and are neglected
for the following discussion, since the CKM matrix element |Vtb| ∼ 1 . The top-
quark decay rate calculated at lowest order [39] is:

Γt =
GFm

3
t

8π
√
2
|Vtb|2

(

1− m2
W

m2
t

)2(

1 + 2
m2

W

m2
t

)

, (2.8)

with first order QCD corrections from [40, 41] that correct the width by −10%,
this yields at mt = 172.6GeV a width of Γt = 1.34GeV. Electro-weak corrections
from [42, 43] and the finite width of theW -boson [44] give a correction of δEM ∼ 1.7%
and δΓ ∼ −1.5%. The lifetime is τt = 1/Γt ∼ 5 · 10−25 s, which is smaller than the
typical hadronisation time τhadr ∼ 1 fm/c ∼ 3 · 10−24 s. Hence neither top-quark
hadrons can form nor do bound tt̄ states exist before the top quark decays and
therefore it can be treated as an almost free quark.

The top-quark decay is characterised by the decay of the W -bosons. For a tt̄ pair
the decay can be divided into three classes: dilepton, single-leptonic and all hadronic
decay modes. Figure 2.6 is a rough graphical representation of the branching ratios
such that the smallest branching fraction with the same leptons represents roughly
1/81 of the total branching fraction. This corresponds to a branching fraction of
1/9 for the dilepton case, 4/9 for the semi-leptonic case and 4/9 for the all-hadronic
case. Assumed in this rough calculation is that the lepton and light quark (i.e. all
except top and bottom quark) masses are all zero. The following table shows the
branching ratios (given in parenthesis and with proper lepton/quark masses), here
the l denotes e, µ or τ :

all hadronic tt̄→ W+ b W− b̄→ q q̄′ b q′′ q̄′′′ b̄ (46.2%)
semi-leptonic tt̄→ W+ b W− b̄→ q q̄′ b l ν̄l b̄ or l̄ νl b q q̄′ b̄ (43.5%)
dileptonic tt̄→ W+ b W− b̄→ l̄ νl b l′ ν̄l′ b̄ (10.3%)

Experimentally the leptonic decay channels often are defined via directly observ-
able leptons, i.e. electron and muon. Final states containing tau leptons are only
counted as leptonic if the subsequent decay of the tau lepton is also of leptonic (i.e.
electrons and muons) nature. This results in different branching ratios, e.g. 6.3%
for the experimental dilepton channel.
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→ +W
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eν-e

µν-µ

τν-τ

Figure 2.6.: Rough graphical representation of the top-quark decay modes [45].
The smallest branching fraction with same leptons represents roughly 1/81th

of the total area, whereas a quark-antiquark pair (with their corresponding
antiquark-quark pair) corresponds to roughly 1/9th of the total area, since each
quark comes in three colours.

Experimental status

The top-quark pair production cross-section was measured by both experiments
CDF11 [46, 47] and D012 [48, 49] at the Fermilab Tevatron Collider in the various
decay channels.

The measurements in the all hadronic channel is the most difficult since it does
not contain any leptons that are needed for simple triggering of such events. It suf-
fers from large contributions of QCD multi-jet background and it has the highest
number of possible combinations of assigning a reconstructed jet to the hadronic
W -boson decay products and bottom-quark jets, the so-called combinatorial back-
ground. CDF used a data sample of 2.9 fb−1 with a neural network analysis and
b-tagging [50] to select the events. The cross section was determined at the same
time with the top-quark mass measurement in this channel by counting the number
of events in the top-quark peak distribution. The latest measurement by D0 also
used a neural network analysis together with b-tagging for the extraction of the
signal content from a data sample of integrated luminosity Lint. = 405 pb−1 [51].

The semi-leptonic channel is often referred to as the golden channel, since it has
the benefit of a large branching fraction (compared to the dilepton channel) and one

11Collider Detector at the Fermilab Tevatron Collider
12D0 experiment located at the interaction point “D0” at the Fermilab Tevatron Collider
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lepton that can be used to trigger semi-leptonic events. Most of the information
about the top quark was obtained using the selection of the semi-leptonic decay
channel. Recent measurements by CDF used a secondary vertex tagger [52] or even
a neural network [53]. The analyses were performed on 4.3 fb−1 and 4.6 fb−1 of data,
respectively. In both analyses the systematic uncertainty of the measurements was
reduced further by measuring the ratio between the tt̄ and Z-boson production cross-
sections. A kinematic likelihood analysis of D0 can be found in [54] with 425 pb−1

and in [55] with 900 pb−1. The analyses were performed in the single-electron and
single-muon channel and in a combination of both lepton channels. Adding b-tagging
gives an additional measurement that was combined with the previous measurement.
The first measurements in the dilepton channel by CDF were performed with a

selection of a lepton and an isolated track instead of a second lepton. The amount
of data was 197 pb−1 [56] and it was refined with 1.1 fb−1 [57]. The latest measure-
ment with 4.5 fb−1 of data was performed with a cut analysis with and without b-
tagging [58]. At D0 the lepton+track analysis [59] required b-tagging, used 400 pb−1

of data and combined all sub-channels. With a larger dataset of 1 fb−1 not only the
tt̄ cross section, but also the branching ratio of tt̄ → lτbb̄ was measured [60]. The
inclusion of tau leptonic channels was done with a tau-identification algorithm that
is based on a neural network.
The two experiments CDF and D0 combined their most significant results. The

CDF combination [61] contains analyses on 4.6 fb−1 of data in all channels. The D0
combination [62] consists of the semi-leptonic, dileptonic and lepton+tau analyses
for 1 fb−1 of run-II data with an assumed top-quark mass of 170GeV.
Table 2.2 and Table 2.3 summarise the current top-quark cross section measure-

ments at the Fermilab Tevatron Collider. The results of the two experiments agree
with each other within the uncertainties.
The ratio of the qq and gg production-modes have also been measured at both

Fermilab Tevatron Collider experiments. The different spin states of the initial
partons (J(qq̄)=1, J(gg)=0) lead to an angular correlation of the charged leptons
in the dilepton channel [64]. Also initial states with gluons lead to more observable
jets from initial radiation. The analyses at CDF [65] used the first method and
compared the azimuthal angle between the leptons in the dilepton channel. The
comparison with the distribution for pure production mechanisms result in a gg
fraction 0.53 ± 0.37. The result is still statistics limited. The second method was
applied to the semi-leptonic channel [66]. The number of soft tracks in a pT region
between 0.9GeV < pT < 2.9GeV and |η| ≤ 1.1 was found to be a good measure of
initial state radiation. The result for the gg fraction is 0.07±0.14 (stat)±0.07 (syst).

2.2.2. Other Top-Quark Properties

In the following subsection further interesting top-quark properties are presented
and the current experimental status or perspective at the LHC are presented.
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2.2. The Physics of Top Quark in the Standard Model

Table 2.2.: Current top-quark cross-section measurements by the CDF experiment
that are used for the result combination (except for the lepton+track analysis and
the latest analyses with 5.1 fb−1).

Channel Sample Cross section Ref.

All
hadronic

2.9 fb−1 7.2± 0.5 (stat)± 1.1 (syst) ± 0.4 (lumi) pb [50]

Semi-leptonic
sec. vertex
and σ t̄t to σZ

4.3 fb−1 7.14± 0.35 (stat)± 0.58 (syst)± 0.14 (theo) pb [52]

neural netw.
and σ t̄t to σZ

4.6 fb−1 7.6± 0.37 (stat)± 0.35 (syst) ± 0.15 (theo) pb [53]

Dilepton
lep+track∗ 1.1 fb−1 9.6± 1.2 (stat)± 0.6

−0.5 (syst) ± 0.6 (lumi) pb [57]
0-b-tag 4.5 fb−1 6.56± 0.65 (stat)± 0.41 (syst)± 0.38 (lumi) pb [58]
1-b-tag 4.5 fb−1 7.27± 0.71 (stat)± 0.46 (syst)± 0.42 (lumi) pb [58]
b-tag∗ 5.1 fb−1 7.25± 0.66 (stat)± 0.47 (syst)± 0.44 (lumi) pb [63]
pretag∗ 5.1 fb−1 7.40± 0.58 (stat)± 0.63 (syst)± 0.45 (lumi) pb [63]

Combination 4.6 fb−1 7.5± 0.31 (stat)± 0.34 (syst)± 0.15 (theo) pb [61]
∗Not used for the combination.

Measuring the properties of the top quark does and will confirm that the particle
found at the Fermilab Tevatron Collider is actually the isospin partner of the bottom
quark and that the physics of the top quark is consistent in the SM.

Top-quark mass

An important result from the two Tevatron Fermilab Collider experiments was the
precise measurement of the top-quark mass. The relation between the top-quark
mass and the pair-production cross section was already mentioned in the previous
section. Here now a link between the top mass and the W -boson and Higgs-boson
mass is established.
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Table 2.3.: Current top-quark cross section measurements by the D0 experiment
that are used for the result combination (except for the result from the all-
hadronic channel).

Channel Sample Cross section Ref.

All
hadronic∗

405 pb−1 4.5+2.0
−1.5 (stat)

+1.4
−1.1 (syst) ± 0.3 (lumi) pb [51]

Semi-
leptonic

425 pb−1 6.4+1.3
−1.2 (stat)± 0.7 (syst) ± 0.4 (lumi) pb [54]

0-b-tag 900 pb−1 6.62± 0.78 (stat)± 0.36 (syst)± 0.40 (lumi) pb [55]
1-b-tag 900 pb−1 8.05± 0.54 (stat)± 0.7 (syst) ± 0.49 (lumi) pb [55]
0/1-b-tag 900 pb−1 7.42± 0.53 (stat)± 0.46 (syst)± 0.45 (lumi) pb [55]

Dilepton 1 fb−1 7.5± 1.0 (stat)± +0.7
−0.6 (syst) ± +0.6

−0.5 (lumi) pb [60]
lep+track 400 pb−1 7.4± 1.4 (stat)± 0.9 (syst)± 0.5 (lumi) pb [59]

Combination 1 fb−1 8.18+0.98
−0.87 pb [62]

∗Not used for the combination.

The top-quark mass13 appears in the SM as a parameter for many electro-weak
virtual loop corrections. Precision measurements on electro-weak parameters en-
abled in the past a prediction of the top-quark mass.

The W -boson mass, MW , calculation depends on the top-quark mass mt and the
Higgs-boson mass, mH , (with the Weinberg angle, θW, and the Fermi constant, GF)
as follows:

M2
W =

πα/
√
2GF

sin2 θW · (1−∆r)
. (2.9)

The correction, (∆r)top, due to the top-quark mass is quadratic:

(∆r)top ⋍ − 3GF

8
√
2π2 tan2 θW

m2
t , (2.10)

13From a theoretical point of view quarks do not have a (pole or on-shell) mass, since they do
not exist as free particles. Motivated by the fact that the top quark exists as an almost free
quark, one can define a pole mass in a pertubative fashion. Still, the pertubative calculation
of the pole mass has an ambiguity of a few hundred MeV. As such measurement precision is
not reached with the current colliders, the top-quark mass measurements can be interpreted as
the pole mass. A non-pertubative definition of the top-quark mass is the so-called MS mass.
A calculation from [8] shows that the MS mass is around 10GeV lower than the pole mass.
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and the correction due to the Higgs-boson mass (∆r)Higgs is only logarithmic (MZ

denotes the Z-boson mass):

(∆r)Higgs ⋍
3GFM

2
W

8
√
2π2

(

ln
m2

H

MZ
2
− 5

6

)

. (2.11)

This strong correlation between the W -boson mass and the top-quark mass in
formula (2.10) (together with other electro-weak parameters) and the updated mea-
surements for Rbb was used for the latest indirect measurement of the top-quark
mass at LEP [67]:

mt = 178.9+11.7
−8.6 GeV . (2.12)

The latest direct top-quark mass measurements were performed at the Fermilab
Tevatron Collider in all three sub-channels of the top-quark pair decay. The most
precise measurements were obtained in the semi-leptonic channel. Figure 2.9 shows
the most important contributions to the world average combination with the anal-
yses from CDF and D0. This is the most precisely measured quark mass up to
date:

mt = 173.3± 1.1GeV , (2.13)

both values are in good agreement, which shows the consistency of the SM cal-
culations.
Finally, from these values and the measured W -boson mass a limit on the Higgs-

boson mass from the correction in formula (2.11) can be derived [68]. This is shown
in Figure 2.10, where the two contour lines correspond to the 68% confidence limits
for indirect measurements (dotted line) and including direct measurements (solid
line). The overlap of the contours with the lines of constant Higgs-boson mass
shows that light Higgs-boson masses are favoured.
Now cross section analyses can serve two purposes, first it can add an additional

mass measurement and hence support the limits on the Higgs-boson mass. An
analysis, like e.g. [60], exploited the SM relation between the cross section and the
top-quark mass of ∆σ/σ ∼ −5∆mt/mt and the result can be seen in Figure 2.7. The
second purpose is a SM consistency check between the cross-section measurement
and the best top-quark mass measurement. This was performed by CDF [61] and
the result can be seen in Figure 2.8.

Single Top-Quark Production Cross-Section

A single top-quark can be produced at hadron colliders in three different channels
via the weak interaction. The t-channel and s-channel processes involve a virtual
W -boson. In the t-channel process the W -boson is exchanged between a bottom
and another light quark14. The bottom quark has to be drawn from the partons

14Light quarks are quarks lighter than the bottom quark.
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Figure 2.7.: Comparison of the D0
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retical dependence [60].

)2Top Quark Mass (GeV/c
167 168 169 170 171 172 173 174 175 176 177

) 
(p

b)
t t

→ p
(pσ

0

1

2

3

4

5

6

7

8

9

10

-1CDF Run II Preliminary 4.6 fb

Moch & Uwer, arXiv:0807.2794 (2008)

Cacciari et al., arXiv:0804.2800 (2008)

Kidonakis & Vogt, arXiv:0805.3844 (2008)

Figure 2.8.: Comparison of the com-
bined CDF top-quark mass measure-
ment and the combined cross-section
measurement with the three theoreti-
cal predictions [61].

inside the protons or it has to be produced from gluons inside the proton first. In
the s-channel process two light quarks produce a W -boson, which decays into a top
and a bottom quark. At hadron colliders the light quarks are mostly up and down
quarks. A real W -boson is involved in the Wt-channel process (associated top-
quark and W -boson production) where a bottom quark and a gluon produce a real
W -boson either via fusion or a top-quark exchange. The production cross-section
is proportional to the CKM matrix element |Vtb|. The leading-order diagrams are
shown in Figure 2.11.

For the t-channel process the cross section has been calculated to NLO preci-
sion [70, 71, 72]. For the pp̄-collisions at the Fermilab Tevatron Collider the rate for
single top-quark and single antitop-quark production is equal whereas the production
at the LHC is asymmetric. The dependence on the top-quark mass is∼ −1.6%/GeV
for the Fermilab Tevatron Collider and ∼ −0.7%/GeV for the LHC.

The s-channel production cross-section calculations [73, 74] are also available at
NLO. The dependence on mt leads to an uncertainty of 6% for ∆mt = 2.1GeV.
The PDF uncertainty for the s-channel cross-section is smaller, since it is a qq̄
annihilation process. The uncertainty on the PDFs is smaller compared to the t-
channel cross-section, which needs gluons to produce the bottom quark and hence
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Figure 2.9.: The most significant
top-quark mass measurements that
were used for the combination of the
top-quark mass to a world average
value at the Fermilab Tevatron Col-
lider [69].
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Figure 2.10.: Dependence of the
W -boson mass, the top-quark mass
and the Higgs-boson mass [69] for in-
direct measurements (dotted line) and
including direct measurements (solid
line). The lines in the plot are lines of
constant Higgs-boson masses.

depends on the gluon PDF. Still, the dependence of the t-channel process on the
gluon PDF leads to a cross section ratio between the gluon initiated t-channel and
the s-channel of 1.8 at the Fermilab Tevatron Collider.

The Wt-mode cross-section is negligible at the Fermilab Tevatron Collider. The
calculation can be found in [75, 76]. The NLO corrections for the Wt-channel
process contain diagrams that correspond to the tt̄ production and double counting
must be avoided in the calculation.

At the LHC the importance of the different single top-quark channels changes.
The ratio of the t-channel cross-section to the tt̄-pair production is about 30% for
both colliders. However, the dependence of the t-channel process on the gluon
PDF leads to a cross section ratio between the gluon initiated t-channel and the
s-channel of 22 at the LHC. Instead of the s-channel, the Wt-mode becomes the
second important single top-quark mode at the LHC.
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Figure 2.11.: Relevant leading-order Feynman-diagrams for the single top-quark
production: (a) t-channel process, (b) s-channel process and (c-d) associated
Wt production.

Table 2.4 summarises the single top-quark cross-section calculations for the Fer-
milab Tevatron Collider and the LHC.

Table 2.4.: Latest single top-quark cross-section calculations at NLO [70, 71, 72,
73, 74, 75, 76] for the Tevatron and the LHC.

Process
collider

√
s t-channel s-channel Wt

cross section [TeV] [pb] [pb] [pb]

pp̄→ t/t̄ Tevatron 1.96 1.98+0.28
−0.22 1.02± 0.08 0.25± 0.03

pp→ t LHC 14.0 156± 8 7.23+0.55
−0.47 41.1± 4.2

pp→ t̄ LHC 14.0 91± 5 4.03+0.14
−0.16 41.1± 4.2

Experimental status

Recent analyses at the Fermilab Tevatron Collider with multivariate techniques were
able to find evidence [77, 78, 79] and finally observation [80, 81] of single top-quark
events. The single top-quark s-channel and t-channel were combined to one single
top-quark signal for these searches (combined search). It was also attempted to
measure the CKM-matrix element |Vtb| at the same time.

Single top-quark events are difficult to distinguish from the data due to the over-
whelming background. A cut analysis at the Fermilab Tevatron Collider for example
only obtains a signal-to-background ratio of 5− 6%. Therefore advanced multivari-
ate techniques were employed. The techniques that were used are artificial neural
networks, LO matrix elements, boosted decision trees and likelihood ratios. The
events for each analysis are correlated at a level of 70% hence a combination using
a neural network technique to obtain a super-discriminant increases the sensitivity
even further. The significance of the methods were determined in ensemble tests
with simulated events, which have higher statistics than the data sample. The com-
bination of the measurements and the significances are summarised in Table 2.5.
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2.2. The Physics of Top Quark in the Standard Model

Table 2.5.: Cross-section measurements at the Fermilab Tevatron Collider for sin-
gle top-quarks with expected and observed significances given in standard devi-
ations [80, 81].

Analysis
Cross section exp. significance obs. significance

[pb] [std. dev.] [std. dev.]

CDF Combined 2.3+0.6
−0.5 > 5.9 5.0

D0 Combined 3.9± 0.9 4.5 5.0

Theory 2.9± 0.4

Top-quark charge, colour and spin

The quantum numbers of the top quark, namely charge, colour and spin, are im-
portant properties that identify the top quark as the isospin partner of the bottom
quark, so that it completes the third fermion family. In this role the charge of the
top quark has to be Q = +2/3 · e. The previous analyses of the top-quark cross sec-
tion and top-quark mass are not sensitive to the top-quark charge. In principle the
top quark found at the Fermilab Tevatron Collider could be an exotic heavy quark
as described in [82] with a charge of Q = −4/3 ·e decaying into t∗ → bW−. Analyses
in the semi-leptonic channel [83, 84] summed up the charges of the top-quark decay
products. The W -boson charge was taken from the lepton and the charge of the
bottom quark was measured from the weighted sum of charges of the tracks that
belonged to the b-quark jet. Crucial for this measurements was the knowledge of the
purity of the b-tagging and the correct pairing of the lepton to the b-quark jet. The
correct pairing was the pairing with the best kinematic fit result. At CDF the same
analysis was also performed in the dilepton channel. Here the pairing was decided
with the invariant lepton-bottom quark mass. The results could exclude an exotic
top-quark charge of |Q| = 4/3 at 95%C.L.

The colour charge of the top quark cannot be measured directly since quarks
do not appear as free, single particles, but the colour charge structure of the top
quark enters the cross-section calculation. The measurements of the top-quark pair
cross-section has not shown any significant deviation from a colour-triplet/antitriplet
structure of the top-quark pair.

From the spin of the decay products, the W -boson and the bottom quark and the
conservation of angular momentum a half-integer spin mother particle is expected.
Again, from the cross section the spin of the top quark can be inferred indirectly.
A particle with spin 3/2 would result in a higher cross section. The differential
cross section of the top-quark pair production is also sensitive to the top-quark spin.
Further observables that depend on the spin are the top-quark polarisation and the
spin correlations between the top quarks of a tt̄ pair.
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Top-quark polarisation and spin correlations in top-quark pair production

The spin information is kept in the decay products due to the short lifetime of the
top quark and it is not diluted by the hadronisation. This makes a measurement of
the spin properties feasible.

In the following the spin properties of the top quark in pair production is discussed.
The top-quark polarisation is predicted to be orthogonal to the scattering plane. The
value is about ∼ 2% in the SM [85, 86]. Parity-violating weak interactions also only
result in a small polarisation in the scattering plane.

However, the spin correlation between the two top quarks of the pair production
is sizeable from calculations in [87, 64, 88, 89, 90]. The size of the correlation, A,

depends on the quantisation axes ~a and ~b, with ~S as the spin of the top quark
and N(↑↓) the number of events with certain spin projection of the top quark and
antitop quark on the quantisation axis:

A = 〈4(~a · ~St)(~b · ~St̄)〉 =
N(↑↑) +N(↓↓)−N(↑↓)−N(↓↑)
N(↑↑) +N(↓↓) +N(↑↓) +N(↓↑) . (2.14)

The most promising choices for the quantisation axis at the Fermilab Tevatron
Collider are the so-called off-diagonal axis [91] and the beam axis [92, 93], whereas
at the LHC the axis described in [94] is most promising15.

The following observable contains the spin correlation A = −C/(cacb):

1

σ

d2σ

d cos θad cos θb
=

1

4
[1 +B1 cos θa +B2 cos θb − C cos θa cos θb] , (2.15)

with θa,b being the angle between the spin analyser and the quantisation axis (~a,~b)
in the respective top-quark (antitop-quark) rest frame and the spin analyser power ca
and cb (e.g. c is +1 for l+). The spin analyser is the decay particle whose differential
distribution is used to infer the mother particle’s spin properties. The best spin-
analyser for the leptonically decaying top quark is the direction of the lepton, for
the non-leptonic decaying top quark it is the direction of the least energetic light
quark jet. The double differential cross section above is dominated by C, since the
values for B1 and B2, the polarisation along the axis ~a, ~b, respectively, are zero in
QCD calculations and small (< 1%) in the weak interaction [8]. The observables for
the spin require the kinematic reconstruction of the event to obtain the top-quark
particle rest frames.

At the Fermilab Tevatron Collider the spin correlation has not been measured
so far. At the LHC with the large anticipated amount of tt̄-pairs a measurement
should be achievable.

15The helicity axis is also a good choice.

26



2.2. The Physics of Top Quark in the Standard Model

Top-quark polarisation in singly produced top quarks

With the discovery of singly produced top quarks, the investigation of the spin
properties in the single top-quark channels becomes interesting.
The following discussion [8] concerns only the single top-quark t-channel, since it

is the single top-quark channel that will have a sizeable cross section at the LHC.
The top-quark polarisation, pt =

N↑−N↓

N↑+N↓
, can be inferred from the distribution of

the charged lepton from the W -boson decay. The distribution that depends on the
polarisation, pt, is the differential cross section:

1

σt

dσt
d cos θ+

=
1

2
(1 + ptc+ cos θ+) , (2.16)

with θ+ as the angle between the lepton and the spectator-jet direction and c+
the spin analysing power of the lepton. The spectator jet is the jet associated to
the down quark. The same formula holds for the t̄ production, the symbols have to
replaced correspondingly. As in the case of the spin properties in the top-quark pair
production, the whole kinematics has to be reconstructed.
Since single top-quark production was only recently measured at the Fermilab

Tevatron Collider there is no measurement of the polarisation yet. It is expected
that single top-quark production will be easily observed at the LHC and hence a
determination of the polarisation possible.

Width and lifetime

The width of the top quark was already discussed and summarised in equation (2.8).
The calculated width is Γt(mt = 172.5GeV) = 1.34GeV, this corresponds to a
lifetime of τt = 5 · 10−25 s.
Experimentally the precision on the top-quark mass measurement is not suffi-

cient to probe the narrow top-quark width. So far limits by CDF were set from
reconstructing the top-quark mass values in semi-leptonic events and comparing the
distribution with template distributions for different top-quark mass widths [95].
The limit was set at Γt < 12.7GeV or τt > 5.2 · 10−26 s at 95%C.L. (for a top-quark
mass of 175GeV).
From the lepton track impact parameter distribution at CDF another limit on the

top-quark mass lifetime was derived [96]. Comparisons with template distributions
yield a limit at 95%C.L. of cτ < 52.5 µm ∼ 1.8 · 10−15 s.

CKM matrix element Vtb

The Cabibbo-Kobayashi-Maskawa matrix element Vtb is a free parameter in the SM.
The only theoretical constraint comes from the unitarity of the CKM matrix if one
makes an assumption about the number of quark/lepton families.
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The analysis on the weak decay of hadrons [97] and using the CKM matrix
unitarity yields at 95%C.L. that 0.9990 < Vtb < 0.9992. Exploiting the fact that
the square of the CKM matrix element Vtb is proportional to the decay rate of the

top quark into the bottom quark, the measurements of Rb =
|Vtb|

2

|Vtb|2+|Vts|2+|Vtd|2
at D0

and CDF both found that Rb is consistent with one [98, 99]. The limit on Rb from
the D0 measurement is Rb > 0.79 at 95%C.L. This limit is free from the assumption
on the number of light quark families.
A direct measurement of Vtb is possible with the measurement of the production

cross-section of single top-quarks. The discovery of single top-quark production
was accompanied with a measurement on the cross section, which was converted
into a determination of Vtb. The lower limit from this measurement [80, 81] was
|Vtb| > 0.78.

Flavour Changing Neutral Currents

Flavour Changing Neutral Currents (FCNC) are only possible in the SM through
loop corrections and these are highly suppressed by the mass squared differences of
bottom, strange and down quarks compared to the square of the top-quark mass,
the calculation can be found in [100] and the corresponding CKM matrix elements
are small.
Searches for FCNC are performed e.g. in the t→ Zq decay, t→ γq decay or the

single top-quark production without additional jets u(c)+g → t. The first decay was
searched for by selecting tt̄ events with leptonically decaying Z-bosons from the first
top quark and a hadronically decaying W -boson from the second top quark [101].
The top quarks were reconstructed by adding one additional quark to each boson
decay product. A χ2 distribution was built from the smallest differences of the
reconstructedW -boson and top-quark masses to the true values for all combinations.
The result did not yield any significant difference from the SM expectation. Limits
were set to the branching ratio B(t→ Zq) < 3.7% at 95%C.L. Searches will continue
in the t→ qγ and t→ qZ → qℓ+ℓ− channels. The limit on B(t→ γq) was found to
be smaller than 3.2% [102].
Single top-quark production events without additional jets were selected by a

lepton from the top-quark decay, missing transverse energy ( /ET ) from the neutrino
and exactly one jet identified as a b-quark jet. Both experiments found no significant
deviation from the SM expectation and limits were set, e.g. at CDF the limits were
B(t→ u+ g) < 3.9 · 10−4 and B(t → c + g) < 5.7 · 10−3 [103, 104]. The D0 result
was expressed as contour limits and can be found in [105].

Associated production of tt̄ + [H,Z, γ]

Calculations for the cross section and branching ratios for the associated Higgs-boson
production exist and are small (NLO QCD calculation in [106, 107, 108, 109]), so

28



2.3. Top Quark and New Physics

that the purpose of this measurement is not primarily the discovery of the Higgs bo-
son. The associated production provides a way to determine the top-quark Yukawa
coupling λSMt = mt/v = mt/(246GeV). It is more promising to measure the cross-
section ratios of the associated production of tt̄H to e.g. WH production since this
cancels the unknown Higgs-boson branching fractions. Similarly the measurement
of the associated Z-boson and γ production can be used.

The amount of data to measure the couplings with a good precision is high [110,
111], so that a measurement will be targeted to probe new physics.

A search at D0 in the single-lepton channel [112] did not provide any evidence
for associated Higgs-boson production so far. Furthermore, a constraint exists for
the associated Z-boson production from LEP data [21].

Forward-backward asymmetry

The initial state |p(pz)p̄(−pz)〉 at the Fermilab Tevatron Collider is not invariant
under charge conjugation. In QCD a charge asymmetry is generated by the inter-
ference term with C-even and C-odd terms for qq̄ annihilation, gq and qb̄ fusion.
The total charge asymmetry is defined as AFB = NF−NB

NF+NB
with NF,B the number of

events in the forward and backward region, respectively.

Experimentally the charge asymmetry is defined for forward and backward regions
in the top-quark pair rest frame. The expected value at NLO is AFB = 0.08 [113].
In the semi-leptonic channel at CDF and D0 a reconstruction and a fit of the
kinematics was done with the help of one b-tagged jet and the constraint on the
W -boson and top-quark mass to measure the asymmetry. The result for CDF [114,
115] is AFB = 0.24± 0.13 (stat)± 0.04 (syst), which is an upward deviation of ∼ 2σ.
For D0 [116] the result is AFB = 0.12±0.08 (stat)±0.01 (syst), and it is compatible
with the predictions in the selected phase space regions.

For the LHC the initial state is invariant under the charge conjugation, thus the
asymmetry is expected to be zero.

2.3. Top Quark and New Physics

New physics can show up in the top-quark sector in various ways. New particles
can decay into single top-quarks or top-quark pairs and modify the production
cross-section or the spin properties and spin correlation. They can also appear
in the decay of the top quark and modify the decay rate, branching ratios and the
angular distributions of the decay products. New couplings and unusual structure of
couplings can have the same effect. The properties which are suppressed in the SM
such as the flavour changing neutral currents, can be enhanced due to new physics.
In the following first some general approaches are discussed that try to characterise
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new physics in a model-independent way. Then some examples of new physics are
given and presented in which way they can appear in the top-quark physics sector.
Although no evidence for new physics have been found so far, it can be found

in principle by measuring the properties and behaviour of the top quark and any
deviation from its SM prediction points towards new physics.

2.3.1. Model-Independent Characterisation

A model-independent way to characterise new physics is to use an effective La-
grangian Leff that contains coupling constants with distinct properties and that are
ideally zero in the SM. A parametrisation can be found in [8]:

Leff = −µm

2
t̄σµνG

µνt− i
dm
2
t̄σµνγ5G

µνt . (2.17)

It contains a term that describes the anomalous magnetic dipole moment, µm, and
a term, dm, that describes the anomalous electric dipole moment. In the SM, µm is
generated in one-loop corrections and dm are generated only in two loop corrections.
In new physics models these couplings can deviate from the SM value. Models
with CP violation larger than in the SM model predict a non-zero value for dm.
Observables for non-zero dm are e.g. in [117] the high pT tails in the top-quark
pT distribution or distortions in the invariant mass of the top-quark pairs. For µm

possible observables according to [118] are CP odd and T odd or energy correlations
between the leptons from the tt̄ dilepton channel. The total cross section is only
little affected by these anomalous couplings.
Similar model-independent effects in associated tt̄ production can be quantified by

effective couplings. For instance the electric dipole and electro-weak dipole moments
that are modified by CP violating Higgs-boson couplings. The same effective La-
grangian ansatz can also be used to determine the effect of flavour changing neutral
currents.
Similarly to the effective Lagrangian, the tWb-vertex can be characterised in a

model-independent way. The decomposition of the vertex amplitude into form fac-
tors as in [119, 120] contains form factors that conserve chirality (fR,L) and that
flip the chirality (gR,L). The form factors are chosen such that their values in the
SM at Born level is zero and deviations imply new physics. In normalisable theo-
ries the form factor fR,L arises at tree level and gR,L arises in loop corrections. A
V+A admixture in the weak vertex causes fR 6= 0. This can be measured from
e.g. the neutrino-energy angular distribution [121, 122]. Sizeable effects can also be
found in models with alternative electro-weak symmetry-breaking (e.g. in the seesaw
model [123]). CP invariant couplings can introduce a difference between the form
factors fR,L, gR,L of the tWb-vertex and f ′

R,L, g
′
R,L of the t̄W b̄-vertex16. W -boson

16This assumes that the form factors and the CKM matrix element Vtb are real.
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helicity analyses and the forward-backward asymmetry can give input to the form
factors (e.g. [124, 125]) and single top-quark cross section measurements in the s-
and t-channel can help to constrain fL and determine the absolute strength of the
tWb-vertex [126].

2.3.2. Indirect and Direct Evidence of New Particles

Indirect evidence for particles of new physics models could be the modification of
the cross section due to virtual loop corrections with new particles. In the top-quark
sector this is possible if the mass of the particle is a few hundred GeV. So far no
significant deviation from the cross section has been found hence the effect in new
physics models should be below the measurement sensitivity. The size of the effect
e.g. for two-Higgs-doublet models (2HDM17) [127, 128] is only at the few percent
level [129]. An effect of ∼ 5% on the Born level cross section was found in one-
loop corrections for the extension of the SM to supersymmetric models [130], such
the Minimal Supersymmetric Standard Model (MSSM), if the mass of the gluino
is close to 230GeV and the mass difference between the top-squarks are not too
big [131]. Also in the single top-quark production the effect on the cross sections due
to the virtual exchange of new particles is small (calculations with QCD corrections
see [132] and electro-weak corrections in the MSSM see [133, 134]).

More striking evidence for new physics would be a particle that is resonant in the
mtt̄-distribution or that appears as a real particle in the single top-quark production
vertex. A neutral particle with a mass up to a few TeV and strong couplings to
the top quark is predicted in many new physics models. This is the case in models
like Top-Colour, Little Higgs (for an overview see [135]) and models with extra-
dimensions and Kaluza-Klein excitations [136, 137]. In some models the coupling of
new particles to gluons and light quarks is suppressed, thus the decay into top quarks
in favoured. The resonance is not only detectable through the mtt̄-distribution,
but also a distortion in the top-quark pT spectrum and changes in the top quark
polarisation are possible. The discovery potential depends also on the width of the
new particle. For the production and decay of a new particle X0 that has the same
initial and final state (gg → X0 → tt̄ and gg → tt̄) the interference between the two
processes dilutes the resonance peak the larger the width [8].

Searches at CDF in the semi-leptonic channel [138, 139, 140] with different meth-
ods to reconstruct the tt̄ kinematics have not found any evidence of heavy particles
decaying into top-quark pairs. The result of the analyses can be used to exclude cer-
tain mass regions for particles of e.g. Top-Colour models. For such particles, masses
up to 720GeV can be excluded. The same result was found at D0 [141, 142, 143].
The mass limit for heavy particles from Top-Colour models is ∼ 820GeV.

17Two Higgs Doublet Models
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New particles would also appear as resonances in the single top-quark s-channel.
In models like in [144, 145, 146] charged bosonsW ′±, charged Higgs boson in techni-
colour models or top-quark pions in Top-Colour models are proposed to have a strong
coupling to top quarks. The production in the s-channel is e.g. qq′ → W ′+ → tb̄.
The enhancement of the s-channel cross section depends again on the mass and the
width of the new particle, since interference effects with a larger width of the new
particle will decrease the effect. The t-channel is not so much affected by virtual
particle exchange, since the cross section will change proportional to 1/m2

X . Mea-
surements at D0 [147] and CDF [148] have not found any evidence of heavy charged
bosons in the decay channel W ′ → lν and W ′ → tb̄. The limits at the Fermilab
Tevatron Collider experiemnts were set to mX > 790GeV.
New particles can be produced directly in association with top quarks or tt̄-pairs.

If the particle in turn couples to top quarks, it can produce tt̄tt̄ states [149, 150]. In
single top-quark channels charged bosons can be produced in association with the
single top-quark.

Associated production tt̄+ [H,Z, γ]

The associated production modes tt̄+ [γ, Z,H0] are negligible in the SM [106, 107,
108, 109, 110, 111], but new physics can enhance the cross section for such a produc-
tion. In models with non-SM electro-weak symmetry-breaking such as technicolour
or Little Higgs predict modifications up to 10%. A composite top quark would also
show an enhancement of the associated production tt̄γ. The tt̄H associated pro-
duction on the contrary is suppressed in some MSSM parameter regions where the
coupling of the Higgs boson to the bottom quark is enhanced.

Flavour Changing Neutral Currents in new physics

Another effect that is strongly suppressed in the SM [100] are flavour changing
neutral currents. In new physics models these production processes can be enhanced
and especially in the single top-quark production this can be probed. Among the new
production modes are cg → t, gg → tc̄ and cg → t+[g, γ, Z,H0] or like-sign top-pairs
qq′ → tt. These currents can occur in theMSSM when the supersymmetry-breaking
terms introduce flavour violation that lead to FCNC production modes. So far the
searches [101, 102, 103, 104, 105] have not found any deviations from the SM.
Another possibility are FCNC decay modes, so that there will be additional

decay channels other than the three channels characterised by the W -boson decay
discussed earlier. Decays t → c, u are possible in flavour-violating models even
at tree level. Type-III 2HDM models18 allow FCNC couplings of neutral Higgs
bosons to quarks, models with exotic quarks have FCNC coupling of the Z-boson

18The 2HDM models are classified as type I-III 2HDM19 models, depending on the allowed
couplings of the Higgs-boson doublet.
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with quarks or models with new explanation of the electro-weak symmetry-breaking
with top quarks having a special role allow naturally for t→ c transitions [135, 151].
Reference [8] features a list of branching ratios for FCNC in different models. The
branching ratios range from 10−15 − 10−10 to 10−7 − 10−3.

2.3.3. Top-Quark Decay into New Particles

The decay of the top quark cannot only have enhanced FCNC decay modes in new
physics models, but new particles can also appear in the decay of the top quark. In
the following the decay to charged Higgs bosons and to supersymmetric particles are
discussed. The lower bound on the mass of a charged Higgs boson is set by the LEP
experiments with mH± > 79.3GeV at 95%C.L. [97]. Apart from this limit the mass
of the charged Higgs boson in the MSSM is not limited, but is it possible to have
mH± < mt. The branching fraction to a charged Higgs boson can be found in [8].
It depends on the mass ratio of the charged Higgs boson to the top-quark mass and
the model parameter tanβ. For mH± = 140GeV the branching fraction can be as
large as 10% (1%) for tanβ = 30 (tanβ = 6). To discover such a decay, one has to
search for the decay products of the charged Higgs boson. Depending on the model
parameters the decays H → [τντ , cs, cb,W

+bb̄] are possible. The branching ratio of
the final state (t → Hb →) b + [τντ , cs, cb] can be larger than the SM prediction.
Since the total cross section is not affected by this decay mode, a measurement
of the branching ratios of the SM decay channels can reveal a decay mode into a
charged Higgs boson. From the measurement of the decay rates one can infer the
model parameters20 such as mH± and tanβ. Searches for these new decay modes
were performed at D0 and CDF [152, 153, 154]. Limits on mH± and tan β can be
found in [153].

The decay to supersymmetric particles depends on the detailed parameters of the
supersymmetric models. Here only the kinematic constraints are discussed that can
arise from the masses and dynamics of the supersymmetric particles21. It is then
compared to the SM decay mode signatures, so that the similarities and differences
can be seen. The lightest, neutral and stable SUSY particle is denoted as χ̃0

1

(neutralino), the second lightest particle, but charged, is denoted as χ̃+
1 (chargino).

The supersymmetric partners (so-called stops) of the top-quark are denoted as t̃1
and t̃2 of which t̃1 is the lighter particle. The following kinematic situations are
possible: if the lightest stop has a mass smaller than the top-quark mass, the top
quark can decay into the stop quark and the neutralino. The subsequent decay of
the stop can happen via the chargino, if it is light enough. The chargino itself decays

20Additional measurements of the tt̄ spin correlation can even further constrain tan β.
21For the supersymmetric model it is assumed that R parity is conserved, so that supersymmetric

particles can only appear in pairs.
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either leptonically or hadronically, but always accompanied by a neutralino. The
final state would result in

t→ t̃1χ̃
0
1 → χ̃+

1 bχ̃
0
1 → bff ′χ̃0

1χ̃
0
1 (2.18)

If the mass of the chargino does not allow a real chargino in the decay vertex of
the stop, then the stop decays in a three body decay directly into a bottom quark,
a W -boson and a neutralino. One could also think of replacing the W -boson by a
charged Higgs boson or the R-parity could be preserved by means of scalar leptons
(sleptons) instead of the neutralino. The W -boson and the charged Higgs boson can
decay hadronically or leptonically, the sleptons will decay leptonically with some
neutralinos. Both the charged Higgs boson and the scalar leptons must be lighter
enough for this direct decay:

t→ t̃1χ̃
0
1 → b[[[W+, H+], χ̃0

1], l
+ν̃l, l̃

+νl]χ̃
0
1 . (2.19)

Finally, if also the masses of the chargino, the charged Higgs boson and the
sleptons do not allow kinematically the decay of the stop there is a possible four
body decay mode. The stop would decay into the bottom quark, neutralino and
fermions, which is in some parameter space of MSSM [155] favourable:

t→ t̃1χ̃
0
1 → bff ′χ̃0

1χ̃
0
1 . (2.20)

The new decay modes have similar final state signatures to the SM decay modes of
the top quark. Almost all decay modes contain a bottom quark, fermions that could
be mistaken as the decay products of the W -boson and a number of neutral and not
(or only weak) interacting particle that escape the detector. One can distinguish the
SM top-quark decay from the top-quark decay via supersymmetric particles either
by the large amount of /ET or by the changed angular distribution of the visible
decay products. Some of the new decay modes feature an additional lepton that
would lead to a tri-lepton state. Even modes with one or two leptons would have
different branching ratios from the SM prediction. A measurement of the ratio of
BRs can reveal such deviations. Searches for these new decay modes have been
performed at CDF [156] and no evidence have been found so far.
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This chapter describes the Large Hadron Collider (LHC) that will provide the
collsion protons and the ATLAS1 detector that is used to record their collision
fragments. The experimental environment sets the basic conditions for the cross-
section measurement. The available centre-of-mass energy will be decisive on what
physics range can be probed. The expected total rate of collisions, the luminosity,
must be known, so that the number of selected events can be related to the cross
section, but also the expected statistical precision of the measurement depend on
this. However, the more dense and more often the protons collide will have an
impact on the number of multiple interactions that will happen at the same time as
the interesting interaction.

The detector parameters will decide which decay signatures and decay particles
can be probed, which are electrons, muons, jets and total transverse energy. The
challenges for the multi-purpose detector is the high collision rate and particle den-
sity. State-of-the-art detectors have been developed to cope with this high and
dense particle rate as well as the high radiation dose. The performance of each de-
tector component will influence the precision on the measured particles properties,
the final efficiency and purity of the event selection and hence the precision on the
cross-section measurement.

3.1. The Large Hadron Collider

As already briefly described in the introduction, the LHC [157, 158, 159] is a proton-
proton collider that collides protons at a centre-of-mass energy of

√
s =14TeV.

The beam contains 2808 proton bunches with up to 1.1 · 1011 protons. The bunch-
crossing rate will be 40MHz at an instantaneous luminosity of Linst.=2 · 1033 cm−2s−1

in the low luminosity phase and Linst.=1034 cm−2s−1 in the high luminosity phase2.
On average 5 proton-proton (low luminosity phase) and 25 proton-proton (high
luminosity phase) interactions are expected per bunch collision.

The nominal parameters for the collider are summarised in Table 3.1 and Fig-
ure 3.1 shows an overview of the accelerator complex.

1A Toroidal LHC ApparatuS
2The instantaneous luminosity is a measure for the density of incoming particles per area and
time. See also Section 5.6.
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Figure 3.1.: The LHC accelerator complex [160].

The protons are accelerated in several steps in the already existing accelerator
facilities. The protons originate from a hydrogen source and are accelerated in the
Linear Accelerator (LINAC) to an energy of 5MeV. In the synchrotron booster
the protons obtain an energy of 1.4GeV, then they are transferred into the Proton
Synchrotron (PS) and accelerated to 25GeV further and finally the energy is in-
creased to 450GeV in the Super Proton Synchrotron (SPS). From the SPS they
are injected into the LHC ring where they are eventually accelerated in RF-cavities
up to their final energy.

For the acceleration there are eight RF-cavities installed per beam. Each cavity
provides an acceleration voltage of 2MV at an operation frequency of 400MHz. The
bunch spacing in time is 25 ns. The cavities operate at a temperature of 4.5K.

The two beams are accelerated in opposite directions and have separate magnetic
channels in the superconducting dipole magnets. This is achieved by two apertures
and an eight-shaped magnetic field. Both beams share the same yoke and cryostat
system. In total there are 9593 superconducting magnets of which 1232 are dipole
magnets, 500 are quadrupole and 4000 are corrector magnets. The dipole magnets
are made of copper-clad niobium-titanium cables. With a total current in the dipoles
of 11.7 kA, a peak field of 8.33T can be reached. The magnets are cooled to a
temperature of 1.9K with super-fluid helium in a vacuum-vessel contained cryostat.
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Table 3.1.: Nominal parameters of the Large Hadron Collider [157, 158, 159].

Property Injection Collision

Ring circumference [m] 26658.883
Number of main bends 1232
Length of main bends [m] 14.3

Revolution frequency [kHz] 11.245
RF frequency [MHz] 400.8
RF voltage [MV] 8 16

Proton energy [GeV] 450 7000
Relativistic γ 479.6 7461
Number of particles per bunch 1.15 · 1011
Number of bunches 2808
Transverse normalised emittance ǫN [µmrad] 3.5 3.75
Circulating beam current [A] 0.582
Stored energy per beam [MJ] 23.3 362

RMS bunch length [cm] 11.24 7.55
RMS beam size at ATLAS/CMS∗ [µm] 375.2 16.7
RMS energy spread δE/E0 [10−4] 3.06 1.129

Inelastic cross section [mb] 60.0
Total cross section [mb] 100.0
Events per bunch crossing - 19
Crossing angle [µrad] - 285

Beam current lifetime+ [h] - 18.4
Luminosity lifetime+ [h] - 14.9
Beam (intensity) lifetime [h] 100 100

Instantaneous power loss per proton [W] 3.15 · 10−16 1.84 · 10−11

Synchrotron radiation power per ring [W] 6.15 · 10−2 3.6 · 103
Energy loss per turn [eV] 1.15 · 10−1 6.71 · 103
+due to beam-beam and rest gas interaction
∗at the collision point

The beams travel in a beam pipe, which is held at a pressure of 10−13 atm. In the
collision areas the beam pipe is made of beryllium.

The beams are brought to collision at four points along the ring at which detec-
tors are positioned. ATLAS [161, 162, 163] and CMS3 [164] are multiple-purpose

3Compact Muon System
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detectors that cover a broad range of physics, whereas the ALICE4 detector [165]
aims at heavy-ion physics and LHC-B5 [166] at B-physics.
The LHC was completed in 2008 and started the same year with first beams. Due

to problems with the dipole magnets at currents needed for 7TeV beams, the ini-
tial centre-of-mass energy was planned to be

√
s =10TeV. However, an incident in

September 2008 with a superconductive connection bar between two dipole magnets
stopped the further running of the LHC. This connection bar inside the helium ves-
sel had a small resistance that lead to an electrical arc and it destroyed the helium
enclosure. The sudden escape and expansion of helium into the tunnel to atmo-
spheric pressure lead to a mechanical shock wave, which dislocated and damaged 58
of the dipole magnets. This incident lead to a further decrease of the centre-of-mass
energy to a safer level of

√
s =7TeV. After several months of repair, in November

2009 first collision were achieved with collision energies of up to 2.36TeV. In early
2010 the machine restarted with beams and collisions for a physics run with a col-
lision energy of

√
s =7TeV. The parameters that are planned to be achieved by

the end of 2010 are now 1011 protons per bunch, with a bunch spacing of 50 ns in
796 bunches, a β∗ = 2.5 at the interaction point (see Section 5.6) and a luminosity
of Linst.=1.3 · 1032 cm−2s−1. The beam then will store 31.2MJ of energy. By the
beginning of August 2010 the delivered integrated luminosity reached Lint.=1pb−1

with a peak instantaneous luminosity of Linst.=3.0 · 1030 cm−2s−1. By the end 2011
the

√
s =7TeV phase will be completed and a one year shutdown with possible

upgrades of the detectors will follow. In 2012 it is foreseen to reach the design beam
energies and design luminosity.

3.2. The ATLAS Detector

The ATLAS detector [161, 162, 163] follows the typical design of a high-energy
physics multi-purpose detector. The general layout of the ATLAS detector is shown
in Figure 3.2. The coordinate system used here to describe the detector geometry
can be found in Appendix B.
The detector cylindrically surrounds the interaction point and the collision frag-

ments6 are detected, measured and identified in different layers of detector elements.
The design features of the LHC accelerator require detector elements to have a fast
response for the design bunch crossing rate of 40MHz. Depending on the position of
the detector element, it has to sustain a large dose of radiation without degrading its
detection performance nor the read-out electronics. The huge particle density due to
high multiplicity events and overlapping events requires a high detector granularity.

4A Large Ion Collider Experiment
5Large Hadron Collider beauty experiment
6The largest part of the fragments, i.e. the remnant of the proton goes undetected into the beam
pipe.
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3.2. The ATLAS Detector

Figure 3.2.: A cut-out view of the ATLAS detector with the innermost tracking
detectors, followed by the calorimeters and enclosed by the largest system, the
muon system [163]. The magnet toroid structures in the barrel can be seen
between the muon chambers.

The detector layout closely follow the requirements set by the physics goals. The
physics requirements and the matching detector components are presented in the
next section. Afterwards a short description of each detector component is given.

3.2.1. Physics Requirements

The acceptance of the detector has to cover a large pseudorapidity and almost full
azimuthal range to provide a good hermeticity. A good detection efficiency and a
precise inner tracking position determination for charged particles is required. The
requirements are even higher for tracking detectors close to the interaction point that
resolve the tracks from a primary collision or secondary vertex. At the same time the
detector material of the inner tracker should be minimal in order not to degrade the
position resolution and not to influence the following energy measurement of the
particles. The inner tracking detector consist of a high-resolution semiconductor
pixel detector, a strip detector, the Semiconductor Tracker (SCT), and a straw-
tube Transition Radiation Tracker (TRT) and it covers |η| < 2.5.
The electromagnetic calorimeter has to have a good electron/photon separation

and a good measurement of the electron and photon energy. This is provided by a
Liquid Argon (LAr) Electromagnetic Calorimeter (EM) that measures the energy
of charged and neutral electromagnetic interacting particles by showering sampling.
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It is a high-granularity liquid-argon sampling calorimeter with a pseudorapidity
coverage of |η| < 3.2.

The requirements on the hadronic calorimeter are also a good energy measurement
of hadronic jets and a good hermeticity, so that the /ET can be determined accurately
and the leak-through of charge particles into the muon system is minimised at the
same time. In the range of |η| < 1.7 a three-segment, one barrel and two extended-
barrels, scintillator tile-calorimeter is used. Hadronic calorimetry in the end-caps
(1.5 < |η| < 3.2) is also provided by a liquid-argon detector.

For the forward region the precision requirements are looser, since the expected
particle flux is higher and the detector performance has to be optimised towards
radiation hardness. The liquid-argon forward calorimeter measures both electro-
magnetic and hadronic energy depositions and its coverage extends to |η| < 4.9.

For the muon spectrometer similar requirements on the detection efficiency and
the precision as for the inner detector trackers have to be met. Especially the
alignment of such a large system is a challenge. Muon tracks are measured by three
layers of high precision drift tube chambers. In addition to the tracking chambers,
trigger muon-chambers with a good timing resolution in the order of ns are installed
to support the trigger system.

The magnet systems (see Figure 3.3) have to be designed such that the deflection
of particles with a momentum at the upper end of the typical momentum range
can be measured within the precision of the muon chambers and a reliable charge
measurement can be achieved. The outer toroid magnets [167] consist of two end-cap
and one barrel configuration and deliver a maximum magnetic field of ∼ 2T (barrel)
to 4T (in the end-cap) for the muon system. Eight Al/NbTi/Cu superconducting
toroid air-coils, each contained in a vacuum vessel, form the barrel magnet. They
are arranged in an eight-fold azimuthal symmetry around the centre of the detector.
The end-cap toroids generate the bending power for muons in the end-cap region.
It is a single cold mass build from eight flat, square coils and eight Al-alloy keystone
wedges. The winding technology is same in the barrel and the end-caps. The
magnetic field is monitored and mapped with Hall probes in the muon chambers.

A smaller solenoid magnet [168] is placed in the inner barrel with a ∼ 2T mag-
netic field. It shares a common vacuum vessel with the LAr calorimeter to spare
an additional insulation wall. The single layer coil is wound with a high-strength
Al-stabilised NbTi conductor. The flux is returned by the steel in hadron calorime-
ter and its girder structure. An in-situ mapping was done after the installation of
all the magnet components, but before the installation of the inner detector. Per-
manently installed NMR7 probes measure the long-term variations to an accuracy
of ∼ 0.01mT.

The requirements on the momentum/energy resolution of each detector system
are summarised in Table 3.2.

7Nuclear Magnetic Resonance
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3.2. The ATLAS Detector

Figure 3.3.: The ATLAS magnet windings layout without the housing compart-
ments and mechanical structures [163]. All other detector components are hid-
den except for the steel in the calorimeters that is used as the return yoke for
the solenoid magnet.

Especially for colliders with such a high collision rate, it is important to trigger on
events that contain interesting signatures. The interactions at the design luminosity
of Linst.=1034 cm−2s−1 are expected to happen at a rate of 1GHz, but only a fraction
of the events are interesting and can be recorded. This reduction is achieved by
triggering on events in a three stage trigger system. Special trigger detectors have
been designed for the ATLAS detector that primarily detect particles with a high
rate and efficiency. They only roughly measure the energy/momentum of particles,
which is enough to identify interesting signatures and reject other signatures within a
few bunch crossings. The final rate of recorded events is 200Hz. Since the rejection
of unwanted events depends on the varying detector and accelerator condition, a
configurable trigger system is required.

3.2.2. Inner Tracking Detectors

The challenge for the tracking system are the high interaction rate and the particle
density with approximately 1000 particles every 25 ns within |η| < 2.5. Fast and
high granularity tracking detectors are required to cope with this environment and
the physics requirement.

The inner tracking detectors are contained in a cylindrical volume of 7m in length
and radius of 115 cm. The 2T solenoid coil is directly attached to the outer enve-
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Table 3.2.: Momentum/energy resolution requirements for the ATLAS detector
parts, their |η| coverage for momentum/energy measurement and trigger capabil-
ities [163].

Detector system Resolution
η coverage

measurement trigger

Tracking σpT /pT = 0.05%pT ⊕ 1% ±2.5

EM calorimeter σE/E = 10%/
√
E ⊕ 0.7% ±3.2 ±2.5

HAD calorimeter

barrel and end-cap σE/E = 50%/
√
E ⊕ 3% ±3.2

forward σE/E = 100%/
√
E ⊕ 10% 3.1 < |η| < 4.9

Muon spectrometer σpT /pT = 10%pT at pT = 1TeV ±2.7 ±2.4

lope of the inner detector systems. Figures 3.4 and 3.5 show the inner detector
layout [163].
Tracks with transverse momentum larger than ∼ 0.5GeV and |η| < 2.5 can be

measured in the inner tracker and electron identification is possible from 0.5GeV up
to 150GeV. Table 3.3 summarises the features of the inner detectors.
Both silicon detectors deliver 3D space points of charged particles. The particles

release electron-hole pairs along their track in the sensor material, which are sep-
arated by the electric field generated by the bias voltage between the two sensor
sides.

The pixel detector

The high occupancy close to the interaction point demands a high granularity, so
that a pixelated sensor and readout technology is used. The intrinsic resolution is
given by the size of the pixel elements, which is limited by the size of the corre-
sponding readout cell. In addition, material in front of the sensor can deteriorate
the total resolution by multiple scattering.
The pixel detector [169] is build from 1744 identical pixel modules, which are

arranged in three layers of staves in the barrel and three disks in each end-cap
(both are so-called vertexing layers). A hybrid module is composed of a 250 µm
thick, highly-oxygenated silicon sensor bump-bonded to standard CMOS8 read-out
front-end chips. The modules in the barrel are placed with the longer side parallel
to the z-axis and are tilted by 20◦ with respect to the tangent vector at the given
radius. The modules on the end-cap disks are placed radially around the beam pipe
and are perpendicular to the z-axis. Each module has 46080 active read-out pixel
cells. To improve the spatial resolution, the pixel chips can perform a coarse charge

8Complementary Metal Oxide Semiconductor
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Figure 3.4.: Sector cut-out of the barrel inner detector [163] showing the beam
pipe, the three pixel detector layers, the SCT layers and the TRT modules.

measurement, so that the hits can be weighted by the charge amount when two
neighbouring pixels are hit. In total the pixel detector has roughly 80Mio. read-out
channels, which are 50% of all the read-out channels of ATLAS.

Semiconductor tracker

The lower occupancy allows for a simpler method to obtain the 3D space point
information, thus strips are chosen and the readout electronics can be placed at
the edge of the sensor. The coordinate along the strips is inferred from hits in two
planes, which are glued back to back and rotated by a stereo-shift angle, γ. The
resolution σr,φ perpendicular to the strips is given by the strip pitch. The resolution,
σz, along the strips is determined by σz = σr,φ/ sin γ.

The SCT [170] is built from 15912 sensors and AC9-coupled readout strips with a
thickness of ∼ 285 µm [171, 172]. In the barrel region the sensors have a total of 768
active strips per sensor. Two sensors are daisy chained to a set, two sets are glued
back-to-back on a substrate with a stereo angle to form a module and the read-out
electronics are arranged at one edge of a module. In total there are ∼ 6000 modules.
The modules as well as the strips are oriented parallel to the z-axis, tilted by ∼ 11◦

9Alternating Current
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Table 3.3.: Overview of the inner detector features describing the technology used,
the smallest sensor element size, the single-point resolution in the barrel in R−φ
and z direction and the number of space points recorded by each subsystem [163].

Pixel detector SCT detector TRT detector

Technology
Si n+-in-n pixel Si p-in-n strips Al cathode and

W anode wire drift
tube

Sensor element size
400× 50 µm 80 µm strip pitch

with 20mrad
stereo angle

4mm diameter
tube

Single point resolution (barrel)
R− φ 10 µm 17 µm 130 µm
z 115 µm 580 µm only sign
Number of space points and layers (except for the TRT)
barrel 3 4

22–36
end-cap 3 up to 9

relative to the local tangent vector and are arranged in four layers. The end-cap
sensors are perpendicular to the beam-axis and arranged in nine layers. They have
a trapezoidal shape with on average 80 µm pitched radial strips with a stereo angle
of 20mrad.

Transition radiation tracker

The TRT [173, 174] can record hits from charged particles and allows for pion/elec-
tron separation by absorbing and measuring the transition-radiation photons. The
position of a hit is determined by gas-filled polymide drift straw tubes [175]. Charged
particles traversing the gas create electron-ion pairs. The electrons are then collected
on the anode wire in the middle of the tube. The position is determined from the
drift time of the generated charges in the gas mixture. The charge collection time
is ∼ 48 ns.
The voids between the tubes are filled with polypropylene foils (end-cap) or fibres

(barrel) with a different dielectric constant, so that the particles emit transition
radiation. Electrons tend to radiate more transition radiation than the heavier
pions. The average transition-radiation photon energy of electrons is 8 − 10 keV
while the passing of other charged particles only leaves ∼ 2 keV. Thus the read-
out electronics has implemented two thresholds in order to perform this separation.
Typically seven to ten high-threshold hits are found for electrons.
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Figure 3.5.: Technical layout of one quarter of the inner detector system [163] with
the positions of the detector elements and the support and solenoid structures.

For the barrel layers the straw anode wire is mechanically and electrically sepa-
rated by a support plastic in the middle, so that the barrel is separated into two
halves.

In total a charged particle with pT > 0.5GeV and |η| < 2.0 will cross at least
36 straws, in the barrel-end-cap transition region still 22 straws are crossed. The
orientation of the straws in the barrel is along the z-axis. The 37 cm long straws in
the end-cap region are oriented radially.

3.2.3. Calorimeters

ATLAS detector calorimeters [176, 177] are sampling calorimeters. Tables 3.4
and 3.5 give a short overview of the ATLAS calorimeters and Figure 3.6 shows an
overview of the calorimeter system. Except for the hadronic tile-calorimeter they are
placed in one barrel and two end-cap cryostats that are filled with an active medium,
liquid argon. The response of liquid argon is linear and stable over time, furthermore
it is intrinsically radiation hard. The electromagnetic calorimeter measures the en-
ergy of electrons (positrons) and photons very precisely in one barrel (EMB) and
two end-cap (EMEC) arrangements. Hadronically interacting particles are stopped
in the Hadronic Calorimeter (HCAL) in one barrel and two extended barrel ar-
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rangements. The two electromagnetic end-cap calorimeters share the cryostats with
the Hadronic End Cap (HEC) and the Forward Calorimeter (FCal). The forward
calorimeter provides electromagnetic and hadronic calorimetry up to |η| < 4.9.

Figure 3.6.: Overview of the ATLAS calorimeter systems [163].

Presampler detectors are used in the region |η| < 1.8 and between the barrel and
end-cap in the region 1.5 < |η| < 1.8. They are singly instrumented argon layers
and located within the cryostat, but before the active electromagnetic calorimeter.
They provide a first shower sample, so that the losses in the cryostat walls can be
partially recovered.

The resolution σE/E of a sampling calorimeter is typically a function of a/
√
E⊕c,

where a is the stochastic term, since the energy is measured by counting the number
of secondary charges that is released from the incoming particle and c is a constant
that absorbs e.g. calibration uncertainties.

Electromagnetic calorimeter

Electromagnetically interacting particles are mostly electrons, positrons and pho-
tons. Incoming electrons/positrons radiate off bremsstrahlung photons and in turn
photons produce electron-positron pairs. Thus a cascade of electrons/photons is gen-
erated from both types of particles. The cascade is measured then by interleaved
active material. The cascade electrons/positrons travel to and ionise the active ma-
terial. Finally, the amount of ionisation is measured by collecting the charges on
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Table 3.4.: Overview of the ATLAS electromagnetic calorimeter systems [163].

Electrom. EM barrel EM end-cap FCal1

η coverage |η| < 1.475∗ 1.375 < |η| < 3.2∗ 3.10 < |η| < 4.83

structure
two half-barrels

in z
two co-axial

wheels on each
side

end-cap wheel

absorber
lead lead

copper matrix
and rods

active medium liquid argon liquid argon liquid argon
granul. max 0.075× 0.025 0.1× 0.1 3.0× 2.6+

∆η ×∆φ min 0.025/8× 0.1 0.025/8× 0.1 ∼ 4× finer#

depth 2–3 layers 2–3 layers no segmentation
thickness 22− 33×X0 24− 38×X0 27.6×X0

σE/E
† 10%/

√
E ⊕ 0.7% same as barrel 100%/

√
E ⊕ 10%

∗Without presamplers.
†Expected resolution.

electrodes. A shower traverses several layers of the absorber/active material sand-
wich10. Typically 95% of the shower is contained in 2×Rm and in 14−16×X0 [178].

The readout electrodes are placed in the middle between the absorbers. The
segmentation along the depth and the η direction for the barrel is done by etch-
ing separation paths into the readout layers. The segmentation in the η direction
follows the lines of equal η coordinates. A φ segmentation for the barrel layers is
done by stacking the absorber and readout layers. Along the radial direction the
absorber/readout structure is folded into an accordion shape11. This provides a full
φ coverage without any cracks. The segmentation is different in the different layers
in depth. The finest granularity has the innermost layer, the outermost layer has
the coarsest granularity. The reduced granularity is of advantage when the layer is
used for the building of trigger objects.

The barrel is made of two half barrels. Each cover the positive and negative
z-hemisphere. The length of a half barrel is 3.2m and the diameter ranges from
d = 2.8− 4m. One half-barrel contains 1024 accordion-shaped absorbers. The drift
time for the signal charges is 450 ns. Figure 3.7 shows the layout of three layers of
one barrel module.

10A crucial number is the thickness of the sampling calorimeter in the longitudinal direction in
units of the radiation length X0. The lateral width is given by the Molière radius Rm and
depends mainly on the multiple scattering.

11i.e. the waves run radially. The folding angle varies to keep the spacing between the layers
constant.
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Figure 3.7.: Schematic layout of a barrel electromagnetic module [163] with the
three calorimeter layers and their corresponding size in η and φ.

The end-caps [179] consist of one wheel per side12, which extends from R =
330mm to R = 2098mm. The absorber/electrode structure is the same as in the
barrel.

Hadronic calorimeter

The hadronic sampling calorimeter works similarly to the electromagnetic calorime-
ter. The cascade is produced in 70% of the cases by hadronic interactions. The
difference to an electromagnetic shower is that the longitudinal size is larger13. Also
the lateral width of the shower is larger, since the hadrons can transfer large trans-
verse momentum by the nuclear interactions. The resolution is worse than for the
electromagnetic calorimeter, since the calorimeter response is non-compensating,
i.e. the response to electrons and hadrons is different and causes large statistical

12For the end-caps the waves are also stacked in φ direction, but the electrodes are folded along
the z-axis,i.e. the waves run along the z-direction.

13A common measure is the nuclear interaction length λI = 35 g/cm
2
A1/3. The longitudinal

shower length depends on the particle energy and the lateral width is also a function of the
longitudinal length.
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3.2. The ATLAS Detector

Table 3.5.: Overview of the ATLAS hadronic calorimeter systems [163].

Hadronic barrel hadronic end-cap FCal2-3

η coverage |η| < 1.7∗ 1.5 < |η| < 3.2∗ 3.1 < |η| < 4.9∗

structure one barrel and
two extended

barrels

two wheels on
each side

two end-cap
wheels

absorber
steel copper

tungsten matrix
and rods

active medium polystyrene liquid argon liquid argon
granul. max 0.2× 0.1 0.2× 0.2 5.4× 4.7+

∆η ×∆φ min 0.1× 0.1 0.1× 0.1 ∼ 4× finer#

in depth 3 4 two elements
thickness 7.4× λI ∼ 10× λI (3.68 + 3.60)× λI
σE/E

† 50%/
√
E ⊕ 3% same as barrel 100%/

√
E ⊕ 10%

∗Without presamplers.
+This is ∆x×∆y in cm.
#This refers to the maximum granularity of the FCal.
†Expected resolution.

fluctuations in the number of produced neutral pions, which increase the already
dominating stochastic term in the energy resolution formula.

The ATLAS hadronic calorimeter [180] is located in the region of |η| < 1.7 behind
the electromagnetic calorimeter. It consists of a central barrel and two extended
barrels at both ends. Each barrel is made of 64 modules with a size in ∆φ of 0.1.

The scintillator and the steel absorber form a periodic structure with alternating
(in both η and r directions) absorber and active material layers with a volume
ratio of 1 : 4.7. The tiles are radially oriented and normal to the beam line. The
scintillator is polystyrene in which ionising particles produce ultraviolet scintillation
light, which is converted into visible light by 1mm diameter wavelength shifters.
Figure 3.8 shows a sketch of a tile-calorimeter module.

The scintillator light is grouped almost projectively in η and guided by the wave-
length shifters to the back side of the tile module. The signal is readout by photo-
multipliers. The girder structure, which holds the barrel modules, acts at the same
time as the return yoke for the solenoid field. In the gap region between the barrel
and the extended barrel special modules or even thinner scintillation counters are
used in order to accommodate the limited space availability in the crack region and
to correct for the losses in the inactive material.
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The hadronic end-cap calorimeter

The HEC is made of two wheels (HEC1 and HEC2) in each end-cap cryostat with
32 identical wedge-shaped modules. A sketch of the HEC is shown in Figure 3.9.
The absorber plates are normal to the z-direction. Three read-out electrodes are
located in the gaps, which are held in position by honeycomb spacers. The drift time
for electrons in the drift zone is 430 ns. The middle electrode layer is also segmented,
which defines the readout granularity of the calorimeter. The etched pattern in the
readout layers and the grouping of the readout cells is approximately projective in
the η direction.

Photomultiplier

Wavelength-shifting fibre

Scintillator Steel

Source

tubes

Figure 3.8.: A sketch of the tile-
calorimeter module [163].

Figure 3.9.: An artistic view of a
hadronic end-cap module [163].

The forward calorimeters

The forward calorimeters [181] are heavily exposed to a high energy particle flux
that is 30 times higher than the dose in the hadronic end-caps. The high particle
flux requires a small drift distance for fast readout at the cost of the signal height
and a low ion build-up, so that the design of the FCal is different from the other
calorimeters. The electrodes are rods parallel to the beam, embedded into the
absorber matrix of the same material, so that a high density is achieved. The
electrodes are copper tubes, which are held in position by radiation hard fibres
around the rod. The drift time in the first layer (FCal1) is 60 ns. Copper as an
optimal absorber for the FCal1 has a good heat conduction, but still maintains a
good resolution. For the FCal2 and FCal3 tungsten was chosen as the absorber
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3.2. The ATLAS Detector

and readout-rod material, which keeps the lateral size of the shower small. Finally,
behind the last layer of the forward calorimeter an absorber made of copper alloy is
placed to shield the muon system from the remaining shower particles. Figure 3.10
shows schematically the layout of the FCal.
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Figure 3.10.: The layout of the forward calorimeters [163] FCal1-3 and their
position relative to the electromagnetic and hadronic end-caps.

3.2.4. The Muon System

The muon system [182] is made of two main sub-systems, the precision chambers
that measure the track positions accurately in R− φ and z for a muon momentum
precision of 10% for 1TeV muons, and the trigger chambers that identify muon
tracks within the time to the next bunch crossing with a high efficiency. There are
several acceptance holes in the muon spectrometer at |η| ∼ 0 that contain service
lines for the calorimeters, the cryostat and the inner detector. In addition there are
two inactive areas where the ATLAS feet supports are positioned. The layout of
the muon system is shown in Figure 3.11 for one quadrant in the R − z view, in
Figure 3.12 a front view and in Figure 3.13 a zoom into one sector in the R−φ view
is shown.
The precision chambers are made of Monitored Drift Tubes (MDTs) and of Cath-

ode Strip Chambers (CSCs). The trigger is provided by Resistive Plate Chambers
(RPCs) and Thin Gap Chambers (TGCs). Table 3.6 gives an overview of the
muon chambers.
The muon spectrometer is the largest detector system and extends up to a radius

of ∼ 10m and z-position of 21.5m. These huge dimensions present a big challenge
for the alignment of the detector modules. The precision chamber alignment must
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Figure 3.11.: R − z view of the muon system with infinite momentum tracks
as dotted lines [163]. The abbreviations are BOL, BML and BIL for barrel
outer/middle/inner and EIL, EML and EOL for end-cap MDT layers (EEL are
extra layers), RPCs are the resistive plate chambers, TGCs the thin gap cham-
bers and CSC are the cathode strip chambers.

be known to < 30 µm precision. This can only be achieved by a combination of
intra- and inter-chamber alignment techniques for the relative alignment as well as
the alignment with straight tracks [183, 184] for the absolute alignment.
The trigger chambers provide the trigger system with the information about the

multiplicity and transverse momentum of muons. It also complements the precision
chambers with additional information about the track position in the non-bending
plane, which is the φ coordinate. The granularity has to be finer than for the
precision chambers, since the bending power is almost zero in some areas of the
detector, esp. the chambers outside of the magnetic field or in some areas where the
magnetic field has a complex field geometry due to the overlap between the barrel
and end-cap toroid field.

Precision chambers: Monitored drift tubes

The precision chambers use monitored drift tubes [185] to measure the track position.
Similar to the drift tubes in the TRT detector a precision chamber consist of a
number of pressurised gas-filled tubes14. The expected resolution per tube is 80 µm15.

14Although this drift time is longer than in usual gas mixtures and the gas shows a non-linear
behaviour, it has good ageing properties.

15The exact space drift-time relation depends on the environment conditions such as temperature,
pressure and magnetic field.
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Figure 3.12.: R−φ view of the muon
sectors showing the eight-fold sym-
metry and the interleaved MDT lay-
ers [163]. These are denoted by three
letter abbreviations, e.g. the first let-
ter B stands for barrel, the second
letter I, M, O for inner, middle and
outer layer and the last letter S, M, L
stands for small, medium, large cham-
bers while G, F are modified chamber
sizes.

Figure 3.13.: R−φ view of the muon
chamber sector, specially marking the
positions of the RPC chambers [163],
which are attached to the MDTs.

The drift tubes are arranged perpendicular to the beam line, since the toroid magnet
bends the tracks in the R−z plane. A regular MDT chamber consists of two multi-
layers separated by a rigid mechanical frame. The multi-layers are made of 3–4
layers of drift tubes in the innermost and outer chambers, respectively.
The arrangement of the precision chambers follow the eight-fold symmetry of

the toroid magnets. The barrel chambers are mounted either on the toroid coils or
between the coils. In the end-cap the chambers are arranged in four layers, one layer
in front of, two layers behind and the last layer is positioned around the end-cap
toroid. There are special chambers around the ATLAS feet, so that the inefficiency
can be minimised.

Precision chambers: Cathode-strip chambers

The cathode-strip chambers [186] are installed in the end-cap regions for |η| > 2
since the rates, which are expected for this η-region in the first layer, exceed the
maximum rate of 150Hz/cm2 for the MDTs. The disk arrangement consists of two
rings with eight large and eight small chambers and each chamber has four detector
planes.
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Table 3.6.: Overview of the muon chambers divided into the precision tracking and
trigger chambers [163].

MDT CSC RPC TGC

Function tracking tracking trigger trigger
Resolution
z/R z : 35 µm R : 40 µm z : 10mm R : 2− 6mm
φ - 5mm 10mm 3− 7mm
Timing resolution - 7 ns 1.5 ns 4 ns
Measurements/track
barrel 20 - 6 -
end-cap 20 4 - 9
η coverage |η| < 2.0 2.0 < |η| < 2.7 |η| < 1.05 1.05 < |η| < 2.4
Number of chambers 1150 32 544 3588
Number of channels 354k 30.7k 373k 318k

A cathode-strip chamber is a multi-wire proportional chamber with a 30 µm di-
ameter gold-plated tungsten wires, which serve as the anodes and the two cathode
planes, which are segmented in parallel and perpendicular direction to the anode
wires. The spacing between the anode wires and the cathode strips is equal. Only
the signal from the cathode strips is used and a hit position is inferred from the
relative charged induced into several plates. The rates up to which the CSCs can
operate is 1000Hz/m2. The chambers are tilted such that straight tracks from the
interaction point are normal to the chambers and the effect of the spreading of the
charge deposition is minimised. The spatial resolution in the sagitta direction per
layer is 60 µm. The measurement of the pulse height allows also a simple pairing of
hits from different tracks.

Trigger chambers: Resistive plate chambers

A RPC [187] is a gaseous parallel electrode-plate detector. The plates are made of
phenolic-melamnic plastic and have a distance of 2mm. A track generates a signal
with a width of 5 ns. The local rate capability is ∼ 1 kHz/cm2.

The RPCs are the trigger chambers in the barrel with three layers. Each chamber
consists of two detector sub-layers that each measure η and φ independently16. The
lever arm between the RPC chambers allow triggering of muons in the pT -range of
9− 35GeV for high-pT muons and of 6− 9GeV for low pT -muons.

16The three layers measure 6 η and 6 φ coordinates.
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Trigger chambers: Thin gap chambers

Thin gap chambers [188] are multi-wire proportional chambers with a wire diameter
of 50 µm, a distance between the wires of 1.8mm and a distance between the wire
and the cathode of 1.4mm. The cathodes are made of 1.6mm thick plates with
graphite coated on the side facing the wires and a copper plane on the other side.

The bending coordinate is measured by the wires and the azimuthal coordinate
is measured by the strips. Each layer of a TGC has 2–3 wire layers and 4–6 strip
layers. The three layers each consist of two concentric rings of detector modules.

3.2.5. The Trigger System

The ATLAS trigger [189] is a three stage trigger system. The goal is to reduce the
number of events to be recorded to a rate of 200Hz.

The three levels of the trigger system are called Level-1 (L1), Level-2 (L2) and
Event Filter (EF). The L1 triggers only use special trigger-detector components
that have a coarse granularity. The decision is made with electronics that was
custom-made for this purpose. The L2 and EF filter form the High Level Trigger
(HLT) [190], which have access to the full granularity and full precision of the
event data. The information is processed on large cluster farms. The EF mostly
uses offline algorithms to fully reconstruct objects for the trigger decision.

The L1 trigger can search for signatures of muons with the muon trigger chambers,
for signatures of electrons/photons, tau and jets in the energy depositions of the
electromagnetic and hadronic trigger towers, as well as for signatures of /ET and the
transverse energy sum. The decision in the Central Trigger Processor (CTP) must
be taken within the trigger latency of 2.0 µs. The trigger decision algorithms are
programmable and consist of hit multiplicities for up to 16 pT -thresholds for each
object type. For some object types isolation from neighbouring energy depositions
can be required. In total 256 trigger conditions can be processed and form 256
trigger items, which have a separate priority and a separate prescale factor. The
event rate is reduced to 75 kHz (with an upgrade option to 100 kHz) by the L1
trigger.

If the logical OR of all L1 trigger items is positive, the event is passed on to the L2.
The L1 provides the L2 with the information about the Regions of Interests (RoIs).
The use of RoI reduces the amount of data to 1 − 2% of the full event data. The
decision making process is designed such that an event can be rejected very early
to minimise the amount of requested data. As soon as one trigger decision fails the
processing and further data requests are stopped. The processing time of each node
is < 40ms. The L2 algorithms only request and process the necessary data from the
detector sub-systems. Upon acceptance the event building is started that assembles
all the event information into a single data structure that is then passed on to the
EF trigger. The rate is reduced now to 3.5 kHz.
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The event filter trigger is again a processing farm. In contrast to the L2 trigger the
EF uses the full detector information and also uses standard offline reconstruction
and analysis algorithms. In addition the events are classified into one or more
data streams. Further, there are two special streams for detector calibration and
monitoring purposes, the calibration and express stream. The event filter output
nodes finally interface the data acquisition system with the CERN central data-
recording facility and transfers the event data that have passed all trigger selection
stages.
The details of the trigger algorithms that are executed in the several trigger stages

will be described in more detail in Section 5.5.
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Samples

The precision of the absolute number of events and the shape of the distributions
that are modelled within the Monte Carlo (MC) generators have a considerable
impact on the cross-section measurement. The shape influences the acceptance
prediction and the total normalisation of a given sample influences the number of
events that are expected. For some physics processes there are no methods available
to obtain the shape and normalisation from data, so that the prediction fully relies
on the MC simulation.

The following description outlines the general steps of the MC generation. Not
all steps are valid for all generators nor are all steps handled in the same way.

The MC generation and simulation is separated into individual steps and for each
step specialised programs are responsible. Two main features are simulated, the
machine, such as the LHC in which a certain configuration of particles, a so-called
event, is produced from the collision and interaction of two protons1. The other
feature is the interaction of the particles with detector while traversing the detector
material. The first task is handled by many different process-specialised programs,
the second step generically takes the outcome of the first step and simulates the
interaction according to a model of the detector. The outcome of the second step
has the same format as the real detector output data, but the original information
from which particle the interaction started is still available. This is the so-called
truth information about the true particles. The same algorithms that are be applied
to data can be applied to the MC simulated data and the efficiency and purity of
certain procedures can be checked on the simulated data.

Also explained here is the signal signature for dileptonic top-quark pair events
as it is simulated with a Monte Carlo generator. Background events that have a
similar signature are also presented here. These must be taken into account in
the study of dileptonic top-quark pair events and also simulated in order to study
their properties and eventually to find strategies to remove them from the selection.
Finally, the samples that were used for this study are listed here.

1The “simulation” of the interaction is usually dubbed “generation”, so that it is distinguished
from the detector simulation.
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4.1. Monte Carlo Generators

The event generation follows a chain of individual steps [191] that are also shown in
Figure 4.1. In general, each step can be done by separate programs. In some cases
the whole chain is implemented in one program only. Each implementation has
certain simplifications and limitations, so that there is no unique generation scheme
and the individual programs have to be continuously checked and tuned with real
data. There are numerous MC generators available, here only those are described
that are used for the cross section study. Among these are the HERWIG [192]
and PYTHIA [193] generators that use leading order calculations. Both programs
can be used for parton showering, which is the hadronisation of single quarks and
gluons and can also handle multiple interactions (HERWIG by the interface to
JIMMY [194]). Multi-jet final states are available with ALPGEN [195]. Another
leading-order generator is AcerMC [196]. For next-to-leading order calculations
there is MC@NLO [34].

f(x,Q 2) f(x,Q 2)
Parton
Distributions

Hard
SubProcess

Parton
Shower

Hadronization

Decay

+Minimum Bias
Collisions

Figure 4.1.: Graphical representation of the steps in the MC generation [197].

Hard interaction

The generation starts with the two incoming protons with a given momentum and
direction. The hard interaction takes place between the partons within the protons.
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For this the Parton Distribution Functions (PDFs) are needed as an input, so that
from these distributions randomly an initial state (i.e. the two initial partons) is cho-
sen. The PDFs are derived from fits to low-energy collision-data, e.g. [27, 28, 29, 30].
The interaction between the two initial partons can be described by the Lagrangian
of a theory. With the Feynman rules in the theory the matrix element and the
available phase space the cross section of a process can be calculated. The cross
section for the hard interaction takes the form described already in Section 2.2.1:

σab→X(s, x) =
∑

i,j=q,q̄,g

∫

dxidxj f
a
i (xi, µ

2)f b
j (xj , µ

2) σij→X(ŝ, x, αs(µ
2), µ2) , (4.1)

where the cross section of a single process is σij→X(ŝ, x, αs(µ
2), µ2), depending on

some input parameters2 x, the centre-of-mass energy of the partons ŝ, the coupling
constant αs(µ

2) at the factorisation and renormalisation scale µ.

The matrix element, which describes the dynamics in the transition from the
initial state into a possible final state, can be calculated to a certain order of the
perturbation theory. The lowest order implies only 2 → 2 tree processes, i.e two
incoming and two outgoing particles, but with the inclusion of higher order loop
diagrams 2 → 3 processes can occur. On the one hand such processes are divergent
if one of the partons has small energies (E → 0) or if two partons become collinear
(∡(~p1, ~p2) → 0). On the other hand the interference between the loop diagrams
(also called virtual corrections) and the tree diagrams are negatively divergent and
thus the two divergences can cancel each other out, leaving finite terms. These
NLO calculations have improved accuracy, but have to deal with these delicate
cancellations between divergences.

Ideally, if a short-lived particle is produced in the process, the decay of the same
particle should be included in the calculation, so that properties such as spin cor-
relations can be transferred to the decay system. Some generators neglect this for
certain processes, so that angular distributions cannot be described correctly, but
the total cross section is not affected. E.g. the spin correlations for single top-quark
events is only preserved in the latest version of MC@NLO [34].

Initial and final state radiation

The collision of partons implies colour charges to be accelerated and, as in the case
of electromagnetic charges, Bremsstahlung can occur. Emissions are called initial
state radiation (ISR) if they are associated with incoming particles and emissions
associated with outgoing particles are called final state radiation (FSR).

The emission in the final state can be described by higher order matrix element
calculations, but the handling of the divergences can be cumbersome and therefore

2e.g. masses of particles etc.
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approximate approaches are used. Parton showers form iteratively a multi-particle
final state and the introduction of so-called Sudakov form factors gives a handle on
the cancellation of tree and loop divergences. The iterative procedure breaks 2 → n
processes in a 2 → 2 process and absorbs the higher order in the parton shower.
This works only if the 2 → 2 process is the one with the highest Q2. The probability
that a (massless) quark splits into an almost collinear qg or qq̄ pair is described by
DGLAP3 [198, 199, 200] type equations. This procedure is only useful if the Q2 of
each splitting is strictly ordered such that Q2

1 > Q2
2 . . . (e.g. PYTHIA). The shower

evolution is cut off at around Q2 = 1GeV. However, the choice of the evolution in Q2

is not unique and different parton shower generators use different ordering schemes.
It is also possible to order the evolution in terms of p2T or E2θ2 (e.g. HERWIG). The
(non-) splitting probability is expressed in the so-called Sudakov form factors. They
are a consequence of the conservation of probability and evaluate the probability of
a splitting in terms of the 1/Q2 scale. The colour connection between the different
out-going particles is not always treated properly and sometimes forced upon (e.g.
in PYTHIA).

The initial state radiation can be treated in principle similarly to the final state
radiation, it can be seen as the FSR of the initial partons. One of the radiated
particles will eventually interact with the “FSR” of the other parton. This is,
however, very inefficient if one wants to generate a specific process with defined
initial particles, since the probability of the two “FSR” particles being the desired
particles for the process of interest can be small. The most common way to simplify
the procedure is to use a “backwards evolution” Ansatz and formulate a conditional
probability of an ISR radiation with a higher Q2 for a given hard process. Initial
state radiation that is collinear is already absorbed by the DGLAP equations into
the PDFs.

Although the parton shower seems to simplify higher order corrections, only the
matrix element calculation with real emissions can correctly describe radiation that
is not soft and collinear and will eventually produce a separate jet. Thus combining
matrix element and parton showers is beneficial, but care needs to be taken that
the full phase space is covered and overlap is removed. Either a hard cut-off is
introduced to have whole phase-space coverage or weights are used to weight the
parton shower events such that they agree with events from higher-order matrix
element calculation including only real emissions. A common merging schemes is
the MLM4 matching in ALPGEN in conjunction with HERWIG or PYTHIA.

Finally, in the NLO approach such as in MC@NLO the matrix element to NLO
accuracy with all virtual corrections is calculated. The overlap between the matrix
element at NLO and the parton shower is removed by calculating events with a LO
MC generator with the first real emission. These events are added or subtracted

3Dokshitzer-Gribov-Lipatov-Altarelli-Parisi equations
4MLM parton shower matching algorithm named after M.L. Mangano
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4.1. Monte Carlo Generators

such that the soft limit distribution for the extra particle agrees. Currently this LO
MC generator is similar to HERWIG and the parton showering after the NLO
calculation can only be done with HERWIG.

Multiple interactions/underlying event

The next step is not only considering one parton pair collision, but also the possibil-
ity of further, multiple collisions, known as multiple interactions or summarised as
underlying event. In the simplest model in PYTHIA the average number of inter-
actions is calculated from a Poissonian distribution and from the ratio of the total
cross section of 2 → 2 processes to the non-diffractive cross section. The divergence
of the total cross section is damped by a colour-screening effect, so that the total
cross section is not divergent. In JIMMY the number of interactions depends on
an assumed hadron structure, so that it depends on the impact parameter and the
overlap of the two incoming hadrons.

Each of the multiple collisions are also subject to ISR/FSR. A large fraction of
the partons do not interact and carry their fraction of the beam energy away as beam
remnant into the forward direction. Generally the quarks in the multiple interaction
and in the ISR/FSR carry colour charge that must compensate the colour charge
flow of the hard interaction. This feature is also not properly treated in all MC
generators and extensive tunings on data events are usually performed.

Hadronisation

After the hard collision and after being subject to ISR/FSR, quarks and gluons,
will no longer be treated as asymptotically free particles. The quarks hadronise and
the process can only be described by models with certain assumptions. One com-
mon model is to have a confinement field between quarks with matching colour and
anticolour that is stretched as the quarks move apart5. If the tension reaches a cer-
tain value, the break-up of the field produces new quark-antiquark pairs. Eventually
quarks can recombine with adjacent quarks and matching colours to form hadrons.
Some of the newly formed hadrons have a short lifetime, so that their decay is also
included in the simulation. This is the regime where the particle simulation overlaps
partially with the detector simulation.

The event generation can be part of the ATLAS detector simulation [201] frame-
work ATLAS software framework (Athena) that is the same framework used for
the offline analysis. E.g. the MC generators HERWIG and PYTHIA are already
inside the framework whereas the result of the event generation of the other gener-
ators need to be imported into it. There are several interfaces inside Athena that
allow this.

5This is the so-called string fragmentation model.
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Figures 4.2, 4.3, 4.4, and 4.5 show some kinematic distributions of the MC gen-
eration of top quark events with different generators. Shown are the top quark,
the lepton and the two highest-pT jets distributions in pT and η, as well as the jet
multiplicity. The true top quark and true lepton distributions are directly from the
generator, whereas the jets are formed by a cone algorithm (see Section 5.3) on the
true particles with a cone radius of 0.4 in ∆R.
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Figure 4.2.: True top quark pT (left) and η distribution (right) for different MC
generators [202].

4.2. Monte Carlo Simulation

After the event generation step follows the simulation step. This is done by
G4Atlas, which is based on the simulation toolkit GEANT4 [203]. The toolkit
simulates the passage of the generated particles through the detector described as
a collection of volume elements. This includes electromagnetic and hadronic inter-
actions, the transport of particles in a magnetic field, the decay of particles and
optical transport of optical photons. The transport of photons with a wavelength
larger than the typical atomic spacing is important for simulation of Čerenkov or
transition radiation. A large range of electromagnetic processes are included such as
Compton scattering, photon-conversion, photo-electric effect, Bremsstrahlung, ioni-
sation, δ-ray production, positron annihilation, synchrotron radiation and multiple
scattering. The hadronic processes are based on data-driven models for e.g. neutron
transport, parametrised models for e.g. hadron showers and theory based models
for e.g. the extrapolation of other models. The decay of particles in GEANT4
mostly concerns secondary hadrons such as π, K-mesons, etc. and is simulated with
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Figure 4.3.: pT (left) and η distributions (right) for the highest (top row) and
second highest pT jet (bottom row) in tt̄ events [202]. The jets are formed by
a cone algorithm with a cone radius of 0.4 in ∆R on true particles.

the help of a large database of lifetimes and branching ratios from the particle data
group [7]. The detector geometry is built from a framework-independent description
the so-called GeoModel. It is optimised for large numbers of volumes and includes
alignment constants, which can be determined later in the running experiment.
From the detector responses in the sensitive elements, the so-called hits, the detec-

tor response, the digitisation is produced. This represents the raw data in the same
format as produced by the real detector. From this point the simulation data and
the real data are processed with the same software. The reconstruction algorithms
convert the raw data into analysis objects such as calorimeter clusters, tracks and
higher level objects such as electrons, muons and jets. The data is prepared in two
formats the Event Summary Data (ESD) and the Analysis Object Data (AOD).
With the ESDs the reconstruction can be re-run again while the AODs are spe-
cialised on the final offline analysis and omit memory consuming objects such as
uncalibrated calorimeter clusters.

4.3. Experimental Signature and Background Events

With the generated and simulated MC samples it is possible to describe the signal
signature and also check the background samples and how they mimic the signal.
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Figure 4.4.: Number of jets that are found by a cone algorithm with a cone ra-
dius of 0.4 in ∆R on true particles in samples from different generators in tt̄
events [202].

From this, strategies can be developed to suppress the background processes and to
obtain a pure signal selection.

Experimental signature

The experimental signature derives from the decay of the top quark. In the SM it
decays to almost 100% of the cases into a b-quark and a W -boson. For the dilepton
channel a W -boson is required to decay into a lepton and a neutrino. The top
quark with charge +2/3 · e decays into a b-quark with −1/3 · e and a W+-boson.
The W+-boson decays into a positive lepton with an average branching fraction of
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Figure 4.5.: pT and η distributions for true leptons from leptonically decaying
W -boson in top-quark samples from different generators in tt̄ events [202].
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4.3. Experimental Signature and Background Events

(10.80± 0.09)% [7] and a neutrino. Since the tt̄ pair is created from a neutral state,
either a gluon or a qq̄ pair, the charge signs for the antitop-quark decay particles
is reversed. The expected experimental signature is two isolated, opposite-charged
leptons, two jets originating from secondary vertices due to the hadronisation of the
b-quarks and the long lifetime of B-hadrons6. These jets can be identified as b-quark
jets if a tagging algorithm is used. Additional jets are due to QCD esmissions and
are expected to be of low transverse momentum. The two neutrinos escape the
detector undetected and will create an imbalance of the calorimeter depositions in
the transverse plane that is reconstructed as /ET . In summary the signature consists
of two oppositely signed isolated leptons, two jets and /ET .

Background processes

There are several processes that can mimic the tt̄-dilepton signature in the detector.
These processes can be divided into three classes. There are reducible background
processes that have the same signature, but there are additional properties that can
remove such backgrounds from the selection and there are irreducible background
processes that cannot be simply removed. The distinction is often not obvious, but
mostly a cut on kinematic variables is meant by a simple selection. Finally, there are
instrumental background processes that create signatures by detector effects or mis-
identifications of objects. Again, the definition is not useful, since arbitrary number
of effects can create any signature. Often, only if in a process the most distinct
signature is falsely created by detector effects, this process is called instrumental
background. Eventually, the cross section and branching ratio of a process into the
final state signature determines the importance of a process as a background process.

Z → e+e− and Z → µ+µ− processes (Drell-Yan) are reducible background for
the dilepton ee and µµ sub-channels. There are two oppositely signed and isolated
leptons. The jets can appear from ISR radiation of the initial partons and a small
amount of /ET is created from detector resolution effects. These events can be
removed by exploiting the fact that the invariant mass of the leptons is compatible
with the Z-boson mass. For the eµ sub-channel the Z → ττ is an irreducible
background since the events can have an electron and a muon from the leptonic
decay of the tau leptons. Also the tau-lepton decay creates neutrinos that contribute
to /ET . A simple cut on the invariant mass of the leptons is not effective since the
invariant mass distribution will not peak at the Z-boson region. Z → e+e− and
Z → µ+µ− events represent also instrumental backgrounds for the eµ channel if one
of the leptons is misidentified as the other lepton type. This is more likely the case
for the mis-identification of muons as electrons. The energy depositions of muons
in the calorimeter can be confused as electron energy depositions, but electrons are
almost entirely stopped in the EM calorimeters and rarely reach the muon chambers.

6The average lifetime is 1.568± 0.009 ps [7].
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4. Monte Carlo Simulation and Samples

Other background processes considered here are single top-quark events in the two
most important channels. The Wt single top-quark channel contains mostly irre-
ducible background events when the real W -boson decays leptonically as well as the
single top-quark. The single top-quark t-channel contains instrumental background
events, since the single top-quark is only accompanied by light quarks. W -boson
events represent instrumental background, as well as semi-leptonic tt̄ events. Mostly
reducible background events are present in diboson events.

4.4. Samples

The MC simulation samples that were used are not from a single MC generator.
Table 4.1 lists the sample, the sample size and the sample cross sections that are
used for the cross-section analysis. A full list of all the samples can be found in the
Appendix A.

Table 4.1.: List of samples with k factors, cross section and sample size for the
cross-section analysis. The order refers to the order of the cross section after the
k-factor has been applied. In the cross section the k factor is already applied.

Process k-factor
calculation

Ref.
sample cross sample

order section [pb] size [pb−1]

tt̄ MC@NLO 1.07 approx. NNLO [204] 217.06 1639
Wt-channel 0.99 NLO [205] 14.27 701
t-channel 1.05 NLO [71] 43.18 585
Z → e+e− + np 1.22 NNLO [206] 1471.39 420
Z → µ+µ− + np 1.22 NNLO [206] 1469.10 408
Z → ττ+np 1.22 NNLO [206] 1477.36 423
W → eν+np 1.22 NNLO [206] 16163.90 152
W → µν+np 1.22 NNLO [206] 16149.51 147
W → τν+np 1.22 NNLO [206] 16144.26 144
W → bb+ np 1.22 NNLO [206] 17.86 2512
WW 1.69 NLO [34] 26.40 938
ZZ 1.42 NLO [34] 1.93 5193
WZ 1.81 NLO [34] 8.82 1134

Several considerations among which is the experience at the Fermilab Tevatron
Collider are taken into account when a certain generator was chosen. In order to
scale the cross section from LO simulations to higher orders k-factors are used.
These factors were derived from the cross sections that were calculated during the
MC generation and the theoretically calculated cross sections in the given references.
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4.4. Samples

For the simulation the same version of the Athena software was used and for the
reconstruction versions with minor bug fixes were used.
The signal tt̄ sample was generated with MC@NLO at NLO precision, the decay

and parton shower was generated with HERWIG. The sample was filtered on truth
level for at least one lepton. For the analysis in the dilepton channel the sample was
split into a semileptonic and dileptonic sample.
The common parameters for the MC simulations are the following:

mtop = 172.5GeV , (4.2)

MZ = (91.1876± 2.4952)GeV, MW = (80.403± 2.141)GeV . (4.3)

Single top-quark samples were produced with AcerMC, but spin correlations
were not taken into account. The Z/W -boson samples were generated with
ALPGEN with separate parton multiplicities in the final state. The Z-boson sam-
ple also takes the interference between Z/γ into account, but a phase space cut on
the invariant dilepton mass of mll > 40GeV enhances the pure Z-boson production.
For the diboson samples HERWIG was used.
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5. Object Identification,
Reconstruction and Object
Selection for the Analysis at√
s =10TeV

In this chapter the algorithms are described that are used to identify and reconstruct
the analysis objects. For the cross-section measurement electrons, muons, jets and
the /ET need to be identified and reconstructed with the highest efficiency and purity.
These are important performance figures for the algorithms. For each object also the
calibration schemes are listed as well as data-driven in-situ calibration schemes. The
algorithms work individually, so that there is some overlap between the objects. This
overlap must be removed prior to the object selection. While most of the algorithms
and their performance presented here were done on samples at

√
s =14TeV, the

algorithm steps are still valid. The object selection cuts, however, are specifically
chosen for this cross section study at

√
s =10TeV. The cuts remove instrumental

background objects efficiently and the purity of the found objects is high. In addition
the trigger algorithms are shortly described as well as methods to determine the
luminosity.

5.1. Electrons

Electrons and photons are both stopped inside the electromagnetic calorimeter and
produce similar shaped depositions. Their identification steps are very similar and
mainly deviate after the matching of the electromagnetic cluster to a track. However,
Bremsstrahlung photons can cause electrons to be identified as photons or photon
conversion in the inner detector material can cause the reverse effect.

Electron identification and reconstruction

The electron finding algorithm uses a sliding window technique [207] to find and
reconstruct electromagnetic clusters. The first step is the tower building with cells
of the electromagnetic calorimeter. Over a grid of Nη × Nφ = 200 × 256 elements
of ∆η ×∆φ = 0.025× 0.025 size all cells with |η| < 2.5 in all layers in this window
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are summed up to a tower1. A window of 5 × 7 is moved around and the sum of
the cell energies should be a local maximum and above a threshold. The position of
this pre-cluster is the energy-weighted position of the cells in a smaller concentric
3× 3 window. Duplicate pre-clusters are searched for within a window of 2× 2.

The energy is then summed up using the pre-cluster position as a seed for the
cells in the cell-middle layers2. Then successively the energy is summed up in the
strips, pre-shower and back layers3. The total energy of the cluster is Ereco =
A(B + WpsEps + E1 + E2 + W3E3), a linear, η dependent, weighted sum of the
contributions from the presampler Eps and the three calorimeter layers E1...3. A is a
scaling term and B corrects for energy losses before the calorimeter. All weights are
determined by the minimisation of (Etrue − Ereco)

2/σ(Etrue)
2 with the true energy

Etrue taken from single particle MC simulations.

The identification of an electron requires a matching track in ∆η×∆φ = 0.05×0.10
and a ratio of the track momentum and cluster energy of E/p < 10. The track is
also compared to the tracks that were found to be converted photons and thus such
electromagnetic clusters are identified as photons instead.

Electron energy reconstruction performance

The performance [208] of this method shows that the central value of the energy
measurement is reconstructed with a high precision (∼ 3 · 10−4) whereas the distri-
bution Ereco−Etrue is not a Gaussian and has a tail to the lower end. The distribution
becomes wider with increasing |η| and with increasing amount of material in front of
the calorimeter. Figures 5.1 and 5.2 show the energy resolution σ(Ereco−Etrue)/Etrue

and energy linearity (Ereco−Etrue)/Etrue for electrons (and photons). The parametri-
sation of the energy resolution σE/E ∝ a/

√
E yields a = (10.17 ± 0.33)% for the

barrel and a = (14.5 ± 1.0)% for the end-cap region. The calorimeter performance
in the region around the gap between 1.37 < |η| < 1.52 is clearly degraded.

Electron in-situ calibration

It is planned [208, 209] to have an in-situ calibration procedure with real Z → e+e−

events. This is done with a first-order parametrisation of the energy calibration
Ereco

i = Etrue
i · (1+αi) in a certain region i. With a proper modelling of the Z-boson

line shape with a Breit-Wigner and a parametrisation for the calorimeter resolution,
the factors αi can be extracted. The procedure enables the inter-calibration of the
calorimeter regions to a level of 0.7% for the global constant term only with a small

1Cells over several towers are split into appropriate fractions.
2In a window of Nη ×Nφ = 3× 5 in the barrel and 5× 5 in the end-cap
3Different window sizes and the bary-centre position of the previous layer is used as the seed
position for the energy summing in a given layer.
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bias of 0.2%. Additionally, the absolute electromagnetic scale can be determined to
an accuracy of ∼ 0.1%.
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Figure 5.1.: Energy resolution σ(Ereco − Etrue)/Etrue for electrons as a function of
pT at different fixed |η| positions (left) and of |η| for 100GeV electrons (right, filled
triangles), for photons (open triangle) [208].
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Figure 5.2.: The linearity (Ereco − Etrue)/Etrue for electrons versus pT for two
different |η| regions [208].

There are also two additional electron identification methods for low-pT electrons
that use tracks as identification seeds [208]. The other algorithm is for forward
electrons and it uses the information from the calorimeters only due to the lack of
tracking coverage [208, 207].

Electron quality cuts

For high-pT electrons cut-based quality criteria are used to classify electrons as loose,
medium and tight electrons. The quality cuts are successive cuts, so that e.g. tight
electrons are also medium and loose electrons.
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The loose cuts provide an excellent identification efficiency, but have a low back-
ground rejection. It is based on the information from the calorimeter only4. The
acceptance is restricted to |η| < 2.475, the hadronic leakage is calculated from the
ET -ratio in the first sampling calorimeter to the ET in the electromagnetic cluster.
Shower-shape variables use only middle-layer cells. A certain ratio of cell energies
between a smaller and a larger window is required6.

The medium electron quality adds cuts on the strip layer of the electromagnetic
calorimeter and some tracking variables. The strip-based cuts reject π0 → γγ decays
by searching for two maxima in the strip-energy deposition. Also the ratio between
the cluster energy and the energy of the second maxima is taken into account, as
well as the shower width and structure. The tracking cuts are based on the number
of hits in the pixel detector, the number in the pixel and the SCT detector and on
the transverse impact parameter.

The tight cuts include the medium cuts and in addition cuts on the number of
vertexing-layer hits, the number of hits in the TRT, the ratio of high-threshold hits
to the total number of hits, the distance of the matching track to the cluster position
in η and φ and the ratio E/p between the track momentum and the cluster energy.
The tight cuts come in two variants, one with an additional calorimeter isolation
cut (tight isol.) and one with a tighter cut on the TRT hits (tight TRT).

The efficiencies for electrons from different sources in a dijet sample are sum-
marised in Table 5.1 for electrons with ET > 17GeV. It generally shows that with
increasing quality cuts non-isolated electrons from heavy-flavour decays are rejected
further while retaining a good efficiency for isolated electrons.

Table 5.1.: Efficiency of different electron quality cuts for different electron sources
in a dijet sample and ET > 17GeV. Also the jet rejection is given, which is the
inverse of the jet efficiency [208].

Quality Cut Z → e+e− b, c→ e
Jet rejection

efficiency [%] efficiency [%]

Loose 87.96±0.07 50.8±0.5 567±1
Medium 77.29±0.06 30.7±0.5 2184±13
Tight (TRT) 61.66±0.07 22.5±0.4 (8.9±0.3) · 104
Tight (isol.) 64.22±0.07 17.3±0.4 (9.8±0.4) · 104

4The track match is still required, but there are no further quality cuts on the track.
5Although the actual tracker and calorimeter coverage is up to |η| < 2.5, the range leaves out
the last calorimeter element, avoids edge effects and maintains an uniform efficiency across the
acceptance region.

6The small window has a size of Nη ×Nφ = 3 × 7 and 3 × 3 and the large window has a size of
Nη ×Nφ = 7× 7 and 3× 7 for the barrel and end-cap region, respectively.
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Finally, instead of a cut-based electron identification, also multivariate algo-
rithms [208] are available for the electron identification.

Electron isolation

Isolation from energy deposits can be required in order to separate electrons that
emerge from hard-processes, such as W/Z-boson or tt̄ decays from electrons from
heavy-flavour decay that are accompanied by further hadronic decay products. The
isolation can also help to improve the quality and purity of the electron identifica-
tion, since the isolated electron is usually contained in a less busy and unambiguous
environment. The isolation of the electron can be calculated from the electromag-
netic cell energies in a hollow cone of various radii ∆R = 0.1 to ∆R = 0.4. The
inner cone corresponds to the energy deposited by the electron itself and has a size
of ∆η ×∆φ = 0.125× 0.175. This isolation with an outer cone-radius of ∆R = 0.2
is used for the tight electron-quality cut.

5.2. Muons

The muon reconstruction and identification algorithms that are used atATLAS find
three categories of muons with a pT > 3GeV: Standalone muons are reconstructed
from muon chamber hits only, combined muons are standalone muons combined
with an inner detector track and tagged muons are formed by inner detector tracks
combined with muons chamber hits from muons that did not cross the whole muon
system. For each category two families of algorithms exist, the STACO [210] and
the Muid [211] family. The following algorithms belong to the STACO family:
Muonboy and MuTag. Moore [212] and MuGirl [213] belong to the Muid
family.

Muon identification and reconstruction

The algorithms Muonboy and Moore reconstruct tracks from the muon stations
only. Muonboy uses seeds from the trigger chambers to identify regions of activity.
The hits are combined into local track segments via pattern recognition algorithms
and the local track segments are combined to a track candidate. Moore uses the
same seeds, but performs the track reconstruction with iPatRec, an inner detector
tracking algorithm.

An extrapolation back to the interaction point must be performed. It must take
the energy loss and the multiple scattering of the muon in the calorimeter into
account. Muonboy extrapolates the tracks based on the calorimeter material that
the muon crossed. Moore additionally exploits the energy measurements along the
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extrapolated track7. The |η|-coverage for standalone muons is slightly higher than
for muons with an inner detector track, but it suffers from the holes in the muon
system. The efficiency for low momentum muons is also reduced since they do not
traverse all three muon layers. Still, non-prompt muons from π or K decays can
only be found with the standalone algorithms.

Combined muons are composed of tracks from the inner detector and muon spec-
trometer tracks. The measure for this matching is the following χ2-quantity:

χ2
match = (TMS −TID)

T(CID +CMS)
−1(TMS −TID) (5.1)

where T denotes the vector of track parameters and C its covariance matrix.
The subscripts ID and MS denote tracks from the inner detector and the muon
system, respectively. The tracks from the muon system have been extrapolated
into the inner detector region considering energy loss and multiple scattering in
the calorimeter material. The combined track T is constructed by the STACO
algorithms in a statistical combination:

T = (C−1

ID +C−1

MS)
−1(C−1

IDTID +C−1

MSTMS) (5.2)

The combined track that is formed by the Muid algorithms is a refit of the
matching tracks. It starts from the inner detector track vector and covariance matrix
and adds the information of the outer track. The track fit again takes the energy
loss and multiple scattering in the calorimeter into account.

The tagging algorithms MuTag and MuGirl were developed to find low-pT
muons that do not cross the entire muon system. Tagged muons are made of tracks
from the inner tracker and are extrapolated to the first muon layer where hits match-
ing to the track are searched for. MuTag uses a χ2 measure to find the hits in the
muon stations that are closest to the extrapolated track, whereas MuGirl uses
an artificial neural network to define a discriminant that separates different hit-to-
extrapolated-track hypotheses. In both cases the track is tagged as a muon and the
kinematics are taken from the track only8. MuTag uses inner detector tracks that
were not used in any other STACO algorithm whereas MuGirl uses all tracks.

Overlap between different muons are only removed within one family. In general
standalone muons are not recorded again if the muon is also part of a combined
muon. If there is more than one combined muon with the same outer muon track,
one of them is marked as “best match”. The overlap between MuGirl and other
Muid muons are removed only if they have the same inner detector track.

7If the energy deposits are higher than the expected energy loss and if the muon is isolated.
8There are developments ongoing that expand the matching to hits in more than one layer and a
track refit is performed afterwards.
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Muon reconstruction performance

The performance is presented here only for combined muons, since these will be
used in the following study9. The performance was evaluated with different samples
representing different environments for the muon algorithms. The first is a tt̄ sample
with the distinction between muons that arise from a W -boson decay (tt̄ direct
sample) and that arise from heavy-flavour decay (tt̄ indirect). Further, the tt̄-sample
was overlaid with a background sample to simulate the expected effects of pile-up
and cavern background at a luminosity of Linst.=1033 cm−2s−1. Also a sample with
Z ′ with a mass of 2 TeV was used that has been filtered for a dimuon invariant mass
of mµµ > 500GeV. Another sample contains low-pT muons from J/ψ decays. To
match the reconstructed muons to true muons two quantities were defined. These
are the reference distance

Dref =
√

(∆φ/0.005)2 + (∆η/0.005)2 + ((∆pT/pT,reco)/0.03)2 (5.3)

and the evaluation distance

Deva =

√

(Treco −Ttrue)TCreco
−1(Treco −Ttrue) (5.4)

where the momentum pT,true/reco is a signed value. The matching requires Deva <
1000 and Dref < 100, which corresponds to |∆η| < 0.5, |∆φ| < 0.5 and, for same
sign matches, pT,reco > 0.25 · pT,true or for opposite sign matches pT,reco > 0.5 · pT,true.
For each true muon only the reconstructed muon with the smallest Dref is kept.
A tighter matching criteria is also used (good) if Deva < 4.5. A fake muon is a
reconstructed muon that has no true muon match within the tracking coverage.

Table 5.2 summarises the combined muon performance. For the fake probability
a cut on the muons of pT > 20GeV was required in addition. The performance
between the STACO and the Muid algorithms is quite similar. While the STACO
algorithm has a higher efficiency, the fake rate seems to be smaller for the Muid
algorithm.

Figure 5.3 shows the muon efficiency for the tt̄-direct sample versus η and Fig-
ure 5.4 shows the muon pT resolution in bins of pT and η. The holes in the muon
spectrometer coverage can be clearly seen as well as the transition region between
barrel and end-cap. The charge misidentification rate is around 0.01%.

Muon in-situ calibration

The in-situ calibration methods [208] for muons include the determination of the
energy loss of the muons in the calorimeter, the momentum scale and the momen-

9For a full overview of the performance of all muon algorithms see [208].
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Table 5.2.: Combined muon performance of the STACO and Muid algorithms for
different physics samples [208]. “found” refers to a found match, “good” refers
to a found match with tighter cuts and fake muons are muons without a truth
match inside the tracking volume and a pT > 20GeV.

STACO Muid
Sample Efficiency Efficiency

found good fake found good fake

tt̄ direct 0.943 0.875
0.34%

0.926 0.877
0.05%

tt̄ indirect 0.933 0.767 0.888 0.748
tt̄ direct, high L 0.941 0.871 0.43% 0.904 0.854 0.11%
Z ′ 0.910 0.824 0.52% 0.872 0.811 0.31%
J/ψ 0.943 0.873 0.01% 0.793 0.741 0.0%

tum resolution. Again, Z-boson events are used for this purpose. The energy loss
correction can be found by a minimisation of

χ2 =
∑

dimuon pairs k

(

(pcorr,+,k + pcorr,−,k)
2 −MZ

2

σ2
k

)

(5.5)

where σk is the expected resolution for the Z-boson mass measurement and pcorr,±,k

denotes the corrected momentum measurements that were corrected for tower de-
pendent constants Erec,corr,tower = Erec,tower + δEcorr,tower. The δEcorr,tower represent
the correction for the energy loss of the muons. In a second step the momentum is
corrected by pT,corr = α · (pT− δpT ), where α represents the scale factor and δpT ac-
counts for the underestimation of the momentum resolution. The δpT is drawn from
a Gaussian distribution with a width equal to the momentum resolution σres,reco.
Both values α and σres,reco are determined from a line shape fit to the invariant mass
distribution expected from the MC distribution.

Muon isolation

Similar calorimeter isolation variables are available for muons as they are for elec-
trons. For muons two categories of isolation are available, track and calorimeter
isolation. Calorimeter isolation is calculated from the energy depositions in the
calorimeters in a cone with a defined ∆R radius. To account for the energy de-
positions of the muon itself, the energy loss of the muon is subtracted from the
calorimeter energy sum. The energy loss is calculated from a pT and |η|-dependent
energy loss function [214] that treats the muon as a minimum ionising particle, in-
cluding the relativistic rise and radiative effects. Track based isolation variables are
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Figure 5.3.: Muon efficiency versus η for STACO muons and two different quality
cuts (good quality muons have a lower efficiency) [208].

 (GeV/c)
T

p
0 50 100 150 200

 r
es

ol
ut

io
n

Tp

0

0.01

0.02

0.03

0.04

0.05

0.06
ATLAS

 directtt
Staco

η
-2 -1 0 1 2

 r
es

ol
ut

io
n

Tp

0

0.01

0.02

0.03

0.04

0.05

0.06
ATLAS

 directtt
Staco

Figure 5.4.: Muon pT resolution |∆pT |/pT in bins of pT (left) and η (right) [208].

the number of inner detector tracks in a cone around the muon and the pT -sum of
the tracks within a cone.

5.3. Jets

A jet is the collection of particles that emerges from the fragmentation and hadro-
nisation of a parton. On reconstruction level a jet is an object that attempts to
represent the parton by its visible final state products. There is no universal method
that correctly and unambiguously assigns all particles of a quark or gluon to a single
object. The assignment is also problematic from a theoretical point of view, if e.g.
colour exchange between two quarks is taken into account, which can lead to the
common radiation of gluons.
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Jet algorithms at ATLAS

There are theoretical guidelines for a jet finding and building algorithms [215, 216],
so that there is compatibility between the theoretical jet definition and the jet formed
by reconstruction objects such as tracks or calorimeter cells.
A jet algorithm has to be infrared, collinear safe and order independent. Infrared

safety means that any soft particle not originating from the fragmentation of a hard
scattered parton does not influence the number of reconstructed jets10. Collinear
safety means that a jet can be reconstructed if a large fraction of the transverse
momentum is carried by a single particle or if the particle is split in two collinear
particles. Order independence means that the same jet should be reconstructed on
parton, particle and detector level.
The jet algorithms at ATLAS in general start with the building of proto-jets.

As input objects either calorimeter clusters, tracks or generated true particles can
be used, these are the so-called track jets and true particle jets, respectively. A
quantity is defined that measures the “closeness” of objects that form a jet object.
Then the proto-jets are merged or split according to some procedure in case that two
proto-jets are too close together or a sub-structure was found within one proto-jet.
The final step is the recombination of the objects to a jet, i.e. kinematics of the
objects are combined to form the kinematics of a single jet. The recombination step
for all ATLAS jet algorithms is the same, it adds the four-vectors of the objects to
the final jet four-vector.
The widely used jet algorithm so far at ATLAS is the iterative seeded cone

algorithm [216]. The seed is an object with the highest pT and above the seed
threshold. Starting from the seed all objects within the distance of ∆R < Rcone are
summed to the seed. The new position of this combination of objects is calculated
and the objects are recollected according to their ∆R distance. This procedure
is continued until a stable proto-jet position is reached. Upon reconstruction of a
stable jet, only the seed is removed from the list and the jet finding starts with the
next available seed. Thus different jets can share constituent objects. In ATLAS a
pT -threshold of 1GeV and cone sizes of Rcone = 0.4 and Rcone = 0.7 are used.
The merge and split procedure can partially recover the infra-red safety of the

algorithm. If two jets share objects with a pT fraction of more than 50% of the less
energetic jet, they are merged. If the fraction is below 50% the shared objects are
distributed among the two jets.
Another jet algorithm used at ATLAS is the kT-jet algorithm [217, 218] that

uses the relative transverse momentum as a distance measure between object i and
j: dij = min(p2T,i, p

2
T,j) · ∆R2

ij/R
2. A second measure of distance is the transverse

momentum of the object di = p2T,i. The only free parameter is the distance scaling
R, at ATLAS R = 0.4 and R = 0.7 are commonly used. The procedure is then as

10E.g. the addition of soft particles between two jets should not cause the merging of the two
originally separate jets.
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5.3. Jets

follows: The minimum of all dij and di is calculated. If the minimum is from the
list of di then this object is a jet and removed from the lists. If the minimum is
from the list of dij, the two objects i and j are combined to a new object k. The
objects i and j are removed from the lists and the object k is added to the lists. The
recombination starts again until no objects are left. The advantage of this algorithm
is that it is infra-red and collinear safe, the disadvantage is that the combination
procedure is somewhat slower than the cone algorithm. There are also variants of
this algorithm that introduce an additional cut-off parameter dcut or use a different
measure between two objects (such as the anti-kT algorithm where di = p−2

T,i).

Calorimeter objects as inputs for the jet algorithms

As inputs for the jets in real data two types of calorimetric objects are available [208].
Calorimeter towers are groups of electromagnetic and hadronic cells that are pro-
jected onto a grid11 of ∆η×∆φ = 0.1×0.1 up to |η| < 5 such that the total number
of towers is 6400. The threshold for the cluster energy is 15GeV.
Topological clusters are groups of cells that start from a seed cell above a certain

threshold in terms of energy-to-noise-ratio Ecell/σnoise > 4. Directly neighbouring
cells in all three dimensions are added to the seed and next-to-neighbouring cells are
only added if they pass a lower threshold of Ecell/σnoise > 2. Finally, a ring of guard
cells with Ecell/σnoise > 0 is added to the cluster12. Afterwards a splitting algorithm
is applied if more than one local maximum is found.
The four momentum that is assigned to a tower or to a cluster is calculated from

the energy in the calorimeter and the position of the centre of the towers or the
energy-weighted centre in case of topological cluster assuming a massless pseudo-
particle.

Calibration and Performance of Jets

The calibration of the jets follows different strategies for the two types of calorimetric
objects [208]. The calorimeter towers are only calibrated at the electromagnetic
scale, i.e. there is only a correction of the electronic signal. A hadronic calibration
is only applied after the jet building. This accounts for the effect that the ATLAS
calorimeter is non-compensating and hadronic processes have a lower signal density
than electromagnetic processes. Hence a reweighting of the signal is applied [219,
220], which depends on the signal density and location. The reweighted energy is

E =
∑

i=cells wi(ρi, ~Xi) ·Ei with a weight13 wi depending on the cell energy density ρi

11Cells that are not projective or do not fit into the grid contribute fractional to the energy of a
tower.

12This is usually denoted as 4/2/0 scheme.
13To reduce the number of weights, the cells are divided into larger regions that partially exploit

the longitudinal segmentation or the fact that the calorimeter cells are projective.
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5. Object Identification, Reconstruction and Selection

and the position ~Xi. The weights are derived from a minimisation of the difference
between the reconstructed jet energy and the closest true particle jet energy from
QCD MC samples. The jets were reconstructed with the cone algorithm with a
cone radius of 0.7 and a seed threshold of ET = 1GeV. The weights cannot account
for non-linear effects such as energy loss due to particles being bent by the magnets
out of the jet cone or energy losses in inactive regions of the calorimeter. This is done
by additional corrections, which are ET , η and jet algorithm dependent. Figures 5.5
show the E and |η| dependence of the energy linearity of this calibration procedure
for cone jets with a cone radius of 0.7. Linearity can be achieved over a large range
of E and |η|. Only for low-pT jets and in crack regions, deviations from the perfect
calibration can be seen. Similar performance can be achieved for jets with a cone
radius of 0.4 as it is used in physics analyses.
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Figure 5.5.: Jet energy linearity versus E (left) and versus |η| (right) for cone
jets with a cone radius of ∆R = 0.7 and different |η| regions or ET ranges, respec-
tively [208].

The jet energy resolution can be expressed as

σE
E

=
a

√

E [GeV]
⊕ b⊕ c

E
, (5.6)

where the sampling term a is due to statistical fluctuations in the energy deposits,
the constant term b reflects the non-compensating nature of the calorimeter and c
is the noise term. Table 5.3 shows the resolution contributions for cone and kT-jets
and Figures 5.6 [208] show the resolution dependence on pT and |η|.
Finally, the jet is calibrated to the particle level, so that the jet resembles as

much as possible the hard process quark from which the jet originated. This is done
at the analysis stage and effects from the physics environment have to be applied
depending on the specific analysis. Both steps can be achieved e.g.with a kinemati-
cally constrained system, so that the jet energy can be fit and the reconstructed jet
energy can be calibrated against it.
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Figure 5.6.: Jet energy resolution for cone jets with a cone radius of ∆R = 0.7
versus E (left) and versus |η| (right) [208].

Table 5.3.: Contribution to the jet energy resolution σE

E
= a√

E [GeV]
⊕ b⊕ c

E
[208].

Algorithm
0 < |η| < 0.5 1.50 < |η| < 2.00

a [%] b [%] c [GeV] a [%] b [%] c [GeV]

Cone R = 0.7 64±4 2.6±0.1 4.9±0.5 103±10 2.6±0.8 8±1
kT R = 0.6 68±5 2.5±0.2 6.3±0.5 110±1 1±1 12.2±2.5

The topological cluster jets are calibrated with an alternative procedure already at
the jet building stage. The local hadron calibration [221] starts with a classification
of the cluster into an electromagnetic, hadronic or noise cluster based on its location
and shape. This classification works for 90% of the energy of charged/neutral pions
being classified as hadronic/electromagnetic shower, respectively. Then according
to the classification and signal density, weights are assigned to the clusters and
corrections for losses in inactive areas of the detector and out-of-cone corrections
are applied in bins of |η|, cluster energy and cell energy density. All the corrections
are based on MC simulated detector response of single pions.

Another alternative calibration method restores the jet energy on a statistical
basis. It can be applied after all the previously described calibration schemes. They
are based on the response of a true jet with ptrueT in the detector, which is expressed
as a conditional probability density function, P (precoT |ptrueT ), which is the probability
of obtaining a jet with reconstructed precoT given the true jet ptrueT . The reverse
conditional probability in the Bayesian formalism is given as:

P (ptrueT |precoT ) =
P (precoT |ptrueT )P (ptrueT )
∫

P (precoT |ptrueT )P (ptrueT )
. (5.7)
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The numerical inversion [222] describes how to obtain the response function and
the true P (ptrueT ) distribution in an iterative way, since the probability functions are
not necessarily known from the beginning. It models the calibrated pT as preco,calibT =
Rest

reco→true(p
reco
T ) · precoT with a response function Rest

reco→true and a given ptrueT .

Jet in-situ calibration

In-situ calibration strategies using γ/Z+jet events were also developed. Events with
leptonically decaying Z-bosons can be easily and almost background free selected
in the Z → e+e− and Z → µ+µ− decay channels. Events with single photons suffer
more from QCD background, but with proper selection cuts a clean and bias-free
sample can be selected. In both cases it is expected that the calibration of the
electromagnetic energy scale for the leptons and photons is in a good shape. The
calibration exploits the pT -balance between the probe object and the leading jet. The
presence of additional jets is one difficulty of the calibration and requires either the
inclusion of the additional jets in the pT balance or it requires additional constraints
such as the jet to be back-to-back with the probing object within a small tolerance.
The former has the difficulty of assigning the correction to a particular jet, the latter
lowers the statistics. The choice of the jet algorithm introduces systematic effects,
e.g. the cone algorithms suffer more from out-of-cone losses than kT algorithms.

The jets can also be calibrated with QCD events [208]. This is beneficial for
the relative calibration of the jet response and when high statistics is needed. The
uniformity of the events in φ can be checked by looking at the jet rate as a function
of φ. Deviations from the uniformity point to dead cells and deviations from the
expected statistical spread hint at the mis-calibration of a certain region. The
uniform response in the |η| direction can be checked with the pT -balance between
two jets. Multiple jets have to be taken into account in the balancing method for
high-pT jets, so that the highest-pT jet is calibrated against the other low-pT jets.

5.4. Missing Transverse Energy

The missing transverse energy ( /ET ) is the only way to recover information about
non-interacting particles. Although the collision energy is known, the actual energy
in the hard-scattering process cannot be predicted, so that the total momentum in
the beam direction of the hard scattering is not known. Thus the only conserved
quantity is the transverse momentum that should add to zero. Any deviation from
zero is attributed to invisible particles. In the ideal case this is only one particle, such
as a neutrino, but in practice also neutral hadrons or mesons in the hadronisation
of jets contribute to the missing transverse energy. Finally, also effects such as
underlying events, pile-up, electronics noise or leaks in the calorimeter coverage by
dead cells, fake additional missing transverse energy.

82



5.4. Missing Transverse Energy

Cell-based missing transverse energy reconstruction

The cell-based missing transverse energy is the sum of the following terms:

/ET = Ecalo cells
T + Emuons

T + Ecryo
T (5.8)

/ET = Eunassigned cells + ERef.
T + Emuons

T + Ecryo
T (5.9)

The algorithm [208] starts with calorimeter cells that survive a noise suppression
procedure. Topological clusters with the default scheme14 are already optimised to
suppress noise. With this already a /ET scale uncertainty of 30% can be achieved.
The next contribution Emuons

T that has to be taken into account are reconstructed
muons. Good quality muons without any pT cut are taken. In the region covered
by tracking (|η| < 2.5) also a track match is required. The final contribution is the
cryostat term that accounts for the energy loss in the cryostat between the LAr
electromagnetic barrel calorimeter and the hadronic tile-barrel calorimeter. The
cryostat term is Ecryo

T =
∑

all jetsE
Cryo
jet =

∑

all jets w
Cryo

√
EEM3 · EHAD. Here wcryo is

the calibration weight, which is obtained in the course of the jet calibration, and
EEM3 and EHAD are the energy measurements of each jet in the third EM calorimeter
layer and the first tile-barrel layer, respectively. The cryostat term is important for
high-pT jets and it contributes ∼ 5% per jet for jets above 500GeV.
The final step in the /ET measurement is the refinement with reconstructed objects

that can be associated to calorimeter cells. The order of the objects are electrons,
photons, muons, hadronically decaying tau leptons, b-quark jets and light quark jets.
The energy measurement of a cell that is associated with an object is then replaced
with the energy measurement of the object. If a cell is already associated to another
kind of object the association of this object with a lower order is dropped. If a
cell is shared by another object of the same kind, the cell energy is calculated from
a weighted sum of the energies of the sharing objects. Corrections on the object
energies such as out-of-cone corrections or corrections that are already accounted for
in the /ET measurement are removed before using the object energy measurement.
The calibration of these objects is known to a better precision than the global
calibration of the calorimeter cells, so that this improves the /ET measurement.
An alternative method to calculate /ET is the object based reconstruction of /ET

that starts from reconstructed objects and remove all the cells that are associated
with them [208].

Missing transverse energy performance

The performance of the calorimeter-based and the object-based /ET is very simi-
lar [208], so that the evaluation of the performance did not distinguish between the
two methods. The linearity of /ET improves with each correction that is applied.

144/2/0 scheme
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Starting with a systematic bias of 30% for the use of uncalibrated cells, the linearity
using calibrated cells and the muon term is around 5%. The linearity was checked to
be 1% if the cryostat term is included, except forW → eν. Only with the refinement
the /ET linearity can reach 1% also for W → eν. The resolution is best after the last
step.
Figures 5.7 show the linearity of the reconstructed /ET for various processes at

different average /ET values and for the simulated Higgs boson A→ ττ over a large
range of /ET . Figures 5.8 show the /ET resolution for low

∑

ET and high
∑

ET for
various processes. The fit function is roughly σ /ET

= a ·
√

∑

ET , where a varies

between 0.53 and 0.57. For low
∑

ET noise dominates the resolution whereas the
constant term in the calorimeter resolution dominates at high

∑

ET .
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Figure 5.7.: Linearity ( /ET
True− /ET )/ /ET

True of /ET [208] for the different /ET calibra-
tions various processes that have different average /ET (left) and A→ ττ processes.
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√

∑
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∑

ET it is 0.57/
√

∑

ET .

Fake /ET is another issue for the precise /ET measurement. The sources for fake /ET

are various, mainly caused by inefficiencies of the calorimeter. Mis-measurements of
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calorimeter objects such as jets, taus, electrons or photons can cause fake /ET . It can
be shown that there is a correlation between events with fake /ET and jets pointing
to crack regions of the calorimeter. Leakage in the calorimeter can be checked by
monitoring certain layers in the calorimeter (e.g. outermost layers of the Hadronic
Tile Calorimeter (TileCal) and the HEC) and setting thresholds for energy depo-
sition ratios, so that events with large leakage can be rejected. Instrumental effects
such as dead cell regions can also be found by monitoring the fraction of energy
deposited in the electromagnetic calorimeter by a jet. Another check is the compar-
ison of reconstructed calorimeter jets with track jets. Fake /ET from muons is caused
by falsely identified muons from calorimeter punch-through or it is caused by muon
reconstruction inefficiencies.

Missing transverse energy performance in data

The early data performance of /ET can be checked with processes with known size
of /ET . High statistics can be obtained from minimum bias events. The mean /ET

is 4.3GeV whereas the true /ET from K/π decays in-flight and decay from charm
and bottom hadrons has an average /ET of 0.06GeV. The higher mean value is
the result of the calorimeter resolution and acceptance losses. Z → ττ events can
be used to further check the /ET performance with an average /ET of 20GeV and
an average

∑

ET of 200GeV. From the reconstruction of the Z-boson mass peak
from the hadronic and leptonic tau the /ET scale can be determined. In events
with Z → e+e− and Z → µ+µ−, where no real /ET is expected, it is possible to
calculate projections of /ET on the axis that is formed by the sum of the lepton
direction vectors. The distribution of the projection along this axis is related to
the calibration of /ET whereas the projection orthogonal to this direction is related
to the angular resolution. Finally, in complex decay topologies such as the semi-
leptonic tt̄ events, the true /ET scale can be fit. The system with three jets, one
lepton, two constraints on the W -boson mass (for both top-quarks), two constraints
on the top-quark mass and /ET can be fit under these constraints and the resulting
/ET can be compared to the measured values.

5.5. Trigger Algorithms

Different trigger stages use different strategies for the identification of objects. The
L1 uses hardware programmable thresholds to find L1 trigger objects while L2
uses dedicated software algorithms that are optimised for speed and robustness.
EF algorithms use almost the same algorithms as the offline analysis. The only
difference is the limited use of the detector information and the lower diversity of
algorithms that are used.
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The naming of the trigger chains are as follows: The trigger names denote the
trigger level (L1, L2 and EF), the trigger type (e for electromagnetic and mu for
muon trigger object) and the trigger threshold in GeV. Requirements such as medium
can be added to the name. Denoted by I (for L1 trigger) and i (for HLT triggers) is
the isolation requirement. For this analysis only the trigger algorithms for electrons
and muons are shortly described. The description of the other trigger algorithms
can be found in [208].

L1 Trigger algorithms

The calorimeter L1 trigger [223] uses groups of calorimeter cells and towers such that
the trigger cells have a granularity of ∆η ×∆φ ≥ 0.1× 0.1 and the number of cells
is reduced to ∼ 7000. The data is sent after each bunch crossing to the CTP. The
cluster processor makes the decision for electrons/photons and taus in a η-region of
|η| < 2.5. Electron/photons are found by searching all 2×2 cluster cells [224] where
at least one of the four possible two-cell sums of nearest-neighbour cells exceeds a
certain threshold. If isolation is required, it is determined by the energy deposition
in the surrounding 12 electromagnetic and surrounding 12 hadronic cells, as well as
by the energy deposition in the 2× 2 hadronic cells behind the electromagnetic core
cells. To avoid multiple counting, the sum of the electromagnetic and hadronic core
cells are required to be a local maximum when compared to the eight overlapping
2× 2 neighbours (i.e. all 2× 2 cells within a 4× 4 region). In total eight thresholds
for electron/photon triggers and further eight thresholds for either electron/photon
or tau triggers can be programmed.
The muon L1 trigger decision requires at least one hit in the so-called pivot plane

that is the second trigger plane in the barrel and the fourth plane in the end-cap. A
sagitta measurement is performed with coincident hit patterns in the nearby plane
for low-pT and in the next-nearest plane for high-pT muons. The distance from the
hit and the extrapolated reference-track hit in the non-pivot plane is a measure for
the pT . Figure 5.9 shows some examples of muon hits in the trigger chambers. For
each low-pT and high-pT muon three thresholds can be defined.
For the jet/energy module in total eight combinations of ET and window sizes,

four total ET and eight /ET thresholds can be set.

L2 trigger algorithms

After the global OR of all L1 trigger accepts, the information is passed to the L2
algorithms in form of RoIs. The L2 trigger algorithms are optimised for speed
and their ability to process only information from the RoIs. Starting with the
L2 algorithms also tracking information can be used. The tracking is done in three
steps. First the data from the detector is prepared, so that clusters are formed in the
pixel and SCT detector that are then converted into space points. Two algorithms,
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Figure 5.9.: Layout of the muon trigger chambers and an example of muon trigger
hits [163]. Low pT muons are found by hits in the pivot plane and extrapolated
into the closest neighbouring layer, high pT muons are extrapolated into the
farthest layer.

IDScan and SiTrack use pattern recognition in the RoIs to form track seeds that
are then fit to a track by a Kalman filter [225].

For the electron/photon selection the L2 algorithm selects only cells in a window
of ∆η ×∆φ = 0.4× 0.4 around the electron/photon RoI that was found by the L1
stage. Then the cell with the highest ET in the second layer of the EM calorimeter
is found and a cluster of ∆η×∆φ = 0.075×0.175 is formed around this cell. Several
criteria are used to reject EM clusters from jets: the transverse energy of the EM
cluster is usually high and the transverse energy in the first hadronic layer is usually
small for electromagnetic showers. The ratio of the deposited energies in 3× 7 cells
and 7 × 7 cells is typically larger than 80% and there is no substructure in the
shower that might come from a π0 or η decay. Isolated electrons/photons have the
energy contained almost in the first maximum while photons from π0 decays share
the energy over the two maxima.

The L2 muon algorithms consist of the muFast algorithm for track finding
and reconstruction with MDT hits and pT determination with look-up tables, the
muComb for fast combination with inner detector tracks and the muIso algorithm
for the discrimination of isolated muons from non-isolated muons. The algorithms
run on the full detector granularity, but are restricted to the RoIs. There are also
algorithms that try to find tagged muons at L2 to increase the acceptance of muons.
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EF trigger algorithms

After the event has passed the L2 trigger stage the results are passed to the EF
stage in which mostly offline algorithms are used for the trigger decision.

The track reconstruction at the EF stage uses the new tracking software [226],
which is also part of the offline tracking algorithms. It is only limited to the RoI
regions and an inside-out approach of the track finding is used. The EF track
reconstruction is used for many signatures such as electron, muons, taus and b-
quark jets.

For the electrons the offline algorithms are used as much as possible. Also available
are requirements on the electron quality and similar cuts as the offline electron
selection such as medium are possible. For muons adapted offline algorithms are
used. This algorithms starts from spectrometer tracks that were found during the
L2 stage. Similarly to the offline algorithms the track is extrapolated into the inner
detector and then combined with an inner detector track. For electron- and muon-
trigger objects isolation can be required in addition.

5.6. Luminosity Determination

The instantaneous luminosity Linst. can be defined through the event rate, R, and
the corresponding cross section, σ, for the event:

Linst. =
R

σ
. (5.10)

It is the number of incoming particles per area and time. The integrated lumi-
nosity Lint. is the integrated luminosity over time.

The LHC beam parameters can be used to obtain the luminosity:

Linst. = F · f
∑kb

i N i
1N

i
2

4πσ∗
xσ

∗
y

= F · fN
2kbγ

4πǫNβ∗
, (5.11)

with F = 0.9 for the non-zero crossing angle, f the revolution frequency of the
beam, N i

1,2 = N the number of protons per bunch (for each beam) and the trans-
verse bunch widths σ∗

x,y at the interaction point. The luminosity can be expressed
through the normalised emittance ǫN = σ∗

xσ
∗
yγ/β

∗, the Lorentz factor γ and the
beam function, β∗, at the interaction point. kb is the number of bunches. The hori-
zontal and vertical beam sizes have to be determined by sweeping the beams through
one another at the interaction point, the so-called Van-der-Meer scans [227]. During
the scan the collision rates are measured by the ATLAS luminosity detectors. The
shape of the rate function versus the beam displacement can be used to determine
the beam sizes. The latest measurement [228, 229] indicates an uncertainty of 11%.
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The luminosity for ATLAS can be determined additionally in various ways. One
can distinguish between measurements with the ATLAS detector, external mea-
surements with very forward detectors that are not part of the ATLAS detector
and luminosity determination with known physics processes. Some of the luminosity
determinations are only relative and have to be calibrated with absolute methods.
Figure 5.10 shows the different external luminosity monitors and their respective
positions.

Figure 5.10.: External luminosity monitors for ATLAS [163].

A relative measurement of the luminosity can be made directly with the ATLAS
forward detectors, the forward tile-calorimeter and forward LAr. The integrated
anode current of photo-multiplier tube and high voltage current, respectively, is a
measure of the particle flux and this can be related to the luminosity.
The Beam Conditions Monitor (BCM) [230] can also be exploited for the lumi-

nosity measurement. It consists of four 1 × 1 cm2, 500 µm thick diamond sensors,
1.8m away from the interaction point and 5 cm away from beam axis. The |η|-
coverage is 3.9 < |η| < 4.1. It has a good timing resolution that is able to resolve
single bunch crossings. The amplitude is related to the number of events in the
interaction point and this relates to the luminosity. It is well suited for a relative
luminosity measurement.
The LUCID15 detector [231] was built explicitly for luminosity measurement. It

is a Čerenkov detector 17m away from the interaction point, which corresponds to
5.5 < |η| < 6.1. It consists of 1.5m long and 15mm diameter Al tubes surround-
ing the beam pipe at a radial distance of 10 cm with pressurised gas (C4F10) at
1.2 − 1.4 bar. The time resolution enables the detector to resolve individual bunch
crossings. The measurement uses inelastic events and counts the incoming particles
from the interaction point to measure a relative luminosity. The pulse height is used

15LUminosity measurement using a Čerenkov Integrating Detector
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as a measure of the number of particles. To reduce background events, the tubes
are slightly tilted with respect to the axis parallel to the beam axis such that they
point to the interaction region.
The Absolute Luminosity For ATLAS (ALFA) detectors [231] are designed to

measure the absolute luminosity and to calibrate other luminosity detectors. The
detectors are housed in stations at 240m distance called Roman Pots. It uses elas-
tic proton scattering in the Coulomb-Nuclear interference region16 to measure the
absolute luminosity. The cross section is related to the luminosity by the optical
theorem. A special run is needed to reach this region, the so-called high-β∗ run,
at low luminosity and at a low event rate of 30Hz. The detectors consist of scin-
tillating fibres that can track particles in a 2D-plane perpendicular to the beam.
The fibres are arranged in a stereo u − v geometry and 10 measurement layers are
stacked together. The square fibres are 0.5mm in width and have an active area
of 32 × 32mm2. The fibres will be positioned as close as 1mm to the beam for a
measurement with ∆L/L ∼ 2− 3%.
Among the physics processes that are used for relative luminosity areW/Z-boson

production by rate counting. The uncertainty can reach ∆L/L ∼ 5− 10% absolute
and ∆L/L ∼ 1−5% relative for a range of Linst. > 1033 cm−2s−1. Systematic effects
that need to be controlled are the knowledge about the parton distribution functions,
acceptance and detector efficiencies for the signal process. At an instantaneous
luminosity Linst.=1033 cm−2s−1 one can reach statistical precision after 10min only.
ee/µµ counting is an alternative relative and absolute method with ∆L/L ∼ 2%,
but one needs to understand the background processes in addition to the systematic
uncertainties that are important for the W/Z-boson rate counting.
The luminosity information is usually stored in blocks, i.e. luminosity is measured

over a time interval, usually minutes. This is long enough, so that statistical uncer-
tainty is smaller than systematic uncertainties, but also short enough to assume a
constant instantaneous luminosity over time interval. This is given by the interval
that is much smaller than the beam luminosity lifetime (up to 14 h). A short lumi-
nosity block is also beneficial for the minimisation of data-loss in case of detector
problems and data-taking interruptions.

5.7. Object Selection for the analysis at
√
s =10TeV

This section describes the object selection requirements that are used for this
analysis at a centre-of-mass energy of

√
s =10TeV and targeted luminosity of

Lint.=200 pb−1. From the reconstruction described earlier in this chapter the ob-
jects are required to fulfil quality cuts that are optimised for small amounts of data
and that are not difficult to calibrate. The object selection was used throughout the
analysis if not specified otherwise.

16Region between the Coulomb-scattering and the strong nuclear scattering region
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When comparing the triggered and reconstructed leptons with true leptons from
the MC simulation, it is always required that the leptons originate from a W -boson
decay or from a tau lepton that originated from a W -boson decay.

5.7.1. Trigger

The trigger algorithms that are used for the trigger decision are described in Sec-
tion 5.5. This analysis uses the trigger algorithms that allow the identification of
electrons and muons. The choice of the exact trigger depends strongly on the lu-
minosity conditions of the LHC. If the trigger rate exceeds a given data budget,
the trigger must be prescaled, i.e. only every nth (prescale factor) trigger decision
is accepted. This lowers the statistics of the triggered sample.

For the lepton triggers that are foreseen for this analysis a single electron or
muon trigger is used. For instantaneous luminosities such as Linst.=1032 cm−2s−1

considered here, the threshold is 15GeV. Since the trigger requirement is an implicit
requirement on the lepton pT , the threshold is desired to be lower than the offline
requirement on the leptons. The offline cut on the pT should be in a pT -region
in which the trigger efficiency is almost constant. The correction of the event-
selection efficiency by the trigger efficiency in this case is simpler and not affected
by fluctuations in the efficiency turn-on curve. Also, the use of a single lepton trigger
eases the determination of the trigger efficiency from data.

For this study with an instantaneous luminosity of Linst.=1032 cm−2s−1 and for the
data amount of integrated luminosity Lint.=200 pb−1 the triggers used have a thresh-
old of 15GeV. For the channels involving electrons the trigger chain “e15 medium”
is used that is triggered by the triggers L1 EM13, L2 e15 medium and EF e15 medium.
For channels with muons the trigger chain “mu15” is used that is based on the trig-
gers L1 mu11, L2 mu15 and EF mu15. For the eµ channel an OR combination of both
triggers is required.

The efficiencies of the triggers for the tt̄ sample are shown in Figure 5.11 for the
“e15 medium”. The efficiency is calculated with respect to the electrons selected
offline with the selection cuts defined in the following sections. Also, the electrons
have to match to a true electron originating from a W -boson (or from a tau lepton
that originated from a W -boson decay) within a distance in ∆R of 0.05 and to an
EF electron trigger object within a ∆R of 0.1.

In data the trigger efficiencies for single-lepton triggers will be measured with
Z-boson events and the tag-and-probe method. The method can measure the effi-
ciency with a statistical uncertainty of less than 1% during the early running pe-
riod [208].

The trigger efficiency for this analysis is taken from the trigger simulation in the
MC. The uncertainty in the efficiency when applying the efficiency measured in
data will be taken into account as a systematic uncertainty in Section 7.2.
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Figure 5.11.: Trigger efficiency for a tt̄ sample for the “e15 medium” trigger
compared to the reconstructed electron spectrum in bins of pT (left) and η
(right) [232].

5.7.2. Electrons

Electrons are identified and reconstructed according to the algorithms described in
Section 5.1. It is ensured that only electrons with calorimeter seeds in the central
detector region are selected. Since we expect the decay products of the tt̄ pair to
be central and because the region is also covered by the inner trackers, the selected
electron should have a position of |η| < 2.47. The quality of the electron should
be “medium”, which corresponds to the flag isEM:medium. The crack/transition
region in 1.37 < |η| < 1.52 between the barrel calorimeter and the end-cap is also
removed from the acceptance. The region contains dead material and is not well
instrumented. This avoids uncertainties from the performance of the electron finding
and identification in this crack region. Absolute isolation of the electron in a cone
of ∆R = 0.2 is also required to avoid falsely identified electrons from e.g. jets or
electrons that arise from semileptonic decays of B-hadrons. Also a good rejection
against background is a pT cut on the electrons of 20GeV. Table 5.4 summarises
the electron selection criteria.
Figure 5.12 shows the reconstruction efficiency of the selected electrons originating

from a W -boson decay (or tau lepton that originated from a W -boson decay) as a
function of pT and η in a tt̄ sample.

5.7.3. Jets

Jets are found by the ATLAS cone algorithm as described in Section 5.3. The cone
size is 0.4 and it is based on calorimeter towers that are calibrated accordingly. To
match the inner detector coverage and also the requirements on the leptons, only
jets within |η| < 2.5 are selected. This also maintains a good energy scale and
resolution for the jets. The transverse momentum requirement is pT > 20GeV.
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Figure 5.12.: Reconstruction efficiency for electrons in bins of pT (left) and η (right)
compared to the spectrum of true electrons originating from a W -boson in the
tt̄ sample [232].

Table 5.4.: Electron identification cuts

Variable Cut

pT > 20GeV
isEM ElectronMedium
Fiducial cuts 0 < |η| < 1.37 or 1.52 < |η| < 2.47
Absolute CAL Iso, cone=0.2 < 6GeV

It is expected that the high-pT jets in the dilepton event are mostly from the decay
of B-hadrons, so that b-tagging would be useful in this channel. However, b-tagging
systematic uncertainties might not be understood right from the beginning of data
taking and more data might be needed for a good understanding than for a good
cross-section measurement without it. An earlier study in [208] and this study show
that it is not necessary for an initial cross-section measurement.

Since the jet and electron finder work independently on the calorimeter cells,
electrons can be reconstructed as jets. To remove this overlap, jets are rejected if
they overlap with a selected electron within ∆R < 0.2.

5.7.4. Muons

This analysis uses muons found by the STACO algorithm. The muons are restricted
to muons from high-pT algorithms only, i.e. tagged muons are excluded. In accor-
dance with the inner detector tracking coverage the requirement on the |η| position
is again |η| < 2.5, so that the muon with the best matched inner detector track
can be selected. The transverse momentum must be at least 20GeV and isolation
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in a cone of ∆R = 0.2 of 6GeV is also required. Table 5.5 summarises the muon
selection criteria.

Table 5.5.: Muon identification cuts used in this analysis.

Variable Cut

Author 6 (STACO muons)
PT > 20GeV
Fiducial cuts |η| < 2.5
Absolute CAL Iso, cone=0.2 < 6GeV
IsCombinedMuon 1

Figure 5.13 shows the reconstruction efficiency of the selected muons. The effi-
ciency is again shown with respect to muons originating from a W -boson decay (or
from a tau lepton originated from a W -boson decay) as a function of pT and η in a
tt̄ sample.

Figure 5.13.: Reconstruction efficiency for muons in bins of pT (left) and η (right)
compared to the spectrum of true muons originating from a W -boson in the tt̄
sample [232].

Although the cuts have been chosen for similar reasons as for electrons, there
is a class of undesired muons that are not rejected by the previous cuts. Muons
are reconstructed very efficiently, so that even in the presence of a jet e.g. a semi-
leptonically decaying B-hadron the muons are still found since they can escape the
calorimeter. Even the mild isolation requirement does not reject those muons.
A muon is not counted for the event selection if it is close to a jet within a

∆R < 0.3 distance. The jets are filtered previously by the jet-electron overlap.
Figure 5.14 shows the isolation variable “etcone20”, which is the energy in a hollow
cone (to avoid the counting of the muon energy deposition) around the muon with
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a cone radius of ∆R < 0.2 against the closest distance to a jet for muons that are
close to a true b-quark. Although the distance is small for muons in the upper left
corner, the isolation energy for some muons is also small. Only a combined cut on
the isolation variable and the distance to jets can efficiently reject such muons.

Figure 5.14.: ∆R between a muon originating from a heavy flavour decay and the
nearest jet against isolation ET in an outer cone of ∆R < 0.2 [232]. The line
indicates a typical muon rejection cut of ∆R < 0.3 and isolation ET = 6GeV.
Although a fraction of muons have a small distance to a true b-quark, their
isolation energy is below 2GeV.

5.7.5. missing transverse energy

The /ET is calculated according to the description in Section 5.4. The best available
/ET description “MET RefFinal” is used which is the refined missing transverse
energy that is refined by the measurement of reconstructed objects such as electrons,
jets and muons. Still, the way /ET is corrected for muons and refined with objects
can produce large tails in the distribution. This is best seen in the different /ET

distributions for Z → e+e− and Z → µ+µ− events. In both cases /ET is due to
detector resolution effects, but Z → µ+µ− events still have large /ET values (see /ET

distribution in Figures 6.5 and 6.6 for Z-boson events). This is caused by muons that
are falsely identified or that are missed in the reconstruction by the /ET algorithm.
/ET is a global and complex variable, since it depends on the calibration of many

objects starting from the calibration of the calorimeter cells to the calibration of
higher-level objects. Two additional detector effects have already been included
in the simulated MC samples. The simulation corresponded to the detector sta-
tus at the beginning of 2009 and one HEC quadrant was disabled. This hole
in the calorimeter gives a small intrinsic imbalance of the calorimeter response.
In addition the vertex was displaced from its nominal position at (0, 0, 0)mm to
(1.5, 2.5,−9.0)mm. This leads to a small φ modulation of the /ET measurement.
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For the latter a fix that is derived from Z-boson events can be applied, which re-
sults in a slight overcorrection. However, both effects contribute less than 1% and
0.1%, respectively, to the event selection. Thus the latter fix was not applied in this
analysis.
The effect of the first problem is shown in Figure 5.15 for a large range of /ET .

Figure 5.16 shows the φ modulation with the HEC disabled in the simulation. Also
the correction for the disabled HEC quadrant that can be applied is shown.

Figure 5.15.: Distribution of miss-
ing transverse energy for the dilep-
ton tt̄ events with hadronic end-cap
calorimeter on (square, dotted) and
off (open circles) [232].

Figure 5.16.: /ET φ distribution
modulated due to displaced beam
spot and the effect of correction [232].
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The cut-and-count analysis [232, 233] follows a simple formula to extract the cross
section:

σ =
Nobs −Nbkg

A× ε× Lint.

, (6.1)

with Nobs being the number of observed events, Nbkg the number of expected
background events, A the geometrical acceptance of the selection, ε the selection
efficiency for signal events and Lint. the integrated luminosity.
The number of observed events is obtained from the selection on the data. The

number of expected background events is either calculated from MC simulations
or estimated with data-driven methods in order to reduce the dependence on the
simulation or on theoretical uncertainties of the background cross sections. The
geometrical acceptance is mostly taken from MC simulations of the detector and
supported by measurements of the detector acceptance with homogeneous events
(e.g. minimum bias events, dijet events). The efficiency ε contains the selection effi-
ciency of signal events, which includes trigger and lepton reconstruction efficiencies.
Finally, the luminosity, i.e. the total rate of events unfolds the signal cross section
from the number of selected signal events.

6.1. Event Selection

The general selection of tt̄ dilepton (ee, µµ and eµ) candidate events requires a
positive decision of a single high-pT lepton trigger. Following the experimental
signature, the events are required to have two oppositely-charged leptons (electron e
or muon µ) candidates with a high transverse momentum of pT > 20GeV. From
the neutrinos it is expected that the tt̄ dilepton events have large missing transverse
energy, whereas one of the largest backgrounds for same-flavour channels, Drell-
Yan events, should have small /ET coming only from resolution effects. Additionally,
events in which the dilepton invariant mass is within ±5GeV of the nominal Z-boson
mass are vetoed.
The b-quarks are expected to form high-pT jets and additional jets are only ex-

pected from QCD-Bremsstrahlung, which is mostly soft. So at least two jets with
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pT > 20GeV are required for the event selection. As it was stated before, no b-
tagging is applied.
In an earlier study in [208] the /ET cut was optimised for the best significance

S/
√
S +B as shown in Figure 6.1. The highest significance is reached at 20GeV for

the eµ channel and at 35GeV for the ee and µµ channel. Although the study was
for a collision energy of 14TeV, the kinematic distributions of the decay products
did not change significantly and the optimisation still holds. In the following the
sub-channel specific event cuts are motivated. Table 6.1 summarises the event cuts.
It is worth noting that the event cuts are exclusive, so that there is no overlap
between the sub-channels.

Missing Transverse Energy cut [GeV]
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Figure 6.1.: Significance S/
√
S +B versus the cut on /ET for the different sub-

channels. The cut on the jet and lepton pT is fixed at 20GeV and the Z-boson
mass window cut is fixed at ±5GeV. The significance does not include the single
top-quark samples nor the W+jets events.

ee-channel

In addition to the common requirements, additional cuts are applied to suppress
the Drell-Yan background. A veto on events with an invariant dilepton mass within
a 10GeV mass window centred around the Z-boson mass of 91GeV is applied.
Furthermore, these background events tend to have small /ET . The optimisation for
the best significance determined a cut of /ET > 35GeV that rejects a large fraction
of Z → e+e− events. Figures 6.2 show the number of leptons without any cuts
and the invariant dilepton mass after the two lepton requirement in each sample.
Each distribution of the individual samples is normalised to unity and finally all
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Table 6.1.: List of event cuts, optimised for significance. The jet and the lepton
requirement are the same for all the sub-channels. The cuts for the same-flavour
channels are almost the same, except for the trigger requirement. The cut on the
invariant dilepton mass mll is only applied to same lepton events.

Cut ee and µµ eµ

trigger EF e15 medium, EF mu15 EF e15 medium or EF mu15

lepton two oppositely charged leptons, pT > 20GeV
/ET /ET > 35GeV /ET > 20GeV
jets No. of jets ≥ 2 jets of pT > 20GeV
mll mll < 86GeV or

mll > 96GeV

distributions are stacked. It can seen that requiring exactly two leptons suppress
already most of the background events expect for Z → ℓ+ℓ− events. The invariant
dilepton mass of the tt̄ sample is almost constant in the range of the Z-mass peak.
Therefore a small cut window on the invariant mass is used.
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Figure 6.2.: Number of electrons for signal and background samples (left) without
any cut and the invariant dilepton mass after requiring exactly two electrons
(right). The distributions are normalised for each sample to unity and all dis-
tributions are stacked. The label “tt̄ ” other denotes tt̄ processes other than
dilepton processes.

µµ-channel

Similar considerations as taken for the ee-channel result in the same cuts on the
invariant dilepton mass (veto on events with 86GeV < mll < 96GeV) and on /ET >
35GeV, although the /ET distribution tends to have higher values for Z → µ+µ−

events, the optimisation yields the same cut. From Figures 6.3 one can draw similar
conclusion as for the ee channel.
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Figure 6.3.: Number of muons for signal and background samples (left) without any
cut and the invariant dilepton mass after requiring exactly two muons (right).
The distributions are normalised for each sample to unity and all distributions
are stacked. The label “tt̄ ” other denotes tt̄ processes other than dilepton
processes.

eµ-channel

This channel is expected to have the best signal-to-background ratio, since it does
not suffer from Drell-Yan background. Only in rare cases Z → e+e− or Z →
µ+µ− events can have falsely identified leptons that contribute to the background.
Therefore a tight cut on /ET is not required. More likely Z → ττ events with real /ET

are selected when both taus decay leptonically, but the branching ratio is relatively
small (∼ 2 × (17%)2). The /ET cut was optimised to be /ET > 20GeV. For the
two lepton requirement the conclusion from Figures 6.4 is similar to the ee channel.
The invariant mass distribution, however, shows that Z-boson events selected as
eµ events do not show a peak at around 90GeV. A small enhancement at around
60GeV can be seen. These are mainly Z → ττ events, but there is not special cut
foreseen to remove these events.

MC event yields

Table 6.2 shows the absolute number of events expected for tt̄ dilepton events and the
corresponding relative efficiencies. It is important to notice that the trigger selection
is very efficient and over 97% of the events are expected to pass the trigger. The
trigger selection hardly biases the event selection.

6.2. Expected Number of Events from MC

For a first estimation of the expected number of events, the event selection is applied
to the MC samples listed in Section 4.4 that contain tt̄, single top-quark, W/Z+jets
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Figure 6.4.: Number of leptons for signal and background samples (left) with-
out any cut and the invariant dilepton mass after requiring exactly two leptons
(right). The distributions are normalised for each sample to unity and all dis-
tributions are stacked. The label “tt̄ ” other denotes tt̄ processes other than
dilepton processes.

Table 6.2.: Cutflow table for the ee, µµ and eµ channel selection for tt̄MC (numbers
are for an integrated luminosity of Lint.=200 pb−1). Relative ε is a ratio of the
number of events passing a cut to the number of events before the cut.

Lepton
selection

Iinv.
mass cut

/ET cut Jet cut Trigger

Events ee 351 322 261 220 214
Relative ε 26.5% 91.7% 81.0% 84.2% 97.3%
Events µµ 530 490 400 343 332
Relative ε 39.8% 92.4% 81.6% 85.8% 97.0%
Events eµ 908 908 845 715 698
Relative ε 33.7% 100.0% 93.1% 84.6% 97.5%

and diboson events. The expected /ET and jet multiplicity distributions for Monte-
Carlo signal and background after this selection are shown in Figures 6.5, 6.6 and 6.7.
Generally, the signal events dominate in regions with a jet multiplicity larger than
one and high /ET . Notable is the different /ET distribution for Z → µ+µ− events
compared to Z → e+e− events in the ee channel.

The order of the cuts is first the requirement on two oppositely signed leptons,
the veto on the invariant dilepton mass, the /ET cut, the cut on the number of jets
and finally the trigger requirement. In real data the trigger requirement would be
applied first, since the events are selected from streams that are sorted by the trigger
that selected the particular event.

In the MC simulation there is overlap with the data-driven methods discussed
in Section 6.3. The misidentification of leptons is already implemented into the
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Figure 6.5.: Expected jet multiplicity (left) and /ET distribution (right) for ee
events. For the distributions all cuts were applied except on the variable shown.
The distributions are normalised for an integrated luminosity of Lint.=200pb−1

and cross sections at a centre-of-mass energy of
√
s =10TeV.
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Figure 6.6.: Expected jet multiplicity (left) and /ET distribution (right) for µµ
events. For the distributions all cuts were applied except on the variable shown.
The distributions are normalised for an integrated luminosity of Lint.=200pb−1

and cross sections at a centre-of-mass energy of
√
s =10TeV.

simulation and these events with one or two misidentified leptons would be double
counted. This can be avoided by imposing an additional cut on the reconstructed
leptons. Figure 6.8 shows the distance in ∆R of the first and the second lepton to
true leptons originating from a W -boson decay or from a tau lepton decay if it orig-
inated from a W -boson. Most of the matching leptons have a distance to the true
particle of ∆R < 0.05. This cut removes the overlap between the MC misidentified
leptons and the estimation from data-driven methods. For the signal-to-background
(S/B) estimation these events are considered as additional (instrumental) back-
ground events.

Tables 6.3, 6.4 and 6.5 show the cut flow for the ee, µµ and eµ sub-channel
selection scaled to an integrated luminosity of Lint.=200 pb−1. The last column
shows the number of events that failed the truth-matching cut. It is notable that
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Figure 6.7.: Expected jet multiplicity (left) and /ET distribution (right) for eµ
events. For the distributions all cuts were applied except on the variable shown.
The distributions are normalised for an integrated luminosity of Lint.=200pb−1

and cross sections at a centre-of-mass energy of
√
s =10TeV. The fraction of

Z → ℓ+ℓ− events is small and only visible in the low- /ET region.

around 2−4% of the dilepton-signal events do not pass the final cut and are classified
as background. This is the case if one lepton originating from a W -boson is not
identified or out of the acceptance and instead a non-isolated lepton from e.g. a
semi-leptonically decaying B-hadron or a jet is misidentified as a lepton. Events
containing misidentified leptons are already estimated with data-driven methods.

The estimation from the MC samples shows that in all three sub-channels the
leptonically decaying Z-boson events are the largest background, followed by single
top-quark events. Most of the Z-boson events are not removed by the invariant
mass cut, but are reduced by over 90% (relative cut efficiency) by the cut on /ET .
This cut is more effective for the ee channel than for the µµ channel. The reason
is the different /ET distributions for the two Z → ℓ+ℓ− backgrounds. The /ET

calculation for Z-boson events with muons is, despite the muon correction term,
still not as good as for Z → e+e− events. The problem is that the correction does
not deal with missed or fake muons and this can create large fluctuations for the
refined /ET distribution. For Z → µ+µ− this can be seen from the /ET distribution,
which has a larger tail towards higher /ET values, as it can be seen in Figure 6.6.
Increasing the /ET cut would reduce the signal events more than it can reduce the
background events, thus the same cut is kept for both same-lepton channels. A
signal-to-background ratio between 3.8 and 5.6 can be reached and the significance is
between 12.9 and 24.1, the cleanest channel is the eµ selection. The final acceptance
for the signal events is summarised in Table 6.6.
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Figure 6.8.: Distance of reconstructed and true leptons for the first (x-axis) and
the second (y-axis) lepton [232].

Estimation of the statistical uncertainty and significance for different
luminosities

From the MC prediction a first estimate of the statistical uncertainty and the sig-
nificance for different luminosities can be done. Table 6.7 shows the statistical
uncertainties assuming Poissonian uncertainties for the number of selected events
and taking the MC statistical uncertainty as the uncertainty on the number of back-
ground events. This first estimate shows that for the target integrated luminosity
the top quark can be easily seen. It is even possible with an integrated luminosity
of L=50 pb−1. The statistical uncertainty ranges between 15.9%− 4.6%.

6.3. Data-Driven Methods

The prediction on the number of expected signal and background events can be
supported by a number of data-driven methods. For the most important background
process Z → ℓ+ℓ− and for the number of events with misidentified leptons, methods
have been developed to estimate the number of events that are selected by the chosen
cuts.

In the following section, the performance of the methods is evaluated with MC
simulated samples, which are used as “data”.
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6.3. Data-Driven Methods

Table 6.3.: Expected number of selected events for the ee channel selection for an in-
tegrated luminosity of Lint.=200 pb−1 and a centre-of-mass energy of

√
s =10TeV

from MC only. The column labelled “true” represents the effect of applying
truth-matching cuts, the column “fake” shows the number of events that failed
the truth-matching cuts. The number of fake events are included into the S/B
and S/

√
S +B calculation.

Lepton sel. Mass cut /ET cut Jet cut Trigger True Fake

tt̄ dilepton 351 322 261 220 214±6 209±6 4
tt̄ other 15 13 10 9 8±1 0+0.1

−0 8
single top 27 25 18 9 9±2 7±1 2
Z → e+e− 68231 16283 24 14 13+2

−1 11+2
−1 2

Z → ττ 156 154 10 7 7+2
−1 6+2

−1 1
W → eν 126 118 56 7 7+4

−2 0+4
−0 7

W → τν 7 7 7 1 1+4
−1 0+4

−0 1
diboson 145 73 33 3 3±1 2±1 1

Sum bkg 68707 16673 157 51 49+8
−3 54+11

−3
∗

S/B 0.0 0.0 1.7 4.3 4.3+0.7
−0.3 3.9+0.8

−0.3

S/
√
S +B 1.3 2.5 12.5 13.4 13.2 12.9

∗ Including all fakes.

6.3.1. Estimation of Z → ℓ+ℓ−/Drell-Yan Events from Side
Bands

The two most effective cut variables for Z → ℓ+ℓ− events1 are the /ET cut and
the cut on the dilepton invariant mass. Still, a number of events pass the cuts,
as can be seen from the MC prediction in Section 6.2. The prediction assumes a
certain cross section and efficiency that is implemented in the simulation. With a
dedicated analysis the number of background events in the signal selection region
can be predicted from data measurements.

This data-driven technique divides the data events into bins of /ET and bins of
the dilepton invariant mass. The division of the events can be seen in Figure 6.9.
The bins A and C are dominated by tt̄ events and the admixture of Z → ℓ+ℓ−

events needs to be estimated. This is done by scaling the appropriate bins of the
MC simulation to the number of events in real data in this bin. The bins G, I, B
and H are measured in data, since they are dominated by Z → ℓ+ℓ− events and this

1l being electrons and muons
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Table 6.4.: Expected number of selected events for the µµ channel selection
for an integrated luminosity of Lint.=200 pb−1 and a centre-of-mass energy of√
s =10TeV from MC only. The column labelled ”true” represents the effect

of applying truth-matching cuts. The column labelled ”fake” shows the number
of events that failed the truth-matching cuts. The number of fake events are
included into the S/B and S/

√
S +B calculation.

Lepton sel. Mass cut /ET cut Jet cut Trigger Truth Fake

tt̄ dilepton 530 490 400 343 332±8 327±7 6
tt̄ other 9 8 6 6 5±1 0+0.1

−0 5
single top 38 35 27 12 12±2 11±2 1
Z → µ+µ− 109331 24716 113 49 47+3

−2 44+3
−2 4

Z → ττ 263 262 19 11 10+2
−1 10+2

−1 0
W → µν 14 14 7 0 0+4

−0 0+4
−0

W → τν 1 1 0 0 0+4
−0 0+4

−0

Wbb 1 1 1 0 0.4+0.2
−0.1 0+0.2

−0

diboson 211 100 45 5 5±1 5±1 1

Sum bkg 109868 25137 218 84 81+8
−3 87+11

−3
∗

S/B 0.0 0.0 1.8 4.1 4.1+0.4
−0.2 3.8+0.5

−0.2

S/
√
S +B 1.6 3.1 16.1 16.6 16.4 16.1

∗ Including all fakes.

gives the smallest bias. From the following scaling formulas the number of Z-boson
events are estimated:

AEst = GData

(

AMC

GMC

)(

HMC

BMC

)(

BData

HData

)

, (6.2)

CEst = IData

(

CMC

IMC

)(

HMC

BMC

)(

BData

HData

)

, (6.3)

where A−I denote the number of events in the corresponding bin of Figure 6.9 and
the subscript MC or Data denote the number of events inMC and data, respectively.
The method was applied to a sample of simulated events that contained SM

processes for an integrated luminosity of Lint.=134.8 pb−1. The prediction of this
method was that 13.7 ± 0.9 events in the ee channel and 33.0 ± 4.1 events in the
µµ channel should be coming from Z → ℓ+ℓ− events. Scaling the number of events
in the MC prediction down to the luminosity of the test sample results in (7 ± 1)
Z → e+e− events and (30+2

−1) Z → µ+µ− events. Clearly this method overestimates
the contribution in the ee channel, but the prediction for the µµ channel is within
the statistical uncertainty.
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Table 6.5.: Expected number of selected events for the eµ channel selection
for an integrated luminosity of Lint.=200pb−1 and a centre-of-mass energy of√
s =10TeV from MC only. The column labelled “true” represents the effect

of applying truth-matching cuts, the column “fake” shows the number of events
that failed the truth-matching cuts. The number of fake events are included into
the S/B and S/

√
S +B calculation.

Lepton sel. /ET cut Jet cut Trigger Truth Fake

tt̄ dilepton 908 845 715 698±11 683±11 15
tt̄ other 24 21 21 20±2 0+0.1

−0 20
single top 59 55 26 25±3 23±3 2
Z → µ+µ− 110 15 4 4+1

−0 0+1
−0 4

Z → ττ 421 97 28 27+3
−2 25+3

−2 2
W → eν 14 11 2 2+4

−1 0+4
−0 2

W → µν 165 144 20 17+6
−4 0+4

−0 17
W → τν 11 9 2 2+4

−1 0+4
−0 2

Wbb 1 1 0 0.4+0.3
−0.1 0+0.2

−0

diboson 135 111 11 10±1 10±1 0.2

Sum bkg 939 464 113 108+10
−6 123+12

−6
∗

S/B 1.0 1.8 6.3 6.5+0.6
−0.3 5.6+0.6

−0.3

S/
√
S +B 21.1 23.4 24.9 24.6 24.1

∗ Including all fakes.

6.3.2. Fake Rate Estimation using the Matrix Method

The estimation of the rate of falsely identified leptons or fake rate from the data is
important, since the number of events in the current MC samples is not sufficient
to obtain a good estimation. The number of selected events with falsely identified
leptons is small and the large statistical uncertainties together with the large cross
section of e.g. W+jets or QCD result in a bad prediction. Furthermore, the rate is
subject to instrumental effects that can be different from the simulation and it can
vary with time. The following data-driven method tries to estimate the number of
events that contain one falsely identified lepton. It is assumed that the rate of two
falsely identified leptons, which are mainly from QCD multijet events, is low. The
events also have low /ET , so that they are rejected already by the /ET cut.

The rate of fake events is derived from the fake rate, f , for single leptons and
the efficiency, ε, to select real leptons. The fake rate is measured in fake lepton
dominated events, the so-called control region, with a looser lepton selection. The
efficiency is measured in Z → ℓ+ℓ− events with dominating real leptons and the
default lepton selection.
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Table 6.6.: Top-quark pair dilepton acceptances and top-quark pair branching
ratios estimated from MC@NLO Monte Carlo simulation for the different sub-
channels.

ee [%] µµ [%] eµ [%]

A 16.5±0.4 26.1±0.4 26.5±0.3
BR(tt̄→ ll)/BR(all) 1.67±0.05 1.64±0.05 3.40±0.10

Table 6.7.: Statistical uncertainty on the cross section σ and significance for the
different sub-channels from MC based signal and backgrounds. The uncertainty
on the number of observed events is Poissonian and the uncertainty on the back-
ground estimation is taken from the statistical uncertainty of the MC sample.

statistical uncertainty ∆σ/σ [%] ee µµ eµ

L = 10 pb−1 34.3 27.6 18.3
50 pb−1 15.9 12.7 8.4
100 pb−1 11.7 9.3 6.1
200 pb−1 7.8 6.2 4.4

significance S/
√
S +B ee µµ eµ

L = 10 pb−1 2.9 3.6 5.4
50 pb−1 6.5 8.0 12.0
100 pb−1 9.1 11.4 17.0
200 pb−1 12.9 16.1 24.1

The loose lepton selection is chosen such that it is kinematically similar to the
actual lepton selection, but some cuts are relaxed, so that the probability for a fake
lepton is high to avoid large statistical uncertainties. For muons this is achieved by
not requiring isolation. For electrons the isEM:medium requirement and the isolation
cut is reversed. The tight selection is the same as the default object selection.

The definition of the efficiency ε and the fake rate f is

ε =
Ntight,real

Ntight,real +Nloose,real

, (6.4)

f =
Ntight,fake

Ntight,fake +Nloose,fake

. (6.5)

The efficiency is measured in Z → ℓ+ℓ− events that require two oppositely signed,
same flavoured leptons with an invariant mass within ±5GeV of the Z-boson mass
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Figure 6.9.: /ET and dilepton invariant mass space with the labelled areas used for
the data-driven background estimation of the Z → ℓ+ℓ− background [232].

and /ET < 15GeV. The number of tight leptons and loose leptons are counted and
the equation above is applied.

While the selection of real lepton events is very clear, the selection for event
dominated by loose leptons is tested in two regions. In addition special care has
to be taken of events with W -bosons. The two regions are also useful to estimate
the systematic uncertainty of this method and thus are chosen to be orthogonal.
Both regions require one loose or one tight lepton, the first region requires also
/ET < 15GeV while the other requires /ET > 15GeV and ∆φ(lepton, /ET ) < 1 rad.
The requirement of low /ET rejects 98% of W -boson events while the angular cut
only rejects between 75− 80% of the events. The number of remaining events with
real leptons is estimated from W -boson and single-lepton tt̄ MC events employing
the control region selection cuts and an additional cut on the transverse mass2 of
mT > 60GeV. This estimation is subtracted from the number of tight leptons in
the control region that is used in the calculation of the fake rate f .

The single lepton efficiency and fake rate is correlated to the event fake rate
as follows: The sources for events with two tight (TT), one tight and one loose
lepton (TL, ordered by pT ) and one loose and one tight lepton (LT) are events
with two real leptons (RR), one real and one fake lepton (RF) or one fake and
one real lepton (FR). E.g. the number of events with two tight leptons (NTT) is
related to the number of real/fake lepton events (NRR, NRF, NFR) such as NTT =

2The transverse mass is defined from the transverse lepton and the /ET vector.
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ε1ε2NRR + ε1f2NRF + f1ε2NFR, where the subscripts denote the first and second
highest pT lepton. All cases can be summarised into a vector equation:





NTT

NTL

NLT



 =





ε1ε2 ε1f2 f1ε2
ε1(1− ε2) ε1(1− f2) f1(1− ε2)
(1− ε1)ε2 (1− ε1)f2 (1− f1)ε2









NRR

NRF

NFR



 (6.6)

The number of fake events is obtained by inverting this relation and adding the
number of events with one fake lepton:

NRF +NFR = NFake =

[

f2(ε2 − 1)

ε2 − f2
+
f1(ε1 − 1)

ε1 − f1

]

(6.7)

The efficiencies and fake rates can also be expressed as functions of kinematic
variables, so that the event fake rate is also a function of these variables. For example
in Figures 6.10 the fake rate f is shown for electrons and muons as a function of
pT and η. The fake event estimate is given as a function of the jet multiplicity in
Figures 6.11 for the different sub-channels. From the figures it can be seen that
the assumption made earlier that the fake rate estimation should be independent of
the method is not very well fulfilled. Only in a small phase space of the fake event
estimation do the two control regions result in the same prediction. This difference
could be an effect of the different fake sources that were not distinguished, e.g. heavy-
flavour decay or real instrumental effects. Until the effects of these two sources are
not separated, the difference in the two control regions can be taken as a systematic
uncertainty of this method.

6.3.3. Background Normalisation in Control Regions

A simple way to check the background normalisation is to choose a set of cuts that
provide a clean selection of the background events. The background normalisation
for Z+jets and W+jets events can be easily compared when the following cuts are
employed: For Z-boson events a selection of the leptons as described before and
an invariant cut on the dilepton invariant mass within a window of 10GeV can be
applied. This yields a background fraction of 0.28% and 0.25% for Z → e+e− and
Z → µ+µ−, respectively. This can be seen in Figure 6.12, which shows the invariant
dilepton mass distribution for the Z → e+e− selection. If from this selection the
normalisation of the Z+jets is derived, this will lead to a statistical uncertainty of
0.46% (Z → e+e−) and 0.57% (Z → µ+µ−) on the normalisation, respectively. The
systematic uncertainty depends on the background fraction of this selection. In a
pessimistic scenario the actual number of background events in data could be twice
as high as the selection in MC. In this case the systematic uncertainty would be
0.45% (Z → e+e−) and 0.56% (Z → µ+µ−).
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Figure 6.10.: Fake rate f for electrons (upper row) and muons (bottom row) as a
function of pT (left) and η (right) in the two control regions [232].

For the W+jets events the selection of one isolated lepton, as defined in Sec-
tion 5.7, is required. A cut of /ET > 35GeV is required to reject QCD events with
sufficient efficiency. Furthermore, only events with 0 or 1 jets are considered. With
these cuts a background fraction of 1.48% and 5.16% can be achieved. Figure 6.13
shows the jet multiplicity distribution for the W → µν selection. The statistical
uncertainty of the normalisation is only 0.20% whereas the systematic uncertainties
taking into account twice the background rate is 3.0% and 5.6% for W → eνe and
W → µνµ, respectively.
Other background sources such as single top-quark, diboson etc. are difficult to

select as clean as W/Z-boson events, so that their normalisation is taken from the
theoretical cross-section calculation and the efficiency in MC.

111



6. Cut-and-count Analysis at
√
s =10TeV

Figure 6.11.: Fake event rate estimation as a function of the jet multiplicity in the
ee (top left), µµ (top right) and eµ (bottom) channel [232].
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7. Systematic Uncertainties for the
Cut-and-Count Analysis

The cross-section measurement is affected by a number of uncertainties that will bias
the measurement. Not all effects can be taken into account in the full chain of the
MC simulation and thus have to be estimated with approximate methods. In the
following an extensive list of systematic uncertainties are investigated. The effect
on the cross section is found by redoing the analysis with a systematic change and
comparing it with the default analysis. The procedure uses the total number of ex-
pected events as Nobs in Formula 6.1, but uses the number of signal and background
events from the varied analysis. The geometrical acceptance A and the luminosity
Lint. are assumed to be constant and the difference between the so calculated cross
section and the nominal cross section is taken as the systematic variation. Some
systematic effects concerning directly the quantities in the cross-section calculation
Formula 6.1 can be evaluated by simply using the relative uncertainty.

7.1. Luminosity

The luminosity determines the total rate of collisions and all counting studies relate
the cross section to the total number of events. An uncertainty on the luminosity
affects the normalisation of the signal cross-section. The luminosity precision can
reach a level of a few percent as it is shown in Section 5.6, depending on the detector
and method used for the determination. It is expected that this precision will not
be reached right at the beginning, so that a pessimistic scenario with an uncertainty
of 20% is assumed for this study. The influence on the cross-section measurement
is factorisable, so that it is quoted separately from the remaining systematic uncer-
tainties.

7.2. Trigger and Lepton Identification Efficiencies

The trigger and lepton efficiencies are simulated in the MC and this influences the
number of selected events. The efficiencies are determined in data and efficiency
corrections for the MC selection are obtained. These corrections can be measured
with the tag-and-probe method [208]. The precision of this method is assumed to be
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1% in a conservative assumption for each trigger and lepton identification efficiency
and for each lepton type. The total effect is 4% for each channel if the effects are
assumed to be fully correlated. This effect was studied by simply increasing/reducing
the number of selected events by 4% uniformly over all pT and η regions for signal
and background, but calculating the cross section assuming the nominal sum of
expected signal and background events, Nobs. Table 7.1 shows the effect on the
cross section applying only this systematic variation.

Table 7.1.: Cross section uncertainty due to a trigger efficiency and lepton identi-
fication efficiency variation of 4%.

Efficiency variation
ee µµ eµ

electrons

+4% 5.7% - 2.4%
−4% −4.7% - −2.3%

Efficiency variation
ee µµ eµ

muons .

+4% - 5.2% 2.4%
−4% - −4.8% −2.3%

7.3. Missing Transverse Energy

The selection of the events requires a cut on the /ET value of the event and the signal
acceptance is changed when varying the /ET scale. As seen in the Section 6.2 this
suppresses Z-boson events substantially and an uncertainty on the scale would also
affect this background contribution much. It is assumed that the largest contribution
of this scale uncertainty comes from the uncertainty of the calorimeter-cell energy
calibration. This uncertainty in turn would be reflected in the lepton and jet energy
scale uncertainty. The simple approach is to use a full correlation between the
/ET and the energy scale uncertainties. If the lepton/jet energies are varied, /ET is
changed to preserve the total transverse momentum:

If for all jets/leptons i
[

vE , vpx, vpy, vpz
]′

i
=

[

vE, vpx, vpy, vpz
]

i
· (1 + ES) (7.1)

then
[

/ET x, /ET y

]′
=

[

/ET x, /ET y

]

−
∑

all jets/leptons i

[

vpx, vpy
]

i
· ES , (7.2)
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where v is the four-vector of the lepton/jets with their respective E, px, py, pz
components, the two missing transverse energy components /ET x/y and the energy
scale factor ES.

Still, the uncertainty is related to several effects and the exact correlation is diffi-
cult to evaluate. The amount of missing transverse energy from instrumental effects
(fake /ET , pile-up) and from the fraction of neutral particles in an event has an in-
fluence on the correlation between the uncertainty and the jet/lepton energy-scale
uncertainty. Also the calibration of the cells that is used for the /ET calculation is
lacking the jet-level calibration and finally cells unassigned to jets/leptons are not
included in this procedure.

7.4. Lepton Energy Scale

As a cut on the lepton pT is required in the event selection, an uncertainty in the
lepton energy scale has an influence on the final result. The uncertainty is assumed
to be ±1%, since the lepton energy-scales can be determined very precisely with
Z-boson events (see [208] and Sections 5.1 and 5.2). The lepton four-vectors are
scaled after the reconstruction rather than scaling the calorimeter cluster energies
and redoing the reconstruction. The scaling is applied before the object selection, so
that leptons that were not selected before the scaling can pass the object-selection
pT -requirement. The /ET was scaled according to the scheme presented in previous
Section 7.3. Table 7.2 shows the effect of this scaling on the signal efficiency, the
number of background events and the cross section.

Table 7.2.: Change of the selection efficiency ε for signal, the number of background
events Nbkg and the cross-section measurement due to the lepton energy scale
(LES) uncertainty.

LES + 1% ee µµ eµ

∆εsig [%] 0.1 0.1 0.1
∆Nbkg 1.1 3.3 1.2
∆σ/σ [%] 2.0 1.8 1.0

LES − 1% ee µµ eµ

∆εsig [%] 0.0 -0.1 -0.1
∆Nbkg 0.5 -0.1 -1.5
∆σ/σ [%] -0.9 -1.3 -0.9
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7.5. Jet Energy Scale

Again, the cut on the jet pT produces a dependence of the selection efficiency for
signal and background events on the jet energy scale uncertainty. As for the leptons
the jet four-vectors are only rescaled after the reconstruction and before object
selection. Effects on the cluster threshold requirement during the jet reconstruction
cannot be studied with this scheme. The scaling factor was doubled for jets that
have |η| > 3.2, because it is assumed that the jet energy scale in the forward region
is more difficult to determine. Jets that overlap with selected electrons within a
∆R < 0.2 are not subject to the rescaling. This follows the construction of the
“MET RefFinal” quantity. The energy measurement from cells that are identified
as cells from reconstructed objects is replaced by the energy measurement of the
object. In case jets and electrons share the same cells, the cell energies for the
/ET calculation are replaced by the energy of the electron. The electron energy-
uncertainty is neglected here, so that these “jets” do not modify /ET .

Figure 7.1 shows the average jet pT for all jets before the selection as a function
of η before and after the jet energy scale variation. The jet energy scale uncertainty
is investigated here in two scenarios, a pessimistic one with an uncertainty of ±10%
and an optimistic scenario with ±5%.

/ET was scaled according to the scheme presented in Section 7.3. The effect on
/ET can be seen in Figure 7.2 for the tt̄ sample. The change of the jet energy
scale has in combination with the /ET scaling the biggest effect on Z → e+e− and
Z → µ+µ− events. Although both event types have similar number of jets and the
jet-pT spectrum is comparable, the /ET distribution in Z → µ+µ− have larger tails.
This can be seen in Figure 7.3 that compares the /ET distribution for Z-boson and
tt̄ events after selecting events with two leptons and it persists even after the full
event selection (see /ET distribution in Figures 6.5 and 6.6). This can cause the scale
variation to have the opposite effect on the selection for the ee and µµ channel for
a certain variation. This can be seen from Table 7.3.

7.6. PDF Uncertainties

The PDF uncertainty arises from the different PDF fits on global QCD fits to
deep inelastic scattering and from the uncertainties of the fits themselves. The
effect on the analysis is investigated by reweighting the events according to the best
fit PDFs of each PDF dataset. Some examples are the PDFs from the CTEQ [27]
or MRST [29, 30] collaborations. When the uncertainty of a specific PDF fit is
investigated, the reweighting is done with a PDF error set. This represents a set
of PDFs in which each diagonalised fit parameter is varied by ±1σ, so that for n
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parameters 2 · n error PDFs are available. The uncertainty due to this error set for
a quantity ε is evaluated with the Hessian approach [27]:

∆ε =
1

2

√

∑

i

(ε+i − ε−i )
2 . (7.3)

The subscript i denotes the PDF where the ith parameter is varied by 1σ and the
superscripts +,− denote the sign of the variation. As the final PDF uncertainty
conservatively the largest value from either the uncertainty within an error PDF
set or among the best fit PDFs is chosen.

Reweighting is required since the generation of events with a new PDF would
require a re-running of the entire simulation chain which is not feasible given the
large number of PDFs and error PDFs are evaluated. The reweighting method has
known theoretical limits. The Sudakov form factors that are used for the calculation
of the parton shower do not depend linearly on the PDF.

For the calculation of the weight the flavour i and j of the initial partons, the
momentum fraction xi and xj and the momentum transfer Q2 must be known. The
original PDF is f0,i and the target PDF is fN,i for the initial parton flavour i. Each
event is assigned to a weight w that is the following ratio:

w =
fN,i(xi, Q

2) · fN,j(xj, Q
2)

f0,i(xi, Q2) · f0,j(xj , Q2)
, (7.4)
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events [232].

which is the ratio of the probabilities that a certain parton pair i and j with their
corresponding momentu momentum fractions xi/j and the momentum transfer Q2

exists in the proton under the PDF f0 and fN .

This information is extracted from the truth information. With a centre-of-mass
energy of

√
s =10TeV the fractions are calculated from the z-momentum pz: xi/j =

pz,i/j
5TeV

. The momentum transfer is not obviously the energy transfer in the hard
process, but it is defined by the MC generators such that it gives a smaller scale
uncertainty in the calculation of the cross section. In the case of the tt̄ processes
generated with MC@NLO this is

Q2 =
p2T (top1) + p2T (top1)

2
+m2

top . (7.5)

Due to the lack of information about the initial partons or the Q2 calculation
in the background samples, the reweighting is only applied to signal events. The
MC@NLO tt̄ sample was generated with the CTEQ6m PDF. The uncertainty
is evaluated with the CTEQ6mE (20 parameters), MRST2001E (15 parameters),
CTEQ6.6 (22 parameters) and MRST2006nnlo (15 parameters) PDFs. Since the
CTEQ6.6 and MRST2006nnlo PDFs are updated versions of the other PDFs and
they are at least calculated at NLO, only these versions of the PDFs are considered
for the final uncertainty. Table 7.4 shows the uncertainty on the signal efficiency for
the PDF sets and their corresponding error PDF sets and in Figures 7.4 the effect
on the selection efficiency can be seen. As it is the largest uncertainty, the PDF
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Table 7.3.: Change of the selection efficiency ε for signal, the number of background
events Nbkg and the cross-section measurement due to the jet energy scale (JES)
systematic uncertainty. Two scenarios are considered with 5% and 10% effect.

JES + 5% ee µµ eµ JES + 10% ee µµ eµ

∆εsig [%] 0.1 0.1 0.2 0.2 0.2 0.4
∆Nbkg 5.6 -2.3 3.5 17.8 11.0 7.0
∆σ/σ[%] 5.4 1.5 2.3 13.4 6.7 4.2

JES − 5% ee µµ eµ JES − 10% ee µµ eµ

∆εsig [%] -0.1 -0.2 -0.2 -0.3 -0.4 -0.5
∆Nbkg -0.6 9.2 -2.9 0.9 29.6 -8.9
∆σ/σ[%] -3.0 -0.3 -2.2 -6.7 3.3 -5.5

uncertainty of the CTEQ PDF set is taken as the final result. Although there is
a mismatch between the order of CTEQ6.6 (NLO) and the MRST’06nnlo, the
difference between MRST’06nnlo and MRST’06nlo is smaller than the difference
between the PDFs. This fact does not change the final result.

Table 7.4.: PDF systematic uncertainties on the selection efficiency ε for the dif-
ferent sub-channels. For comparison the Monte-Carlo statistical uncertainty on
the efficiency is also given.

∆ε/ε (=∆σ/σ) [%] ee µµ eµ

statistical ∆ε 2.0 1.6 1.1

CTEQ6.6 2.2 1.5 1.7
MRST2006nnlo∗ 0.6 0.3 0.4
(CTEQ6mE) 3.0 2.0 2.4
(MRST2001E) 1.1 0.7 0.8

difference between PDFs

MRST2006nnlo to CTEQ6.6 -0.5 -0.3 -0.5
(MRST2001E to CTEQ6mE) 2.0 1.3 1.5
(CTEQ6.6 to CTEQ6mE) -0.3 -0.3 -0.2
∗About the order mismatch, see text.
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Figure 7.4.: PDF uncertainty in the different sub-channels (ee top left, µµ top right,
eµ bottom with the CTEQ6.6 and MRST2006nnlo error set. The x-axis denotes
the number of the PDF parameter that was changed in the error PDF. Each
point corresponds to a change of the parameter by ±1σ, there are 22 parameters
for CTEQ6.6 and 15 parameters for MRST2006nnlo. The bands reflect the PDF
uncertainty for the selection efficiency calculated with the Hesssian approach.

7.7. Initial and Final State Radiation

As seen from Section 4.1 the theoretical description of ISR and FSR is only ap-
proximate and requires the introduction of a certain evolution ordering and cut-off
scales. The ISR and FSR has an effect on the jet multiplicities in the signal and
in the background samples. To cover the uncertainty of these scales, two samples
with increased ISR and at the same time decreased FSR and vice versa have been
produced. Originally, the samples were chosen such that the top-quark mass in the
semi-leptonic channel reconstructed from three true quarks (b-quark and two quarks
from the hadronically decaying W -boson) is shifted maximally up- and downwards
as it can be seen in Figure 7.5. Only the change in jet multiplicities is the main
effect for the uncertainty in the cross-section measurement. The distribution of the
different samples can be seen in Figure 7.6. The parameters that steer the amount
of radiation is the ΛQCD scale at which the transition between matrix element and
parton shower happens and the pT cut-off for the shower evolution. Table 7.5 shows
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7.8. Monte-Carlo-Model

the result for the different sub-channels that quotes the largest difference of the two
ISR/FSR samples to the nominal sample.
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Figure 7.5.: Top-quark mass distri-
bution, reconstructed from three true
quarks (b-quark and two quarks from
the hadronically decaying W -boson),
for the ISR/FSR varied samples [202].

Figure 7.6.: Jet multiplicity dis-
tribution for ISR/FSR varied sam-
ples [202].

Table 7.5.: Initial and final state systematic uncertainties on the selection efficiency
ε for the different sub-channels [232].

∆ε/ε (=∆σ/σ) [%] ee µµ eµ
ISR/FSR 5.2 4.0 2.2

7.8. Monte-Carlo-Model

Although from a theoretical point of view the Monte-Carlo calculations at NLO are
believed to be the most precise calculation in existence, there is no direct comparison
of the predicted shapes with the shapes from data, yet. A conservative estimation of
the uncertainties is done by comparing different generators for the tt̄-signal process
and the largest difference is taken as the systematic uncertainty. For this study only
two LO generators are available, AcerMC and ALPGEN, that can be compared
to the main NLO generator MC@NLO. Table 7.6 shows the relative differences
between the number of selected events after each cut in the different sub-channels
comparing the two LO generators with MC@NLO.

While the AcerMC sample agrees with the nominal sample within 3%, the
ALPGEN sample differs by over 10%. Figure 7.7 shows that the largest differ-
ence arises from the jet multiplicity distribution.
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7. Systematic Uncertainties for the Analysis

Table 7.6.: Relative difference of the number of selected events between a
MC@NLO and AcerMC or ALPGEN tt̄ sample [232].

relative lepton inv. mass
/ET cut jet cut

difference selection cut

AcerMC
ee -2.1% -2.3% -4.7% -2.7%
µµ 2.7% 2.8% 2.3% 1.9%
eµ 1.5% 1.6% 1.7% 2.0%

ALPGEN
ee 5.1% 6.4% 6.0% 10.8%
µµ 4.0% 4.4% 5.6% 9.6%
eµ 0.1% 0.5% 3.0% 5.4%
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Figure 7.7.: Differences in the jet multiplicity distribution for all there sub-channels
(from left to right: ee, µµ and eµ) between the generators MC@NLO and
ALPGEN [232].

7.9. Theoretical Cross Section

Uncertainties in the normalisation of the Monte-Carlo simulations are investigated
by changing the theoretical cross section within their uncertainties. Especially for
the background processes, this is the only feasible method to study MC model
uncertainties due to the lack of samples from different MC generators. For the
Drell-Yan background the normalisation is taken from the data-driven methods.
For the other backgrounds an uncertainty of 5% is assumed, this is supported by
e.g. [234], which estimates for the diboson events an uncertainty of 3% from scale
uncertainties and of 4% from PDF uncertainties. Only for the single top-quark Wt
background a larger uncertainty of 8% is assumed, according to [205].
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7.10. Drell-Yan Background Estimation

7.10. Drell-Yan Background Estimation

The systematic uncertainties for the data-driven background estimation of the Drell-
Yan background is obtained by varying the cut values of the grid in the /ET and mll

space. /ET is lowered to 10GeV and the Z-boson window is widened by 1GeV to
cover the range of 85GeV < mll < 97GeV. The total systematic uncertainties from
this window shift is 15% for the ee and µµ channel for an integrated luminosity of
Lint.=200 pb−1.

7.11. Jets Misidentified as Leptons

The systematic uncertainties for the fake event rate can currently be derived only
from the difference between the two control regions. The limited statistics of the
QCD sample that is available for this study does not allow an accurate extrapolation
to the signal region. From the experience for early data analyses at the Fermilab
Tevatron Collider with an uncertainty of the order of 50 − 100%, the uncertainty
here is taken as 100% for electrons and 50% for muons.

7.12. Summary of Statistical and Systematic

Uncertainties for the Analysis at
√
s =10TeV

and Lint.=200 pb−1

The values for the systematic uncertainties are summarised in Table 7.7 together
with the statistical uncertainty for Lint. = 200 pb−1. The last column simply uses
the sum of all events in all channels and the systematic uncertainty is investigated
with these events.
The largest uncertainties come from the jet energy scale and the chosen MC

model. For events with electrons the uncertainty on the fake event rate becomes the
largest uncertainty.

7.13. Pile-up Effects

Although the effects from pile-up are not considered in the list of systematic uncer-
tainties, this effect has to be studied. There are two types of pile-up effects that
can influence the dilepton selection. The first is the multiple proton-proton inter-
actions that will cause an overlap of two hard interactions. The second effect is
detector pile-up that is caused by slow detector components that have not reached
their initial state before the next collision happens. This will cause overlap effects
that partially look like two hard-interactions, but are the remnant of the previous
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7. Systematic Uncertainties for the Analysis

Table 7.7.: Summary of the systematic uncertainties considered for the analysis
at

√
s = 10TeV and for Lint. = 200 pb−1. The last column with the combination

is the systematic effect for the sum of all events in the three sub-channels. For
comparison also the statistical uncertainty is shown.

Uncertainty [%] ee µµ eµ Combination

Statistical 7.8 6.2 4.4 3.1
Luminosity 20 20 20 20
e eff. -4.7 / 5.7 - -2.3 / 2.2 -2.6 / 1.8
µ eff. - -4.8 / 5.2 -2.3 / 2.4 -2.6 / 2.7
JES -3.0 / 5.4 -0.3 / 1.5 -2.2 / 2.3 -1.8 / 2.6
LES -0.9 / 2.0 -1.3 / 1.8 -0.9 / 1.0 -1.0 / 1.4
PDF 2.2 1.5 1.7 1.7
ISR/FSR 5.2 4.0 2.2 3.1
MC model -9.5 / 11.6 -9.2 / 11.3 -9.4 / 11.4 9.3 / 11.4
Theo. cross. 0.7 0.5 0.7 0.7
D-Y background 0.9 2.1 0.1 0.8
Lepton fakes 11.4 2.6 8.1 7.2

collision. Until now the MC samples do not include any multiple interactions nor
detector pile-up.

Pile-up effects will strongly depend on the beam conditions for the first data. For
this study an instantaneous luminosity of Linst.=1032 cm−2s−1 and a bunch spacing
of 450 ns is assumed. This will result in an average number of proton-proton in-
teractions of four per bunch crossing. Included in the MC samples are also cavern
background effects like back-scattered neutrons. The samples are limited to the tt̄
samples, Z → e+e− and Z → µ+µ− and only the main effects are discussed here.
The conclusions do not enter the final systematic uncertainty result and should be
seen as an outlook on further studies with pile-up simulation samples.

For the tt̄ sample the general tendency is that the total jet multiplicity increases,
so that the acceptance due to the jet multiplicity requirement increases. This can
be seen in Figures 7.8. The acceptance for channels with muons decreases due to
effects from the cavern background on the muon spectrometer. The lepton isolation
energy increases, so that the acceptance for leptons decreases. This effect can be
seen in Figure 7.9 for electrons. In the electron selection this effect is compensated
by the increased fake rate due to the increased jet multiplicity. The total acceptance
is almost unchanged due to all effects.

Background events such as Z → ℓ+ℓ− are partially suppressed by the requirement
on the jet multiplicity, so that the increase of the average jet multiplicity will have
an impact on the S/B ratio. The effect has a strong jet-pT dependence, so that a
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7.13. Pile-up Effects

higher jet-pT cut can reduce the difference between the selection with and without
pile-up.
The conclusion is that the effect of pile-up seems to have compensating effects

on the signal acceptance and the increased acceptance by the higher jet multiplicity
can be recovered. Still, not all background processes have been studied and a more
detailed optimisation with a more precise pile-up description has to be performed.
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Figure 7.8.: Jet multiplicity distri-
bution for selected dilepton events in
samples with (crosses) and without
(open circles) pile-up [232].
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Figure 7.9.: Distribution of the isola-
tion energy for electrons with pile-up
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125





8. Expected Precision of ATLAS for
the tt̄ Cross-Section Measurement

The expected sensitivity of the study for an integrated luminosity of Lint.=200 pb−1

and a centre-of-mass energy of
√
s =10TeV is summarised here. A likelihood is

constructed and it uses the results from the Chapters 6 and 7 to correlate the sys-
tematic effects in each sub-channel and in a combination of all channels. Implicitly a
total correlation between the systematic effects in all sub-channels is assumed. The
outcome is comparable to the approach when the systematic effects are evaluated
separately and are treated as being uncorrelated. The result quotes the statistical,
systematic and luminosity uncertainties.

In the end a possibility is shown, how one can define a top-mass like distribution
such that it can be used to cross-check the tt̄ dilepton signal. This can help to
identify possible pollution of the event selection by dilepton-like events from e.g.
new physics.

8.1. Combination of Uncertainties

The statistical and systematic uncertainties are calculated using a special pseudo
dataset. The so-called Asimov dataset [235] consists of distributions for every ob-
servable, which are derived from the MC models and are scaled to the desired
integrated luminosity. This scaling does not introduce any statistical fluctuations.

The 68% and 95% (1 and 2 σ) confidence levels are derived from a likelihood func-
tion. The number of observed events Nobs follows a Poissonian distribution around
an expected number of events N tot

exp from all signal and background contributions k:

L(σsig) = Poiss(Nobs|N tot
exp) = Poiss(Nobs|

∑

k

N (k)
exp) . (8.1)

The expected number of events, if not derived directly from data-driven methods,
is generally a product of the cross section, σ(k), for a sample k and the product of
several efficiencies, ε(j), (the integrated luminosity is abbreviated as L):

N (k)
exp = Lσ(k)

∏

j

ε(j,k) . (8.2)
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8. Expected Precision for the Analysis

The uncertainty on the luminosity can be added to the likelihood by multiplying
a Gaussian distribution of the luminosity around the nominal estimate, L̃, with its
uncertainty, ∆L, given the true luminosity L:

L(σsig,L) = Poiss(Nobs|N tot
exp)×Gauss(L̃|L,∆L) . (8.3)

Similarly the uncertainties for the efficiencies, ∆ε(j,k), are introduced. It is con-
venient to consider the ratio of the nominal estimate, ε̃(j,k), and the true efficiency,
ε(j,k), and express the number of expected events in terms of the nominal estimate
for the expected number of events, Ñ

(k)
exp:

N (k)
exp = Lσ(k)

∏

j

ε̃(j,k)
ε(j,k)

ε̃(j,k)
= Ñ (k)

exp

∏

j

ε(j,k)

ε̃(j,k)
, (8.4)

L(σsig,L, ε(j,k)) =
Poiss(Nobs|N tot

exp)×Gauss(L̃|L,∆L)×
∏

j

Gauss(ε̃(j,k)|ε(j,k),∆ε(j,k)) . (8.5)

The uncertainties for the efficiencies are usually only available at ±1σ variations
ε(j,k)(±1σ). In order to have a linear interpolation and a correlated variation among
all channels k a new variable α(j) is introduced:

ε(j,k)(α(j)) =











˜ε(j,k) + α(j)(ε(j,k)(+1σ)− ˜ε(j,k)) if α(j) > 0
˜ε(j,k) if α(j) = 0
˜ε(j,k) + α(j)(ε(j,k)(−1σ)− ˜ε(j,k)) if α(j) < 0

, (8.6)

N (k)
exp = Lσ(k)

∏

j

ε̃(j,k)
ε(j,k)(α(j))

ε̃(j,k)
= Ñ (k)

exp

∏

j

ε(j,k)(α(j))

ε̃(j,k)
, (8.7)

L(σsig,L, α(j)) =

Poiss(Nobs|N tot
exp)×Gauss(L̃|L,∆L)×

∏

j

Gauss(α̃(j)|α(j),∆α(j) = 1) . (8.8)
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8.1. Combination of Uncertainties

This likelihood can be extended to combine the sub-channels ee, µµ and eµ, in-
dexed with i:

L(σsig,L, α(j)) =

∏

i∈{ee,µµ,eµ}

[

Poiss(N
(i)
obs|N tot,i

exp )×Gauss(L̃|L,∆L)×
∏

j

Gauss(α̃(j)|α(j),∆α(j) = 1)

]

.

(8.9)

With this likelihood the statistical and systematic uncertainties can be evaluated
on the Asimov dataset. The maximum of the function gives the best estimates σ̂sig,

L̂ and α̂(j). The likelihood ratio r at this point is defined as

r(σsig) =
L(σsig, L̂, α̂(j))

L( ˆσsig, L̂, α̂(j))
, (8.10)

and the profile likelihood λ is defined with the conditional best estimates
ˆ̂L and

ˆ̂α(j) with the condition that σsig is fixed:

λ(σsig) =
L(σsig,

ˆ̂L, ˆ̂α(j))

L(σ̂sig, L̂, α̂(j))
. (8.11)

The range of σsig for which −2 log r(σsig) < 1 will cover the 68% probability range.
The difference between the ranges of the profile likelihood and the likelihood ratio
can be attributed to the systematic effects.
Figures 8.1 and 8.2 show the likelihood ratio and profile likelihoods for the different

sub-channels and the combination of all channels. The values of the likelihood for
the 1− 3σ ranges are indicated in the figures.
Table 8.1 lists the statistical uncertainties and the breakdown of the systematic

uncertainties for each sub-channel and the combination. The luminosity uncertainty
is treated separately, so that this uncertainty can be changed with an updated esti-
mate. This table is comparable with the uncertainties listed separately in Table 7.7.
The correlations decrease some of the systematic uncertainties and the uncertainties
become asymmetric, because some of the background samples have low statistics.
Table 8.2 shows the breakdown of the correlation between the systematic effects.
Strong correlations between e.g. luminosity and the cross section are as expected.
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Figure 8.1.: Profile likelihood (full line) and likelihood ratio (dotted line) for the
ee (left) and µµ channel (right). The dotted line represents the statistical likeli-
hood function, whereas the full line includes the systematic uncertainties. The
horizontal lines indicate likelihood values for the 1− 3σ ranges [232].
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Figure 8.2.: Profile likelihood (full line) and likelihood ratio (dotted line) for the
eµ channel (left) and the combination of all channels (right). The dotted line
represents the statistical likelihood function, whereas the full line includes the
systematic uncertainties. The horizontal lines indicate likelihood values for the
1− 3σ ranges [232].
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8.1. Combination of Uncertainties

Table 8.1.: Individual contributions to the relative uncertainty on the cross sec-
tion expected for an integrated luminosity of Lint.=200 pb−1 and a centre-of-mass
energy of

√
s =10TeV for each of the channels individually and in combina-

tion [232]. The uncertainties are listed as “negative uncertainty / positive uncer-
tainty”. They are asymmetric and define a 68% confidence interval.

∆σ/σ (%) ee µµ eµ combination

Stat only -7.5 / 7.8 -6.0 / 6.2 -4.0 / 4.1 -3.1 / 3.1
Luminosity -17.3 / 26.3 -17.4 / 26.2 -17.4 / 26.2 -17.4 / 26.2

e efficiency -4.5 / 5.0 / -2.2 / 2.4 -1.9 / 1.9
µ efficiency / -4.6 / 5.2 -2.1 / 2.2 -2.2 / 2.3
Jet energy scale -3.4 / 3.2 -3.0 / 4.5 -2.5 / 2.5 -2.8 / 3.0
Lepton energy scale -0.3 / 1.6 -2.4 / 2.0 -0.5 / 0.5 -0.8 / 0.8
PDF uncertainty -2.1 / 2.3 -1.4 / 1.6 -1.6 / 1.8 -1.7 / 1.8
ISR/FSR -4.0 / 4.2 -3.6 / 3.7 -3.5 / 3.5 -3.6 / 3.7
MC model -4.7 / 5.4 -4.6 / 5.4 -4.7 / 5.3 -4.7 / 5.3
Theo. cross section -0.3 / 0.3 -0.3 / 0.3 -0.3 / 0.3 -0.3 / 0.3

D-Y background -1.4 / 1.3 -2.2 / 2.2 -0.5 / 0.5 -0.8 / 0.9
Lepton fakes -9.7 / 9.5 -1.1 / 1.1 -6.2 / 6.2 -4.0 / 4.0

All syst., but L -12.7 / 13.9 -8.9 / 10.2 -9.4 / 10.2 -8.7 / 9.6
All syst. uncert. -21.0 / 30.3 -19.3 / 28.3 -19.5 / 28.5 -19.3 / 28.1
Stat. + Syst. -22.3 / 31.3 -20.2 / 29.0 -19.9 / 28.8 -19.5 / 28.3
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Table 8.2.: The correlation coefficients for the combined fit including all systematic uncertainties [232]. The diagonal
elements are unity by definition. The non-zero off-diagonal elements indicate a correlated impact on the final
observables.

L σ
si
g

σ
S
M

e
effi

ci
en

cy

µ
effi

ci
en

cy

J
et

en
er
gy

sc
al
e

L
ep

to
n
en

er
gy

sc
al
e
e

L
ep

to
n
en

er
gy

sc
al
e
µ

P
D
F
u
n
ce
rt
ai
n
ty

IS
R
/F

S
R

M
C

m
o
d
el

T
h
eo
re
ti
ca
l
cr
os
s
se
ct
io
n

D
at
a-
d
ri
ve
n
D
re
ll
-Y
an

ee

D
at
a-
d
ri
ve
n
D
re
ll
-Y
an

µ
µ

F
ak
e
le
p
to
n
s

L 1.00 -0.91
σsig

σSM
-0.91 1.00 -0.06 -0.16 -0.14 -0.01 -0.04 -0.07 0.15 -0.22-0.01 -0.02 -0.04 -0.21

e efficiency -0.06 1.00 0.11 0.02 0.04 -0.02 0.01 -0.02 0.04 -0.23
µ efficiency -0.16 0.11 1.00 -0.04 -0.05 0.02 -0.01 0.02 -0.06 0.25
Jet energy scale -0.14 0.02 -0.04 1.00 0.01 -0.03 0.01 -0.01 -0.04 0.09
Lepton energy scale e -0.01 0.01 1.00 0.01 0.01 -0.01
Lepton energy scale µ -0.04 0.04 -0.05 -0.03 0.01 1.00 -0.03 0.11
PDF uncertainty -0.07 -0.02 0.02 1.00 -0.03
ISR/FSR 0.15 0.01 -0.01 0.01 1.00 0.01
MC model -0.22 1.00
Theoretical cross section -0.01 1.00
Data-driven Drell-Yan ee -0.02 -0.02 0.02 -0.01 1.00 -0.03
Data-driven Drell-Yan µµ -0.04 0.04 -0.06 -0.04 0.01 -0.03 1.00 0.12
Fake leptons -0.21 -0.23 0.25 0.09 -0.01 0.11 -0.03 0.01 -0.03 0.12 1.00
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8.2. Cross-Check of Dilepton Events with the Stransverse Mass

The total sensitivity for the cross-section measurement of the dileptonic tt̄ channel
at a centre-of-mass energy of

√
s =10TeV and an anticipated, integrated luminosity

of Lint.=200 pb−1 can be summarised as follows:

∆σee
σee

[%] = +7.8
−7.5(stat)

+13.9
−12.7(syst)

+26.3
−17.3(lumi) (8.12)

∆σµµ
σµµ

[%] = +6.2
−6.0(stat)

+10.2
−8.9 (syst)+26.2

−17.4(lumi) (8.13)

∆σeµ
σeµ

[%] = +4.1
−4.0(stat)

+10.2
−9.4 (syst)+26.2

−17.4(lumi) (8.14)

∆σcombined

σcombined
[%] = +3.1

−3.1(stat)
+9.6
−8.7(syst)

+26.2
−17.4(lumi) (8.15)

The dilepton cross-section measurement is clearly dominated by systematic effects.
While the statistical uncertainty is between 4% in the eµ channel and 8% in the ee
channel, the systematic uncertainty is around 9−14%, excluding luminosity. This is
dominated by the jet energy scale, the MC model and, for channels with electrons,
by the electron fake rate uncertainty. When the luminosity is included, this becomes
the largest systematic uncertainty.

8.2. Cross-Check of Dilepton Top-Pair Events with

the Stransverse Mass

The simple cut-and-count analysis that is used for the selection of dileptonic top-
quark events exploits kinematic properties of the individual decay products only.
Due to the two neutrinos, it is not simply possible to reconstruct all the kinematics
in the system, especially the kinematics of the top quarks. The decay pattern in
principle could also apply to numerous processes that are predicted in new physics
models. Some of the patterns are shown in Figure 8.3: two identical particles decay
into numerous visible particles and into a number of invisible particles. If the top-
quark pair is not directly produced from e.g. gluon fusion, but via a pair of heavier
mother particles, the kinematic selection would not necessarily be sensitive to this.
A kinematic reconstruction of the decay can provide better insight into the mother
particle.
The top quark in the semi-leptonic channel can be reconstructed simply by adding

the four vectors of the visible b-quark jet and the light jets from a hadronically de-
cayingW -boson. Large systematic effects arise from the assignment of the jets to the
correct top quark. Still, Figure 8.4 shows the invariant three-jet mass distribution
for the jets with the highest pT and a broad peak around the top-quark mass can
be seen. The combinatorial background can be reduced further by constraining any
two jet combination to the invariant mass of the W -boson, as shown in Figure 8.5.
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8. Expected Precision for the Analysis

Figure 8.3.: Configuration of particle decays that can be used with themT2 variable
to determine the mass of the mother particle [236]. Both mother particles need
to be identical. The dotted lines are particles that escape the direct detection
and only the transverse energy component can be measured.

The peak is even more pronounced. With b-tagging of the jets this combinatorial
effect could be even reduced further. The leptonic top quark can be reconstructed
by solving kinematic equations and the solution has a two-fold ambiguity.
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Figure 8.4.: Hadronic top-quark
mass “peak” in the semi-leptonic
channel [208].
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Figure 8.5.: Hadronic top-quark
mass “peak” in the semi-leptonic
channel with the W -boson mass con-
straint [208].

For the dileptonic top-quark decay there does not exist such a simple kinematic
reconstruction, since the system of kinematic equations is underdeterminated. The
kinematics can be solved by a quadratic equation [237] with a four-fold ambiguity
and additional inputs are needed such as theW -boson mass and the top-quark mass.
In addition, the efficiency of solving the equation drops if the input variables are
smeared by e.g. detector resolutions, so that in practice these equations are very
unstable. An alternative method is the collinear approximation, which is used in
H → τ τ̄ → lν̄νl̄νν̄ searches, where the direction of the neutrinos is approximated
to be in the same direction as the leptons. In the case of top-quark events the
approximation is not so good, since the leptons from a W -boson decay are not
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8.2. Cross-Check of Dilepton Events with the Stransverse Mass

boosted as much as in the case of the tau leptons and hence the direction of the
neutrinos cannot be approximated by the direction of the leptons.

Stransverse mass mT2

An ansatz, made when measuring the W -boson mass, is to use the transverse mass,

mT =
√

2pleptonT pνT (1− cos∆φ), with the transverse momentum of the lepton, pleptonT ,

the transverse momentum of the neutrino, pνT , and the angle, ∆φ, between them in
the transverse plane. In this case a mass peak is not expected, but a kinematic edge
can be seen, as shown in Figure 8.6 for the W -boson transverse mass.
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Figure 8.6.: Transverse W -boson mass distribution that is used to measure the
W -boson mass at e.g. D0 [238]. The kinematic edge is smeared out by detector
effects. A fit to the shape to simulations with differentW -boson mass hypotheses
is used to determine the mass.

In the case of the dileptonically decaying top quark, there are two neutrinos in
the system, so that the procedure is more elaborate. A new variable is introduced
which is named stransverse mass, mT2 [239].

m2
T2 =

[

max{m2
T (p

lj(1)
T , /p(1)), m

2
T (p

lj(2)
T , /p(2))}

]

→ minimise with /p(1) + /p(2) = /ET ,

(8.16)

where
m2

T (p
lj(i)
T , /p(i)) = m2

lj(i) +m2
/p(i)

+ 2[E
l(i)
T E

/p(i)
T − ~p

lj(i)
T ~p

/p(i)
T ] , (8.17)

and

ET =
√

m2 + p2T , (8.18)
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8. Expected Precision for the Analysis

with the transverse momentum of the composite object of one lepton and one jet,
~p
lj(i)
T , of the trial neutrino, /p(i), and their transverse energy, ET , and masses, m.

The minimisation of equation 8.16 uses trial momenta for the neutrinos, which only
have to satisfy the measured /ET . The quantity that is minimised is the maximum
of the transverse mass of each top that is formed by a pair lepton/jet and the
“trial” neutrino. Ideally, the lepton and jet pairing should be the lepton and the
b-quark jet from the same top quark. Since this is unknown in data, for the two
possible combinations of the two highest pT jets and leptons mT2 is calculated and
the smallest value is chosen.

The distribution has a sensitivity on the mass scale of the dileptonically decaying
mother particle. In the case of the tt̄-dilepton signal the distribution shows an end-
point at the mass of the top-quark such that mT2 ≤ mtop. For particles with a
higher mass and a dilepton final state that is selected by the event selection, the
stransverse mass distribution would shift to higher values. The following discussion
is not targeted at measuring the mass of new particles or the discovery thereof.
It establishes something similar to the top-quark mass peak for the semi-leptonic
channel. It motivates a distribution that depends on a characteristic feature, the
top-quark mass, of events that are compatible with dilepton top-quark pair events.

mT2 distribution for true top-quark events

The application of the mT2 calculation on true top-quark events with kinematics at
the generator level is shown in Figure 8.7. Here the b-quark from the top-quark decay
is used as “jet”. MC@NLO tt̄ events at a centre-of-mass energy of

√
s =7TeV are

used1 and the events are selected such that the two top quarks decay into aW -boson
that decays leptonically. Also different methods of jet-to-lepton pairing are tested.
The correct pairs of jets and leptons do not necessarily have the same order in pT ,
are spatially close together or have the smallest invariant mass m(lb). The best
pairing can be achieved as described above, by choosing the combination that gives
the smallest mT2.

The dependence on the mass of the mother particle can be seen in Figure 8.8.
Here the calculation of mT2 was done on samples with top-quark masses ranging
from 160 to 190 GeV.

Two additional distributions have been made to test the reliability of this method.
The first can be seen in Figure 8.9 where, instead of a vectorial pT sum of the true
neutrinos, the total missing transverse energy in the event was used. This includes
all neutral particles from other decays or hadronisation processes in the event. This
shifts /ET towards higher values. This represents a mis-measurement of /ET . From

1The discussion about the difference of the distribution at
√
s =10TeV and at

√
s =7TeV centre-

of-mass energy follows later.
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Figure 8.7.: mT2 distribution for true top-quark events with different methods to
combine the lepton and the b-quark in the event. The method to calculate mT2

for both permutations and taking the smallest value gives the best kinematic
edge. Other methods are the pT sorting of the pairs, the smallest invariant
lepton-jet mass and the pairing by spatial distance.

the figure it can be seen that this causes the edge to smooth out and that there are
events with mT2 higher than the allowed edge.
The other test is to use only the leptons and ignoring the jets. This can be used

to probe the W -boson mass. From Figure 8.10 the kinematic edge at 80GeV can
be seen. It does not depend on the mass of the top-quarks that decayed into the
W -boson.

mT2 distribution for reconstructed events

The calculation is now tested on reconstructed events. To increase the acceptance,
events are not selected by the full cut flow as described in Section 6.1. Instead,
only two good leptons and two good jets are required. Again, samples with different
top-quark masses are used to demonstrate the dependence of the edge on the mass
of the mother particle. From Figure 8.11 it can be seen that still an edge is visible,
but the distribution does not fall off to zero and has a non-negligible tail towards
higher mT2 values. It is caused by the detector resolution that smears the measured
input quantities. Also wrong pairing of the jets to the leptons dilute the kinematic
edge.
The power of this variable to distinguish between a dileptonic top-quark pair

decay and a heavier new particle can be tested with a SUSY benchmark scenario.
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Figure 8.8.: mT2 distribution for true top-quark event samples with different top-
quark masses. A dependence on the mass of the “mother” particle can be seen.

The benchmark point SUSY SU4 is described in [208] and in [240]. It is a low
mass point mSUGRA2 [241, 242] scenario and the particle spectrum is close to
the current Fermilab Tevatron Collider limits for SUSY particles3. Important for
this discussion is that the cross section is the largest of all SUSY scenarios that
are considered in ATLAS. At

√
s =14TeV the cross section is 402.2 pb (50% of

the tt̄ cross section), at
√
s =7TeV the cross section is still 59.9 pb (∼ 38% of

the tt̄ cross section). The mass spectrum of strongly interacting particles is in the
range of 410–420GeV. Relevant particles are the supersymmetric top-quark partner
mt̃2 = 236.04GeV and the neutralino χ̃0 = 59.84GeV. In this scenario the following
decay (as a pair) can mimic the top-quark dilepton signature:

t̃2 → χ̃0t→Wbχ̃0 → lbνχ̃0 (8.19)

This is only one of the decay scenarios, but in general much higher values for
the edge are expected than from tt̄ events. The effect does not depend on the
centre-of-mass energy.

Both features, the shift of the distribution towards higher mT2 masses and the
independence from the centre-of-mass energy can be seen in Figure 8.12. The dis-
tributions are normalised to unit area, so that the effect is more visible.

2Minimal super-gravity model
3The parameters are as follows: Scalar masses m0 = 200GeV, gaugino mass m1/2 = 160GeV,
soft breaking trilepton coupling constant A0 = 400GeV, ratio of the vacuum expectation values
tanβ = 10 and Higgsino mass parameter µ > 0.
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Figure 8.9.: mT2 distribution for
true top-quark events using the trans-
verse momentum of the neutrinos
(solid line) and the true /ET (dashed
line). The edge will smear out when
in the missing transverse energy neu-
tral particles other than the neutrinos
are included.
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Finally, mT2 distributions are shown for tt̄ signal and SM background pro-
cesses in Figures 8.13 together with the SU4 sample for an integrated luminosity
of Lint.=10 pb−1 at

√
s =7TeV centre-of-mass energy after all cuts4 for the three

sub-channels. The number of events in the high mass tail from the SU4 sample is
slightly higher than the SM background. With this selection and a proper amount
of data any pollution of SU4 events in the tt̄ dilepton selection can be found. A
discrimination of the tt̄ dilepton events against other dileptonic events can be made
with the mT2 variable and the signature can be established convincingly.

4Although a sample at
√
s =7TeV is used, the set of cuts are from the selection at

√
s =10TeV.
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Figure 8.11.: mT2 distribution for reconstructed events of samples with different
top-quark masses.
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Figure 8.13.: mT2 distribution for signal and background processes together with
the SUSY SU4 sample after the ee (top left), µµ (top right) and eµ (bot-
tom) event selection for an integrated luminosity of Lint.=10 pb−1 at

√
s =7TeV

centre-of-mass energy.
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9. Analyses at Different
Centre-of-Mass Energies

This analysis has also been performed at different centre-of-mass energies to adapt to
the changed run conditions at the LHC. The basic analysis has not changed for the
different centre-of-mass energies. The cuts have been slightly optimised to adapt to
fact that the background cross section does not scale as the signal cross section. Also
detector geometry description and reconstruction algorithms have been improved in
later analyses. Improvements from the comparison of the performance in actual data
have been included. The list of background samples and the systematic uncertainties
that were investigated vary slightly, so that the results are not directly comparable.
The comparison should give a prospect on the potential of this analysis for these
higher energies as well as the latest estimate of this analysis for the current LHC
7TeV run period.

9.1. Cross Section Analysis at
√
s =14TeV

The cross-section analysis [208] at
√
s =14TeV was targeted at an integrated lumi-

nosity of Lint.=100 pb−1 and an early low luminosity phase with an instantaneous
luminosity of Linst.=1031 cm−2s−1. It uses the same MC@NLO signal MC sample.
As background processes Z+jets, W+jets, single top-quark and diboson events were
considered. The sample cross-sections used for this study are listed in Table 9.1. The
sample cross-sections for Z+jets and W+jets samples are not directly comparable,
since here inclusive final states with two or one lepton were considered, respectively.

In general the cross section for the signal increases by over a factor of ∼ 2.3 while
the inclusive cross section for W/Z+jets events increases (at LO) only roughly by
1.6. The diboson cross-sections also increase by the same factor. The inclusive cross
section for single top-quark s- and t-channel increases between 1.6 and 1.8 while
the cross section for the Wt-channel increases at much as the tt̄ signal1. Still, the
dominating background process cross-sections do not increase as much as the signal
and hence a better signal-to-background ratio is expected.

1The LO cross sections ratios quoted here were evaluated with MadGraph [247].
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Table 9.1.: Sample cross sections for the cross-section analysis at
√
s =14TeV.

Process k-factor
calculation

Ref.
sample cross sample size

order section [pb] [pb−1]

tt̄ MC@NLO1 1.00 approx. NNLO [243] 450.0 964
Wt-channel 1.14 NLO + 29.1 571
s-channel 1.50 NLO [71] 3.5 2826
t-channel 0.98 NLO ∗ 79.7 271
Z → e+e− + np 1.22 NLO [206] 1727.2 279
Z → µ+µ− + np 1.22 NLO [206] 1808.5 103
Z → ττ+np 1.22 NLO [206] 95.5 1851
W → eν+np 1.22 NLO [206] 10900 14
W → mν+np 1.22 NLO [206] 11946 28
WW 1.57 NLO [244] 39.1 1280
ZZ 1.29 NLO [244] 2.8 19577
WZ 1.89 NLO [244] 13.9 3600
+References: [76, 75, 205]
∗References: [71, 245, 246]

9.1.1. Differences Between the Analysis at
√
s =14TeV and√

s =10TeV

The reconstruction algorithms are following the description in Chapter 5, but some
object requirements are different:

• The jet-muon overlap cut used a ∆R < 0.2 cut to reject muons that overlap
with a reconstructed jet.

• Muons with η < 0.1 and between 1.0 < |η| < 1.3 were not used, since the muon
chambers are inefficient in this regions.

The detector geometry that was used is an early description of the misaligned, as-
built detector geometry. Additional material had been added in the inner detector
and in front of the electromagnetic calorimeter.
The event cuts were unchanged compared to the event cuts used for the cross-

section analysis at
√
s =7TeV except for the following points:

• The trigger requirement was dropped for this study. A combination of single
lepton and dilepton trigger is expected to have > 98% trigger efficiency.

• No data-driven methods were employed here and also no difference is made
between background from real and fake leptons.
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√
s =14TeV

• The results of the single sub-channels were not combined with the likelihood
method, but instead a combined selection that is flavour-blind (ll final state,
with l = e or l = µ) was used with a lower /ET cut of /ET > 30GeV.

9.1.2. Event Yields for the Event Selection at
√
s =14TeV

Table 9.2 shows the number of expected events for each sub-channel and the com-
bined selection and Table 9.3 summarises the expected uncertainty on the cross-
section measurement and significance for different integrated luminosities. Fig-
ures 9.1 show the /ET distribution after the event selection for each sub-channel.
The number of selected events is similar to the number of selected events for the
analysis at

√
s =10TeV. The acceptance is somewhat lower due to the older re-

construction algorithms and especially for the channels with muons, fiducial cuts
were applied. Fake dilepton events were not properly studied here. Also the sample
sizes used here were smaller, so that the uncertainty on the background numbers
are larger.
The main tendency that Z → ℓ+ℓ− events are the dominating background is

also true here. The second largest background are single top-quark events. The
problem with the large tails in the /ET distribution for Z → µ+µ− events and thus
a larger contribution from this background remains, although the relative fraction
of events is small in the µµ selection. A signal-to-background ratio between 3.4 and
6.3 was achieved, the S/B in the muon channel is lower than in the ee channel,
since fiducial cuts removed a large amount of the signal muons. The acceptances
are between 14.7% and 20.2%.

9.1.3. Systematic Uncertainties for the Analysis at
√
s =14TeV

Systematic uncertainties that were considered here are the following:

• The uncertainty of the luminosity was taken as 5%.

• The jet energy scale uncertainty was taken as ±5% and the correlation to /ET

is 100% as described in Section 7.3. The overlap of jets with electrons was not
used nor the doubling of the jet energy scale for forward jets.

• ISR/FSR systematic uncertainties were taken into account with the use of
PYTHIA simulated samples. The parameters such as the ΛQCD scale or the
pT cut-off for the shower evolution were changed such as the resulting sample
has increased/decreased ISR/FSR individually. The uncertainty was quoted
as the largest uncertainty in each positive and negative direction.

• PDF uncertainties were taken into account with CTEQ6.1 and MRST2001E
PDF sets at NLO.
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Figure 9.1.: /ET distribution for the different sub-channels (ee top left, µµ top right
and eµ bottom) after the event selection at

√
s =14TeV.

Figures 9.2 show, as an example for a systematic uncertainty, the PDF uncer-
tainties with the CTEQ6.1 and MRST2006 PDF sets at NLO that were used for
Table 9.4.
The results from the systematic studies are summarised in Table 9.4. All the

investigated systematic uncertainties have similar sizes.

9.1.4. Expected Sensitivity for the Analysis at
√
s =14TeV

The sensitivity of the cut-and-count analysis at a centre-of-mass energy of
√
s =14TeV

and a target integrated luminosity of Lint.=100 pb−1 on the cross-section measure-
ment is as follows:

∆σee
σee

[%] = 9.8(stat)+4.1
−3.1(syst) ± 5.0(lumi) (9.1)

∆σµµ
σµµ

[%] = 9.0(stat)+5.5
−2.9(syst) ± 5.0(lumi) (9.2)

∆σeµ
σeµ

[%] = 5.5(stat)+6.6
−3.7(syst) ± 5.0(lumi) (9.3)

∆σcombined

σcombined
[%] = 4.2(stat)+5.0

−2.0(syst) ± 5.0(lumi) (9.4)
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9.2. Cross Section Analysis at
√
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Table 9.2.: Number of selected events by the event selection for the analysis at√
s =14TeV, scaled to an integrated luminosity of Lint.=100 pb−1.

ee µµ eµ comb.

tt̄ dilepton 202±5 253±5 555±7 987±10
acceptance [%] 14.7 18.3 20.2 17.3
tt̄ other 12±1 4±1 24±2 39±2
Z → e+e− 9±2 0+0.4

−0 0+0.4
−0.5 20±3

Z → µ+µ− 0+1
−0 50±7 5+3

−2 79±9
Z → τ+τ− 4±1 7±1 17±1 25±1
W → eνe 7+10

−5 0+8
−0 7+10

−5 14+13
−8

W → µνµ 0+4
−0 7+7

−4 25+11
−9 33+12

−10

diboson 2.7±0.4 3.5+0.5
−0.4 7±1 14±1

single top 1.3+0.8
−0.5 1.1+0.8

−0.5 3±1 5.4+1.5
−1.2

Total bkg. 36+12
−6 73+13

−8 88+16
−10 228+20

−16

S/B 5.6+2.2
−2.4 3.4+0.7

−0.9 6.3+1.4
−1.7 4.3+0.5

−0.7

The statistical uncertainties are quite similar to those of the analysis at
√
s =10TeV.

This is mainly because the target luminosity was chosen such that the number of
selected events in both cases are similar. Despite the better signal-to-background
ratio and the better significance at

√
s =14TeV, the efficiency and purity of the

event selection at
√
s =10TeV is improved due to more optimised object selection

cuts and improved reconstruction algorithms.
The systematic uncertainties cannot be compared directly, since much more sys-

tematic effects were investigated for the analysis at
√
s =10TeV. When similar

systematic effects, such as jet energy scale uncertainties, PDF uncertainties and
ISR/FSR effects, are looked at, the effects are comparable.

9.2. Cross Section Analysis at
√
s =7TeV

The analysis at
√
s =7TeV [248, 249, 250, 251, 252, 253, 254, 255, 256, 257, 258]

was revised in every aspect in order to adapt to the latest machine and detector
conditions. The targeted integrated luminosity is Lint.=10 pb−1 and the foreseen
instantaneous luminosity is planned to increase up to Linst.=1031 cm−2s−1 by the
time this amount of data is collected. The Monte-Carlo samples used for this study
have been updated with Z → bb+jets samples.
The cross sections are reduced by almost the same factors when going from√
s =14TeV to

√
s =10TeV. This is a factor of ∼ 2.6 for tt̄, ∼ 1.6 for W/Z+jets
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9. Analyses at Different Centre-of-Mass Energies

Table 9.3.: Statistical uncertainty on the cross section σ and significance for the
different sub-channels from MC based signal and backgrounds at

√
s =14TeV.

The uncertainty on the number of observed events is Poissonian and the uncer-
tainty on the background estimation is taken from the statistical uncertainty of
the MC sample.

statistical uncertainty ∆σ/σ [%] ee µµ eµ comb.

L = 10 pb−1 24.9 23.2 14.8 11.4
50 pb−1 12.4 11.5 7.2 5.5
100 pb−1 9.8 9.0 5.5 4.2
200 pb−1 8.2 7.4 4.5 3.4

significance S/
√
S +B ee µµ eµ comb.

L = 10 pb−1 4.1 4.4 6.9 9.0
50 pb−1 9.3 9.9 15.5 20.0
100 pb−1 13.1 14.0 21.9 28.3
200 pb−1 18.5 19.8 31.0 40.0

and dibosons. The decrease for single top-quark t- and s-channel is between 1.7
and 2.0 and the Wt-channel is decreased by the same factor as the tt̄ signal2. The
sample cross sections are summarised in Table 9.5. In the end the decrease of the
centre-of-mass energy disfavourers the signal process and the main backgrounds are
enhanced.

9.2.1. Differences Between the Analysis at
√
s =7TeV and√

s =10TeV

The main reconstruction algorithms have not been changed, but the selection was
refined, to increase the purity and efficiency [248, 249, 250]:

• The electron cluster position is used for the fiducial cuts. The relative isolation
requires the isolation energy in a cone of ∆R < 0.3 to be smaller than 4GeV+
0.023 · pT . This relative cut maintains a constant efficiency across a large pT
range. A hit in the b-layer of the pixel detector is required, if there is an
active and good b-layer module in this region. This reduces electrons from
conversions. Electrons are rejected in regions where the power supply of the
data front-end boards of the electromagnetic calorimeter is known to be off
(dead OTX region).

2The LO cross section ratios quoted here were calculated with MadGraph [247].
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Figure 9.2.: PDF uncertainties on the selection efficiency with the CTEQ6M and
MRST2001E PDF sets at NLO for the ee (top left), µµ (top right) and the
eµ (bottom) channel at

√
s =14TeV. The x-axis denotes the number of the

PDF parameter that was changed in the error PDF. Each point corresponds to
a change of the parameter by ±1σ. There are 20 parameters for CTEQ6.1, 15
parameters for the MMRST2001E set. The bands correspond to the uncertainty
within the respective PDF set calculated with the Hesssian approach.

• Muons are selected from the Muid algorithms, since the rejection of fake
muons seems to be better than with the STACO algorithms. There are also
two isolation requirements, an absolute isolation from energy depositions of
4GeV in the calorimeter in a cone of ∆R < 0.2 and an absolute isolation from
tracks in a cone of ∆R < 0.3 with a total pT -sum of 4GeV. Moreover only
combined muons are used.

• Jets are formed by the anti-kT algorithm using topo clusters that is a variant
of the kT algorithm with a distance measure of di = p−2

T,i (see Section 5.3) and
a R = 0.4, which forms jets with an approximate cone radius of ∆R = 0.4.
The overlap of an anti-kT jet with an electron is removed within a cone of
∆R < 0.2 (comparing the cluster position of the electron) and only the closest
jet is removed.
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9. Analyses at Different Centre-of-Mass Energies

Table 9.4.: Summary of the systematic uncertainties at
√
s =14TeV and an inte-

grated luminosity of Lint.=100 pb−1.

Uncertainty [%] ee µµ eµ comb.

statistical 9.8 9.0 5.5 4.2
Luminosity 5.0 5.0 5.0 5.0
JES −5% -2.0 0.0 -3.1 -2.1
JES +5% 2.4 4.1 4.7 4.6
PDF CTEQ6.1 2.4 2.9 2.0 2.4
PDF MRST2001E 0.9 1.1 0.7 0.9
ISR 1.1 1.1 1.2 1.1
FSR 2.0 2.0 4.0 2.0

• /ET components that fail the comparison with data are not used, so that the
/ET cryo term is omitted and only the refined terms from electrons, jets, the
muon terms from Muid muons and the remaining unassigned cells are used.

• Both /ET and the jets are calibrated with the same calibration scheme that
is the electromagnetic scale (EM) plus the numerical inversion applied after-
wards.

The event selection is supplemented by two additional cuts that are aimed at
reducing events with low data quality [254, 258]. Also the /ET and Z-mass-window
cut have been optimised:

• The first event-quality cut requires a primary vertex with at least 5 tracks.
This ensures that a good primary vertex with sufficient precision is found.

• The second cut vetoes against jets in the event that are found to have a bad
quality in terms of calorimeter timing and fraction of energy in the hadronic
and electromagnetic calorimeter. This usually indicates that a jet was found as
the result of a calorimeter response that was not in time with the beam by e.g.
noise or pile-up effects. Another possibility is that the jet was found in a bad
calorimeter region, where either the electromagnetic or the hadronic calorime-
ter has dead or noisy cells, which would deteriorate the energy fractions. Such
events with at least one bad jet of pT > 20GeV at the EM scale are rejected,
since these faulty cells are also taken into account in the /ET calculation and
would affect the whole event selection.

• The /ET and Z-mass window cut has been optimised, since the width of the
invariant Z-boson mass peak has changed with more and more updated ge-
ometry description. For the ee channel the requirement is now /ET > 40GeV
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9.2. Cross Section Analysis at
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Table 9.5.: Sample cross sections for the cross-section analysis at
√
s =7TeV.

Process k-factor
calculation

Ref.
sample cross sample size

order section [pb] [pb−1]

tt̄ MC@NLO1 1.09 approx. NNLO [204] 87.4 8844
Wt-channel 1.00 NLO [34] 14.27 911
s-channel 1.00 NLO [34] 43.18 18007
t-channel 1.00 NLO [34] 43.18 832
Z → e+e− + np 1.22 NNLO [195] 1471.39 381
Z → µ+µ− + np 1.22 NNLO [195] 1469.10 382
Z → ττ+np 1.22 NNLO [195] 1477.36 382
Z → bb+ np 1.22 NNLO [195] 17.86 7496
W → eν+np 1.22 NNLO [195] 16163.90 178
W → mν+np 1.22 NNLO [195] 16149.51 178
W → τν+np 1.22 NNLO [195] 16144.26 176
W → bb+ np 1.22 NNLO [195] 17.86 1734
WW 1.69 NLO [192] 26.40 21263
ZZ 1.42 NLO [192] 1.93 255604
WZ 1.81 NLO [192] 8.82 72986

and the Z-mass window is ±5GeV, for the µµ channel the requirement is
/ET > 30GeV and the Z-mass window is ±10GeV. For the eµ channel, in-
stead of /ET , the scalar sum of the leptons and all jets (HT) is considered and
required to beHT > 150GeV. The significance S/

√

S +B + δsyst. is optimised
where δsyst. is the systematic uncertainty when /ET is varied by 8%.

• For electrons a matching trigger object must be found to ensure that the event
was triggered by the selected electron in the beginning. This matching is not
applied to muons, since the muons trigger objects that are out of time are not
stored in the AODs.

• In MC samples the leptons are also required to originate from a simulated
true lepton.

The data-driven methods are also employed for the analysis. More methods for
the fake-event rate estimation have been explored beside the methods described in
Section 6.3.2 and an overview can be found in [252]. The estimation of the Z-boson
background from the side-bands as described in Section 6.3.1 is also used. The other
background contributions are again estimated by MC samples.
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9. Analyses at Different Centre-of-Mass Energies

9.2.2. Event Yields for the Event Selection at
√
s =7TeV

Table 9.6 and 9.7 show the number of expected events for each sub-channel and the
sum of all channels. For the sum of the events it is noted that the event selection
in the sub-channels are mutually exclusive, so that there is no overlap between
the sub-channels. Figures 9.3, 9.4 and 9.5 show the /ET/HT and jet multiplicity
distribution after the event selection for each sub-channel. The number of selected
events is much smaller than the number for the analysis at

√
s =10TeV. The cross

section is decreased by 50% and the target luminosity is only 5% of the target
luminosity for the analysis at

√
s =10TeV. The acceptance increases to 17− 26.8%

due to the improvement in the reconstruction algorithm and moreover due to the
optimisation of the object selection cuts. Fake dilepton events are included here
as MC estimates. The samples sizes are increased, also due to the small target
luminosity, so that the statistical uncertainty on the event yield is smaller than for
the analysis at

√
s =10TeV.
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Figure 9.3.: /ET (left) and jet multiplicity distribution (right) for selected ee events
in signal and background samples at 7GeV. The distributions are normalised
to unity. The arrows indicate the event candidates in the first 280 nb−1 of data.

The same order of importance for the background events can be found here. The
largest background is Z → ℓ+ℓ− followed by single top-quark events. The problem
with the larger /ET tail in Z → µ+µ− events persists, although the ratio between
selected Z → e+e− events in the ee channel and Z → µ+µ− events in the µµ
has decreased from 5/1 to 3/1. This is also partially attributed to the simpler /ET

definition. The signal-to-background ratio is between 2.5 and 5.0. For an integrated
luminosity of Lint.=10 pb−1 the significance lies in all channels below 5. Not even
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Figure 9.4.: /ET (left) and jet multiplicity distribution (right) for selected µµ events
in signal and background samples at 7GeV. The distributions are normalised
to unity.

the clean eµ channel or the combination of all channels can reach the significance of
5 as can seen from Table 9.8.

9.2.3. Systematic Uncertainties for the Analysis at
√
s =7TeV

As systematic uncertainties the following are considered, but not all of them are
already investigated:

• The luminosity uncertainty is around 11% from the latest luminosity scans [228,
229].

• The uncertainty of the MC signal modelling is derived from the difference of
the signal acceptance in MC@NLO, HERWIG and ALPGEN samples.

• Uncertainties from the data-driven methods are provided by the respective
studies [252, 254].

• ISR/FSR variations are studied with PYTHIA samples with separate ISR/
FSR variations.

• The jet energy scale uncertainty is found to be 8% for low-pT jets and 6%
for high-pT jets (pT >100GeV) [259], the lepton energy scale is assumed to
have an uncertainty of 5%. The uncertainty on the jet/lepton energy can be
propagated to the uncertainty of the /ET by calculating the weight each object

153



9. Analyses at Different Centre-of-Mass Energies

 [GeV]TH

200 300 400 500 600

F
ra

ct
io

n 
of

 e
ve

nt
s 

/ 2
0 

G
eV

0

0.05

0.1

 [GeV]TH

200 300 400 500 600

F
ra

ct
io

n 
of

 e
ve

nt
s 

/ 2
0 

G
eV

0

0.05

0.1

tt
single top

Z + jets

W + jets

diboson

ATLAS Preliminary
Simulation

µdilepton-e

DL2

Number of jets

2 3 4 5 6 7 8 9

F
ra

ct
io

n 
of

 e
ve

nt
s

0

0.1

0.2

0.3

0.4

0.5

Number of jets

2 3 4 5 6 7 8 9

F
ra

ct
io

n 
of

 e
ve

nt
s

0

0.1

0.2

0.3

0.4

0.5
tt

single top

Z + jets

W + jets

diboson

ATLAS Preliminary
Simulation

µdilepton-e

DL2

Figure 9.5.: HT (scalar sum of all leptons and all jets) and jet multiplicity distri-
bution for selected eµ events in signal and background samples at 7GeV. The
distributions are normalised to unity. The arrows indicate the event candidates
in the first 280 nb−1 of data.

contributed to the final calculation. This can take the proper correlation into
account.

• The uncertainty of the lepton trigger and reconstruction efficiency are provided
by the optimisation of the lepton identification studies [248].

• The PDF uncertainties are investigated with the latest PDF fits, namely the
CTEQ6.6, MSTW32008nlo90CL and NNPDF20 PDF sets at NLO. Also
variations in αs are taken into account. The uncertainty bands are calculated
with the Hesssian approach, except for the NNPDF20 PDF set, where the
Root Mean Square (RMS) represents the uncertainty from this PDF set. As
the total systematic uncertainty the uncorrelated combination of all uncertain-
ties is calculated, which is equal to the largest upward and downward deviation
from the nominal cross section.

• Pile-up is taken fully into account with a MC simulated sample that has on
average two proton-proton interactions per bunch crossing.

The systematic studies are not completed yet, so that the total sensitivity of the
cross-section measurement cannot be determined, yet. Only three effects have been

3Martin-Stirling-Thorne-Watt
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Table 9.6.: Number of selected events in signal and background samples by the
event selection for the analysis at

√
s =7TeV, scaled to an integrated luminosity

of Lint.=10 pb−1 for the ee and eµ channel. The number of fake events are given
in brackets and they are also included as background.

ee µµ

tt̄ dilepton 4.6 ±0.1 (0.1) 6.7 ±0.1 (0.1)
acceptance [%] 17.0 24.6

tt̄ other 0.10±0.01 (0.10) 0.02±0.01 (0.02)
Z → e+e− 0.49±0.12 (0.00) 0.0+0.07

−0.00 (0.00)
Z → µ+µ− 0.00+0.07

−0.00 (0.00) 1.6 ±0.2 (0.0)
Z → τ+τ− 0.3 ±0.1 (0.1) 0.5 ±0.1 (0.0)
Z → bb+ np 0.06±0.01 (0.003) 0.14±0.1 (0.0)
W → eνe 0.29+0.14

−0.07 (0.29) 0.00+0.11
−0.00 (0.00)

W → µνµ 0.00+0.11
−0.00 (0.00) 0.00+0.11

−0.00 (0.00)
W → τνµ 0.00+0.12

−0.00 (0.00) 0.00+0.12
−0.00 (0.00)

W → bb+ np 0.01+0.01
−0.00 (0.01) 0.00+0.01

−0.00 (0.00)
diboson 0.08±0.01 (0.01) 0.11±0.01 (0.001)
single top 0.32±0.06 (0.02) 0.30±0.07 (0.00)

Total bkg. 1.6+0.3
−0.2 2.7+0.3

−0.2

S/B 2.8+0.5
−0.3 5.0+0.6

−0.3

studied so far: the PDF uncertainty, the jet and lepton energy scale and pile-up
effects.

Figures 9.6 show the PDF uncertainties for the three PDF sets investigated for
this analysis. The difference between the CTEQ6.6 PDF set and the other two
sets is the largest while the other two sets have similar central values. Table 9.9
summarises the PDF uncertainty, which is taken as the envelope of all the PDF
variations.

The second preliminary systematic result can be found in [250] and concerns the
jet and lepton energy scale. It uses the quoted 6 − 8% for the jet energy scale and
5% for the lepton energy scale. The /ET is rescaled at the same time by the fraction
in which the varied object contributes to the calculation. The result is that in the
ee channel the total energy scale variation has an effect of 9 − 10% with roughly
±5% from each jet and lepton energy scale variation. For the µµ channel this is
±8% with ±4% from the jet and ±4 − 5% from the lepton energy scale variation.
Finally, for the eµ channel this is ±8% with ±3% from the jet and ±4% from the
lepton energy scale variation.
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9. Analyses at Different Centre-of-Mass Energies

Table 9.7.: Number of selected events in signal and background samples by the
event selection for the analysis at

√
s =7TeV, scaled to an integrated luminos-

ity of Lint.=10 pb−1 for the eµ channel and the sum of all three sub-channels.
The number of fake events are given in brackets and they are also included as
background.

eµ sum

tt̄ dilepton 14.6 ±0.1 (0.3) 25.7 ±0.2 (0.1)
acceptance [%] 26.8 23.8

tt̄ other 0.3 ±0.02 (0.3) 0.37±0.02 (0.37)
Z → e+e− 0.02+0.07

−0.02 (0.02) 0.52±0.12 (0.02)
Z → µ+µ− 0.4 ±0.1 (0.4) 2.1 ±0.2 (0.4)
Z → τ+τ− 0.6 ±0.1 (0.1) 1.4 ±0.2 (0.1)
Z → bb+ np 0.07±0.01 (0.03) 0.27±0.01 (0.03)
W → eνe 0.09+0.13

−0.05 (0.02) 0.37+0.16
−0.09 (0.37)

W → µνµ 0.24+0.14
−0.07 (0.24) 0.24+0.14

−0.07 (0.24)
W → τνµ 0.04+0.13

−0.03 (0.04) 0.04+0.13
−0.03 (0.04)

W → bb+ np 0.00+0.01
−0.00 (0.00) 0.006+0.014

−0.004 (0.01)
diboson 0.20±0.01 (0.01) 0.38±0.01 (0.02)
single top 0.88±0.11 (0.05) 1.5 ±0.1 (0.1)

Total bkg. 2.8+0.3
−0.2 7.2+0.5

−0.3

S/B 2.5+0.3
−0.2 3.5± 0.2

The last preliminary result is found in [258] and observes a negligible effect of pile-
up effects for the tt̄ selection. Again, the effect is that the lepton isolation is worse,
but the jet multiplicity is higher. The effect compensates the object selection and
event selection efficiency changes, so that the effect on the variation of the selection
efficiency in the ee channel is < 0.5%, ∼ 2% for the µµ channel and ∼ 0.5% for the
eµ channel.

9.2.4. Expected Sensitivity of the Analysis at
√
s =7TeV

Most of the studies have been done only on MC events and it shows a good ac-
ceptance for the selection. The statistical uncertainties are very large, due to the
small event numbers for an integrated luminosity of Lint.=10 pb−1. The systematic
uncertainties done so far show that the size of the effects are comparable to the
effects seen in the other analyses. The data-driven methods might perform worse,
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9.2. Cross Section Analysis at
√
s =7TeV

Table 9.8.: Statistical uncertainty on the cross section σ and significance for the
different sub-channels from MC based signal and backgrounds at

√
s =7TeV. The

uncertainty on the number of observed events is Poissonian and the uncertainty
on the background estimation is taken from the statistical uncertainty of the MC
sample.

statistical uncertainty ∆σ/σ [%] ee µµ eµ sum

L = 10 pb−1 54.5 46.2 29.0 22.4
50 pb−1 25.1 21.2 13.1 10.2
100 pb−1 18.3 15.5 9.5 7.3
200 pb−1 13.8 11.6 6.9 5.3

significance S/
√
S +B ee µµ eµ sum

L = 10 pb−1 1.8 2.2 3.5 4.5
50 pb−1 4.1 4.9 7.7 10.5
100 pb−1 5.8 6.9 10.9 14.1
200 pb−1 8.2 9.7 15.5 20.0

since their precision depends on the event yield in their respective control region.
This is e.g. the case for the estimation of Z → ℓ+ℓ− events.
Once there will be enough data collected to announce an observation of top-quark

dilepton events, the studies will be completed and a final result on cross-section
measurement can be made.

Table 9.9.: PDF uncertainties for the different sub-channels and different PDFs.
The first number is the deviation from the CTEQ6.6 central value and the “error”
is the PDF uncertainty within the PDF set. The total uncertainty is the envelope
of the PDF bands and the central value is in the middle of the envelope band.

no truth cut ee µµ eµ

CTEQ6.6 (0.0± 1.64)% (0.0± 1.28)% (0.0± 1.60)%
MSTW2008nlo90CL (2.4+1.05

−1.14)% (2.0+0.75
−0.76)% (1.2+0.84

−0.92)%
NNPDF (3.5± 0.82)% (3.5± 0.63)% (1.7± 0.62)%

envelope ±2.99% ±2.71% ±2.89%
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9. Analyses at Different Centre-of-Mass Energies
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Figure 9.6.: Variation of the total cross section σtot × L calculated from For-
mula 6.1 for the ee (top left), µµ (top right) and eµ (bottom) channel due
to PDF variations. The x-axis denotes the number of the PDF parameter that
was changed in the error PDF. Each point corresponds to a change of the pa-
rameter by ±1σ. There are 22 parameters for CTEQ6.6, 20 parameters for the
MWST2008nlo90CL set and there are 100 variations of the NNPDF20 set. The
bands correspond to the uncertainty within the respective PDF set. The PDFs
with the αs-variations are not shown here. The cross section was calculated
using the predicted MC number before the truth matching cut.
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10. Conclusion and Outlook

This study about the top-quark pair cross-section measurement in the dilepton chan-
nel has shown that the measurement at a centre-of-mass energy of

√
s =10TeV is

feasible with a cut-and-count analysis. It is estimated that with this analysis the
ATLAS experiment can achieve a measurement accuracy on the cross section in the
dilepton tt̄ channel of:

∆σcombined

σcombined
[%] = +3.1

−3.1(stat)
+9.6
−8.7(syst)

+26.2
−17.4(lumi)

This study originally considered the first months of the data taking period at a
centre-of-mass energy of

√
s =10TeV and an integrated luminosity of Lint.=200 pb−1.

The uncertainty on the luminosity (20%) was very pessimistic at that time and the
latest estimate shows a smaller uncertainty of 11% [229].

The study includes two data-driven background-estimation methods that will re-
duce the dependence on the MC based estimation for the Drell-Yan background and
on the simulated number of events with falsely identified leptons. An extensive list
of systematic uncertainties was investigated and it was found that with increasing
integrated luminosity the analysis is very soon no longer dominated by statistical
uncertainties. The important significance of 5 can be reached already with a small
amount of data, so that the observation of the top-quark in the dilepton channel is
possible.

Compared to the golden channel, the semi-leptonic top-quark channel, a simi-
lar study for the same centre-of-mass energy and data amount [260, 261] showed
a similar statistical uncertainty of 3 − 6% for each lepton channel, which is also
comparable to the eµ channel uncertainty of +4.1%

−4.0%. Furthermore, the clean selection
that is possible with the dilepton selection showed a smaller systematic uncertainty
for the cut-and-count analysis of ∼ 10% compared to ∼ 20% in the semi-leptonic
channel.

The conclusion is that the statistical uncertainties at the LHC for the top-quark
cross-section analysis are not the limiting uncertainties. The purer selection of the
signal events is beneficial for a still dominant, but smaller systematic uncertainty.

The same analysis with even more refined object cuts is used to measure the cross
section at a centre-of-mass energy of

√
s =7TeV. All the data-driven methods and

methods to study the systematic uncertainties can be reused for the analysis on
first data. Once there will be enough data collected to announce an observation
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10. Conclusion and Outlook

of top-quark dilepton events, a final result on the uncertainty of the cross-section
measurement can be made and last, but not least a cross-section number can be
published and compared with theoretical predictions. Hopefully this will contain
some hint and shed some light on new physics beyond the Standard Model.

Dilepton top-pair event candidates for the first collisions at
√
s =7TeV

Although insufficient data has been collected to make a proper cross-section analy-
sis, single event candidates have been found in the first 280 nb−1 of data taken. The
expectation for dileptonic top-quark events is one event every 100 nb−1. The selec-
tion efficiency is around 20%, so that one expects a bit more than 0.5 signal events.
Two candidate have been found which pass the selection cuts for the analysis at√
s =7TeV. Their properties are summarised in Table 10.1. Both candidate events

have two oppositely signed, good leptons and three good jets. For the ee candidate
the invariant lepton mass is mll = 36.9GeV and the /ET = 42.4GeV > 40GeV.
The HT = 196GeV for the eµ event is also well above the cut value of 150GeV.
In each case one jet has also been tagged as a b-quark jet. Here the vertex based
SV0 tagger [262] at an efficiency of 50% is used. The distribution for the number of
b-tagged events are shown in Figures 10.1.

Number of tagged jets

0 1 2 3 4

F
ra

ct
io

n 
of

 e
ve

nt
s

0

0.2

0.4

0.6

0.8

Number of tagged jets

0 1 2 3 4

F
ra

ct
io

n 
of

 e
ve

nt
s

0

0.2

0.4

0.6

0.8
tt

single top

Z + jets

W + jets

diboson

ATLAS Preliminary
Simulation

dilepton-ee

DL1

Number of tagged jets

0 1 2 3 4

F
ra

ct
io

n 
of

 e
ve

nt
s

0

0.2

0.4

0.6

0.8

Number of tagged jets

0 1 2 3 4

F
ra

ct
io

n 
of

 e
ve

nt
s

0

0.2

0.4

0.6

0.8
tt

single top

Z + jets

W + jets

diboson

ATLAS Preliminary
Simulation

µdilepton-e

DL2

Figure 10.1.: b-tagged jet multiplicity distribution [263] for selected ee (left) and
eµ (right) events at 7GeV. The distributions are normalised to unity. The
arrows indicate the event candidates in the first 280 nb−1 of data.

Figures 10.2 show the event display for the ee candidate and for the eµ candidate.
The electrons of the first candidate are single tracks pointing to electromagnetic
calorimeter clusters and they are close together. The jets appear as groups of 3− 5
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Table 10.1.: Dilepton event candidates in the first 280 nb−1 [263]. In brackets are
given the number of b-tagged jets. Both candidates pass the event cuts for the
analysis at a centre-of-mass energy of

√
s =7TeV.

ID
Run Event

Channel
plepT /ET HT # of

number number [GeV] [GeV] [GeV] jets

DL1 155678 13304729 ee 55.2/40.6 42.4 271 3 (1)
DL2 158582 27400066 eµ 22.7/47.8 76.9 196 3 (1)

tracks, two of the three jets are in the lower hemisphere, the third jet points towards
the hadronic end-cap.
The two leptons of the second candidate are easily identified on the one side by

the track through the muon chambers and on the other side by the track pointing
to an electromagnetic calorimeter cluster. In the lego plot both leptons have the
largest energy entry.
With the two events in 280 nb−1 a peek into the kind of events that this analysis

will measure has been given. The upward fluctuation of 2 events with an expectation
of 0.5 is not enough to judge if the cross section will be different from the SM. Only
the collection of a larger data amount can give a more significant result.
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10. Conclusion and Outlook

Figure 10.2.: Event display for the first dilepton ee candidate (top) and first dilep-
ton eµ candidate [263] (bottom). The centre view of the top picture shows the
transverse plane of the detector, the upper right show a R − z view of the de-
tector and the lower right lego plot shows the φ and η position of the energy
entries in the calorimeters. The tracks are coloured according to the assigned
object. The two electrons are located in the upper hemisphere and appear as
single tracks with energy depositions in the electromagnetic calorimeter. The
detector is displayed in the bottom picture as an exploded 3D model with the
calorimeters, parts of the inner tracker and muon chambers removed. For the
muon track the crossed muon chambers are highlighted and the energy deposi-
tions in the calorimeters are shown. The two leptons can be identified by the
track through the muon chambers and by the track pointing to an electromag-
netic calorimeter cluster. In the lego plot both leptons have the largest energy
entry.
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A. List of Samples Used for the
Study at

√
s =10TeV

Listed here are the samples that were used for the main study at
√
s = 10TeV. The

lists contain the dataset names with the ATLAS production ids and tags. The cross
sections and sample sizes are also listed for each sample with the k-factor already
applied.

Table A.1.: Sample names and IDs.

Process ID dataset name+ tag

tt̄ MC@NLO 5200 T1 McAtNlo Jimmy e357 s462 r541
Wt-channel 5500 AcerMC Wt e352 s462 r541
t-channel 5502 AcerMC tchan e352 s462 r541

Z → e+e−+[0...5]p 765n AlpgenJimmyZeeNpn pt20 e376 s462 r563
Z → µ+µ−+[0...5]p 766n AlpgenJimmyZmumuNpn pt20 e376 s462 r563
Z → ττ+[0...5]p 767n AlpgenJimmyZtautauNpn pt20 e376 s462 r563

W → eν+[0...5]p 768n AlpgenJimmyWenuNpn pt20 e376 s462 r563
W → µν+[0...5]p 769n AlpgenJimmyWmunuNpn pt20 e376 s462 r563
W → τν+[0...5]p 770n AlpgenJimmyWtaunuNpn pt20 e376 s462 r563
W → bb+[0...5]p 628n AlpgenJimmyWbbNpn pt20 e376 s462 r563

WW 5985 WW Herwig e379 s462 r563
ZZ 5986 ZZ Herwig e379 s462 r563
WZ 5987 WZ Herwig e368 s462 r563
+The full dataset name is combined as mc08.10ID.dataset name.recon.AOD.tag/
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Table A.2.: Sample names and IDs.

Process ID dataset name+ tag

tt̄ MC@NLO r635 5200 T1 McAtNlo Jimmy e357 s462 r635
tt̄ AcerMC 5206 AcerMCttbarHerwig e393 s462 r635
tt̄ AcerMC max mt 6250 AcerMCttbar e393 a84
tt̄ AcerMC min mt 6251 AcerMCttbar e393 a84
tt̄ fast sim 5200 T1 McAtNlo Jimmy e357 a68
tt̄→ lνlν+[0...5]p 626n AlpgenJimmyttbarlnlnNpn e355 a68
tt̄→ lνqq+[0...5]p 626n∗ AlpgenJimmyttbarlnqqNpn e355 a68

QCD JF17 5802 JF17 pythia.jet filter e347 s462 r541
+The full dataset name is combined as mc08.10ID.dataset name.recon.AOD.tag/
∗The dataset IDs start at 6264.

Table A.3.: Sample properties.

Process Generator Simulation note

tt̄ MC@NLO MC@NLO Full no all-hadronic
Wt-channel AcerMC Full
t-channel AcerMC Full

Z → e+e−+[0...5]p ALPGEN Full
Z → µ+µ−+[0...5]p ALPGEN Full
Z → ττ+[0...5]p ALPGEN Full

W → eν+[0...5]p ALPGEN Full
W → µν+[0...5]p ALPGEN Full
W → τν+[0...5]p ALPGEN Full
W → bb+[0...5]p ALPGEN Full

WW HERWIG Full
ZZ HERWIG Full
WZ HERWIG Full

tt̄ MC@NLO r635 MC@NLO Full no all-hadronic
tt̄ AcerMC AcerMC Full no all-hadronic
tt̄ AcerMC max mt AcerMC Fast no all-hadronic, max. mt

tt̄ AcerMC min mt AcerMC Fast no all-hadronic, min. mt

tt̄ fast sim MC@NLO ATLFAST2 no all-hadronic
tt̄→ lνlν+[0...5]p ALPGEN ATLFAST2
tt̄→ lνqq+[0...5]p ALPGEN ATLFAST2
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Table A.4.: Sample cross sections top-quark.

Process k-factor
calculation

Ref.
sample cross sample size

order section [pb] [pb−1]

tt̄ MC@NLO 1.07 approx. NNLO [204] 217.06 1638.9
Wt-channel 0.99 NLO [205] 14.27 700.9
t-channel 1.05 NLO [71] 43.18 585.4

Table A.5.: Sample cross sections Z-boson, corrected to NNLO with k-factors [206].

Process k-factor
sample cross sample size
section [pb] [pb−1]

Z → e+e− + 0p 1.22 1095.78 238.2
Z → e+e− + 1p 1.22 206.57 245.2
Z → e+e− + 2p 1.22 88.45 2355.6
Z → e+e− + 3p 1.22 25.72 2446.3
Z → e+e− + 4p 1.22 7.32 2459.0
Z → e+e− + 5p 1.22 2.11 2487.4

Z → µ+µ− + 0p 1.22 1098.26 231.5
Z → µ+µ− + 1p 1.22 250.36 243.5
Z → µ+µ− + 2p 1.22 84.61 2341.9
Z → µ+µ− + 3p 1.22 26.39 2376.8
Z → µ+µ− + 4p 1.22 7.42 2489.6
Z → µ+µ− + 5p 1.22 2.07 2623.9

Z → ττ + 0p 1.22 1101.31 241.4
Z → ττ + 1p 1.22 255.30 243.3
Z → ττ + 2p 1.22 85.60 2453.0
Z → ττ + 3p 1.22 25.71 2466.1
Z → ττ + 4p 1.22 7.37 2483.4
Z → ττ + 5p 1.22 2.09 2530.4
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Table A.6.: Sample cross sections W -boson, corrected to NNLO with k-
factors [206].

Process k-factor
sample cross sample size
section [pb] [pb−1]

W → eν + 0p 1.22 12425.33 106.2
W → eν + 1p 1.22 2577.13 101.5
W → eν + 2p 1.22 824.72 942.9
W → eν + 3p 1.22 248.03 180.7
W → eν + 4p 1.22 68.44 843.3
W → eν + 5p 1.22 20.25 160.5

W → µν + 0p 1.22 12353.35 106.7
W → µν + 1p 1.22 2629.71 91.6
W → µν + 2p 1.22 832.41 917.0
W → µν + 3p 1.22 246.44 173.4
W → µν + 4p 1.22 67.71 175.7
W → µν + 5p 1.22 19.89 176.0

W → τν + 0p 1.22 12417.53 102.1
W → τν + 1p 1.22 2570.42 78.7
W → τν + 2p 1.22 820.82 964.9
W → τν + 3p 1.22 247.29 177.4
W → τν + 4p 1.22 67.47 177.9
W → τν + 5p 1.22 20.74 168.8

W → bb+ 0p 1.22 6.26 2476.6
W → bb+ 1p 1.22 6.11 2521.8
W → bb+ 2p 1.22 3.53 2539.3
W → bb+ 3p 1.22 1.96 2545.6

Table A.7.: Sample cross sections dibosons [34].

Process k-factor
sample cross sample size
section [pb] [pb−1]

WW 1.69 26.40 937.6
ZZ 1.42 1.93 5193.4
WZ 1.81 8.82 1133.7
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Table A.8.: Sample cross sections top-quark, all cross sections are scaled to approx.
NNLO calculation [204].

Process k-factor
sample cross sample size
section [pb] [pb−1]

tt̄ MC@NLO r635 1.07 217.06 2598
tt̄ AcerMC 2.01 217.06 569
tt̄ AcerMC max mt 2.01 217.06 252
tt̄ AcerMC min mt 2.01 217.06 571
tt̄ fast sim 2.01 217.06 682

tt̄→ lνlν +0p 1.71 12.68 1064
tt̄→ lνlν +1p 1.71 13.72 1041
tt̄→ lνlν +2p 1.71 9.36 863
tt̄→ lνlν +3p 1.71 7.06 1301
tt̄→ lνqq +0p 1.71 51.80 929
tt̄→ lνqq +1p 1.71 57.11 841
tt̄→ lνqq +2p 1.71 38.30 785
tt̄→ lνqq +3p 1.71 27.63 688
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B. Coordinate System

For orientation the coordinate system is shortly presented here. Also common def-
initions that describe the event topology are given. ATLAS uses a right-handed
Cartesian coordinate system where the x-direction points towards the centre of the
LHC ring and the z-direction is directed along the beam pipe. Thus the symmetry
axis for the cylindrical structure is the z-axis and the x−y plane spans the transverse
plane containing the azimuthal angle φ. Quantities like the transverse momentum,
pT , transverse energy, ET and the missing transverse energy, /ET , are also defined
in this plane. The polar angle θ is measured with respect to the beam axis, but at
hadron colliders the pseudorapidity η is more commonly used instead:

η = − ln tan

(

θ

2

)

. (B.1)

For a particle with a given four-vector the pseudorapidity, η, and the polar angle,
φ, can be defined as

η = −1

2
ln

(

p+ pz
p− pz

)

, (B.2)

and
φ = atan2(py/px) . (B.3)

Furthermore, the rapidity y is defined as

y = −1

2
ln

(

E + pz
E − pz

)

. (B.4)

The distance measure ∆R is defined as the distance in the φ− η space:

(∆R)2 = (∆φ)2 + (∆η)2 . (B.5)
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