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1
Introduction

TheStandard Model of Particle Physics(SM) is among the most successful theories in modern
physics. Its predictive power has been demonstrated e.g. bythe discovery of theW andZ-
bosons at theSuper Proton Synchrotronat CERN in 1983 and, later on, with the discovery of
thetop quarkat theTevatronin 1995. Up to now, it withstood every experimental test, yielding
remarkable agreement with precision measurements. The question why particles have mass
arises from the fact that within the framework of the SM elementary particles themselves have
to be massless. This is in contradiction to the experimentally measured masses of particles
like theW andZ bosons or the top quark – the latter mass being of the order of that of a gold
atom. Moreover, although the constituents of ordinary matter, electrons, up and down quarks,
are nearly massless, a massless electron, e.g., would lead to an infinitely large proton radius.

This apparent contradiction is resolved within the SM by theHiggs mechanism. It states
that elementary particles are indeed massless but acquire amass by interacting with an omni-
present field, theHiggs field. The mechanism predicts the existence of at least oneHiggs
boson, an excitation of the Higgs field. Thus, this mechanism to generate particle masses can
be experimentally tested by searching for the Higgs boson and, once it is found, studying its
properties.

A number of experiments already searched for the Higgs boson– so far without success.
They established a lower limit on the Higgs boson mass of 114.4 GeV. One of the main rea-
sons to build theLarge Hadron Collider (LHC)was to provide the means to finally answer the
question if Higgs bosons exist. Its centre-of-mass energy is sufficient to produce heavy parti-
cles with masses at the TeV scale. The mass of the Higgs boson itself is the last parameter of
the SM that has not been measured experimentally, yet. Nevertheless, if the Higgs mechanism
is to solve the problem of particle masses within the SM, theoretical bounds can be calculated,
which restrict the Higgs boson mass to lie below the TeV scale. Thus, the LHC experiments
will be able to answer conclusively whether the Higgs mechanism is indeed the origin of mass.
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8 Introduction

The ATLAS collaboration has made considerable efforts to determine the discovery po-
tential of the ATLAS detector over the full range of hypothetical Higgs boson masses. The
amount of data and therefore time necessary for a discovery varies significantly with the mass
of the Higgs boson. In the intermediate mass range, where theHiggs boson decays predomi-
nantly into a pair ofW or Z bosons, a discovery might be possible in the near future. A mass
close to the lower limit of 114.4 GeV, however, as is indeed favoured by the other SM observ-
ables, makes a larger data sample necessary. As the Higgs boson decays predominantly into
the heaviest particles available, one of the most promisingdecay modes in this mass regime is
H → ττ → ℓh. The last major study considering the nominal centre-of-mass energy of 14 TeV
and a large data sample was performed in [1]. This thesis updates the study in the light of
more recent developments and significantly enhances it in several crucial aspects.

The LHC is a discovery machine not only by virtue of high centre-of-mass energy but
also by high luminosity. While the former increases the probability of interesting processes
(production of heavy particles) to happenif a collision occurs, the latter determines therate
of collisions. Given an effective area over which the accelerated particles are spread out (de-
termined by beam optics), there are two additional parameters with which luminosity can be
adjusted. Instead of accelerating and colliding single protons, they are bunched together. The
denser such a bunch is, the more likely it is that a collision takes place. The second parameter
is the frequency with which bunches intersect. Increasing luminosity by these two parameters
comes at a price known aspile-up. At some point the average number of collisions per bunch
crossing becomes greater than one. Although the probability of two interesting processes hap-
pening at the same time is minimal, this effect, calledin-time pile-up, increases the activity
in the detector. A high bunch crossing frequency becomes a problem if the signal processing
time of a detector component is much larger than the time between two bunch crossings. In
that case, the detector integrates over several collisions, adding false signatures to the real ones
(out-of-time pile-up). This thesis presents the first study of VBFH → ττ → ℓh that includes
pile-up for all relevant processes and investigates the effects in detail.

The second new aspect is the estimation of background processes to this channel from data
instead of using simulation. Given a selected data sample, it is a-priori not known what kind
of processes it consists of. One strategy is to simulate all processes which are expected to
be found in the data sample and apply the same requirements. The accuracy of this depends
on the amount of simulated events and how well the simulationmodels real physics. The
second strategy is to obtain such samples from data itself. However, the selected data sample
is enriched with signal events and also contains other background processes. The challenge
is to find a region of phase space in which events have the same relevant properties as in the
signal region but optimally only contains the background process in question. In this thesis,
two novel techniques are presented which make it possible toextract all dominant background
processes from data.

With the rapid increase of data collected by the LHC experiments many of the assumptions
being made in this thesis can now be experimentally tested. The increase in luminosity during
data taking in 2011 creates pile-up conditions which are close to the assumed pile-up scenario
investigated in this thesis. With this in mind, preparing for future Higgs boson searches in
VBF H → ττ → ℓh becomes imperative.



2
Theoretical Foundations

Particle physics aims to describe the fundamental buildingblocks of nature. During the last
century, our understanding of these has made remarkable progress. At the end of the 19th
century, theatom(from Greek átomos for uncuttable) was thought to be elementary. Today
we know that atoms in fact consist of a nucleus and anelectronshell. Electrons are elementary
particles, but the nucleus is made up ofprotonsandneutrons, which in turn are composed of
quarks.

To our present knowledge, there are 12 fundamental matter constituents. 6leptons: Elec-
trons,muons, tausand their correspondingneutrinos. 6 quarks:up, down, charm, strange,
top andbottom. Thesefermions, particles with spin1/2, are listed in Table 2.1. They can be
grouped into three generations, which have similar properties except for the increasing parti-
cle masses. Ordinary, stable matter is made up entirely of electrons, up- and down-quarks, i.e.
first generation fermions.

All forces encountered in nature can be traced back to four fundamentalinteractions:
Gravity, electromagnetism, weak-andstrong interaction. Fundamental interactions are me-
diated by particles,bosons, with integer spin. Interactions and associated mediatorsare shown
in Table 2.2. Electromagnetism, with the photon as force carrier, acts on electrically charged
particles. The strong interaction, with gluons as mediators, acts only on particles withcolour
charge, – quarks and gluons themselves – whereas the weak interaction acts on all fermions.
TheW± bosons and theZ boson are the mediators of the weak interaction. Photons, gluons
W andZ bosons are spin 1 particles. Gravity is believed to be mediated bygravitons, a Spin
2 particle. However, attempts to consistently formulate gravity as a quantum field theory have
been unsuccessful so far, and the graviton has not yet been discovered.
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10 Theoretical Foundations

generation particle el. charge [e] mass

1st e electron -1 511keV

νe electron neutrino 0 < 2eV

u up quark 2/3 2.49MeV

d down quark -1/3 5.05MeV

2nd µ muon -1 105.7MeV

νµ muon neutrino 0 < 0.19MeV

c charm quark 2/3 1.27GeV

s strange quark -1/3 101MeV

3rd τ tau -1 1.7768GeV

ντ tau neutrino 0 < 18.2MeV

t top quark 2/3 172GeV

b bottom quark -1/3 4.19GeV

Table 2.1.:Fundamental fermions and their properties [2]. Throughoutthis thesis a system of natural
units is used, wherēh= c= 1.

interaction force carrier mass

electromagnetism γ photon 0

weak W+,W− 80.4GeV

Z0 91.2GeV

strong g gluon 0

gravity graviton 0

Table 2.2.:Carriers of fundamental interactions [2].
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2.1. The Standard Model

The line of argumentation presented here closely follows [3] and [4]. The particles and inter-
actions mentioned above are described by theStandard Model of Particle Physics (SM). In a
quantum field theory the Lagrangian density,L, describes the dynamics of a system. Global
symmetries in a system are connected to conserved quantities. Global gauge symmetries e.g.
lead to conserved charges. The SM follows from requiring theLagrangian density of the free
fermion fields to be invariant underlocal gauge transformations. As a consequence of this
requirementgauge fieldshave to be introduced, which represent the fundamental interactions
described above. In this formalism gauge transformations are represented as groups, with the
generator(s) of the group corresponding to the force carriers of the corresponding interaction.
As a whole, the SM is invariant under

SU(3)C×SU(2)T ×U(1)Y

transformation. The first term is related to the strong interaction, with the superscriptC denot-
ing colour charge. The underlying gauge theory,Quantum Chromo Dynamics (QCD)plays a
major role at hadron colliders. See e.g. [3] for a detailed a detailed description. The remain-
ing two terms form theelectroweaksymmetry group, which unites electromagnetic and weak
interactions. SubscriptsT andY denoteweak isospinandweak hyperchargerespectively.

2.1.1. Electroweak interactions

The electroweak sector of the SM is a chiral gauge theory: Theparticles described here are
left and right-handed fermions. Charged-current weak interactions act only on left-handed
fermions. This part of the electroweak interaction is represented by theSU(2)T symmetry
group. Left-handed fermions are grouped intoSU(2)-doublets. QL and LL represent left-
handed quark and lepton doublets. Right-handed fermions, on the other hand, are singlets
underSU(2)T transformations. The quantum number associated withSU(2)T is the weak
isospinT. An additionalU(1) symmetry group is necessary in order to fully describe neutral
current interactions in the SM (see below for details). The corresponding quantum number is
weak hypercharge. The assignment of fermions to doublets and singlets and their correspond-
ing electroweak quantum numbers are summarised in Table 2.3. With these representations
the Lagrangian density for free particles reads:

Lfree= iL̄Lγµ∂µLL + iℓ̄Rγµ∂µℓR+ iν̄Rγµ∂µνR+ iQ̄Rγµ∂µQR+ iūRγµ∂µuR+ id̄Rγµ∂µdR.
(2.1)

Here,γµ are theγ-matrices (cf. [3]). A local gauge or phase transformation can be formulated
the following way:

QL/LL → ei/2(~α (x)~τ+β(x)Y)QL/LL, (2.2)
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SU(2)T U(1)Y
fermion T T3 Y

QL =

(

u

d′

)

1/2
+1/2

+1/3
-1/2

uR 0 0 +4/3

d′
R 0 0 -2/3

LL =

(

νℓ
ℓ

)

1/2
+1/2

-1
-1/2

νR 0 0 0

ℓR 0 0 -2

Table 2.3.:Chiral fermion representations and the corresponding electroweak quantum numbers. Note
thatd′ denotes the electroweak eigenstate of a down-type fermion instead of the mass eigen-
state. This designation is dropped in the following for matters of simplicity.

uR/dR/ℓR → ei/2β(x)YuR/dR/ℓR. (2.3)

~τ contains the three generators of theSU(2)T group, which can be represented by the Pauli
matrices~σ . Y is the weak hypercharge operator. The Lagrangian density inEq. 2.1 is not
per se invariant under these transformations. To make it invariant, the derivative∂µ has to be
replaced by thecovariant derivative

Dµ = ∂µ + ig
~σ
2
~Wµ + ig′Y

2
Bµ . (2.4)

g and g′ are the coupling constants of the gauge groups, theσi are the Pauli matrices. In
order to make the Lagrangian density locally gauge invariant, new vector fields have to be
introduced. Replacing the derivatives in Eq. 2.1 with the covariant derivative gives a gauge
invariant Lagrangian density with new interactions.

L= L̄L

[

i∂µ −g
~σ
2
~Wµ −g′

Y
2

Bµ

]

LL + Q̄L

[

i∂µ −g
~σ
2
~Wµ −g′

Y
2

Bµ

]

QL

+ ℓ̄R

[

∂µ −g′
Y
2

Bµ

]

ℓR+ ūR

[

∂µ −g′
Y
2

Bµ

]

uR+ d̄R

[

∂µ −g′
Y
2

Bµ

]

dR

+ iν̄R∂µνR

− 1
4
Wµν ·Wµν − 1

4
BµνBµν (2.5)

Terms in the last line denote the field strength tensorsBµν = ∂µBν −∂ν Bµ and~Wµν = ∂µ~Wν −
∂ν~Wµ + ig~Wµ × ~Wν . Eq. 2.5 shows the pattern of interactions described above:Only left-
handed fermion fields interact with theWµ . Right-handed neutrinos do not interact at all.
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However, theWµ andBµ fields are not the physical fields we observe in nature.W1
µ andW2

µ
mix to form the eigenstates of the charge operator:

W±
µ =

1√
2

(

W1
µ ∓ iW2

µ

)

(2.6)

The electric charge,Q, is related to the weak isospin and hypercharge by the Gell-Mann–
Nishijima formula,Q= T3

W +Y/2 [5, 6]. The two neutral electroweak gauge bosons, theZ0

boson and the photon, have to be mixed states of theW3
µ andBµ fields,

(

Zµ

Aµ

)

=

(

cosθw sinθw

−sinθw cosθw

)(

W3
µ

Bµ

)

(2.7)

with theelectroweak mixing angleθw. TheBµ couples to left-handed neutrinos with hyper-
charge. Photons on the other hand do not interact with neutrinos, which are electrically neu-
tral. Also, theW3

µ cannot be theZ0 because the latter couples to left-handed and right-handed
fermions.

The SM is remarkably successful in describing elementary particles and their interactions.
It has been tested experimentally and shown to agree with measurements down to the level of
quantum corrections [7]. Furthermore, the SM as a gauge theory is automatically renormal-
isable [8, 9]. Nonetheless, the Lagrangian density in Eq. 2.5 has what appears to be a serious
flaw: both fermion and boson fields are massless, and mass terms cannot be explicitly inserted
because they would destroy the gauge invariance. While the photon is indeed massless and
first generation fermions are at least comparatively light,W andZ bosons and the top-quark
are very massive1.

2.2. The Higgs Mechanism

To allow for particle masses while leaving the Lagrangian density locally gauge invariant a
mechanism is included in the SM to generate masses via interaction with a new scalar field.
This scalar field has a non-zero vacuum expectation value, which spontaneously breaks the
SU(2)T ×U(1)Y symmetry. Such a spontaneous symmetry breaking generates masses for
the bosons associated with the broken symmetries. As the photon is massless the underlying
U(1)em symmetry has to remain intact. For the so-called Higgs mechanism [10–12] a scalar
field is added to the theory. As the intention is to generate masses by interaction with this
scalar field it has to have weak isospin and hypercharge. The simplest way to construct such a
scalar field is a single complex isospin doublet:

φ =
1√
2

(

φ1+ iφ2

φ3+ iφ4

)

(2.8)

1The top quark has nearly the mass of a whole gold atom (183GeV).
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Figure 2.1.: The Higgs potential as a function of two out of its four components.

The Lagrangian density in Eq. 2.5 is thus extended by the kinetic energy terms of the new
scalar field, its interaction terms with theW1,2,3

µ andBµ fields and a potential term:

Lφ =

∣

∣

∣

∣

(

i∂µ −g
~σ
2
· ~Wµ −g′

Y
2

Bµ

)

φ
∣

∣

∣

∣

2

−V(φ) (2.9)

The potential term has the following form:

V(φ) = µ2φ†φ+λ
(

φ†φ
)2

(2.10)

The parameterλ has to be larger than zero for the total energy to have a bound from below.
Apart from this, the shape of the potential now depends onµ2. Minima have to fulfil the
requirement

(

φ2
1 +φ2

2 +φ2
3 +φ2

4

)

=−µ2

λ
. (2.11)

For µ2 > 0 the only solution isφ1,2,3,4 = 0, leading to a potential with a single ground state.
µ2 < 0 however yields a potential as sketched in Fig. 2.1 (for two parameters of the four com-
ponents), with an infinite number of ground states with non-vanishing expectation value. They
form the surface of a four dimensional sphere - or a circle in the two dimensional example.
Thus all these ground states are equally likely.

Any choice will spontaneously break the symmetry of the system, resulting in masses for
the heavy gauge bosons. But as the photon is known to be massless, theU(1)EM symmetry
has to remain unbroken. Hence, the ground state,φmin, must be invariant underU(1)EM

transformations, or

Qφmin = 0. (2.12)
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A ground state with non-vanishing vacuum expectation valuetherefore has to have an electri-
cally neutral component. The generator of the electric charge fulfils Q= T3

W +Y/2. This, in
principle, leads to two possible configurations ofφ,

φ =

(

φ+

φ0

)

, or φ =

(

φ0

φ−

)

, (2.13)

with hyperchargeY = 1 orY =−1, respectively. The superscripts indicate the electric charge.
Theφ field, however, couples to fermions via terms likegdQ̄LφuR (cf. Eq. 2.25 below), which
requireφ to haveY = 1. An appropriate choice for a ground state is then

φmin =
1√
2

(

0

v

)

(2.14)

with Y = 1 andv2 = −µ2/λ . Masses of the gauge bosons can now be extracted by inserting
φmin into Eq. 2.9.

Lφ =

(

1
2

gv

)2

W+
µ W−µ +

1
8
v

2
(

W3
µ ,Bµ

)

(

g2 gg′

gg′ g′2

)(

W3µ

Bµ

)

(2.15)

The first term can be identified as a mass term for theW± bosons,

MW =
1
2
vg (2.16)

From the non-diagonal mass matrix in the second term of Eq. 2.15 it is clear that theW3
µ and

Bµ bosons are not mass eigenstates. With

cosθw = g/
√

g2+g′2, (2.17)

replacingW3
µ andBµ by Zµ andAµ according to Eq. 2.7 diagonalises the mass matrix.

Lφ =

(

1
2

gv

)2

W+
µ W−µ +

1
8
v

2
(

g2+g
′2
)

(

Aµ ,Zµ
)

(

0 0

0 1

)(

Aµ

Zµ

)

(2.18)

The photon fieldA remains massless, while theZ0 boson is now massive:

mZ =
1
2
v

√

g2+g′2. (2.19)
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Excited states of the scalar fieldφ can be expressed as an expansion around the ground state
φmin.

φ = ei~σ ·~θ(x)
[

φmin+
1√
2

(

0

H(x)

)]

(2.20)

This parametrisation still has four degrees of freedom as Eq. 2.8. Gauge invariance implies,
that an arbitrary gauge may be chosen without changing the physics of the system. The ex-
ponential term in Eq. 2.20 has the form of anSU(2) gauge (cf. Eq. 2.2). Hence, a gauge
transformation – the so-called unitary gauge – can be applied such that the exponential factor
is cancelled. Only the variation ofH(x), i.e. in radial direction with respect to the blue circle
in Fig. 2.1, represents a change in energy. The~θ-fields are not physical fields but Goldstone
bosons [13].φ now has only one degree of freedom. The additional three are realised in the
form of longitudinal polarisations of the now massive gaugebosons.H(x) is a boson with
spin 0, theHiggs boson. This means, if the Higgs mechanism is indeed realised in nature, an
additional particle has to exist, which can be searched for at e.g. collider experiments.

Substituting the rephrasedφ in Eq. 2.9 leads to a mass term for the Higgs boson and
couplings to the gauge bosons.

mH = v

√
2λ (2.21)

gHWW =
2m2

W

v

= gmW (2.22)

gHZZ =
2m2

Z

v

=
g

cosθw
mZ (2.23)

The masses of theW andZ bosons can be expressed by known quantities within the SM.
The vacuum expectation valuev is related to the Fermi coupling constantGF , which can be
measured in nuclearβ decays:

v =
(√

2GF

)−1/2

≈ 246GeV (2.24)

Fermion masses are not directly generated by the Higgs mechanism. However, gauge invariant
terms can be included in the Lagrangian density by hand:

Lmu,md =−gdQ̄LφuR−guQ̄Liσ2φ∗dR (2.25)

An equivalent term gives masses to the leptonic fields. This results in the following fermion
masses and couplings to the Higgs boson:

mf =
gf v√

2
(2.26)

gH f f =
mf

v

=
gmf

2mW
(2.27)
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Figure 2.2.: Some tree-level Feynman diagrams for scattering ofW bosons.

It is worth noting that the Higgs boson coupling to fermions is proportional to the fermion
mass. Therefore the Higgs boson will decay predominantly into the pair of fermions with the
highest mass. Fermion masses themselves are not predicted by the Higgs mechanism. They
have to be measured.

2.3. Bounds on the Higgs Boson Mass

Although the Standard Model predicts the vacuum expectation value, it makes no prediction
of the Higgs boson mass.mH is the only free parameter of the model. Nevertheless limitscan
be established from theoretical input, precisions measurements of other SM parameters and
direct searches.

2.3.1. Theoretical Bounds

The theoretical bounds presented in the following are not actual limits on mH as e.g. the
relation betweenmW andmZ. Rather, they mark boundaries below or above which the Higgs
mechanism would not be compatible with the SM. A more detailed discussion can be found
in [14].

Tree-level Unitarity

Interactions of longitudinal components ofW andZ bosons lead to cross sections which in-
crease with energy. At some point this would violate unitarity. This behaviour is cancelled
by including the Higgs boson into the theory. Fig. 2.2 shows some diagrams contributing
to W+W− scattering as an example. By decomposing the scattering amplitudes into partial
waves of orbital angular momentum an upper bound onmH can be derived at which the Higgs
boson still restores unitarity:

mH . 710GeV (2.28)

Equivalently, a too heavy Higgs boson will effectively not contribute to the theory and thus
not restore unitarity. It should be noted, however, that theHiggs boson self-couplingλ be-
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H

V

V

Figure 2.3.: Generic diagrams of Higgs boson decays into vector bosons with one- and two-loop cor-
rections.

comes strong at high masses. Therefore radiative corrections can become large, rendering the
theory non-perturbative. The argument is valid only assuming the Standard Model remains
perturbative.

Perturbativity in Higgs Boson Decays

Requiring the Standard Model to remain a perturbative theory also leads to constraints from
decays of the Higgs boson itself. Fig. 2.3 shows generic diagrams for one- and two-loop
corrections of decays into heavy vector bosons. They involve the quartic couplingλ , which
grows as a function ofmH . FormH ∼O(10TeV) the one-loop term grows close to the leading
order term, which means the perturbative series is not convergent. Two-loop contributions
become as large as one-loop contributions already atmH ∼O(1TeV).

Triviality and Stability Bounds

More stringent bounds can be established from the energy scale dependence of the already
mentioned quartic couplingλ . Taking into account only contributions of the Higgs boson
itself to λ – Fig. 2.4 shows typical diagrams up to the one-loop level – the solution to the
renormalisation group equation, again at one-loop level, reads:

λ (Q2) =

m2
H

2v2

1− 3
4π2

m2
H

2v2 log Q2

v
2

. (2.29)

Here,mH = v

√

2λ (v2). λ (Q2) varies logarithmically withQ2 and becomes infinite at the
so-called Landau pole.

Λpole= v exp

(

4π2
v

2

3m2
H

)

(2.30)

The position of this divergence depends onmH . Thus, the upper bound on the Higgs mass
depends on the energy scale up to which the Standard Model is supposed to valid.
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H H

H H

Figure 2.4.: Generic diagrams of Higgs boson decays into vector bosons with one- and two-loop cor-
rections

To ignore all contributions except those from the Higgs boson itself is only valid for large
values ofλ . In general, also contributions from fermions and gauge bosons have to be consid-
ered. An approximate solution to the renormalisation groupequation, including only the top
quark and heavy gauge bosons and assumingλ ≪ λt ,g1,g2 (λt : top quark Yukawa coupling)
is given by

λ (Q2) =
m2

H

2v2 +
1

16π2

[

−12
m2

t

v
4 +

3
16

(

2g4
2+(g2

2+g2
1)

2)
]

log
Q2

v
2 . (2.31)

Again,λ varies logarithmically withQ2 and becomes negative for

m2
H <

v
2

8π2

[

−12
m2

t

v
4 +

3
16

(

2g4
2+(g2

2+g2
1)

2)
]

log
Q2

v
2 . (2.32)

But from Eq. 2.10 it is clear thatλ < 0 leads to an unstable vacuum as it is not bounded from
below. Therefore requiring vacuum stability constrains the Higgs mass from below.

Fine-Tuning

Radiative corrections to the Higgs boson mass include at one-loop level diagrams as shown in
Fig. 2.5. Cutting off the loop integral momenta at a scaleΛ the result formH is approximately

m2
H = (m0

H)
2+

3Λ2

8π2
v

2

[

m2
H +2m2

W +m2
Z −4m2

t

]

, (2.33)

wherem0
H is the bare mass contained in the unrenormalised Lagrangian. While other di-

vergences encountered in the Standard Model are of logarithmic nature the Higgs mass is
quadratically divergent. As pointed out in the previous sections, consistency of the SM de-
mands a physical mass of 100GeV. mH . 1TeV. If the cut-off scaleΛ is large, e.g. at the
Grand Unification Scale∼ 1016GeV [2], a fine-tuning of 16 digits between the bare mass and
the radiative corrections is needed in order to obtain a physical mass in the desired range. If
mH fulfils theVeltman condition,

m2
H = 4m2

t −2m2
W −m2

Z. (2.34)
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Figure 2.5.: One-loop corrections to the Standard Model Higgs boson mass

(a) Upper and lower bounds onmH from
triviality of the Landau pole and vacuum
stability respectively.
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Figure 2.6.: Theoretical bounds on the Higgs boson mass as a function of the scaleΛ up to which the
SM is to be valid, from [14].

the quadratic divergences in Eq. 2.33 cancel. Moreover, since mt , mW andmZ have already
been measured this would predictmH ≈ 310GeV. Unfortunately Eq. 2.33 is obtained at the
one-loop level and the cancellation no longer occurs at higher-order corrections.

Although fine-tuning is unsatisfying from a scientific pointof view, it cannot be ruled
out entirely. Furthermore, the amount of fine-tuning which is considered acceptable is rather
arbitrary. Defining∆FT = ∆m2

H(Λ
2)/m2

H as a measure of fine-tuning, the weak scale is fine-
tuned to one part in∆FT. For larger values of the cut-off scaleΛ the range of allowed Higgs
boson masses for which the fine-tuning is smaller than a givenlevel becomes increasingly
smaller.

Combined Theoretical Bounds

Figure 2.6 shows the theoretical bounds onmH as a function ofΛ with and without considering
fine-tuning. IfΛ is of the order of a few tens of TeV,mH ∼ 200GeV is a preferred value. Not
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considering fine-tuningmH has to lie in the range

130GeV< mH < 180GeV (2.35)

if the SM is to be valid up to the Grand Unification scale.

2.3.2. Experimental Bounds

Direct Limits

Direct limits on the Higgs boson mass come from searches for the Higgs boson at various
experiments. The LEP experiments set an upper limit on the mass of a SM Higgs boson of

mH > 114.4GeV, (2.36)

at 95% confidence level (Fig. 2.7) [7], while Tevatron experiments excluded 156<mH <
177GeV (Figures 2.7 and 2.8) [15]. Recently published results from the LHC experiments
establish an even larger range excluded values ofmH . ATLAS excludes a SM Higgs in most
of the range betweenmH = 146GeV and 466GeV at 95% confidence level (Fig. 2.9) [16].
CMS excludes most values ofmH between 145GeV and 400GeV (Fig. 2.10) [17]. Given the
dramatic increase of LHC luminosity new limits or a discovery are expected in the near future.

Indirect Limits

The Higgs boson mass is linked to the other observables of theSM via loop corrections.
Assuming the Standard Model to be the correct theory of nature, it is possible to deduce the
most probable Higgs boson mass by fitting all Standard Model parameters to the very precisely
measured electroweak observables. The∆χ2 of this fit to the precision observables is shown
in Fig. 2.7. Under the hypothesis that the SM is a valid theoryin this energy regime, the lowest
∆χ2 is obtained formH = 89GeV. An upper limit on the Higgs boson mass can be derived as
161 GeV at the 95% confidence level.
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Figure 2.7.: Direct limit: The yellow area shows the range ofmH excluded by direct searches.Indirect
limit: The lines give the∆χ2 of a global fit of parameters of the Standard Model to data
as a function of the assumed Higgs boson mass (from [7]).
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3
The Experiment

Theories in high energy physics often predict the existenceof new particles. These new par-
ticles usually have either high masses or small couplings toalready known particles, which
is why they have not been seen yet. One way to study heavy particles is to produce them
resonantly by colliding two particles with a centre-of-mass energy at least as large as the mass
of the new particle.

At a hadron collider machine like the LHC the most basic process is the collision of two
colour-charged elementary particles, i.e. quarks or gluons. Most of the time, both particles
undergo an elastic scattering at a small angle with respect to the beam. On rare occasions, for
instance when a heavy particle decays, particles are produced at larger angle and, correspond-
ingly, high momentum perpendicular to the beam axis1. Such a process is usually referred to
ashard process. However, the picture is much more complex: A scattering of particles means
that (colour-) charged objects are accelerated, which possibly leads to bremsstrahlung. Emis-
sions can come from the incoming particles (initial state radiation or ISR) or from the outgo-
ing ones (final state radiation, FSR). Quarks and gluons are confined in hadrons. This affects
the incoming and the outgoing part of the collision. The outgoing particles form new hadrons
if they carry colour charge. At the LHC, the incoming particles are protons. At relativistic
energies, quarks and gluons can be interpreted as quasi-free partonswithin the proton which
carry a statistically distributed fraction of the proton momentum [18]. To make a collision an
even more complex event, more than one parton within each proton can interact. Interactions
in addition to the hard process are often referred to asunderlying event. Because accelerat-
ing and colliding individual protons is not economic,bunchesof protons are accelerated and
brought to collision at once. Depending of the density of thebunch and the number protons it
consists of, several proton-proton collision can happen during the samebunch crossing. This
effect is calledpile-up.

At the LHC, protons are brought to collision at four different points. To study the properties
of the produced particles, large detectors have been constructed at each of the four points of

1The momentum component perpendicular to the beam axis is referred to as transverse momentum (pT).
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Figure 3.1.: The Large Hadron Collider and the four (largest) experiments [25].

collision. All four detectors are actually a combination ofseveral sub-detectors. ATLAS [19]
and CMS [20] are multi-purpose detectors. ALICE [21] was built to investigate heavy-ion
collisions resulting in a quark-gluon plasma. The purpose of LHCb [22] is to study B-physics
at the LHC.

This thesis describes a specific search for the Higgs boson inan assumed data sample of
30fb−1 (corresponding to three years of data taking) gathered at a centre-of-mass energy of
14 TeV with the ATLAS detector. Neither the centre-of-mass energy nor the size of the data
sample have been delivered by the LHC, yet. Hence, instead ofusing real LHC collision
data, the study has to be carried out using a simulated samplegenerated by severalMonte-
Carlo event generators. The ATLAS detector is replaced by a very detailed GEANT4 [23] [24]
simulation. The algorithms used to reconstruct particles from detector signals are identical in
both cases.

3.1. The Large Hadron Collider

TheLarge Hadron Collider (LHC)[26] is situated at theEuropean Centre of Particle Physics
(CERN)near Geneva, Switzerland (Fig. 3.1). It has a circumferenceof about 27km and is de-
signed to deliver a centre-of-mass energy of 14 TeV. It consists of a system of superconducting
dipole magnets with a field strength of over 8 T to bend the beams for their circular orbit. To
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achieve this, the whole 27km are cooled down to a temperatureof 1.9 K using supra-fluid he-
lium. In addition to the dipole magnets, quadrupole magnetswith gradients of about 230 T/m
are used to focus the beams. Cooling is a complex and expensive task, thus it makes sense to
keep the accelerator in one cryostat vessel. On the other hand, particles of the same charge are
accelerated in both directions. Thus, two independent magnetic channels have to be enclosed
into the same vessel.

The LHC itself is the last stage in a series of accelerators that accelerates protons to an
energy of up to 7 TeV. It starts with a mundane bottle of hydrogen gas. Once stripped down to
protons, these are accelerated to 50MeV by the Linac2. From there they are further accelerated
by the Booster (PSB), the Proton Synchrotron PS and the SuperProton Synchrotron SPS to
the injection energy of the LHC of 450GeV.

The LHC first started operation in fall 2008. After a severe malfunction only days after
commissioning it had to be shut down. Since late 2009 it is operational again. Due to safety
considerations, the LHC is currently running at a reduced centre-of-mass energy of 7TeV.
The design energy is planned to be reached around 2014.

3.1.1. Luminosity

One of the key parameters of any collider experiment is the luminosity. It is related to the
event rate,̇N, of a given process via

L =
σ
Ṅ
, (3.1)

whereσ denotes the cross section andL the luminosity. In general, discovering new particles
requires them to be produced with a sufficiently high rate. While the production cross section
is fixed for a given centre-of-mass energy, luminosity is determined by several machine pa-
rameters and thus can be tuned. For a particle collider employing bunched beams with an
equal number of particles per bunch in both beams luminosityis given by

L = f
n2

Aint
. (3.2)

f is the collision frequency,n is the number of particles per bunch. Two direct measures to
increase luminosity are therefore increasing the number ofparticles per bunch and decreasing
the space between two bunches in a beam, increasingf . Aint in Eq. 3.3 is the effective cross
section area of the colliding beams in which interactions take place. It is determined by the
beam optics of the collider:

Aint = 4
√

εxβ∗
x εyβ∗

y (3.3)

Assuming particles deviate from the nominal beam position in the transverse plane according
to a Gaussian distribution,β∗, the so-called beam waist, gives the variance of that distribu-
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tion at the interaction point. The emittanceε is proportional to the area of the ellipse which
envelopes the phase space distribution of beam particles.

To increase luminosity by tuning either of the parameters isa challenge in itself. Further-
more, such an increase comes at a price. These effects as theyare directly reflected in the
simulated data samples used for this study.

3.1.2. Pile-Up

The termpile-up is not unambiguously defined within the high energy physics community.
Within the ATLAS collaboration proton-proton interactions are classified in the following
way:

• hard process: a hard scattering of to partons, usually leading to high transverse momenta
of the decay products

• underlying event: other reactions of partons from the same proton-proton collision as the
hard process

• pile-up (in-time): additional proton-proton collisions occurring in the same bunch cross-
ing as the hard process

• pile-up (out-of-time): reactions happening in other bunch crossings; recorded due to the
finite integration time of detector components.

Collisions contributing to in-time pile-up are usually governed byminimum-biasevents. The
term refers to events with just enough transverse momentum to be seen by the detector. The
number of minimum-bias events per bunch crossing follows a Poisson distribution with mean

〈NMB〉=
L ·σinelastic

f
, (3.4)

whereσinelastic is the cross section for inelastic, non-single-diffractive proton-proton scatter-
ing.

3.2. Event Generation

In order to simulate the outcome of particle collisionsMonte Carloevent generators are com-
monly used in high energy physics. Given a Lagrangian density of the interaction, the Feyn-
man rules can be used as a prescription to calculate processes via perturbation theory. Feyn-
man rules define how to drawFeynman diagrams(many of which are shown in this thesis).
For a given initial and final state, the simplest such graph(s) represents theleading order (LO)
of the perturbation series. Higher orders are represented by additional lines, with internal
lines beingvirtual correctionsand external linesreal corrections. The first order beyond LO
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is usually referred to asnext-to-leading order (NLO). With this tool amatrix elementcan be
calculated for a hard process. It gives probability densities for the kinematics of the process,
which allows the generation of random events using Monte Carlo techniques.

3.2.1. Parton Shower

Matrix element calculations have some limitations. As described above, a scattering processes
involves accelerating colour charges which leads to QCD bremsstrahlung. Fixed order matrix
element calculations, however, diverge for collinear as well as soft emissions. These diver-
gences have to be cancelled by higher order virtual corrections.

Instead of relying on matrix element calculations only, thestrategy is to factorise the whole
process into the hard processes calculated by a matrix element, ISR and FSR. The latter two
are described by an approximate method, the so-calledparton shower (PS). The PS describes
the evolution of a parton from a scale that is associated withthe hard process down to the scale
of hadronisation by consecutive emissions.

To implement this, the probability that a partona splits into partonsb and c at given
scaleQ2 is needed. It can be obtained by approximating matrix element calculations in the
soft/collinear limit. One obtains a set of differential equations, the so-called DGLAP equations
[27],

dPa =
αs

2π
dQ2

Q2 Pa→bc(z)dz, (3.5)

wherez denotes the fraction of energyb receives froma. Pa→bc(z) are so-called splitting
kernels and give the probability for the type of splitting, i.e. q → qg, g → gg or g → qq̄.
In these probabilities the soft and collinear divergences are still present. This leads to the
unpleasant fact that the total probability of a parton to split can be greater than one.

This is cured by the second ingredient of the PS. TheSudakov form factor[30] gives the
probability that no splitting has occurred between two scales. With Eq. 3.5 the probability of
a splitting in an infinitesimal scale-intervalδQ2 is given by:

Psplitting= ∑
b,c

∫

z

dPa(z′)
dz′

dz′ ·δQ2 (3.6)

The probability that no splitting happens follows from probability conservation asPno splitting=
1−Psplitting. Integrating over scale-intervals then gives the Sudakov form factor:

∆(Q2
max,Q

2) = exp

(

−∑
b,c

∫ Q2
max

Q2

dQ′2

Q′2

∫

z

αs

2π
Pa→bc(z

′)dz′
)

(3.7)

More details can be found in [31].
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Figure 3.2.: pT spectrum of the 2nd jet inZ+2jets events measured by D0 [35].

3.2.2. Parton Shower to Matrix Element Matching

Although parton shower MC like PYTHIA [32] or HERWIG [33] works well for a multitude
of processes it fails for an important class of processes. Production ofZ or W bosons in
association with two or more hard jets is the dominant background to the signal process studied
in this thesis (see Chapter 4). Here parton shower MC usuallygenerates jets with a too soft
pT spectrum (see Fig. 3.2c). This failure is generally attributed to the nature of the parton
shower itself, as it approximates soft and collinear emissions. However, the example of multi-
jet production (Fig. 3.3) shows that thepT spectrum of additional jets generated by a parton
shower is not necessarily too soft. Parton showers generateemissions starting from a selected
hard process. An event with aZ boson and two jets is produced e.g. by generating aZ boson
and a recoiling jet initiated by a parton from a matrix element calculation. The second jet is
then produced by the parton shower [32]. However, this procedure misses an entire class of
events: Di-jet events in which aZ boson is radiated off a quark [34]. An example is shown in
Figure 3.4.

To remedy this shortcoming, MC generators like ALPGEN [36] and SHERPA [37] use au-
tomated matrix element generators. These calculate matrixelements for all processes with the
desired final state. The resulting events can then be used as input for the established parton
showers of PYTHIA and HERWIG. But care has to be taken to avoid double counting with this
approach. If e.g.Z boson production with additional jets is to be generated, double counting
can occur when two jets are produced via the matrix element calculation or one jet comes from
the matrix element calculation and an additional hard gluonis radiated off a parton by the PS.
There are several methods to properly merge PS and matrix element. TheMLM matchingas
employed by ALPGEN works like this [34]:
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Figure 3.5.: Sketch of MLM matching in aZ+2 jets event. From [34]. Red lines indicate particles
generated by a parton shower. Black lines symbolise partonsfrom a matrix element cal-
culation. The middle and right diagrams differ in the originof the hard gluon radiation.
The dashed blue line represents theQmerge pT cut.

Produce events from LO matrix element calculations, for e.g. Z + 1 parton,Z + 2 partons,
. . . , Z + N partons. The procedure is illustrated in Fig. 3.5. All partons are required to have
pT > QME and be separated byRME. These requirements restrict the usage of matrix elements
to the region of phase-space where they work well. Each of these events is then processed by
a PS program (e.g. HERWIG). Particle jets withpT > Qmerge, with Qmerge& QME are then
identified with a jet algorithm. If each parton is close to a jet (in angle) and no additional jets
exist aboveQmerge, the event is accepted.
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Figure 3.6.: Cross section of the ATLAS detector with all major sub-systems [38].

3.2.3. Simulation of Pile-up

Pile-up is included into the simulation: in-time and out-of-time pile-up are simulated by
overlaying the hard processes and the underlying event withadditional soft di-jet events
(minimum-bias). Radiation background from the ATLAS underground cavern is taken into
account. Neutrons and photons from this source might degrade the performance of the muon
spectrometer. Two additional effects are considered: The beam pipe is not completely evac-
uated, thus interactions of protons with residual gas particles can occur (beam gas events).
Furthermore, although the beam is well collimated, some protons can end-up being in a tra-
jectory further away from the nominal beam spot. These can hit e.g. collimators and thus
initiate signals in the detector (beam halo events).

3.3. The ATLAS Experiment

ATLAS2 is a multi-purpose detector built to cover a physics programranging from Higgs bo-
son searches and supersymmetry to heavy-ion physics. It is 22m high and 42m long, weighing
roughly 7000 metric tons. It has hermetic calorimetry, allowing particle detection as close as
one degree away from the beam axis. The main detector volume has the form of abarrel, the
ends are closed by theendcaps. A computer generated cross section of the detector is shown
in Fig. 3.6. For further information on the detector see e.g.[39].

2A Toroidal LHC ApparatuS
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The design of each detector component was driven by the LHC parameters and the physics
program: High particle multiplicities require radiation hard components close to the beam
pipe. The high frequency of collisions means that thetrigger system (see Sec. 3.5) has to
reach a decision whether or not to record an event very fast. In addition, the integration times
of components need to be short. To satisfy the demanding physics program the individual
sub-detectors need to have a high resolution in addition to the necessary robustness.

3.3.1. The Coordinate System

The coordinate system used by the ATLAS collaboration is a Cartesian system defined as
follows: Thex-axis points upwards, they-axis towards the centre of the LHC-ring and the
z-axis points into the direction of the beam pipe, such that a the resulting coordinate system
is right-handed.φ is the azimuthal angle defined as the angle to thex-axis in thex−y-plane.
The pseudorapidityη is defined via the polar angleθ:

η =− ln

(

tan
θ
2

)

(3.8)

A particle going perpendicular to the beam pipe hasη = 0, while particles going into the
direction of the beam pipe haveη = ±∞. For massless particles, the pseudorapidity is equal
to the rapidity. Differences in rapidity are invariant under Lorentz boosts. QCD processes are
supposed to produce particle densities flat inη . Three-dimensional distances are measured in

∆R=
√

(∆φ)2+(∆η )2. (3.9)

Momentum balance is only given in the transverse plane because the momenta of the colliding
partons are not equal to the proton momenta and statistically distributed. Thus, transverse
momentum,pT, is usually used instead of total momentum.

3.3.2. Inner Detector

The purpose of theinner detectoris to reconstruct trajectories of charged particles, called
tracks. Tracks are used to measure particle momenta from their curvature - the inner detector
is situated inside a solenoidal magnet with a field of 2T. Tracks can be used to reconstruct the
primary vertex of a process. Secondary vertices appear if long(er) lived particles decay. Thus,
B andD hadrons, as well asτ leptons can be identified. The inner detector consists of three
sub-detectors, Fig. 3.7 shows a schematic of the components.

The Pixel Detector

The pixel detector is the innermost sub-detector, its first layer being at a radius of only 5cm.
Pixel cells are silicon sensors, which act as diodes, depleted by the applied voltage. If a
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Figure 3.7.: The inner detector with its three sub-detectors [40].

charged particle traverses the sensor it creates electron-hole-pairs in the depleted material.
The electrons drift towards the cathode, where they are collected to form a signal. Each cell
has a size of 50×400µm2. In the barrel region, pixel cells are arranged in three layers with a
radius of 5.05cm, 8.85cm and 12.25cm. The endcap region is made up of three disks on each
side. In total the pixel detector has about 80 million readout channels.

The Semi Conductor Tracker

A second silicon detector encloses the pixel detector. TheSemi Conductor Tracker (SCT)has
four double-layers in the barrel and nine disks on each side of the barrel layers. It is segmented
into strips with a width of 80µm and a length of 12.8cm. To provide better resolution inz-
direction, two layers are arranged back-to-back with a stereo angle of 40mrad between the
strips. The four layers in the barrel are situated at radii between 30cm and 52cm and cover
|η |< 1.4. The disks extend the coverage to|η |< 2.5.

The Transition Radiation Tracker

The transition radiation tracker (TRT)is the third and outermost sub-detector of the inner
detector. It is less precise than the two silicon tracking detectors but provides on average
additional 36 measurements per track. It consists of straw tubes filled with a mixture of xenon,
carbon dioxide and oxygen. A high positive voltage is applied to the wire at the centre of a
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Figure 3.8.: Calorimeter components of the ATLAS detector [41].

tube. If a charged particle traverses a tube, it ionises the gas. The electrons drift to the wire
producing an avalanche of secondary electrons close to the wire which amplify the signal.
Since the drift velocity is known and constant, a drift circle can be reconstructed. Each tube
has a diameter of 4mm with a maximum length of 144cm. In the barrel the tubes are arranged
along thez-direction at radii between 56cm and 107cm and|η |< 0.7. It is complemented by
disks with tubes in radial direction. In total the TRT has about 350,000 readout channels.

In addition to space-point measurements, the TRT provides particle identification. A radi-
ator material surrounds the straw tubes forming boundarieswith a different index of refraction
on each side. Ultra-relativistic particles, i.e.γ & 1000, emit transition radiation photons at
these boundaries at small angles with respect to the flight direction of the particle. These pho-
tons are absorbed by the gas inside the tube via the photoelectric effect. This results in an
additional signal in the straw tube, providing a so-called high-threshold hit. Due to their low
mass, electrons are much more likely to produce such hits than pions. This can be used in the
identification of electrons.

3.3.3. Calorimeters

As can be seen in Fig. 3.8, ATLAS calorimeters can be subdivided into three different types:
An electromagnetic calorimeter, a hadronic calorimeter and forward calorimeters.
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Electromagnetic Calorimeter

Theelectromagnetic calorimeter (ECAL)is a sampling calorimeter.Liquid argon (LAr)serves
as active material, lead is used as absorber. When an electron traverses the absorber, it emits
photons via bremsstrahlung. Photons convert into electron-positron pairs. In that way electro-
magnetic shower cascades are generated. Electrons and positrons produced in such a shower
deposit energy by ionisation in the active material. A high-voltage field draws off the de-
posited charges to the electrodes. The collected energy is proportional to the the energy of the
original particle.

In order to ensure full coverage inφ-direction without cracks, the absorber plates and
the electrodes are arranged in an accordion-shape. The calorimeter is divided into a barrel
calorimeter(EMB) and two endcap calorimeters(EMEC). The segmentation varies for differ-
entη regions. The ECAL consists of two to three samplings in radial direction. It is designed
to fully contain electromagnetic showers. Therefore its thickness corresponds to 24 radiation
length3 in the barrel region and 26 in the endcaps. Material in front of the ECAL already
corresponds to 2.3 radiation length. To account for this, a presampler precedes the ECAL.

Hadronic Calorimeters

The hadronic calorimeter (HCAL) is made up of two types of calorimeters. Thescintillator
tile calorimeter (TileCal)covers the barrel region. It is a sampling calorimeter with iron as
absorber and plastic scintillator plates as active material. Traversing particles initiate electro-
magnetic or hadronic showers. The latter occur through inelastic hadronic interactions with
the material. Secondary particles excite the scintillatormaterial, which in turn emits light that
is transported to photo-multipliers to generate a signal. The endcap region has to withstand
higher radiation doses. Therefore thehadronic endcap calorimeter (HEC)employs LAr as
active material, which is intrinsically radiation harder.Copper is used as absorber. Atη = 0
the HCAL corresponds to 9.7 hadronic interaction length – sufficient to provide a good energy
resolution for hadronic jets and shielding for the muon spectrometer.

Forward Calorimeter

Both ECAL and HCAL provide coverage up to|η | < 3.2. This already corresponds to an
angle of only 4.7 degrees with respect to the beam pipe. However, many processes, including
the signal process studied in this thesis, deposit significant energy at even smaller angels. The
forward calorimeter (FCal)covers an additional region in|η | between 3.1 and 4.9 (approx.
0.9 degrees from the beam axis). It has to withstand considerable radiation doses. Like in
the HEC, LAr is used as active material. The FCal is subdivided into three sections on each
side. Each section is made of metal with regularly spaced longitudinal channels. The channels

3One radiation length is the distance in a material over whichthe energy of a high-energetic electron is reduced
to 1/e.
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Figure 3.9.: The ATLAS muon spectrometer [42].

contain concentric rods and tubes with LAr in the gaps. The rods are at a positive high voltage
with respect to the tubes and the enclosing metal.

3.3.4. The Muon Spectrometer

The ATLAS muon spectrometer (Fig. 3.9) forms the outermost layer of the detector and con-
stitutes the largest part of its volume. It has several functions. First of all it identifies muons,
since most other particles are stopped in the calorimeter. The muon is a minimum ionising par-
ticle. Therefore its calorimeter deposition cannot be usedto measure momenta. High-energy
tracks have only a small curvature, so the inner detector alone would provide bad momentum
resolution. The muon spectrometer functions as an additional lever arm – an additional mea-
surement far from the interaction point – and thus improves momentum resolution. Finally it
is used for triggering.

The muon spectrometer consists of chambers arranged in three concentric rings around
the beam axis in the barrel (stations) and four wheels perpendicular to the beam axis in each
endcap region. The muon spectrometer has a gap atη = 0 which is needed for services. Four
different detector technologies are employed in the chambers. The first two provide precision
measurements, the second two are used for triggering.
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Monitored Drift Tube chambers

MDTs contain tubes, roughly 3 cm in diameter, filled with pressurised Ar/CO2 gas. Electrons
resulting from a charged particle that traversed the tube and ionised the gas are collected at a
central wire at a potential of 3 kV. Each individual tube provides a drift circle (cf. Sec. 3.3.2).
A disadvantage of this technology is the maximum drift time from wall to wire of about 700 ns.
A particle passing close to the wire can generate a series of signal pulses of up to these 700 ns,
while only the electrons generated closest to the wire a relevant to form a drift circle. An
adjustable dead-time has been implemented to prevent this phenomenon.

Cathode-Strip Chambers

MDTs have a limit for safe operation at counting rates of about 150Hz/cm2. This will be
exceeded in the first layer of the endcap at|η |> 2. Therefore MDTs are replaced byCSCs in
this region, which can safely handle counting rates of up to 1000Hz/cm2. CSCs are multiwire
proportional chambers. The central wire of a chamber is oriented in the radial direction, with
the other wires parallel to the central one. Each layer of wires has a layer of cathode strips
in front and behind it, one of which has strips parallel to thewires, the other perpendicular.
Information is gathered only from the strips, wire signals are not read out.

Resistive Plate Chambers

RPCs provide input to the trigger system in the barrel. An RPC consists of two parallel
resistive plates kept at a distance of 2 mm by insulating spacers. The gap is filled with a gas
mixture. A particle crossing an RPC ionises the gas, creating primary electrons. The electrons
are accelerated towards the anode plate by the strong electric field of 4.9 kV/mm in the gap,
causing avalanches on their way. At nominal operating voltage a signal with a width of about
5ns is generated.

Thin Gap Chambers

In the endcap region,thin gap chambers (TGC)are used for triggering. TGCs work similar to
multi-wire proportional chambers. Information is read outfrom wires for the radial coordinate
and from radial strips for the azimuthal coordinate. The chambers are operated in saturation
mode, which allows for the quick responses necessary for trigger decisions.

3.3.5. GEANT 4 Simulation

For simulated events, the actual detector is replaced by a detailed detector simulation based
on GEANT4. GEANT4 works similar to a ray tracing program for 3D graphics generation. It
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relies on a detailed geometrical description of the ATLAS detector. For particles traversing
the detector volume, hits, i.e. deposited energy in the detector, and secondary particles pro-
duced in interactions are simulated. Secondary particles are added to the list of particles and
simulated the same way. The simulation goes on until all particles are either stopped within
the detector or have left the volume. Instead of simulating fundamental interactions, GEANT4
uses transport models – macroscopic parametrisations of energy loss mechanisms or analytical
calculations – to simulate the effects of particles traversing matter.

The hits are then digitised. The response of the smallest detector components (cells, pixels,
etc.) to deposited energy is simulated in this step. Afterwards, the output format is identical to
that of the real ATLAS detector and can be processed by the same reconstruction algorithms.

Full simulation of proton-proton collisions is extremely complex: Even on modern CPU
cores it takes about 10-20 minutes to simulate a single event.

3.4. Reconstruction Algorithms

The raw detector data, such as energy depositions in calorimeter cells or hits in tracking de-
vices, has to be transformed into higher-level physics objects in order to perform physics
analyses. For every object the ATLAS software includes a setof algorithms which represent
different approaches to reconstruct such an object. I will concentrate, therefore, on algorithms
relevant for this thesis. For further details see Ref. [1, 39]. In addition, the ATLAS software
is still constantly under development. Information provided here represents a snapshot of the
software that was used to reconstruct the simulated data samples used in this thesis. Usually,
algorithms distinguish between reconstruction and identification. Reconstruction means cre-
ating an object and collecting all components. As an example, an electron consists energy
depositions in the calorimeter and a measured trajectory ofa particle. These have to be found,
matched and the information merged into one object. The purpose of identification is to make
sure that the reconstructed object is actually what it was reconstructed as. For instance, pions
and electrons both provide a track in the inner detector and matching energy in the calorimeter.

3.4.1. Cluster finding

A calorimeter cluster is a group of calorimeter cells which is spatially coherent. Its combined
energy deposition would ideally reflect the energy that a single particle lost in the calorimeter.
The ATLAS software provides several means to find calorimeter clusters:

Sliding-Window Clustering

The sliding-window algorithm forms clusters from rectangles (windows) inη −ϕ space of out
calorimeter towers, i.e. cells in several layers of the calorimeter forming a unit. It searches for
seed clusters by summing up the deposited transverse energyin a window of pre-defined size.
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The window consecutively slides over the wholeη −ϕ grid in question. If the total transverse
energy in the window exceeds a threshold and if it is a local maximum, i.e. no other window
surrounding it has a higher total energy, a cluster is formed.

Topological Clustering

Sliding-window clusters have a fixed size. Topological clustering aims to reconstruct 3-
dimensional shower shapes and thus creates clusters (TopoClusters) of variable size and form.
Three thresholds define which cells are used for cluster finding: a seed thresholdts, a neigh-
bour thresholdtn and a general thresholdtg. Thresholds are given in energy over the standard
deviation of noise,E/σnoise, assuming that noise is Gaussian distributed. In this study, thresh-
olds are set tots= 4, tn = 2, tg = 0.

In a first step, calorimeter cells are identified as seeds if they passts. For every seed, a
cluster is created consisting of the single seed cell. In thenext step, the cluster is grown: for
each seed cell, neighbouring cells are added to the cluster if they passtg and are not already
part of a cluster. Neighbours are defined as all eight cells ina rectangular grid of the same
calorimeter sampling. In addition, all cells in adjacent samplings, which have at least a partial
overlap with the seed cell in(η ,φ)-space are considered. If a neighbouring cell passestn it is
added to a list. If a neighbouring cell already belongs to a cluster but passestn, both clusters
are merged. In the next iteration, cells in the list of cells that passedtn are processed the same
way. This is repeated until no more new cells abovetn are found.

Ideally, each TopoCluster corresponds to one primary particle that entered the calorimeter.
To achieve this level of resolution an additional splittingalgorithm is necessary. This algorithm
looks for local maxima in parent clusters. A local maximum isdefined as a cell withE >
500MeV that has no neighbouring cells with higher energy. Ithas to be surrounded by at least
four cells in the parent cluster and has to be situated in the second or third sampling of the
ECAL or the first sector of the FCal. Other parts are considered for secondary local maxima.
Secondary maxima are used only if they do not overlap in(η ,φ) with a primary maximum.
Parent clusters are then split according to the neighbouring relations, making sure no two local
maxima end up in the same cluster. Cells at the border of two sub-clusters are shared. Their
energy is added to both clusters with a weight

w1 =
E1

E1+ rE2
(3.10)

wherew2 = 1−w1 andr = exp(d1−d2). Thedi are the distances to the cluster centres in units
of a typical shower scale in the ECAL (5cm in this study).

3.4.2. Electron reconstruction

An electron candidate, in its most general form, is a calorimeter cluster with a track in the
inner detector, which points towards it. Electron reconstruction is seeded by a sliding-window
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no. of cells

η -region 5×5 3×7

barrel

< 1.40 0.125×0.125 0.075×0.175

1.40< |η |< 1.475 0.375×0.375 0.225×0.125

endcap

1.375< |η |< 1.425 0.25×0.125 0.15×0.125

1.425< |η |< 2.5 0.125×0.125 0.075×0.175

2.5< |η |< 3.2 0.5×0.5 0.3×0.7

Table 3.1.:Window sizes inη ×φ for different detector regions used by the sliding window algorithm
in the electron reconstruction.
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Figure 3.10.: Cluster/Track matching in the sliding window algorithm used by the electron reconstruc-
tion.

cluster with a window size of 5×5 cells in the middle layer of the electromagnetic barrel or
endcap calorimeters and a transverse energy of at least 3GeV. A track is searched for in a
broad rectangular window of size 0.2×0.4 in (∆η ,∆φ) around the barycentre of the cluster. It
is considered a match if it has at least three silicon (Pixel +SCT) hits, hasE/p< 10 and lies
within an asymmetric narrow window of(−0.05,−0.1),(0.05,0.05) for tracks with negative
charge and(−0.05,−0.0.05),(0.05,0.1) for positive charge around the centre of the cluster
(see Fig. 3.10). If the seed cluster is in the barrel calorimeter it is replaced by a cluster of 3×7
cells around the original centre. In the overlap region between barrel and endcap, the amount
of energy in the second layer decides in which category the cluster falls. The actual size of an
electron cluster thus depends on the actual detector regionit is in (see Table 3.1).

Reconstructed electron candidates can either be rejected in the electron identification steps
or fall into one of three categories relevant for this analysis: Every electron candidate qualifies
as alooseelectron if it passes some cuts on shower shape variables in the middle layer of the
ECAL and has a ratio of energy in the ECAL over energy in the HCAL (hadronic leakage)
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below a certain threshold. In addition to all loose criteria, mediumidentification requires an
isolated cluster in the calorimeter and uses additional shower shape information from theη
strip layer. Medium identification also requires a tighter match between cluster and track and
applies some track quality cuts but does not use informationfrom transition radiation.Tight
identification requires the candidate to pass medium cuts plus tighter track quality and track-
cluster matching cuts. It also uses information on transition radiation from the TRT.

3.4.3. Muon reconstruction

ATLAS employs a variety of strategies to reconstruct and identify muons. There are two
families of algorithms, with one algorithm per family for each strategy. Only the STACO

family (Muonboy, Staco, MuTag, CaloMuon) is used in this analysis.

Muonboy: Standalone Muons

Standalone muons are muons reconstructed exclusively in the muon spectrometer. Muonboy
[43] starts by identifying regions of activity, using information from the trigger chambers. A
region of roughly∆η ×∆φ= 0.4×0.4 is centred around least one hit in each coordinate. Next,
track segments are reconstructed. Muonboy tries to combineeach MDT hit in one multilayer
with each MDT hit of the other multilayer of the same station or an adjacent one. Each pair of
hits is required to point loosely into the direction of the interaction point. A segment is then a
straight line between two hits. Such pairs of hits are close enough in space that a straight line
is an appropriate approximation. As MDT hits are actually drift circles and a segment should
be a tangent to both circles there exist four solutions for each pair (see Fig. 3.11). To solve this
ambiguity all four segment candidates are matched with other hits in the corresponding MDT
chambers. A segment is declared valid if its quality factor,which is a combination of standard
χ2 for found hits and a penalty for missing ones, is sufficientlysmall. In a final step, track
segments are combined to form tracks. Track segments are extrapolated to the other stations.
A track has to consist of at least two segments.

Staco: Combined Muons

Combined muons consist of two tracks, one from the muon spectrometer and one from the
inner detector. The Staco algorithm calculates the weighted sum of both parameter vectors to
obtain the combined track:

Pcombined=
(

C−1
ID +C−1

MS

)(

C−1
ID PID +C−1

MSPMS
)

(3.11)

HereP denotes a vector of parameters that describe a track,C is the respective covariance
matrix. The subscripts denote inner detector and muon spectrometer respectively. The cor-
respondingχ2 is used to describe the goodness of the combination. Using combined muons
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Figure 3.11.: Ambiguity in track segment reconstruction. Black circles symbolise tubes in an MDT
chamber. Red circles represent measured drift circles. Thered lines mark all possible
track segments that can be constructed from the two drift circles.

suppresses muons not coming from the interaction point likemuons from pion or kaon de-
cays in the calorimeter or cosmic muons. It also improves momentum and impact parameter
resolution.

MuTag: Tagged Muons

The MuTag algorithm specifically addresses the reconstruction of muons with low transverse
momentum. These particles often fail to reach the middle station of the spectrometer. Since a
track in the muon spectrometer requires at least two track segment - and therefore hits in two
muon station - such a low-pT muon will not be reconstructed by either Muonboy or Staco.
MuTag extrapolates tracks from the inner detector to the first station of the muon spectrometer.
In some regions, where a particle would only traverse one station, it extrapolates to the middle
station in order to increase the efficiency there. MuTag defines aχ2 using the difference
between the predicted track and nearby track segments not already used by Staco. Only the
inner detector track is used to evaluate track parameters.

CaloMuon: Calorimeter Muons

Although muons are minimum ionising particles, they deposit energy in the calorimeter.
Calorimeter muons combine a track in the inner detector withan extrapolated trajectory in
the calorimeter. Using this kind of reconstruction is used to cover e.g. the gap region in the
muon spectrometer atη = 0, where information from the spectrometer is not available.
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3.4.4. Jet reconstruction

In this study a cone algorithm was used to reconstruct jets. The parameters are adjustable and
reflect the choice for this channel in [1]. The ATLAS cone algorithm works in the following
way: TopoClusters above a threshold ofpT > 1GeV are sorted according to their transverse
momentum in descending order. This list is used as seeds for the algorithm. A seed defines
the initial jet axis inη andφ. All four-momenta of clusters with the centre inside a cone
of ∆R< 0.4 around the jet axis are summed up (E-scheme). The resulting four-vector is the
new jet axis. This is done iteratively until either the jet axis is stable, i.e. the difference
in η andφ between new and previous jet axis are each smaller than 0.05 or the new axis
leaves the acceptance region of the detector (|η | > 5.0). In the latter case the jet is rejected.
In the former the jet is accepted if the distance inη andφ to already reconstructed jets is,
again, smaller than 0.05. In case reconstructed jets overlap, i.e. share clusters, they are either
split or merged, depending on their shared energy: If the overlapping jet shares more than
50% of ET the jets get merged. Note that this fraction is always with respect to the jet with
moreET. If the fraction is smaller than 50% the clusters in questionare removed from the
jet which is farther away in∆R. The jet energy is calibrated according to global weights
taken from detailed simulations (”H1-style calibration”)[44]. It should be noted, although the
cone algorithm itself iscollinear safe, the seeding makes it unsafe: If the highest energetic
constituent gets split, e.g. by calorimeter effects, and thus falls below the threshold the jet
might not be reconstructed or split in two jets. Since, however, thepT threshold for jets in this
analysis is at 20 GeV (see Sec. 7.1.4) the seed threshold of 1 GeV should have only a minimal
effect.

Since jets are built entirely from calorimeter objects, thejet energy resolution depends on
the energy resolution of the calorimeter. The jet energy resolution, σ(E), is therefore given
by:

σ(E) = a
√

E⊕b⊕cE. (3.12)

The first term reflects fluctuations in the number of particlesproduced in a shower and is
proportional to

√
n and thus to

√
E, wheren is the number of particles. The second term is

due to effects like noise and pile-up, which can be considered constant on average. The last
term results e.g. from cracks in the calorimeter and dead cells, and is therefore proportional to
E.

3.4.5. Reconstruction of Hadronicτ Decays

τ leptons have a mean lifetime of 2.9× 10−13s [2]. This means they decay within a short
distance to the interaction point. Thereforeτ leptons can only be identified via their decay
products. If theτ decays into an electron or muon, it cannot easily be distinguished from
other (direct) electrons or muons – although, if the corresponding track does not point directly
to the primary vertex, this is an indication of the lepton originating from aτ decay. Hadronic
decays account for about two thirds of allτ decays. See Sec. 4.5 for a detailed discussion
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of hadronicτ decay modes. Although hadronicτ decays are real hadronic jets, they can be
distinguished from quark- or gluon-induced jets. Apart from possible kinematic differences
(due to theτ -mass), jets from quarks or gluons have on average a higher track multiplicity and
cover a larger area in the detector. Two approaches are used to reconstruct hadronicτ decays
(“τhad candidates”).

The track-seededalgorithm starts from good-quality tracks. The leading track is required
to havepT > 6GeV. Around this track, additional tracks withpT > 1GeV are searched for in
a core region of∆R< 0.2. If only one additional track is found, the closest lower-quality track
(if available) in the core region is used as well. The direction of theτhadcandidate is calculated
as thepT-weighted average of coordinates of the associated tracks.Energy is reconstructed
by an energy flow algorithm [45].

The calorimeter-seededalgorithm is less complex: It takes reconstructed jets withpT >
10GeV asτhadcandidates. All good-quality tracks within∆R< 0.3 from the barycentre of the
jet are associated with the candidate. Coordinates and energy are those of the seed-jet. Energy
is then calibrated by a dedicatedτhad calibration.

Theτhad identification is based on a number of shower-shape and trackrelated observables.
These are combined into several multivariate and cut based discriminants. For this study, a log-
likelihood method is used, based on 17 input variables [46].In this context, EM cells means
cells from the presampler and the first and second sampling ofthe ECAL. Photons tend to
be fully contained in the first two layers of the ECAL, while the third layer is large in some
areas of the detector and thus already contains significant energy depositions from hadronic
showers. HAD cells therefore refer to the HCAL plus the thirdsampling of the ECAL. If not
stated otherwise, energy is collected within a radius of∆R< 0.4. The following list shows all
observables that enter the log-likelihood calculus.

Observables used by thecalorimeter-seededalgorithm:

• emRadius: ET-weighted radius of depositions in EM cells:

emRadius=
∑∆R(τhad,cell)ET,cell

∑ET,cell

• isoFrac: Ratio ofET in the isolation region overET:

isoFrac= ET(0.1< ∆R< 0.2)/ET(∆R< 0.4)

• stripWidth2: Width of the energy deposition in the first sampling of the ECAL (strip
cells):

stripWidth2=
(∑∆η (τhad,cell))2 ·ET(cell)

∑ET(cell)
− (∑∆η (τhad,cell) ·ET(cell))2

(∑ET(cell))2

• numStripCells: Number of strip cells withET > 200MeV.
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• etEM2etTracks: CalibratedET in EM cells over the scalarpT sum of up to three tracks.

• etHad2etTracks: Same as above but using calibrated HAD cells.

• signD0Trk3P: Signed impact parameter of leading track.

Observables used by thetrack-seededalgorithm:

• rWidth2Trk3P:

rWidth2Trk3P=
∑∆R2(τhad, trk)pT,trk

∑ pT,trk
−
(

∆R(τhad, trk)pT,trk
)2

(

∑ pT,trk
)2

• massTrk3P: Invariant mass of associated tracks.

• nAssocTracksIsol: No. of associated tracks ofτhad candidates in 0.1 < ∆R(τhad, trk) <
0.2.

• mVisEflow: Visible mass from energy flow.

• z0SinThetaSig:

z0SinThetaSig=
z0sinθ

σ(z0sinθ)

• trFlightPathSig: Signed transverse distance between primary and secondaryvertex over
the uncertainty of the secondary vertex.

Observables used byboth algorithms:

• etTracks2et: ScalarpT sum of up to three tracks overτhad ET.

• dRmin: minimum∆R(τhad, track) of tracks within∆R< 0.2

• dRmax: maximum∆R(τhad, track) of tracks within∆R< 0.2

• ratioET: Ratio of scalarpT sum of tracks excluding tracks associated to theτhad candi-
date over total scalarpT sum within∆R< 0.2.

3.4.6. Missing Transverse Energy

Neutrinos traverse the detector without interacting with the material. They can only be de-
tected indirectly by a seeming non-conservation of total momentum. Ideally, the vectorial
sum of all neutrino momenta is equal to the negative vectorial sum of all other momenta.
Measuring momenta directly is only possible for charged particles and only in the limited
range of the tracking sub-detectors of the inner detector. Because of this, energy depositions
in the calorimeter are used instead. In proton collisions the actual momenta of the colliding
partons cannot be determined. Therefore only the transverse momentum balance can be used.
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The resulting quantity is called missing transverse energy(/ET), defined as:

/Ex =−∑
i

Ex,i , /Ey =−∑
i

Ey,i, (3.13)

where/Ex/y is thex andy-components of~/ET andEx/y,i beingx andy-projections of energy
depositions in calorimeter cells.

The actual calculation of/ET is usually more involved than summing up energy in calorime-
ter cells, as additional information can be used to improve the /ET resolution. One approach is
the refined calculation. For this, energy depositions in calorimeter cells associated with differ-
ent reconstructed objects and muon momenta are summed up. The algorithm keeps track of
cells already used in one of the sub-algorithms to avoid double counting. Cell energies are cal-
ibrated according to the reconstructed object they belong to. E.g. an electron candidate might
overlap with a jet. Cells belonging to the electron cluster would enter the calculus calibrated
as electron. The remaining hit cells of the jet enter the sum using jet calibration. Calorimeter
cells are processed by the following sub-algorithms (in this order):

• MET RefEle: identified (tight) electrons withpT > 10GeV

• MET RefGamma: identified (tight) photons withpT > 10GeV

• MET RefMuon: cells around tracks of non-isolated (overlap in∆R< 0.3 with jet) com-
bined or spectrometer-only muons

• MET RefTau: τhad candidates identified with a cut-based method

• MET RefJet: H1-style calibrated cone-jets (∆R< 0.4) based on TopoClusters withpT >
5GeV

• MET CellOut: cells in TopoClusters not associated with above objects

• MET Muonboy: isolated combined muons, MuTag-muons around|η |= 1.3, calorimeter
muons in|η |< 0.1

• MET Cryo: cryostat energy from jets in|η |< 3.2

At a hadron collider the resolution of the/ET measurement depends mainly on the uncertainty
of the jet energy. Therefore, in the absence of particles which escape the detector, the resolu-
tion can be parametrised as [47]:

σ(/ET) = a
√

ΣET −d⊕b⊕c(ΣET−d) (3.14)

Corresponding to the terms in the jet energy uncertainty (cf. 3.4.4), the first term is due to
sampling and purely statistical fluctuations.b reflects electronic noise, pile-up and the under-
lying event. The last term stems from detector inhomogeneities, cracks and dead cells.ΣET

is the scalar sum of energy depositions in the calorimeter. Noise, pile-up, etc. can lead to an
offset inΣET that is taken into account byd.
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3.5. Trigger

At a hadron collider the vast majority of collisions consists of processes which are generally
considered ”uninteresting”. Writing out and processing every single event would, thus, be a
waste of disk space and processing time. Moreover, such a strategy would be impossible from
a technical point of view. A bunch spacing of 25 ns means collisions at a rate of 40 MHz.
Given that a single event amounts to roughly 100 MB of raw data, the ATLAS detector would
produce several petabytes of data per second. Therefore, a trigger system is necessary, which
reduces the data to a manageable rate while preserving as many interesting events as possible.

The ATLAS trigger system is based on the identification of objects which are supposed
to be produced in processes of interest. Usually these are leptons or photons, but alsoτhad
candidates, highly energetic jets and large/ET are searched for. This identification proce-
dure is divided into three trigger stages:Level 1 (L1), level 2 (L2)andevent filter (EF), the
latter two forming thehigh-level trigger (HLT). The L1 trigger uses reduced-granularity in-
formation from the calorimeter and the muon spectrometer (RPCs and TGCs) to quickly find
signatures of the desired objects. A decision has to reach the front-end electronics within 2.5
µs. From these signaturesregions of interest (RoI)are built, which seed the L2 trigger. There
are two types of HLT algorithms: Reconstruction algorithmsreconstruct objects with a level
of sophistication depending on the stage. Hypothesis algorithms basically perform particle
identification, testing if the reconstructed object corresponds to the one implied by the trigger
chain. The average processing time at L2 is 40 ms. A final decision is taken by the event filter,
which uses algorithms close to their off-line counterparts. The average processing time is on
the order of several seconds. Trigger rates should combine to no more than 200 Hz after EF.

3.5.1. Electron Trigger

The standard electron trigger chain used in this analysis is

L1 EM23I→ L2 e25i medium1→ EF e25i medium1.

The first part of each trigger label gives the level (L1,L2 or EF). The second part gives the
trigger object (e.g. e for electron), the threshold inpT and an ”i” if an isolation requirement
is imposed. The third part gives additional information on identification criteria, e.g. medium
electron identification.

Level 1 and Level 2

On level 1, the electron algorithm works as sketched in Fig. 3.12a. The calorimeter is divided
into trigger towers, i.e. a block of cells of all calorimeterlayers with a size of∆η ×∆φ =
0.1×0.1. The algorithm uses a window of 4×4 towers. Energy is summed up for all four
possible combinations of 1×2 and 2×1 towers in the central 2×2 trigger towers. One of
these four combinations has to pass theET threshold of the trigger (here: 23 GeV). Three
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Figure 3.12.: Schematic view of level 1 electron/photon/τhad and muon trigger algorithms [39].

additional criteria may be applied. Cuts on the maximum transverse energy in the isolation
region (12 towers around the central 4 towers) can be appliedseparately for the ECAL and
the HCAL. These cuts are 4 GeV and 3 GeV, respectively, for theL1 EM23I. Moreover, a
maximumET in the HCAL can be specified for the central four towers. This is set to 2 GeV
for L1 EM23I. To avoid ambiguities, the sum of the energy in the inner region must be a
local maximum.

In the first step of the L2 electron trigger, the L1 calorimeter cluster is refined. In a window
(∆η ×∆φ = 0.2×0.2) around the centre of the L1 RoI the calorimeter cell in layer 2 of the
ECAL with the highest energy is identified. This position is further refined by calculating the
ET weightedη andφ in a window of 3×7 cells in the same layer. Identification is based on
a number of shower shape variables. In the second step, tracks are built from Pixel and SCT
space points. In the final step, the cluster is matched to a track.

3.5.2. Muon Trigger

The muon trigger chain used in this analysis is:

L1 MU20→ L2 mu20→ EF mu20
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Level 1 and Level 2

Muon triggering on level 1 makes use of RPC chambers in the barrel and TGC chambers
in the endcaps. Although details of the implementation differ, the principle is the same in
both regions. Upon a hit in the pivot plane, a straight line iscalculated from that hit to the
interaction point (see Fig. 3.12b). This line represents the trajectory of a muon with infinite
momentum. Deviations from this line can be interpreted as being due to the (finite)pT of the
muon. Thus, searching for additional hits within a ”road” defined by a trajectory of a given
pT effectively represents a cut on thepT of a track. In the barrel region the pivot plane is
RPC2. Depending on the trigger mode (high-pT or low-pT) additional hits are searched for in
RPC3 (high) or RPC1 (low). In the endcap region, the pivot plane is the outermost plane in
z-direction. From there, low- and high-pT tracks are extrapolated back to the interaction point.

In a first step oon L2, a tracking algorithm is run in the muon spectrometer alone. RPC hits
that formed the L1 track candidate are used to define a road through the MDT chambers around
the muon trajectory. A track fit is done using MDT hits within this road. pT is estimated by
using look-up tables. In the second step, algorithms described in Sec. 3.5.1 identify tracks
and vertices in the inner detector within the L1 RoI. Finally, tracks in the inner detector are
combined with muon spectrometer tracks. To avoid the time consuming extrapolation of inner
detector tracks to the muon stations, parametrised analytical functions are used instead.



4
The Signal Process

General properties of the Higgs boson and means of reconstructing and distinguishing between
final state particles were discussed in Chapters 2 and 3. Based on these two chapters, I will
describe in this section the special properties of the signal process and how it is simulated.

4.1. Higgs Boson Decays

Couplings of the Higgs boson to fermions and gauge bosons areproportional to their respective
masses (Eqs. 2.22, 2.23 and 2.27). Hence, the Higgs boson predominantly decays into particles
with the highest accessible mass. As the highest accessiblemass obviously depends onmH , the
various final states are sensitive to different mass regions. Branching ratios of the individual
decay modes are shown in Fig. 4.1a. Below about 2mW the heaviest accessible particles are
τ leptons andb quarks. Photons and gluons, although massless, contributesignificantly since
they can couple indirectly to the Higgs boson via loops whichcontain heavy particles – mainly
top quarks in the case ofH → gg andW bosons forH → W+W−. Above the corresponding
thresholdsW and Z bosons have by far the highest masses, thus they dominate thedecay
modes at largemH . Although theW boson is lighter than theZ boson, decays intoW bosons
have a higher branching ratio owing to the fact thatW+ andW− are distinguishable particles.

These primary branching ratios, however, do not directly translate into experimental sen-
sitivity. Most of the decay products are unstable themselves. Hadronic final states pass lepton
triggers very inefficiently at best, while jet triggers haveeither high thresholds or only a frac-
tion of the triggered events is read out in order to keep the rates low. This usually rules out
direct searches for hadronic Higgs decay modes likeH → bb̄1 and gg, as well as entirely

1More recent studies inHW/HZ looking for jet substructure in highly boosted events as proposed in [49] have
shown promising results.

51
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Figure 4.1.: Higgs boson branching ratios as a function ofmH . a) shows branching ratios into primary
decay products [48]. b) is a selection of branching ratios into detectable final states.

hadronic decay modes ofH → WW andZZ. Figure 4.1b shows branching ratios into final
states with at least one electron, muon or photon. At lowmH , apart fromWW, especially
H → τ+τ− andH → γγ are important channels.

4.2. Higgs Production Mechanisms

The Higgs boson coupling to SM particles also determines which production processes are
dominant. Direct production by annihilation of two quarks is strongly suppressed. Instead, as
the Higgs boson couples preferentially toW andZ bosons and top quarks, the main production
mechanisms aregluon-gluon fusion, vector boson fusion, associated production with W/Z
bosonsandassociated production with heavy quarks. The corresponding cross sections and
Feynman diagrams are shown in Figures 4.2 and 4.3. All cross sections in Fig. 4.2, except
for pp→ ttH, have been calculated up to NNLO in QCD with electroweak corrections up to
NLO. pp→ ttH is an NLO calculation in QCD. The uncertainties include variations of the
factorisation and renormalisation scales, uncertaintiesin αs and the PDF uncertainties.

4.3. Vector Boson Fusion (VBF)

Although the cross section for Higgs boson production via vector boson fusion is about an
order of magnitude smaller than for gluon-gluon fusion, theprocess has a characteristic signa-
ture that can be exploited to distinguish it from many large QCD background processes. The
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two initial quarks each emit aW or Z boson which fuse to produce the Higgs boson. There-
fore, the vector bosons must have an energy ofO

(

1
2mH

)

. On the other hand, theW or Z boson
tends to carry off only a small fraction of the energy of the initial quark [14]. Correspondingly,
it follows that the outgoing quark must have a very large energy. Transverse momenta of the
outgoing quarks, however, are set by the vector boson propagators in the matrix element to
pT ∼ mW,Z. Although large on an absolute scale, thepT is small compared to the total energy.
This translates into small scattering angles with respect to the beam axis and, as a result, large
separation inη . To summarise, the twotagging jetscaused by the outgoing quarks have high
pT (with respect to the QCD jet spectrum), a large separation inη and a large di-jet mass.

An additional important feature of VBF Higgs boson production is suppressed hadronic
activity in the central region of the detector. The suppression is a consequence of the lack of
colour flow between the two initial quarks. Gluons are typically emitted from the quarks at
small angles. In contrast, QCD background with colour exchange often emits gluons into the
central region. This feature, in conjunction with the separation of tagging jets inη , is usually
referred to asrapidity gap. It can be exploited by rejecting events with additional high-pT

central jets.

In the context ofH → τ+τ− searches, VBF is of special interest for another reason. As the
Higgs boson has to recoil against two jets with significantpT, it receives transverse momen-
tum. This ensures that the Higgs boson decay products are notback-to-back in the transverse
plane, which is a prerequisite for mass reconstruction. SeeSec. 4.6 for details.

4.4. H → τ+τ− → ℓh+3ν

As discussed above, theτ+τ− decay mode is one of the important channels for Higgs boson
masses close to the LEP exclusion limit. The total branchingratio ranges between 7.7% at
mH = 115GeV and 4.5% atmH = 135GeV [48]. In the following, a Higgs boson mass of
mH = 120GeV will be assumed. InWW-related analyses (H → WW, tt̄), the semi-leptonic
decay mode is usually considered a compromise between the high rates of the fully hadronic
decay mode and the “cleanness” of the fully leptonic decay mode. And like in the fully lep-
tonic decay mode, a lepton is available to trigger on. Theτ lepton, however, has a higher lep-
tonic branching ratio than theW boson:τ− → µ−ν̄µντ or τ− → e−ν̄eντ account for 35.21%
of the cases. Hence, with about 46% of allτ+τ− decays the semi-leptonic channel has the
highest branching ratio (see Table 4.1).

Due to the small ratiomτ/mH = 1.78GeV/120GeV theτ leptons are highly boosted. This
is important for mass reconstruction (Sec. 4.6). In theℓh channel2, a high-pT electron or muon
is available for the trigger. The otherτ decays hadronically and must be reconstructed and
identified according to Sec. 3.4.5. Theτ decay products tend to be central. In combination
with VBF this can be exploited by requiring the decay products to be situated between the
tagging jets inη . Three neutrinos in the final state come exclusively from theτ decays, which

2In the following, the signal process is denoted asH → ττ → ℓh, whereh represents a hadronicτ lepton decay.
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decay mode branching ratio

ℓℓ 12.40%

ℓh }

45.63%
hℓ

hh 41.97%

Table 4.1.: ττ decay modes and their respective branching ratios [2].ℓ and h denote leptonic and
hadronicτ decays respectively.

τhad

/ET

e−

tagging jets

Figure 4.4.: ATLAS event display of a typical VBFH → ττ → ℓh event. Green cones represent re-
constructed jets with length proportional to energy. The blue arrow stands for/ET. Green
and yellow cuboids symbolise energy depositions in ECAL/HEC/FCal and barrel HCAL
respectively.

again is important for mass reconstruction. They provide considerable/ET, which can be used
to discriminate between signal and QCD multi-jets background orZ → ℓℓ. An event display
of a typicalH → ττ → ℓh event is shown in Figure 4.4.

4.5. Hadronic Tau Decays

τ leptons decay via a vertex of the weak interaction,τ → W−ντ (Fig. 4.5). The decay mode
is determined by the decay of theW boson. In 65% of the cases it decays into a pair of quarks
which form hadronic final states. Valid final states are limited bymτ = 1776.82±0.16MeV
[2]. Thus, only decays into mesons are allowed. Baryons haveto be produced in pairs to
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Figure 4.5.: Feynman graph forτ− decays.

τ− decay mode branching ratio

π−ντ 11.06%

ρ−ντ 25.02%

a−1 ντ 18.38%

K−ντ 2.80%

others 7.54%

Table 4.2.: Branching ratios of hadronicτ decays [50].

conserve baryon number, with two times the proton mass beingalready greater thanmτ . To
conserve the electric charge of theτ lepton, an odd number of charged particles has to be
produced. Although in principle up to 11 charged pions are allowed kinematically, this process
is very rare. 77.38% of all hadronicτ decays contain one charged particle (1-prong) [2] and
zero or more neutral particles. Decays with three charged particles (3-prongs) and possibly
neutral particles account for another 22.47%. Up to now, decays into five charged particles
were observed, representing 0.15% of all hadronicτ decays.

Table 4.2 shows branching fractions of resonances in hadronic τ decays. Hadronicτ de-
cays are subject to a number of selection rules (see [50] for details). Decays into a single
chargedπ or K meson would be favoured by phase space. But theW boson decays into a left
handedd quark and a right handed ¯u quark. In the limit of massless quarks, helicity equals
chirality. Therefore only spin 1 states are allowed. This would exclude pions and kaons, which
are spin 0 particles. As quarks are not massless, decays intoa single pion or kaon are possi-
ble but suppressed. The amplitude for kaon production is additionally suppressed by sinθc,
the Cabbibo angle. The only resonances which are not suppressed are theρ(770) and the
a1(1260). They subsequently decay intoπ−π0 andπ−π−π+/π−π0π0 respectively.
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Figure 4.6.: Distributions ofτ lepton decays on generator level obtained from the signal process. No
cuts are applied.

4.6. Mass Reconstruction

One of the key features of VBFH → ττ is the possibility to reconstruct the Higgs boson
mass. Although the signal process has three neutrinos in thefinal state, the neutrino momenta
can be reconstructed if all decay products of aτ lepton go into the same direction. Due to
the large Higgs boson mass and the comparatively smallτ lepton mass this is a fairly good
approximation (cf. Figure 4.6a). This approximation is called thecollinear approximation.
The known quantities entering the calculation of the neutrino momenta are the two momenta
of the visibleτ decay products,~pℓ and~ph as well as/ET. As additional approximation it is

assumed that/ET results only from the neutrinos of theτ decays:~/ET = ∑~pν .

Consider the triangle defined by/ET,~pT,νℓ and~pT,νh (Fig. 4.7), where~pT,νℓ is the sum of the
neutrino transverse momenta in the leptonicτ decay, and~pT,νh is the transverse momentum of
the neutrino in the hadronicτ decay. With the collinear approximation, i.e.

~pT,νℓ
pT,νℓ

=
~pT,ℓ

pT,ℓ
and

~pT,νh

pT,νh

=
~pT,h

pT,h
,

also theφ-coordinates are equal. Therefore the Law of Sines gives:

pT,νℓ

sin∆φ(~/ET,~pT,h)
=

pT,νh

sin∆φ(~pT,ℓ,
~/ET)

=
/ET

sin
(

π−∆φ(~pT,ℓ,
~/ET)−∆φ(~/ET,~pT,h)

) (4.1)
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Figure 4.7.: Collinear approximation. a) Sketch of aH → ττ → ℓh decay. b) Vector decomposition of
/ET.

The third sine can be contracted to sin∆φ(~pT,ℓ,~pT,h)
3. With this, the transverse momenta of

the neutrinos can be expressed by known quantities:

pT,νℓ = /ET
sin∆φ(~/ET,~pT,h)

sin∆φ(~pT,ℓ,~pT,h)
(4.2)

pT,νh = /ET
sin∆φ(~pT,ℓ,

~/ET)

sin∆φ(~pT,ℓ,~pT,h)
(4.3)

In the collinear approximation, the decay products are parallel to the originalτ . Thus, it
follows that

pT,ℓ = xℓ pT,τ1 = xℓ
(

pT,ℓ+ pT,νℓ
)

, (4.4)

wherexℓ is the fraction of theτ momentum the leptonic decay product carries.xh can be
defined in the same way for the hadronic branch. With equations 4.2 and 4.3xℓ andxh can be

3Note that here∆φ has a sign determined by the direction of rotation.
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expressed by measured quantities.

xℓ =
pT,ℓ

pT,ℓ+ pT,νℓ
=

1

1+
/ET sin∆φ(~/ET,~pT,h)

pT,ℓsin∆φ(~pT,ℓ,~pT,h)

(4.5)

xh =
pT,h

pT,h+ pT,νh

=
1

1+
/ET sin∆φ(~pT,ℓ,

~/ET)

pT,hsin∆φ(~pT,ℓ,~pT,h)

(4.6)

According to the theorem on intersecting lines, the ratiopT,τ1/pT,ℓ is equal to the ratiopτ1/pℓ.
Therefore, both totalτ momenta are now known:

~pτ1 =
~pℓ
xℓ

(4.7)

~pτ2 =
~ph

xh
(4.8)

Neglecting theτ lepton mass and the masses of the visible decay products, theinvariant mass
of theττ system is:

M2
ττ = 2pτ1 pτ2 [1−cos∠(~pτ1,~pτ2)]

=
2pℓph [1−cos∠(~pℓ,~ph)]

xℓxh

=
M2

ℓh

xℓ xh
(4.9)

Note thatxℓ transforms intoxh if ℓ andh are exchanged. Although the formulae were
derived from a specific order of the three vectors, the resultis universal. From the definition
of xℓ andxh in Eq. 4.4 it is clear that physically meaningful values lie in the range 0< x< 1.
Fig. 4.6b shows the true distributions (i.e. the fraction ofenergies not reconstructed using
above formulae) ofxℓ andxh. The position of the peak is clearly different for hadronic and
leptonic decays. The latter are three-body decays without intermediate resonances with the
visible decay, the lepton, being one out of three particles.The visible hadronic tau decay
ideally sums up all particles except for theντ leading to higherx values.

The reconstruction ofxℓ andxh with the collinear approximation has two special cases in
which no solution exists: a) Both decay products are parallel in the transverse plane and/ET
points into the same direction. b)/ET is equal to thepT of one of the visible decay products
and points into the opposite direction. Two additional cases have a solution but yield zero and
thus lead to a division by zero in Eq. 4.9: the visible decay products are either c) parallel or d)
back-to-back in the transverse plane, and/ET is parallel to neither. All these cases, however,
are of mathematical nature and should not occur in a real experiment.
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Figure 4.8.: Values ofxℓ,xh as a function of the/ET-vector for fixed vectors~pℓ and~ph. The /ET-vector
pointing along lines parallel to~pℓ(~ph) results in constant values ofxh(xℓ). Solid black lines
markxℓ = 1 andxh = 1. Solid green lines are poles ofxℓ andxh respectivley, where the
values approach±∞.

A geometric example of possible configurations for fixed vectors~pℓ and~ph is shown in

Fig. 4.8. For the special case where~/ET is just a multiple of~pℓ, it is simple to derive values

of xℓ: Then Eq. 4.5 reduces toxℓ = 1/(1+ r) with r = /ET/pT,ℓ. If ~/ET points into the same
direction as~pℓ, i.e. r ≥ 0, xℓ lies between 0 and 1. It approaches 0 for/ET → ∞ or pT,ℓ → 0.

xℓ = 1 means/ET = 0 or pT,ℓ → ∞. If ~/ET points into the opposite direction (r < 0) two cases
can be distinguished. For−1< r < 0 xℓ is positive and greater than 1. Atr =−1 xℓ has a pole.

r <−1 leads to negative values ofxℓ. Generalising the special case where~/ET = a ·~pℓ results

in lines of constantxℓ in thex−y plane parallel to~ph. Requiring 0< xℓ,h < 1 thus restricts~/ET
to the area enclosed by the two black lines in the upper right part of Fig. 4.8.

Topologies close to points where no solution exists should be avoided in order to improve
the resolution ofMττ . In Fig. 4.8, solutions forxℓ andxh close to the green lines, case b),
change rapidly. Hence, the/ET resolution has an especially large impact on the mass resolution
in this regime. Case b) can be rejected by restrictingxℓ andxh to the range 0< xℓ,h < 1. The
other cases can be excluded by imposing an upper or lower limits on∆φ(h, ℓ). The resulting
mass distribution is shown in Fig. 4.9. After the full selection, discussed in Chapter 7, a mass
resolution of about 10GeV can be expected, neglecting effects of pile-up (see Chapter 8).
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Figure 4.9.: Effect of cuts on theMττ distribution. Shown areMττ after pre-selection (cf. Sec. 7.2)
and a cut on/ET (black), after additionally requiring 0< xℓ < 0.75, 0< xh < 1 (red) and
after additionally requiring cos∆φ(~pT,ℓ,~pT,h) > −0.9 (blue). signum(xℓ) = signum(xh) is
implied already in the black distribution to avoid negativevalues under the square root in
Eq. 4.9. All distributions are normalised to unity.
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sample σprod [pb] BR(H → ττ ) εfilter NMC
∫

L [fb−1]

mH = 115 GeV
4.436 0.0765 0.468

49,425 322

mH = 115 GeV (pile-up) 48,800 318

mH = 120 GeV
4.259 0.0711 0.469

99,946 726

mH = 120 GeV (pile-up) 98,241 713

mH = 125 GeV
4.100 0.0637 0.476

49,650 410

mH = 125 GeV (pile-up) 47,725 394

mH = 130 GeV
3.948 0.0549 0.479

49,850 491

mH = 130 GeV (pile-up) 49,350 485

mH = 135 GeV
3.801 0.04443 0.483

42,075 516

mH = 135 GeV (pile-up) 40,600 497

Table 4.3.: Signal MC samples

4.7. Simulation

The signal samples are generated with HERWIG/JIMMY [33,51,52]. The processqq̄→ q′q̄′H
includes, apart from the VBF diagram, an additional s-channel graph. This, however, is not
generated by HERWIG. It can be neglected if a jet topology as described in Sec. 4.3is re-
quired. The sample is filtered on generator level for at leastone electron or muon (”lep-
ton filter”) with pT > 5GeV and|η | < 2.7. The sample includesℓh and ℓℓ final states as
well as somehh in cases where a suitable muon or (more likely) an electron came from a
source other than the Higgs boson decay. Events are available for Higgs boson masses of
mH = 115,120,125,130,135GeV. τ decays are simulated by the TAUOLA package [53],
QED radiative corrections by PHOTOS [54].

Production cross sections,σprod, the number of available events,NMC, and the correspond-
ing integrated luminosity can be found in Table 4.3.εfilter gives the efficiency of the applied
filter. The cross sections are taken from [55] and do not take into account the s-channel graph.
Branching ratios are taken from [48]. All simulated signal samples are at least ten times larger
than expected for an integrated luminosity of 30fb−1.



5
Background Processes

Usually, information on what kind of hard process has occurred during a proton-proton col-
lision is experimentally inaccessible – it can only be identified indirectly by measuring its
final state particles. In most cases, the final state of a process is not unique. Even if they
are unique, limited resolution of the detector, misidentification of particles, inefficiencies or
high-energetic contributions from pile-up or the underlying event can cause processes with
different final states to end up in a signal selection.

Processes with the potential to contaminate a signal selection are referred to asbackground
processes. Background is generally divided into two categories.Irreducible background
means processes with a final state identical to the signal process. As such it can only be
distinguished from a signal processes by kinematic criteria. Reduciblebackground, on the
other hand, refers to processes with different final states,that mimic a signal event by one of
the effects described above.

It stands to reason that in principle any process is at least areducible background. Whether
it is likely to significantly contribute to a specific signal selection depends on the probability
with which it is produced (the cross section) and the probability to mimic the final state in
question (selection efficiency). The former can be calculated, the latter is usually determined
by simulation. The dilemma here is that in principle one needs to know beforehand, which
processes are likely to contribute because simulation is very time-consuming. This is a prob-
lem for processes with, for instance, low selection efficiency but a high cross section. A partial
solution is to apply filters before the simulation step to accumulate topologies which are more
likely to end up in a certain selection.

To summarise, any estimation of background from simulationalone will be more or less
incomplete – a final assessment can only be done by comparisonto data. In the following, I
will give an overview of the background processes considered to be dominant and a description
of the ways they most likely enter the signal selection. Descriptions are supplemented with
information on which Monte-Carlo generators were used and how many simulated events this

63
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Figure 5.1.: Example Feynman graphs forZ boson production.

study is based on. Note that the generators used for the individual processes are the same as
in [1]. If not stated otherwise, TAUOLA was used forτ decays, PHOTOS for electromagnetic
final state radiation.

5.1. Z → ττ

Z → ττ is the dominant background to VBFH → ττ . It is an irreducible background process,
i.e. if accompanied by two jets, the final state is identical.Z → ττ can be subdivided into
QCD and electroweak (EW) contributions, the labelling being based on whether there is colour
exchange between the incoming partons. Two examples of Feynman diagrams are shown in
Fig. 5.1. The EW contribution contains diagrams (and thus kinematics) which are similar
to the signal process. This can be seen in Figures 5.2-5.4. The separation inη of the two
leading jets is on average higher for EW induced processes than for QCD. For the former, the
invariant mass of the tagging jets is very signal-like. And,like the signal process, EWZ → ττ
has suppressed hadronic activity in the central region. Although especially QCDZ → ττ has
different kinematical properties, the expected number of events after all cuts is substantial.
The only way to distinguish those events from the signal process is by reconstructing the
di-tau mass as described in Sec. 4.6.

Z → ττ events corresponding to QCD diagrams are generated with ALPGEN plus HER-
WIG/JIMMY . No ττ decay mode is specified. Instead, a one-lepton filter withpT > 10GeV
and|η |< 2.7 is applied. To enrich VBF like events, an additional filter (VBF filter) is applied,
acting on jets reconstructed from generated final state particles with a cone of∆R< 0.4. The
filter requires at least two jets which fulfil:

• pT > 15GeV,|η |< 5
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Figure 5.2.: η separation of tagging jets
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Figure 5.3.: invariant mass of the tagging jets
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Figure 5.4.: pseudorapidty of additional jets
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(cf. Sec. 7.2)
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sample σprod [pb] εfilter NMC
∫

L [fb−1]

ALPGEN QCD Np0
1606.98 0.00517

92,840 11.2

ALPGEN QCD Np0 (pile-up) 92,691 11.2

ALPGEN QCD Np1
412.32 0.0124

80,154 15.7

ALPGEN QCD Np1 (pile-up) 78,933 15.5

ALPGEN QCD Np2
149.89 0.0404

327,983 54.2

ALPGEN QCD Np2 (pile-up) 310,745 51.3

ALPGEN QCD Np3
50.63 0.0945

282,197 59.0

ALPGEN QCD Np3 (pile-up) 281,447 58.8

ALPGEN QCD Np4
15.41 0.167

132,031 51.4

ALPGEN QCD Np4 (pile-up) 132,729 51.7

ALPGEN QCD Np5
6.014 0.245

44,000 29.9

ALPGEN QCD Np5 (pile-up) 43,572 29.6

Sherpa EW 1.791 159,269 88.9

Table 5.1.: Z → ττ MC samples

• no electron/photon/τhadcandidate with a relative difference inpT,
(pT,jet− pT,e/γ/τhad

)/pT,e/γ/τhad
, less than 0.3 within∆R< 0.05.

• M j j > 300GeV

• ∆η j j > 2

Z → ττ samples produced by ALPGEN are available with zero to five partons from the matrix
element (Np0-5). Events from EW diagrams are produced by SHERPA which is also responsi-
ble for the decays ofτ leptons. No filter is applied. The EW sample is only availablewithout
pile-up. The production cross sections,σprod are taken from ALPGEN and SHERPA for the
corresponding samples. In accordance with [56], the ALPGEN cross sections are scaled such
that the sum of the individual cross sections is equal to the fully inclusive NNLO cross section
calculated with FEWZ [57, 58] for 60< Mℓℓ < 200GeV. This corresponds to ak-factor1 of
1.1. No k-Factor is applied to the SHERPA cross section. Apart from the ALPGEN Np0 and
Np1 samples – which do not contribute much when applying fullVBF cuts – all samples have
at least the number of events expected for 30fb−1 (Table 5.1).
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Figure 5.6.: W boson production with three additional jets.

5.2. W → (ℓ/τ )ν

W boson production (Fig. 5.6) is a reducible background because the final state does not
contain isolated electrons or muons and realτhad candidates at the same time. In fact, the
probability that a QCD jet is misidentified as a hadronicτ decay is much higher than the
probability that it produces an isolated lepton2. Therefore the hadronic decay mode ofW→ τν
practically does not contribute as background since it lacks a good electron or muon in the
final state. Hence, the dominant topology is aW boson which decays into an electron or
muon, accompanied by at least three jets. In contrast toZ→ ττ , the additional jet is necessary
to provide theτhad candidate. In order to be reconstructed asτhad candidate this jet has to be
within |η | < 2.5, the region covered by the tracking detectors. Because of that, the average
difference inη of the two tagging jets is higher than in (QCD-)Z → ττ . A jet identified as
τhad does not trigger the jet veto (Sec. 7.3.2), which makes this requirement less effective in
suppressingW production. On the other hand, this means that the contribution of electroweak
diagrams similar to the signal process is smaller than inZ → ττ : The lack of colour flow
between the initial partons suppresses central jets neededto provideτhadcandidates.

The transverse mass of the lepton-/ET system,

MT =
√

2pT,ℓ · /ET
(

1−cos∆φ(ℓ, /ET)
)

, (5.1)

is a poweful tool to distinguish leptonicW decays from other processes. LeptonicW decays
typically have largeMT as can be seen in Figure 5.8. An upper limit onMT can be used to
suppressW background. LeptonicW → τντ decays, however, have an additional neutrino

1The ratio of a cross section calculated at higher order over the LO cross section is often referred to as k-factor.
2Exact numbers depend on the details of the identification (see Sec. 7.1). Typical orders of magnitude are 10−2

for reconstructedτhad candidates and 10−4 for leptons.
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sample σprod [pb] εfilter NMC
∫

L [fb−1]

W → eν QCD
Np0

20885 0.0101
19,950 0.118

Np0 pile-up 19,926 0.118

Np1
9334 0.0285

29,998 0.271

Np1 pile-up 29,998 0.271

Np2
5078 0.0826

99,999 0.905

Np2 pile-up 99,590 0.901

Np3
2476 0.209

149,997 1.642

Np3 pile-up 146,031 1.598

Np4
1112 0.364

69,956 1.401

Np4 pile-up 69,956 1.401

Np5
453 0.550

29,975 1.045

Np5 pile-up 29,975 1.045

W → µν QCD
Np0

20886 0.00757
19,999 0.158

Np0 pile-up 19,999 0.158

Np1
9331 0.0253

29,949 0.309

Np1 pile-up 29,949 0.309

Np2
5054 0.0759

98,000 0.969

Np2 pile-up 99,750 0.987

Np3
2474 0.198

149,748 1.735

Np3 pile-up 149,248 1.729

Np4
1111 0.359

69,999 1.425

Np4 pile-up 69,999 1.425

Np5
454 0.539

29,749 1.046

Np5 pile-up 29,999 1.054

W → τν QCD
Np0

20884 0.00140
10,000 0.429

Np0 pile-up 10,000 0.429

Np1
9331 0.0583

15,000 0.668

Np1 pile-up 15,000 0.668

Np2
5065 0.0175

50,000 2.145

Np2 pile-up 50,000 2.145

Np3
2470 0.0423

72,700 3.904

Np3 pile-up 72,104 3.873

Np4
1112 0.0839

35,000 3.053

Np4 pile-up 34,750 3.031

Np5
456 0.134

15,000 2.111

Np5 pile-up 15,000 2.111

Table 5.2.:W → e/µ/τ+jets MC samples



Background Processes 69

0 20 40 60 80 100
0

0.05

0.1

0.15

0.2

0 20 40 60 80 100
0

0.05

0.1

0.15

0.2 Z → ℓℓ

W → e/µ/τν
tt̄

Z → ττ

fr
ac

tio
n

o
fe

ve
n

ts
fr

ac
tio

n
o

fe
ve

n
ts

/ET [GeV]/ET [GeV]

Figure 5.7.: Missing transverse energy after pre-
selection
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Figure 5.8.: Transverse mass after pre-selection

at a smaller angle to the lepton. An upper limit onMT thus enrichesW → τντ compared to
W → µνµ andW → eνe.

Monte-Carlo samples are generated with ALPGEN plus HERWIG/JIMMY . Again, only the
QCD diagrams are included. Lepton- and VBF-filters are applied identical to theZ → ττ
samples generated with ALPGEN. A k-factor of 1.15 is obtained using FEWZ as described in
Sec. 5.1. As can be seen in Table 5.2, the number of available events is much too small for
the targeted integrated luminosity.W → eν andW → µν miss at least a factor of 17, while
the situation forW → τν is slightly better (roughly a factor of 8 too small, at best).Samples
including EW diagrams are not available but can be considered negligible due to the above
reasons.

5.3. Z → ℓℓ

Except for theZ decay products,Z → eeandZ → µµ are identical toZ → ττ as described
in Sec. 5.1. A perfectly reconstructedZ → ℓℓ event is not a background to the signal process
because the final state includes two well-isolated leptons.Apart from suppressingZ → ℓℓ,
such events have to be rejected in order to separate theH → ττ → ℓh measurement from
H → ττ → ℓℓ.

Accordingly, one of the leptons is either outside of the tracking region or otherwise fails to
be reconstructed. This leaves two possible scenarios. One of the leptons is not reconstructed
as electron or muon, but gets misidentified as aτhad. This class of events will be similar to
Z → ττ . It makes up two thirds of allZ → ℓℓ events with exactly one identified lepton, one
τhadcandidate and at least two jets (objects defined as in Sec. 7.1). The second case (one third
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sample σprod [pb] εfilter NMC
∫

L [fb−1] as ESD

Z → eeQCD
Np0

1607.18 0.00927
39,000 2.617

Np0 pile-up 39,000 2.617

Np1
410.81 0.0243

75,000 7.504

Np1 pile-up 74,750 7.479

Np2
149.01 0.0728

104,996 9.676

Np2 pile-up 104,746 9.653

Np3
50.48 0.176

99,998 11.232

Np3 pile-up 99,748 11.204

Np4
15.82 0.324

50,000 9.768

Np4 pile-up 49,750 9.719

Np5
5.816 0.459

29,954 11.215

Np5 pile-up 29,954 11.215

Table 5.3.: Z → eeMC samples.

of events) occurs when instead of one lepton one of the jets isidentified asτhad. This class is
similar toW → (ℓ/τ )ν .

The process does not include neutrinos, except from the decay of mesons in jets. However,
the ATLAS detector has a finite/ET resolution. In general, the presence of jets, which are
usually not as well measured as other objects, adds to the/ET measurement. In addition, effects
as described in the previous paragraph contribute to/ET. Therefore, the/ET distribution for this
process has a most probable value which is greater than zero (cf. Fig. 5.7). Since/ET comes
from the jets or a lepton escaping detection, the/ET vector will not point into the direction of
the lepton or close to it. Compared to e.g.Z → ττ → ℓh where two of the three neutrinos are
approximately parallel to the lepton, the larger angle between lepton and/ET leads to a larger
transverse mass (Fig. 5.8).

Both, Z → ee and Z → µµ, are provided by ALPGEN plus HERWIG/JIMMY . As with
the other ALPGEN samples, only QCD diagrams are included. Lepton- and VBF filter are
identical toZ → ττ with the exception that here two leptons (electron/muon) are required.
Cross sections provided by ALPGEN are used, multiplied by a k-factor of 1.1.Z→ µµ samples
are also needed in ESD format (see Sec.??). Tables 5.3 and 5.4 shows the number of available
events. Apart from Np0/1 all samples have roughly one third of the expected events.
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sample σprod [pb] εfilter NMC
∫

L [fb−1] as ESD

Z → µµ QCD
Np0

1607.71 0.00574
39,748 4.307 4,249

Np0 pile-up 39,748 4.307 38,998

Np1
411.21 0.0205

79,999 9.478 8,250

Np1 pile-up 79,478 9.416 73,358

Np2
148.59 0.0634

98,899 10.503 99,649

Np2 pile-up 98,753 10.487 98,649

Np3
50.57 0.161

99,750 12.263 97,750

Np3 pile-up 99,500 12.232 96,091

Np4
15.70 0.299

48,850 10.422 28,350

Np4 pile-up 48,861 10.424 49,100

Np5
5.902 0.443

30,000 11.477 3,250

Np5 pile-up 29,750 11.381 27,500

Table 5.4.: Z → µµ MC samples.

5.4. Top Quark Pair Production

If the W bosons in top quark pair production (cf. Fig. 5.9) decay intoa lepton andτhad re-
spectively, the final state - including two b-jets to provideto high-pT jets - is very similar to
the signal process. Neutrinos from theW decays provide considerable/ET. This configuration
of W decays, however, makes up only roughly 50% of all events passing the pre-selection
(Sec. 7.2). The probability of aW decay resulting in aτhad, BR(W → τν ) ·BR(τ → τhadν), is
approximately 7%. By contrast,BR(W → qq̄) is 68%. The efficiency to identify a QCD jet as
a τhad is on the percent level. This means that the probability to see an event with one of the
four or more jets identified as aτhad is comparable to events with a realτhad.

The isolated lepton comes almost always from aW boson. Accordingly, the distribution
of transverse mass (Fig. 5.8) is similar to that ofW → (ℓ/τ )ν events. As with the other QCD-
processes considered here, hadronic activity in the central region is not suppressed. On the
contrary,tt̄ production has a high jet multiplicity (cf. Fig. 5.5), making a veto on additional
central jets a powerful tool against this process.

Thett̄ sample is produced by MC@NLO plus HERWIG/JIMMY . A filter is applied which
selects events where both top quarks decay into aW boson and ab quark. At least one of the
W boson has to decay to an electron, muon orτ lepton withpT of the charged lepton above
1GeV. The approximative NNLO cross section given in [59] is used. MC@NLO generates
events with negative weights, i.e. the effective number of events is lower than the total number
(Neff = Ntot−2Nneg). The sample is a factor of 10 smaller than 30fb−1, a factor of 20 with
pile-up (Table 5.5).
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Figure 5.9.: Top quark pair production.

samples σprod [pb] εfilter NMC,eff
∫

L [fb−1]

MC@NLO
no pile-up

883 0.561
1,449,607 2.926

pile-up 696,371 1.406

Table 5.5.: tt̄ MC samples

5.5. Di-Boson Production

Di-boson production (Fig. 5.10) refers to processes with two weak gauge bosons:WW, WZ
or ZZ. The range of topologies is rather large and depends on the decay modes of the gauge
bosons.WW is similar to tt̄ production with the exception that it does not come with two

d
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u

d
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W+

Figure 5.10.: Example of a di-boson graph.
Here: WZproduction with one ad-
ditional jet.
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ū

Figure 5.11.: A Feynman graph for multi-jets
production with four jets.
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sample σprod [pb] NMC,eff
∫

L [fb−1]

WW 111.6
34,015 0.305

pile-up 34,169 0.306

ZZ 14.75
33,431 2.267

pile-up 23,373 1.585

W+Z 29.37
35,894 1.222

pile-up 35,894 1.222

W−Z 18.39
36,117 1.964

pile-up 36,117 1.964

Table 5.6.: Di-boson MC samples

additional jets at LO. Considering only the lepton and theτhad candidate in the final stateZZ
is comparable to singleZ production. Events where bothZ bosons decay leptonically will
most likely be rejected due to the number of charged leptons.On the other hand, aZ boson
decay cannot provide both tagging jets, as these have an invariant mass close tomZ. WZ is
similar to eitherW or Z production, depending on which boson produces the charged lepton.

Monte-Carlo samples are generated by MC@NLO plus HERWIG/JIMMY . No additional
filters are applied. Cross sections are provided by MC@NLO. As for tt̄, there are events
with negative weights, so that the effective number of events is smaller than the number of
generated events. It should be noted, that MC@NLO may not be the optimal choice for
producing background to VBFH → ττ , because only one jet comes from a matrix element
calculation. As shown in Table 5.6, the integrated luminosity of all samples is very small.
(Table 5.6).

5.6. QCD Multi-Jet Production

Multi-jet production, an example graph is shown in Fig. 5.11, means processes including only
quark and gluon jets in the final state. The event must consistof at least four jets, two of which
need to fulfil the VBF criteria, one that produces an isolatedhigh-energetic lepton and one that
is identified as aτhad. Multi-jets are a background by virtue of large numbers alone: While
the probability for an event to mimic the signal is extremelylow, the cross section is huge. In
addition, likeZ → ℓℓ, multi-jet events have no genuine/ET.

Including these samples into the analysis is meant to give animpression of what to expect
in data. Samples are produced with ALPGEN without generator-level filters at a centre-of-mass
energy of 10TeV. It should be noted, that ALPGEN produces multi-jet events includingW and
Z boson production, so there is some overlap with above processes. Although more than 11
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million events are available this results in very low integrated luminosity for all sub-samples
(cf. Table 5.7).

sample σprod [pb] NMC
∫

L [pb−1]

QCD multi-jets J2 Np2 30114237 2,920,123 0.097

Np3 9835390 967,891 0.098

Np4 1497279 148943 0.099

Np5 226778 27,495 0.121

QCD multi-jets J3 Np2 1116549 1,114,589 0.998

Np3 1486726 1,475,443 0.992

Np4 511243 551,024 1.078

Np5 162795 187,775 1.153

QCD multi-jets J4 Np2 31872 317,920 9.975

Np3 64535 642,593 9.957

Np4 50203 439,412 8.753

Np5 24147 221,655 9.179

Np6 11973 218,424 18.243

QCD multi-jets J5+ Np2 751 226,742 302.081

Np3 1920 587,532 280.063

Np4 2173 642,301 295.528

Np5 1432 407,899 284.925

Np6 968 285,704 295.179

total 11,383,465

Table 5.7.: QCD Multi-jets MC samples



6
Analysis Overview

Chapters 4 and 5 provided information on the characteristicproperties of the signal process
and the dominant background processes. Building on that information, the aim of this chapter
is to give an overview of the analysis strategy, which is developed in the following chapters,
and tools which are needed carry out the analysis.

6.1. Analysis Strategy

The analysis is kept close to [1] but differs distinctly in the treatment of control samples and
pile-up.

Discriminating Observable: The reconstructed di-τ massMττ is at the centre of the analysis.
Discrimination between signal and background is based on good knowledge of theMττ
distribution of the background processes.

Data: A future analysis on real data will be collected using a single electron or muon trigger.
If necessary, a combination of electron/muon trigger and aτhad trigger may be used in
order to achieve a lower trigger rate or to lower thepT threshold (cf. Sec. 7.4). For the
purpose of this analysis, the data sample is assumed to have an integrated luminosity of
30fb−1. Such a data sample will be collected over an extended periodof time and thus
contain various configurations of luminosity and pile-up. Here,L = 1033s−1cm−2 and
6.9 simultaneous minimum-bias events are assumed for the whole sample.

Control Regions: In order to gather adequate knowledge ofMττ distributions as claimed
above, a core concept of this study is to extract all major backgrounds from data. Towards
this end, two control regions are constructed.Z → µµ can be selected virtually free of
signal. This can be exploited to studyZ → ττ , which otherwise would be impossible to
collect without a significant contamination of signal closeto a hypothetical signal peak
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in Mττ . By collectingZ→ µµ and replacing the muons with simulatedτ decay products,
Z → ττ can be estimated from data with only minimal input from MC (Sec. 9.1).

The other two major background processes areW+ jets andtt̄ production. In contrast to
H/Z → ττ , here the lepton-τhad pair is not produced resonant. TheMττ distribution is
shaped by the selection criteria. Assuming that for this reason the shape is independent
of the charge of the lepton orτhad, Mττ can be extracted from a control region constructed
by requiring equal charge instead of opposite charge (Sec. 9.2).

Selection: The cut-based selection is following [1] with only minor modifications. It can be
subdivided into three parts: The pre-selection ensures that all required final state objects
are present and correspond to the trigger channel. The first set of selection criteria acts
on /ET and the presumedτ decay products and thus makes use of the kinematics of the
H → ττ decay. The second set exploits the VBF topology of the tagging jets. Some
modifications have to be implemented when considering pile-up.

Signal Extraction: The extraction of the signal significance is based entirely on Mττ shapes.
After the selection, three shapes are available: total data, Z → ττ andW+ jets/tt̄. The
signal significance is calculated using theprofile likelihood method[60]. Signal and
background shapes are parametrised and fit to the data, the two background shapes being
fit to the respective control region simultaneously. Normalisations are free parameters of
the fit, thus systematic uncertainties are shape uncertainties only. Systematic uncertain-
ties enter the calculation as nuisance parameters in the profile likelihood.

6.2. Definition of Efficiency, Rejection and Purity

In the following chapters, the termsefficiency, rejectionandpurity will be used a number of
times. Efficiency, when used in the context of a cut selection, is a synonym for acceptance,
meaning number of events passing the selection over the total number of events. The recon-
struction efficiency is defined with respect to generator-level objects:

εreco=
#reconstructed objects, matched to generator-level object

#generator-level objects
(6.1)

In the case ofτhad candidates, the generator-level object is the visibleτ decay, i.e. the four-
vector of theντ is subtracted from the four-vector of theτ . Generator-level jets are constructed
by a cone algorithm running on generated particles. Identification efficiency is calculated
relative to reconstructed objects:

εID =
#reconstructed and identified objects, matched to generator-level object

#reconstructed objects, matched to generator-level object
(6.2)



Analysis Overview 77

Rejection is the inverse efficiency,R= 1/ε and is commonly used for background instead
efficiency. The purity, in the context of reconstruction andidentification, is defined as:

purity=
#reconstructed and identified objects, matched to generator-level object

#reconstructed objects
(6.3)

6.3. Information from Low-Statistics Samples

In Chapter 5, the list of available MC events manifests a discrepancy between the size of the
tt̄ andW+ jets samples and the target integrated luminosity. Resources available for long-
term projections are naturally limited, especially if the machine parameters deviate from the
current configuration. As mentioned in Chapter 3, the full GEANT4 simulation of an event
is very time-consuming. Given the huge cross sections of both processes, generating samples
corresponding to the assumed integrated luminosity of 30fb−1 was not feasible. On the other
hand, because both processes are considered major backgrounds, this severely limits the ability
to determine the sensitivity of the ATLAS detector for the signal process and the validity of
the background extraction methods. In order to mitigate this effect, two methods are used in
this study to extract additional information from low-statistics samples.

6.3.1. τhad ID Factorisation

In samples without real hadronicτ decays, one of the steps with the least acceptance in the
analysis is to require an identifiedτhad. In the context of this study, practically allτhad candi-
dates inW+ jets are misidentified QCD jets. Assuming that this misidentification is a purely
statistical process, droppingτhad identification and instead weighting the event with the proba-
bility to pass the identification should yield the same result. A very similar method was already
successfully used in [61]. The probability, i.e. identification efficiency, clearly depends on the
transverse momentum of the candidate. Identification probabilities are determined usingpT,
the number of tracks, the type of particle which initiated the jet (up-type quark, down-type
quark or gluon) and the electric charge of the candidate. Theidentification efficiency is pro-
cesses dependent. Therefore, it is taken from the sample to which the method is to be applied.
Events are then processed as follows:

• Treat every permutation of identified/not identified candidates as a separate event.

• Weight every such event with
ID
∏
i

εi ·
/ID
∏
j

(

1− ε j
)

.

Here, the first product runs over allτhad candidates assumed to be identified in the given
permutation.εi is the identification probability of a specific candidate as afunction of the
parameters presented above. The second product runs over all τhad candidates assumed to
have failed the identification in the given permutation. An example is given in Table 6.1.
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event identification weight

passed failed

1 τhad,1, τhad,2 0.02

2 τhad,1 τhad,2 0.18

3 τhad,2 τhad,1 0.08

4 τhad,1, τhad,2 0.72

1.0

Table 6.1.:An example ofτhad ID factorisation of a single event containing two reconstructed τhad

candidates with identification probabilitiesε1 = 0.2 andε2 = 0.1. The event is split into
four separate events with weights according to the assumed result of theτhad identification.
The sum of weights of all four events is equal to 1.

Figures 6.1a and 6.1b showτhad pT andMττ for standardτhad identification compared to
factorised identification. See appendix B for additional distributions. Both distributions agree
in shape and normalisation. This is true for most other relevant distributions. Therefore this
methods provides reliable results.

Two exceptions can be seen in Figs. 6.1c and 6.1d. The discrepancy in the charge combina-
tions of lepton andτhadhas to be corrected for. This observable directly affects the efficiency of
requiring opposite sign events as well as the size of theW+ jets control sample (cf. Sec. 9.2).
The reason for the deviation is probably an inaccurate parametrisation of the type of jet, due to
the ambiguities encountered in matching generated partonsto reconstructed objects. To take
this effect into account, the number of events obtained withthis method is scaled to reproduce
the number of events in the non-factorised sample after the lepton-τhadcharge requirement. A
second deviation is present in theη distribution ofτhadcandidates. Theτhad identification effi-
ciency is not flat inη (see Sec. 7.1.3). Because the identification efficiency is not parametrised
as a function ofη , the distributions cannot be expected to agree. A full parametrisation of the
efficiency inpT andη is not feasible due to the limited number of available events. This di-
rectly affects the lepton-τhad centrality requirement (cf. Sec 7.3.2). It requiresτhad and lepton
to be between the tagging jets inη . The factorisation appears to produceτ decay products
less central than the real distribution. One can argue that this leads to a lower acceptance of
the requirement and thus the factorisation yields a conservative estimate.

6.3.2. Cut Factorisation

Factorisation ofτhad identification works less well for samples with a significantadmixture
of real hadronicτ decays. The identification process can no longer be assumed random and
the gain in statistics is much lower since the acceptance of the corresponding requirement is
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Figure 6.1.: Comparison of distributions with and withoutτhad ID factorisation after requiring exactly
one identifiedτhad.
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Figure 6.2.: There are five ways in which to factorise three cuts. Adjacentrectangles represent con-
secutively applied cuts, separated rectangles are factored out. The leftmost partition is
equivalent to not employing cut factorisation.

higher. A more general approach to increase the effective size of a sample is cut factorisation.

Assuming that in a cut-based selection two cuts with efficienciesε1 andε2 are uncorrelated,
the total efficiencyεtot is given byεtot = ε1 ·ε2. In that case,εtot can be determined by applying
cuts 1 and 2 separately to a sample. The obvious advantage is the gain in statistics since both
cuts are applied to the full sample. In general, of course, a typical selection consists of cuts
with various degrees of correlation to other cuts. The task then is to arrange correlated cuts
into sets such that these sets have minimal correlations with the other sets. This poses two
challenges: on the one hand, the number of ways a set ofn elements (cuts) can be partitioned
into nonempty subsets grows rapidly withn. In fact, the number corresponds to the Bell
numbersBn [62]. For 10 cuts there are already 115975 possible arrangements. See Figure 6.2
for an example. On the other hand, in a scenario in which cut factorisation is necessary, it is
impossible to directly estimate the goodness of the approximation.

Several approaches are commonly used in order to find out which factorisation works best,
ranging from fast simulation to employing common sense. Here I demonstrate a systematic
approach to this problem. The general idea is to test all possible factorisations and sort them
according to a figure of merit extracted from a set of the same cuts with softer thresholds.

The method acts on samples after a proper pre-selection. This is necessary for two reasons:
Firstly, the limiting factor for this approach is the numberof cuts to be factorised. Secondly,
there are obviously cuts which make sense only after a pre-selection. Requiringτ decay prod-
ucts to be between the tagging jets inη means to require two jets, an identifiedτhad and an
identified lepton, in the first place. The pre-selection corresponds to the one described in
Sec. 7.2. In order to reduce the set of remaining cuts further, the cuts related to the collinear
approximation are combined into one cut. The purpose of thismethod is to find a cut factori-
sation which comes as close as possible to the result obtained applying all cuts consecutively.
Hence, a suitable figure of merit is:

f.o.m.=
∏
i

εcut i

εtot
(6.4)
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Good values are then close to one. The analysis is performed on two samples:

1. Loose cuts test sample:This is the sample for which the best cut factorisation needsto
be found. In order to be able to compare factorisation and standard cut analysis, a loose
cut selection (cf. Appendix D) is applied.

2. Tight cuts reference sample:In order to see if the cut factorisation works as well with
tighter cuts, a sample is needed, which is not too different from the sample in question
but for which enough events are available to perform the normal analysis. On this sample
the cut factorisation is done with the usual cuts (Sec. 7.3).

A good cut factorisation is defined as one with the figure of merit in both samples deviating
no more than a pre-defined fraction from one. By selecting several good factorisations, which
have the additional feature that the figure of merit in the loose cut sample is close to the one
in the reference sample, it is possible to derive a rough measure of uncertainty introduced by
this method. An application of this method tott̄ is shown in Sec. 7.5.2.
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7
Signal Selection

This chapter covers the requirements (cuts) applied to datain order to select signal-like events.
The cuts are mostly identical to a selection proposed in [63]on a theoretical basis and opti-
mised for use in ATLAS in [1]. As the latter study was performed on a considerably larger
statistical basis than this thesis, I decided against a fullre-optimisation of the selection. This
chapter is an update on previous results using samples without pile-up. It also serves as a
reference for Chapter 8, in which the effects of pile-up are presented.

7.1. Object Definition

Most of the simulated samples used for this analysis where filtered requiring a high-energetic
electron or muon on generator level. This approach is valid only if the selection ensures a
high enough purity. Object identification has to reflect thiscondition instead of maximising
the signal significance. Electrons, muons,τhadcandidates and jets are considered as objects in
the following.

7.1.1. Muons

A muon candidate is defined as a combined muon reconstructed by the STACO algorithm
(cf. Sec. 3.4.3). No additional identification criteria areapplied, except for requiring the
combined track to be the best match of a track in the inner detector to the track in the muon
spectrometer. Here, “signal” muons are defined as originating fromZ/W bosons orτ leptons.
They are produced outside of jets and are therefore usually well isolated: only a small amount
of energy is deposited in the calorimeter around a muon. Background comes mainly from real
muons in jets or long-lived hadronic objects like kaons. In such cases, muon candidates will
be less well isolated. Fig. 7.1b showsET deposited in the calorimeter around signal muons.
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Figure 7.1.: Relative isolation of muons. Bins are normalised such that the integral over each column
of pT is 1. Solid lines reflect the 90% and 95% contours of muons fromZ/W bosons and
τ decays. Dashed lines show the 1%,5% and 10% contour lines of muon candidates from
jets.

The correspondingpT spectra can be seen in Fig. 7.2a. With apT between 10 and 100 GeV,
90% of these muons have anET below 2.5 GeV in a cone of∆R< 0.2. In this analysis, muons
are required to haveET in ∆R< 0.2 over pT of the muon to be smaller than 0.1 (”relative
isolation”). While preserving 95% of signal muons withpT > 40GeV, the purity is expected
to be well above 95%. Below apT of roughly 10-15 GeV the 90% contour level rises to high
values of relative isolation, so candidates are required tohavepT > 10GeV.

The selection efficiency is shown in Figs. 7.3a and 7.3b. It approaches a maximum of
approx. 92% aroundpT = 50GeV and decreases towards smaller values. This decrease is due
to relative isolation: for muons with lowpT the allowed energy gets smaller, which makes
it more probable that the muon is rejected due to noise or activity from the underlying event.
For high muon momenta, the probability to produce electromagnetic showers even in the muon
chambers increases. These showers mask hits caused by real muons and explain the slowly
decreasing efficiency for largepT [19]. The efficiency as a function ofη shows three pro-
nounced dips, which reflect the gap in the muon spectrometer aroundη = 0 and the transition
between barrel and endcap chambers at|η | ≈ 1.3.
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Figure 7.2.: pT spectra of generated electrons and muons fromW, Z or τ decays.
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Figure 7.3.: Efficiency to reconstruct muons fromZ → µµ decays with and without additional isola-
tion requirement.
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Figure 7.4.: Relative isolation of electrons. Bins are normalised such that the integral over each column
of pT is 1. Solid lines reflect the 90% and 95% contours of electronsfrom Z/W bosons
andτ decays. Dashed lines show the 1%,5% and 10% contour lines of electron candidates
from jets.

7.1.2. Electrons

Electron candidates are objects reconstructed by the calorimeter-based electron algorithm with
pT > 15GeV and passing the medium identification criteria (cf. Sec. 3.4.2). There are sev-
eral sources of background. Photons convert to electron-positron pairs. Hence, a dedicated
conversion finder is included in the electron reconstruction. Similar to muons, additional back-
ground comes from hadronic objects or real electrons in jets, both of which are not isolated (cf.
Fig 7.4b). Therefore, electrons have to pass the same isolation requirement,E∆R<0.2

T /pT < 0.1.
pT spectra of generator-level electrons fromW, Z or τ decays can be seen in Fig. 7.2b. The
electron identification efficiency varies withpT (and thusη ) as can be seen in Figs. 7.5a
and 7.5b. It ranges from approximately 60% atpT = 10GeV to greater than 80% for electrons
above 100 GeV. Relative isolation additionally reduces theefficiency by up to 20 percentage
points for low-pT electrons.

7.1.3. Hadronicτ decays

τhad candidates are reconstructed by either the calorimeter-seeded or track-seeded algorithm
(or both) (cf. Sec. 3.4.5). The reconstruction step of the calorimeter-seeded algorithm just
selects reconstructed jets withpT above a certain threshold. Hence, in contrast to electrons and
muons, the reconstruction step does not significantly reduce the misidentification probability.
Neglecting the very rare 5-prongτ decays, a hadronicτ decay contains either one or three
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Figure 7.5.: Electron reconstruction, identification and isolation efficiency for electrons fromZ → ee
decays as a function ofpT andη .

charged particles. The track multiplicity is shown in Fig. 7.6a.τhad candidates are required to
have one or three associated tracks. This suppresses QCD jets, which often have a higher track
multiplicity. Photon conversions are suppressed by vetoing candidates with two tracks. The
pT threshold of 30 GeV helps to further suppress background from QCD jets. ThepT spectra
of τhad candidates from various sources is shown in Fig. 7.6b.

As Figures 7.7 and 7.8 demonstrate, electrons and muons havea high probability to be
reconstructed and even identified as a hadronicτ decay: electrons have one track and a well
confined shower in the calorimeter. Muons also have a track inthe inner detector and deposit
energy in the ECAL and the HCAL. Misidentification of electrons or muons is suppressed
by several means: If aτhad candidate overlaps with an identified electron or muon within
∆R< 0.2 it is discarded (“overlap removal”). Muons are minimum ionising particles, i.e. they
only deposit small amounts of energy in the calorimeter. Usually this means that muons are
not reconstructed by a jet algorithm or are rejected by thepT threshold forτhad candidates.
The track-seeded algorithm, however, reconstructs candidates based on thepT of the leading
track. If such a muon is not also reconstructed by the calorimeter-seeded algorithm, the energy
calculus is taken from the track-seeded candidate. Thus, muons withpT above the threshold of
the track-seeded algorithm but still sufficiently low to deposit energy in the calorimeter below
the threshold of the calorimeter-seeded algorithm have a high probability to be reconstructed
as hadronicτ decay (cf. Fig. 7.8a). Because of the non-negligible identification efficiency of
electrons and muons, overlap removal alone is insufficient.The τhad identification provides
dedicated vetoes: The muon veto is implemented by requiringan energy of at least 5 GeV in
the ECAL. The electron veto rejects electrons based on a dedicated electron identification.
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Figure 7.6.: Properties ofτhadcandidates. Left:pT distribution. Right: Number of reconstructed tracks
associated withτhad candidates.
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Figure 7.7.: Efficiency to reconstruct and identify electrons fromZ → eedecays asτhad candidate.
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Figure 7.8.: Efficiency to reconstruct and identify muons fromZ → µµ decays asτhad candidate.

The τhad identification itself is implemented by a cut on the log-likelihood discriminant
(LLH). By varying the cut, the efficiency can be selected overa wide range. Accessible
working points are shown in Fig. 7.9. An estimate of the signal efficiency and the background
rejection based on data from 2010 can be found in [64]1. I developed a procedure to optimise
the cut on the samples with low statistics, which is documented in [65,66]. The LLH threshold
is optimised such that it maximisesS/

√
B in a sample extracted with a subset of the selection

criteria.2 Contrary to the documentation, for this thesis the threshold is optimised for 1-prong
and 3-prong candidates separately. LLH> 3(9) for 1(3)-prong candidates is used in this
analysis. Fig. 7.10 showsS/

√
B as a function of the LLH threshold. Since the peaks are

relatively broad, choosing a threshold not too far from the optimal value does not have a large
impact on the final signal significance. The resultingτhad identification efficiency is shown in
Fig. 7.11.

1A direct comparison is difficult, because in [64] a definitionof signal efficiency is used that mixes reconstruc-
tion and identification

2SandB are the expected number of signal and background events after cuts.
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Figure 7.11.: τhad reconstruction, identification and electron/muon veto efficiency for candidates from
H → ττ decays.
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7.1.4. Jets

Jets are defined as objects reconstructed by a seeded cone algorithm (Sec. 3.4.4) with a cone
size of 0.4. In the context of this analysis the intended meaning of ”jet” is quark- or gluon-
induced jet. The cone algorithm reconstructs jets from TopoClusters and thus does not dis-
criminate between the possible sources of a jet. Hence, there is substantial overlap with other
reconstructed objects. Jets overlapping with identified electrons, muons orτhad candidates
within ∆R< 0.4 are rejected.

This overlap removal has only a minimal impact on the jet reconstruction efficiency, as can
be seen in Fig. 7.12. Above about 100 GeV, the jet reconstruction efficiency is approximately
one. Dips in theη dependence occur at transitions between the different regions of the ATLAS
calorimeter. At|η | ≈ 1.5 the LAr barrel calorimeter ends.|η | ≈ 3.3 marks the limit of the
EMEC and HEC. Purity above about 100 GeV is close to one after pre-selection (see Sec. 7.2),
as shown in Fig. 7.13. ThepT dependence of the purity is due to the inefficiency ofτhadselec-
tion. Firstly,τhadcandidates are rejected below 30 GeV. Secondly, the identification efficiency
is only about 60% at mediumpT. Thus, in a sample with realτhad candidates a significant
amount of jets are actually caused by hadronicτ decays which failed the identification. After
the pre-selection at least oneτhad candidate is identified and therefore removed from the list
of jets. Events with more than one identifiedτhad candidate are rejected. However, additional
real hadronicτ decays which are reconstructed but fail the identification still end up in the list
of jets. The purity as a function ofη before pre-selection mirrors the reconstruction efficiency.
Regions of the detector that generate more noise add energy to real jets, possibly pushing the
jet over the threshold. On the other hand noise can generate new jets, especially in the low-pT

regime.
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Figure 7.12.: Jet reconstruction efficiency with and without overlap removal. Jets are extracted from
theZ → ττ sample.
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7.2. Pre-Selection

Having defined the objects, the purpose of the pre-selectionis to select the final state objects
expected from the signal process. Moreover, leptons andτhadcandidates are selected such that
the ℓh channel is separated from theℓℓ andhh final states. The pre-selection comprises the
following requirements:

• exactly onechargedlepton

electron with pT > 25GeV if an electron trigger fired

muon with pT > 20GeV if a muon trigger fired

• exactly oneτhad with pT > 30GeV

• lepton andτhad have opposite charge

• at least twojets with pT > 20GeV

7.3. Selection Requirements

The selection consists of two parts: Jet related cuts exploit the jet topology of VBF. Lepton,
τhad and/ET related cuts make use of the kinematics of theH → ττ decay.

7.3.1. Lepton,τhad and /ET Requirements

The final state of the signal process contains three neutrinos. The resulting/ET distribution can
be seen in Fig. 7.14a. Apart from suppressingZ → ll and part of the di-boson background,
the main purpose of this requirement is to be safe from background processes such as QCD
multi-jet production, which are not considered in this analysis.

The observablesxℓ andxh represent the fraction of theτ momentum carried by its visible
decay product (see Sec. 4.6). The physically meaningful range for both is 0< x< 1. In fact,
inserting a negative value into Eq. 4.9 leads to an unphysical mass. From a mathematical
point of view, values greater than one are allowed. And sincethex-values only approximately
represent the fraction of theτ momentum and taking into account/ET resolution, values greater
than one are to be expected. On the other hand, restricting the range of allowedx-values makes
for a narrowerMττ distribution and has better separation power, especially againstZ → ll (cf.
Figs. 7.14b and 7.14c).

Restricting∆φ between the lepton and theτhad, again, has two functions: Firstly, if lepton
andτhad are exactly back-to-back, the collinear approximation does not work. But even for
values close to 180 degrees the result strongly depends on the /ET resolution. Small variations
in /ET can then cause large variations inxℓ/h. Secondly, as can be seen in Fig. 7.14d, a cut on
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∆φ can be used to suppress background since the processes with misidentifiedτhadcandidates
tend to produce lepton-τhadpairs which are back-to-back.

As described in Chapter 5, a high transverse mass is characteristic of processes where
lepton and/ET come from aW boson decay (or similar topologies). An upper limit onMT is a
powerful cut to suppress these backgrounds (Fig. 7.14e).

To summarise, the following requirements forτ decay products and/ET are applied:

• /ET > 30GeV,

• 0< xℓ < 0.75,

• 0< xh < 1,

• cos∆φ(ℓ,τhad)>−0.9,

• MT < 30GeV.

7.3.2. Jet Requirements

The tagging jets topology in VBF has been discussed in Chapter 4. The initial partons each
emit a heavy gauge boson and are therefore expected to have considerablepT (Fig. 7.15a).
Hence, the two jets with the highestpT are defined as tagging jets. In the following, indices 1
and 2 for jets refer to the tagging jets according to theirpT. The angle between tagging jet and
beam axis is supposed to be small. The tagging jets should be found in different hemispheres
of the detector and have a large separation inη (Figures 7.15b and 7.15c). The high energy
of the partons and the large opening angle translate into a large di-jet mass. This is shown in
Figure 7.15d. Decay products of the Higgs boson tend to be central and between the tagging
jets inη . Fig. 7.15e shows this lepton-τhad centrality. Due to the lack of colour flow between
the initial partons, hadronic activity in the central region of the detector is suppressed. A veto
on additional jets in the central region of the detector (Fig. 7.15f) is used in order to reject
events from many QCD processes. It should be noted that theη distribution of additional
jets, and therefore the efficiency of the jet veto, varies significantly between Monte-Carlo
generators (cf. [67]). The following jet related requirements are applied:

• η j1 ·η j2 < 0,

• pT, j1 > 40GeV,

• ∆η j1, j2 > 4.4,

• min(η j1,η j2)< min(ηℓ,ητhad)< max(ηℓ,ητhad)< max(η j1,η j2),

• M j j > 700GeV,

• reject events with additional jets withpT > 20GeV in|η |< 3.2.
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Figure 7.14.: H → ττ decay related observables used in the cut selection. In 7.14a and 7.14e pre-
selection does not include a negative charge product.
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Figure 7.15.: Jet related observables used in the cut selection.
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cut H → ττ Z → ττ
# events εrel # events εrel

total 4260(10) - 8.06(1)×105 -

filter cut 1147(7) 0.27 9.48(3)×104 0.12

pre-selection 185(3) 0.16 5700(60) 0.06

/ET 131(2) 0.71 3470(50) 0.61

xℓ,xh 95(2) 0.73 2200(40) 0.63

cos∆φ(ℓ,τhad) 93(2) 0.97 2160(40) 0.98

MT 71(2) 0.76 1830(30) 0.85

sign(η j1η j2) 69(2) 0.97 1640(30) 0.9

pT (lead. jet) 68(2) 0.99 1630(30) 0.99

∆η j j 43(1) 0.63 360(20) 0.22

centrality 42(1) 0.98 280(10) 0.78

M j j 37(1) 0.89 190(10) 0.68

jet veto 32(1) 0.85 84(7) 0.44

Table 7.1.:Expected number of events for an integrated luminosity of 30fb−1 after cuts and relative
efficiency for the signal andZ → ττ .

Several background samples are filtered on generator level.In order to present comparable
numbers in the following tables, an additional filter requirement (“filter cut”) that resembles
the VBF and lepton filter (see Chapters 4 and 5) is applied to all samples before any other
selection criteria:

• no. of jets≥ 2

• the two hardest (pT) jets:M j j > 350 GeV,∆η j j > 2.5

• at least one identified muon or electron

In order to discuss the effects of different trigger configurations, Tables 7.1-7.3 show the num-
ber of expected events after the selection omitting the trigger requirement.
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cut W+ jets tt̄

# events εrel # events εrel

total 3.464(6)×107 - 1.486(1)×107 -

filter cut 4.87(2)×106 0.14 8.04(3)×105 0.05

pre-selection 1.52(6)×104 0.0 2.23(6)×104 0.03

/ET 1.06(5)×104 0.7 1.92(5)×104 0.86

xℓ,xh 1700(200) 0.16 5700(300) 0.3

cos∆φ(ℓ,τhad) 800(100) 0.49 3600(200) 0.63

MT 190(50) 0.23 900(100) 0.26

sign(η j1η j2) 160(50) 0.82 900(100) 0.93

pT (lead. jet) 140(40) 0.89 900(100) 1.0

∆η j j 60(30) 0.43 180(50) 0.21

centrality 30(20) 0.54 120(40) 0.67

M j j 30(20) 1.0 80(30) 0.67

jet veto 30(20) 1.0 0(0) 0.0

Table 7.2.:Expected number of events for an integrated luminosity of 30fb−1 after cuts and relative
efficiency for the major non-resonant background processes.
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cut Z → ℓℓ di-boson

# events εrel # events εrel

total 2.503(3)×106 - 5.22(2)×106 -

filter cut 4.68(1)×105 0.19 5.1(2)×104 0.01

pre-selection 3500(100) 0.01 600(300) 0.01

/ET 360(30) 0.1 500(200) 0.8

xℓ,xh 40(10) 0.12 300(200) 0.71

cos∆φ(ℓ,τhad) 26(8) 0.59 200(100) 0.67

MT 11(5) 0.41 20(20) 0.07

sign(η j1η j2) 11(5) 1.0 20(20) 1.0

pT (lead. jet) 11(5) 1.0 20(20) 1.0

∆η j j 4(4) 0.33 0(0) 0.0

centrality 4(4) 1.0 0(0) -

M j j 0(0) 0.0 0(0) -

jet veto 0(0) - 0(0) -

Table 7.3.:Expected number of events for an integrated luminosity of 30fb−1 after cuts and relative
efficiency for the minor non-resonant background processes.
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(b) Muon trigger.

Figure 7.16.: Efficiency of the default triggers for charged leptons from the Higgs boson. Electrons
and muons within|η |< 2.5 are considered.

7.4. Trigger

In theℓh channel the simplest choice is a single-lepton trigger. Default triggers should there-
fore be the electron/muon trigger with the lowest thresholdthat is not pre-scaled3. An arti-
ficial constraint for this study is the fact that only a very limited trigger menu is available in
the simulated samples.EF e25i medium1 andEF mu20 are used as default (see Sec. 3.5
for details). The trigger efficiency is defined as number of generator electrons (muons) from
a H → ττ decay, matched to an EF electron (muon) in an event which passes the electron
(muon) trigger, over the total number of generator electrons (muons). Theturn-on curveof
the trigger is not a step function with step at the nominal threshold. The efficiency as function
of pT is shown in Fig. 8.2. To fit the data points, a sigmoid function

f (pT) = p1+
p2

1+exp(−x+ p3)
· 1
1−exp(−p4x)

(7.1)

is used. The additional term reflects the asymmetric behaviour of the trigger turn-on which
is not correctly described by an error function. For electrons and muons within|η | < 2.5 the
maximum efficiency is 89% and 78% respectively. Both triggers reach 95% of their maximum
at higher values than 25(20) GeV: 42 GeV for electrons, 23 GeVfor muons.

While single-lepton triggers are the simplest choice, alsoa combination of lepton- andτhad
trigger is of interest for this channel. Such anAND trigger obviously does not increase the trig-

3Pre-scaling refers to (randomly) selecting only a fractionof events that would pass the trigger in order to
reduce the trigger rate.
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triggers H → ττ Z → ττ

mu20 | e25i 27(1) 72(7)

mu10 | e15i 28(1) 75(7)

tau16i & (mu10 | e15i) 25(1) 60(6)

tau20i & (mu10 | e15i) 24(1) 58(6)

tau20i & (mu20 | e25i) 23(1) 57(5)

Table 7.4.:Expected number of for an integrated luminosity of 30fb−1 after the cut selection and
different trigger configurations.
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Figure 7.17.: Mττ shape after cuts for different trigger configurations.Z → ττ distributions are ex-
tracted skipping the last two cuts to prevent large effects due to statistical fluctuations.

ger efficiency if it has the same threshold for the lepton. However, it might provide an option
to either lower the threshold or prevent increasing it, in case the default trigger needs to be
pre-scaled. Results after cuts given different trigger requirements are shown in Table 7.4. Us-
ing aτhad trigger with a threshold of 20 GeV in combination with the default triggers reduces
the signal acceptance by 15% (Z → ττ : 21%). Note that object definition and pre-selection
remain unchanged, i.e. electrons (muons) are still required to havepT > 25(20)GeV, which
explains why the gain in reducing the trigger thresholds turns out to be very small. With a
threshold below the offline cut ofpT > 30GeV,τhad triggers do not significantly influence the
Mττ shape (cf. Fig. 7.17).
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7.5. Background Estimation from Simulation

Except forZ → ττ , for which an adequate amount of MC events is available, tables 7.1-
7.3 show zero events or a number with very high statistical uncertainty for all background
processes. A conservative approach is to calculate the upper limit of a poisson confidence
interval for zero observed events and scale it with the highest event weight of the sample. The
number obtained in this way is, however, not useful in order to give an estimate of the future
sensitivity for a channel.

7.5.1. W+jets Production

In the case ofW+ jets,τhad ID factorisation as described in Sec. 6.3.1 can be used to improve
the estimate. The result can be seen in Table 7.5. The expected number of events obtained
this way is 14. As explained in Sec. 6.3.1, the distribution of partons from which jets originate
is difficult to model. To correct for the remaining discrepancy, the efficiency of the charge
product requirement is scaled by 0.96.

7.5.2. Top Quark Pair Production

tt̄ production is separated into two samples in order to improvethe estimate.τhad ID factori-
sation can be used with events in which theτhadcandidate is a misidentified QCD jet. For true
τhad candidates, cut factorisation as proposed in Sec. 6.3.2 is used.

Table 7.6 shows the number of events after selection for trueand misidentifiedτhad candi-
dates as well as the result obtained fromτhad ID factorisation. To correct for the discrepancy in
the charge product, the theτhad ID factorised sample is scaled by 1.21. The procedure yields
5 expected events after all cuts.

A cut factorisation is considered valid, if 0.9 < f.o.m.< 1.1. I.e. for both the loose cut
selection fortt̄ and the reference selection forZ → ττ , the product of factorised efficiencies
have to be within 10% of the result obtained by sequentially applying all cuts. Out of 4139
possible factorisations, five fulfil this criterion. The final expectation ranges between 7 and
12 events, with the factorisation which gives the best figureof merit at 9. This is a plausible
result as the ratio between the trueτhad sample and the (factorised) misidentifiedτhad sample
is roughly 2:1 for the last one or two cuts before the jet veto.The total estimated number of
expectedtt̄ events after all cuts is thus 14.
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cut W+ jets W+ jets, factorised

# events εrel # events εrel

total 3.464(6)×107 - 3.464(6)×107 -

trigger 1.803(4)×107 0.52 1.803(4)×107 0.52

trigger lepton 1.622(4)×107 0.9 1.622(4)×107 0.9

no. of leptons 1.620(4)×107 1.0 1.620(4)×107 1.0

no. ofτhad 1.34(2)×105 0.01 1.356(6)×105 0.01

no. of jets 8.7(2)×104 0.65 8.91(4)×104 0.66

charge product 6.5(1)×104 0.74 6.33(4)×104 0.71

/ET 4.3(1)×104 0.67 4.35(3)×104 0.69

xℓ 1.39(5)×104 0.32 1.42(2)×104 0.33

xh 7300(400) 0.52 7300(100) 0.52

cos∆φ(ℓ,τhad) 4100(300) 0.57 3920(80) 0.54

MT 1500(200) 0.36 1330(40) 0.34

sign(η j1η j2) 600(100) 0.42 650(30) 0.49

pT (lead. jet) 600(100) 0.97 630(30) 0.97

∆η j j 70(30) 0.11 70(10) 0.11

ℓ-τhadcentrality 20(20) 0.37 49(8) 0.69

M j j 20(20) 1.0 28(7) 0.58

jet veto 20(20) 1.0 14(5) 0.51

Table 7.5.:Expected number of events after cuts for an integrated luminosity of 30fb−1 and relative
efficiency forW → e/µ/τν + jets, with and withoutτhad ID factorisation. Errors are purely
statistical and do not reflect additional uncertainties dueto factorisation.
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cut tt̄ (trueτhad) tt̄ (fakeτhad) fact. tt̄ (fakeτhad)

# events εrel # events εrel # events εrel

total 7.51(3)×105 - 1.411(1)×107 - 1.411(1)×107 -

trigger 1.37(1)×105 0.18 6.916(1)×106 0.49 6.916(1)×106 0.49

trigger lepton 1.01(1)×105 0.74 6.177(9)×106 0.89 6.177(9)×106 0.89

no. of leptons 1.01(1)×105 0.99 5.434(9)×106 0.88 5.434(9)×106 0.88

no. ofτhad 1.00(1)×105 1.0 9.8(1)×104 0.02 8.92(3)×104 0.02

no. of jets 9.3(1)×104 0.92 9.5(1)×104 0.97 8.65(3)×104 0.97

charge product 9.2(1)×104 0.99 7.5(1)×104 0.79 7.47(3)×104 0.86

/ET 7.8(1)×104 0.85 5.80(9)×104 0.77 5.79(3)×104 0.77

xℓ 3.04(7)×104 0.39 2.45(6)×104 0.42 2.48(2)×104 0.43

xh 2.17(5)×104 0.71 1.31(4)×104 0.54 1.30(1)×104 0.52

cos∆φ(ℓ,τhad) 1.14(4)×104 0.53 7300(300) 0.56 7380(90) 0.57

MT 3000(200) 0.26 2000(200) 0.27 2370(50) 0.32

sign(η j1η j2) 1500(100) 0.51 900(100) 0.43 950(30) 0.4

pT (lead. jet) 1400(100) 0.96 800(100) 0.99 940(30) 0.99

∆η j j 130(40) 0.09 30(20) 0.04 59(8) 0.06

ℓ-τhadcentrality 100(30) 0.77 10(10) 0.33 45(7) 0.76

M j j 80(30) 0.8 10(10) 1.0 43(7) 0.95

jet veto 0(0) 0.0 0(0) 0.0 5(2) 0.11

Table 7.6.:Expected number of events after cuts for an integrated luminosity of 30fb−1 and relative
efficiency fortt̄ production. The first sample,tt̄ (trueτhad) containstt̄ events with trueτhad

candidates. The second sample containstt̄ events with misidentified QCD jets asτhad can-
didates. The third sample is the same as the second but withτhad ID factorisation applied.
Errors are purely statistical and do not reflect additional uncertainties due to factorisation.
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7.5.3. Z → ℓℓ and Di-boson

In the Z → ℓℓ sample, 12 events are expected before applying the jet requirements. The jet
kinematics are probably similar toZ → ττ or W + jets. They cannot be entirely equal to
Z → ττ since a significant number ofτhad candidates does not come from leptons from theZ
boson but are QCD jets. The jet requirements have an acceptance of 0.045 forZ → ττ events
(note that this sample includes EW diagrams). The acceptance is even lower forW+ jets
events. Taking the larger acceptance yields an expectationof below one event. Hence,Z → ℓℓ
can be safely neglected.

There is no good estimation for di-boson production. Only a handful of actual MC events
survives the pre-selection; i.e. there is no room for cut factorisation. The expected 600 events
after pre-selection are comprised of two thirdsWW events and one thirdWZ events. The
former is most similar tott̄. This is estimated to have an acceptance after pre-selection of
about 10−4. Assuming the same acceptance forWW, the result is a comfortable factor of 25
below one event. The actual expectation value might be higher since the jet multiplicity in
theWW sample is lower than in thett̄ sample. This will lead to less events being rejected
by the jet veto. In theWZ sample, most of theτhad candidates come from theZ boson. The
corresponding lepton candidate comes from either theW or Z boson. A worst case scenario
would be thatWZ is entirelyZ → ττ -like. In this case, the expected number of events after
cuts would be roughly 5. However, an estimate in [1] using a cut factorisation results in a
suppression of about 2×10−8 for the combined sample. With this factor the total expectation
is 0.1 events. To summarise, di-boson production can be neglected as background.

7.5.4. QCD multi-jets

Given the limitations mentioned in Sec. 5.6, an estimate of the multi-jet background can only
be carried out on an approximate level. The acceptance of thecut selection is shown in Ta-
ble 7.7. The second set of numbers was obtained usingτhad ID factorisation. Although this
method works well forW+ jets andtt̄, the deviations in the multi-jets sample are large. This
sample consists of many subsamples with low statistical power (Sec. 5.6). Many of the sub-
samples do not survive the pre-selection. Hence, the table probably underestimates the true cut
acceptance.τhad ID factorisation applied to a di-jet sample of only 25,000 events but filtered
to contain a lepton withpT > 15GeV on generator level agrees with the factorised multi-jets
sample for the last three non-vanishing steps (up topT, j1 > 40GeV). Taking into account that
no trigger is included and that the jet veto has an acceptanceof not more than 50% for all
other background samples, the result is about two orders of magnitude below one. A final
answer has to come directly from data. A method to measure multi-jets as background to
H → ττ searches from data independent of theW+ jets estimate was recently proposed and
demonstrated in [68].



106 Signal Selection

cut QCD QCD, factorised

# events εrel # events εrel

total 5.260(4)×1011 - 5.260(4)×1011 -

trigger 5.260(4)×1011 1.0 5.260(4)×1011 1.0

trigger lepton 8.6(5)×107 0.0 8.6(5)×107 0.0

no. of leptons 8.6(5)×107 1.0 8.6(5)×107 1.0

no. ofτhad 6.0(4)×104 0.0 2.1(5)×105 0.0

no. of jets 2600(500) 0.04 1.8(6)×104 0.09

charge product 1700(400) 0.68 5000(2000) 0.3

/ET 500(200) 0.29 1000(600) 0.18

xℓ 200(100) 0.4 130(30) 0.13

xh 0(0) 0.0 50(20) 0.37

cos∆φ(ℓ,τhad) 0(0) - 28(9) 0.59

MT 0(0) - 11(5) 0.38

sign(η j1η j2) 0(0) - 5(3) 0.46

pT (lead. jet) 0(0) - 5(3) 1.0

∆η j j 0(0) - 0.8(5) 0.16

ℓ-τhadcentrality 0(0) - 0.4(3) 0.54

M j j 0(0) - 0.2(2) 0.5

jet veto 0(0) - 0(0) 0.0

Table 7.7.:Expected number of events after cuts for an integrated luminosity of 30fb−1 and relative
efficiency for QCD mulit-jet production. The trigger is not included. Errors are purely
statistical and do not reflect additional uncertainties dueto factorisation.
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H → ττ Z → ττ W+ jets tt̄ Z → ℓℓ di-boson

after cuts 27(1) 72(7) 14(5) 14(4) 0 0

Table 7.8.: Expected number of events after the selection for an integrated luminosity of 30fb−1.
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Figure 7.18.: Mττ distributions for an integrated luminosity of 30fb−1. The histograms are taken from
parametrisations discussed in Sec. 10.2

7.6. Results

The expected event yield after the full selection is summarised in Table 7.8. The final signal
to background ratio isS/B= 0.24. TheMττ distribution is shown in Fig. 7.18. Histograms
are smoothed using a parametrisation as described in Chapter 10. Assuming a Higgs boson
mass of 120 GeV, the signal peak is well separated from theZ peak.W+ jets andtt̄ produc-
tion together sum up to 35% of the expected background. The reconstructed collinear mass,
however, is spread over a larger mass range. Thus, both processes contribute less to the signal
region than the pure number of events suggests.
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8
The Influence of Pile-Up

An event, as it is measured by a detector at a hadron collider,contains more reaction products
than just from the collision of of two elementary particles.The previous chapter is based on the
simulation of single proton-proton interactions. This approximation is valid only in the limit
of small luminosity and large times between collisions. Forhigher luminosities and smaller
bunch spacings, pile-up, as described in Chapter 3, cannot be neglected. In-time pile-up refers
to additional proton-proton interactions taking place during the same bunch crossing. The
average number of interactions per bunch crossing scales linearly with luminosity and bunch
spacing. Assuming 23 simultaneous interactions atL = 1034cm−2s−1 and a bunch spacing of
25 ns (cf. Chapter 3),L = 1033cm−2s−1 and 75 ns leads to 6.9 interactions on average. The
latter set of parameters is simulated in this study. A snapshot of the interaction parameters at
ATLAS during data taking in 2011, Figure 8.1, shows an already similar pile-up configuration.
Out-of-time pile-up is simulated for±11 bunch crossings or±825ns.

Table 8.1 shows the acceptance of the selection applied to the signal sample with and
without pile-up. The first difference to note is a drop in the total acceptance of about 50%.
A closer look reveals three items of the selection with a major deviation of the relative ac-
ceptance: The Trigger, theτhad identification and the jet veto. These are discussed in the
following.

8.1. Trigger

Already at the trigger level about 10% less events, with respect to the no-pile-up scenario,
pass the selection (see Table 8.1). Fig. 8.2 shows the turn-on behaviour of electron and muon
trigger. The threshold behaviour of both turn-on curves is almost unchanged. However, the
maximum efficiency reached by both triggers is decreased:EF e25i medium1 drops from
88% to 82%,EF mu20 from 78% to 68%. As discussed in Sec. 3.5, ATLAS has a three-
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Figure 8.1.: Interaction parameters at ATLAS [69] from during data taking in 2011.

cut H → ττ → ℓh (pile-up) H → ττ → ℓh

total 3100(10) - 3100(10) -

trigger 1007(7) 0.33 1133(7) 0.37

trigger lepton 874(6) 0.87 1016(7) 0.9

no. of leptons 868(6) 0.99 1009(7) 0.99

no. ofτhad 189(3) 0.22 299(4) 0.3

no. of jets 156(3) 0.82 231(3) 0.77

charge product 153(3) 0.98 226(3) 0.98

/ET 104(2) 0.68 152(3) 0.67

xℓ 86(2) 0.82 131(2) 0.86

xh 66(2) 0.77 108(2) 0.83

cos∆φ(ℓ,τhad) 63(2) 0.95 105(2) 0.97

MT 45(1) 0.72 81(2) 0.77

sign(η j1η j2) 38(1) 0.83 68(2) 0.84

pT (lead. jet) 37(1) 0.99 67(2) 0.99

∆η j j 21(1) 0.57 37(1) 0.55

ℓ-τhad centrality 20.7(9) 0.98 37(1) 0.98

M j j 18.6(9) 0.9 32(1) 0.87

jet veto 13.2(8) 0.71 27(1) 0.84

Table 8.1.:Comparison of cut acceptances in the signal sample with and without. Samples are filtered
on generator level to contain only theℓh channel.
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(a) Electron trigger.
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(b) Muon trigger.

Figure 8.2.: Efficiency of the default triggers, estimated as described in Sec 7.4. Electrons and muons
within |η |< 2.5 are considered.

stage trigger system. Table 8.2 shows the efficiency of the different trigger stages. Both L1
triggers are unaffected by pile-up. L1 trigger algorithms are designed to be relatively robust.
Given that theL1 EM23I trigger imposes an isolation requirement on electron candidates,
one might expect the efficiency to deteriorate in the presence of pile-up. The requirement of
ET < 4GeV in the isolation region, however, affects only a small fraction of electrons in the
relevant kinematic region (Fig. 8.3).

A large difference in efficiency occurs at L2. At this stage, pattern recognition and hypoth-
esis testing algorithms are used. Also, the L1 muon trigger uses only information from the
RPC and TGC chambers on L1. L2 uses additional information from MDT chambers which
suffer from out-of-time pile-up due to the long integrationtime. EF algorithms are, again,
unaffected by pile-up. However, candidates that did not pass the L2 trigger due to isolation,
additional tracks, or out-of-time pile-up were already discarded, leaving candidates similar to
the non-pile-up case.

8.2. τhad identification

The most dramatic change in acceptance due to pile-up is introduced by theτhad identification.
With the settings described in Sec. 7.1.3, the identification efficiency decreases by roughly one
third. The effect is shown in more detail in Fig. 8.4a. The reconstruction is unaffected over
most of thepT range. Pile-up increases the acceptance of the electron andmuon veto: The
electron veto is a dedicated electron identification, whichwill suffer from additional particles
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Figure 8.3.: Absolute isolation of electrons and muons fromZ/W bosons andτ decays. Bins are
normalised such that the integral over each column ofpT is 1. Solid lines reflect the 90%
and 95% contours, dashed lines show the 1%,5% and 10% contourlines of candidates
from jets.

trigger level H → ττ → ℓh H → ττ → ℓh (pile-up)

eh µh eh µh

total 1544(8) - 1554(8) - 1542(8) - 1555(8) -

level 1 800(6) 0.52 879(6) 0.57 784(6) 0.51 884(6) 0.57

level 2 588(5) 0.74 649(5) 0.74 540(5) 0.69 569(5) 0.64

event filter 507(5) 0.86 611(5) 0.94 464(4) 0.86 529(5) 0.93

Table 8.2.:Number of events expected to pass the electron (muon) trigger chain in theeh(µh) channel
and relative efficiencies. The difference in total events with and without pile-up is due to
statistical fluctiations in the simulated samples.
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(b) QCD jets fromW+ jets.

Figure 8.4.: τhad reconstruction and identification efficiency. Candidates are matched to generated
hadronicτ decays or jets, respectively.

and energy that are not correlated to an electron. This effect can be seen in Figure 8.5, showing
the efficiency of the standard electron reconstruction in the presence of pile-up. The muon veto
is a lower limit on energy in the ECAL. Pile-up makes it more likely to pass the threshold. The
identification efficiency on the other hand deteriorates, especially in the medium-pT regime.
While the misidentification probability also decreases (Fig. 8.4b), the number of candidates
from jets nearly doubles in the 1-prong bin and increases by about 40% in the 3-prong bin
(Fig. 8.9).

Figures 8.7a and 8.7b depict the distributions of the log-likelihood discriminant for signal
and background. In both cases the distributions are shiftedtowards smaller values. Theτhad
reconstruction acts on TopoClusters, which have built-in noise suppression. Therefore out-of-
time pile-up can be expected to have small effects. In-time pile-up causes the production of
additional particles which in turn can add tracks and energyto aτhad candidate.

Tracks of additional charged particles in the vicinity of a candidate reconstructed asn-
prong failed the track quality criteria, or elsen would have been incremented. Quality criteria
in particular include limits on the point of closest approach in z-direction to the primary vertex.
Figure 8.8a shows that the mean number of additional low-quality tracks around candidates
reconstructed by both algorithms scales approximately linearly with the number of primary
vertices. The position of a candidate reconstructed by the calorimeter-seeded algorithm is
determined by the barycentre of the cluster. For these candidates, the minimal∆R to the
closest track is usually different from 0. The maximum∆R depends on whether there are
additional tracks close to the candidate. The maximum∆R of 1-prong calorimeter-seeded
candidates is shown in Fig. 8.8b. Pile-up and non-pile-up distributions are a superposition of



114 The Influence of Pile-Up

0 100 200 300 400
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

ef
fic

ie
n

cy

rec
rec + ID
rec + ID + isol.
rec (pile-up)
rec + ID (pile-up)
rec + ID + isol. (pile-up)

pT [GeV]

(a) efficiency vspT

-3 -2 -1 0 1 2 3
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

ef
fic

ie
n

cy

rec
rec + ID
rec + ID + isol.
rec (pile-up)
rec + ID (pile-up)
rec + ID + isol. (pile-up)

η

(b) efficiency vsη

Figure 8.5.: Reconstruction, identification and isolation efficiency ofelectrons fromZ decays as a
function of pT andη .
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Figure 8.6.: Performance of theτhad ID log-likelihood discriminant for candidates withpT > 30GeV.
Blue markers represent the working point for non-pile-up.
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Figure 8.7.: τhad identification log-likelihood discriminant. Vertical lines mark the threshold for can-
didates in the non-pile-up case.

the minimum∆R with growing probability to find a track with increasing∆R. The latter is
much more pronounced with pile-up.

The additional particles deposit energy further off the barycentre. Thus, theτhadcandidate
appears less well collimated in the calorimeter. This effect can be seen in Figure 8.8c, which
shows the EM radius. The centrality fraction, being defined as ET in 0< ∆R< 0.1 overET in
0< ∆R< 0.1, shows the same tendency (Fig. 8.8d).

As a result, real hadronicτ decays look more jet-like in the presence of pile-up. Hence,
pile-up leads to a change in the working points accessible bythe algorithm. Fig. 8.6 shows
the possible values of signal efficiency vs rejection adjustable by a cut on the log-likelihood
discriminant. As discussed before, staying with the same cuts leads to a decrease of signal
efficiency but also some increase in the rejection of QCD jets. It is possible to adjust the
cuts such that the efficiency of the non-pile-up case is recovered. This, however, leads to
a severe decrease of rejection, especially for three-prongcandidates. Figures 8.7a and 8.7b
depict the distributions of the log-likelihood discriminant. For real hadronicτ decays the
distributions are clearly shifted to left. This is also truefor QCD jets but less visible because
the distributions here are broader.

Theτhad identification observables indicate that the separation power does not deteriorate
as much as the shift in the log-likelihood discriminant suggests. The distributions for signal
and background are usually shifted into the same direction.The performance of the LLH-
discriminant using an updated set of reference histograms is shown in Figure 8.6. Indeed,
for 1-prong candidates the full separation power can be recovered. For 3-prong candidates,
however, new reference histograms yield no improvement.
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Figure 8.8.: Impact of pile-up onτhad variables.
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8.3. Jet Veto

Hadronic activity in the central region is suppressed for the signal process. This restriction,
however, does not apply to additional proton-proton interactions due to pile-up. Pile-up can
trigger the jet veto in two ways: directly, by producing jetsin the central region with sufficient
pT. And indirectly, by adding energy to jets with lowerpT and thus “pushing” them over the
threshold. Those can be either other pile-up jets or jets from the hard signal process.

A jet-vertex association[70] (JVA) can be used to mitigate this effect within the tracking
region (|η |< 2.5). The purpose of the jet veto is to discriminate against hard processes which
do not have a rapidity gap. That means the jet veto should onlybe triggered by jets originating
from the hard process, i.e. jets from the primary vertex of that hard process. A jet can be
associated with a reconstructed vertex by identifying the vertex its tracks point to. The primary
vertex of the hard scattering is selected as the vertex to which the electron or muon points to.
In reality, pile-up does not produce separate jets that can be uniquely assigned to one vertex.
Rather, jets can have an admixture of tracks from a number of different vertices. Therefore
the procedure is as follows: first, the primary vertex is identified as the vertex to which the
electron or muon required for the analysis points to. Second, for each jet the primary vertex
pT fraction (PVF) defined as

PVF=

∑
tracks in jet from pv

pT

∑
tracks in jet

pT
(8.1)

is calculated. In the last step, the veto is triggered only ifa jet within |η | < 2.5 has a PVF
greater than a certain threshold.
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The PVF and the minimumpT of jets are adjustable parameters of this method. The
accessible working points are shown in Fig. 8.10a. Increasing either of the two parameters
leads to a higher acceptance of both signal and background because less jets can trigger the
jet veto. For large values of thepT threshold, the signal efficiency is virtually constant and
only the background rejection is varied by the PVF. In principle, a full optimisation of the
parameters with respect to the signal significance would be preferable. But this is not feasible
due to the limited size of the Monte-Carlo sample. Instead, the parameters are chosen such
that the working point best reflects the non-pile-up case. The pT threshold remains at 20 GeV.
For PVF> 0.7 the signal efficiency of the no-pile-up scenario is recovered, while the rejection
decreases only by a few percent. This choice coincides with the point where the fraction of
tt̄ events per bin is higher than the fraction of signal events (cf. Fig. 8.10b). This working
point, however, is not unique: e.g. a higher threshold ofpT > 25GeV and PVF> 0 (no jet-
vertex association) yields a similar result. As mentioned at the beginning of this section, JVA
needs tracking information and therefore works only withinthe narrower tracking region of
|η | < 2.5 instead of the larger|η | < 3.2 that was used in the no-pile-up scenario. A hybrid
solution is technically possible where only jets above a certain PVF within the tracking region
and all additional jets in 2.5 < |η | < 3.2 trigger the jet veto. This approach leads to a gain
in rejection oftt̄ events but comes at the cost of a significantly lower signal acceptance and
therefore is not used in the following.

Fig. 8.10c shows theη distribution of jets which trigger the veto using jet-vertex associa-
tion. Without JVA this distribution is almost flat for the signal process. JVA has the desired
effect: In signal events, it rejects most of the jets within the tracking region as pile-up jets
that will not trigger the veto. Intt̄ events, with many genuine jets from the hard process, the
majority of jets survives causing the event to be discarded.
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Figure 8.11.: Difference between reconstructed (RefFinal) and generated /Ex. No cuts are applied. A
double Gaussian function is used to fit the distributions (solid lines). The two Gaussian
functions of each composite function are drawn as dashed lines.

8.4. /ET Resolution

Although the acceptance of the/ET requirement is virtually unchanged, pile-up has a signif-
icant impact on/ET resolution. As is apparent from Figure 8.11, the distribution of the dif-
ference between the reconstructed and the generated x-component of/ET (/Ex) becomes much
broader in the presence of pile-up. In both luminosity scenarios, a single Gaussian function is
insufficient to correctly describe the tails. The corresponding fit parameters are shown in Ta-
ble 8.3. Especially the width of the inner Gaussian increases relative to the non-pile-up case:
From(7.1±0.3)GeV to(12±2)GeV in H → ττ , (8.64±0.03)GeV to(13.2±0.3)GeV in
Z → ττ . Note that the distributions are not exactly centred aroundzero but are slightly biased
such that the reconstructed/Ex is on average smaller than the generated. This effect is caused
by a displacement of the beam spot that was simulated in all Monte-Carlo samples used in this
thesis. The bias can be corrected for, but this does not significantly improve the/ET resolution.
A more detailed discussion can be found in [71].

According to Eq. 3.14,/ET resolution depends on the scalar sum ofET in the calorimeter
(ΣET). Pile-up affects the resolution in two ways: Proton-proton interactions from in-time
pile-up deposit additional energy in the calorimeter and thus increaseΣET (Fig. 8.12). Fur-
thermore, it adds noise from out-of-time pile-up. Fig. 8.13a shows the resolution of/Ex as a
function ofΣET. Often only the statistical term, proportional toΣET, is used to fit this distri-
bution. This approximation works well without pile-up. Both H → ττ andZ → ττ show the
expected behaviour with a coefficient of 0.51 (cf. Table 8.4), which agrees with 0.52 as stated
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sample σ1 [GeV] σ2 [GeV]

H → ττ 7.1(3) 15.1(9)

Z → ττ 8.64(3) 15.2(1)

H → ττ (pile-up) 12(2) 19(3)

Z → ττ (pile-up) 13.2(3) 18.9(3)

Table 8.3.: Standard deviations of double Gaussian functions fit/Ex resolution in Fig. 8.11
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Figure 8.12.: ΣET with and without pile-up on generator level and reconstructed.

in [39]. It should be noted, though, that a slightly better fitcan be obtained by adding an ad-
ditional offset as in Fig. 8.13a. Pile-up not only adds additional transverse energy, increasing
ΣET. This would result in the same curve. The worse/ET resolution would then solely be a
consequence of a higher averageΣET. But this is clearly not the case. Both, signal process and
Z → ττ , have worse resolution for a given value ofΣET. The signal sample has an identical
slope in the case of pile-up but the offset is approximately doubled. The higher offset can
be attributed to additional noise from out-of-time pile-up. The different behaviour of signal
andZ → ττ can be explained by Figures 8.13b and 8.13c.ΣET is correlated to the number
of primary vertices because this number directly translates into the number of proton-proton
collisions.

The deterioration of/ET resolution has only a small influence on the distribution of/ET
(Fig. 8.14) itself except for the first bins. For smaller values of/ET, the bias seen in the differ-
ence between true and reconstructed/ET becomes important. Thus, for pile-up the first bins of
the distribution are more populated. For larger values, thebias can be seen as relatively small,
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Figure 8.13.: Interdependence of/Ex resolution,ΣET and number of reconstructed primary vertices.
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sample a b c a(stat.)

H → ττ (no pile-up) 0.4(2) 5(2) 0 0.508(8)

Z → ττ (no pile-up) 0.43(7) 5(1) 0 0.507(2)

H → ττ 0.5(3) 9(4) 0 0.590(8)

Z → ττ 0.453(9) 10.8(3) 0 0.611(3)

Table 8.4.:Fit parameters of/Ex resolution as a function ofΣET (Fig. 8.13a).c was in all cases compat-
ible with zero within errors. The last column,a(stat.) gives the coefficient of the statistical
term assuming thatσ/Ex

= a
√

ΣET, only.
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Figure 8.14.: Distribution of /ET after pre-selection.

so the probability of an upwards fluctuation is approximately the same as for downwards. So,
for a sufficiently high threshold, the acceptance is unchanged.
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Figure 8.15.: Mττ distributions after pre-selection and cuts onxℓ/xh. A triple Gaussian function was
used to fit the distributions.(b) shows fits to the non-pile-up sample using generated/ET

instead of reconstructed. Gaussian smearing with a width between 0 and 20GeV was
applied to the generated/ET.

8.5. Mττ Resolution

The deterioration of/ET resolution has no significant impact on the acceptance of the/ET re-
quirement in the signal sample. However, it directly affects theMττ resolution. Figure 8.15a
shows theMττ distribution with and without pile-up. The presence of pile-up makes the dis-
tribution broader and more asymmetric. The width (FWHM1) increases from 22.5 GeV to
29.1 GeV (mH = 120GeV).

The collinear approximation assumes that/ET results only from neutrinos from theτ lepton
decays. Deviation from this assumption directly results ina deterioration of theMττ resolu-
tion. This is shown in Figure 8.15b. Here, the measured/ET is substituted by the generated
/ET which is equal to the sum of neutrino momenta, except for considering also particles with
|η | > 5 as non interacting. The distributions show different levels of /ET resolution simulated
by Gaussian smearing. Worse resolution leads to a broader peak but also makes the distri-
bution more asymmetric. As can be seen from Figure 8.16, the resulting dependence of the
width (FWHM) of Mττ as a function of the width of the Gaussian smearing of/Ex is linear in
this simplified model. However, the additional points show thatH → ττ with real /ET is well
described by this model. This is a strong indication that thebroaderMττ distribution in the
presence of pile-up is caused dominantly by the/ET resolution.

1Since theMττ distribution is asymmetric, the full width at half maximum,FWHM, is a more suitable quantity
than theσ of a Gaussian function.
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It stands to reason that this effect is not unique to the signal sample. TheZ→ ττ resonance
also becomes broader (see. Sec. 8.7). Pile-up causes both peaks, which are well separated in
the no-pile-up scenario, to partially merge. Since one of the key features ofH → ττ search in
VBF is mass reconstruction, this drastically affects the expected signal significance as will be
further discussed in Chapter 10.

8.6. Other Effects

Looking at Table 8.1 reveals several minor deviations in acceptance caused by pile-up. The
probability to find two jets withpT > 20GeV increases, since pile-up creates new jets or adds
energy to jets from the hard process. Cuts on bothxℓ andxh have a reduced acceptance. This
is, of course, closely related to the broaderMττ distribution due to worse/ET resolution. In
both cases, the distributions become broader (cf. Figs. 8.17a and 8.17b). As restricting the
x-values to 0< x< 1 is only meaningful if/ET is equal to the sum of neutrino momenta from
theτ decay, it makes sense to relax the requirement (see next section). The lower limit onMT

also has a lower acceptance. Again, this is an observable related to/ET. Figure 8.17c reveals
that the distribution is shifted towards higher values. Fig. 8.17c shows that also this effect can
be explained by/ET resolution. Again, the reconstructed/ET is substituted by generated/ET,
leading to a similar effect.
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8.7. Conclusions

To mitigate the impact pile-up has on the analysis, the selection is modified in the following
way (the requirement in the no-pile-up scenario is given in brackets):

• /ET > 40(30)GeV

• 0< xℓ < 0.85(0.75)

• 0< xh < 1.1(1.0)

• MT < 40(30)GeV

• jet veto:|η |< 2.5(3.2), PVF> 0.7

• τhad identification: new LLH, 1p:> 2, 3p:> 6.5

From looking only at the signal sample, the higher/ET threshold is not necessary. Since,
however, the/ET resolution deteriorates in the presence of pile-up, and QCDbackground with
pile-up is not available for this analysis, the threshold isset to a higher value. Table 8.5 shows
the acceptance of the updated selection. The loss in acceptance due to pile-up can be reduced
from about 50% to 15%. TheMττ resolution on the other hand is not significantly affected by
these modifications. Figure 8.18 shows that both the Higgs and Z boson resonance are broader
in the presence of pile-up. As can be seen in Table 8.6, the expected number of non-resonant
background is approximately equal to the number obtained inthe no-pile-up scenario. The
number of expectedZ → ττ events is reduced by about the same factor as the number of
H → ττ events. The finalMττ distribution can be seen in Figure 8.19. TheH → ττ peak can
barely be recognised as a separated resonance. The current luminosity delivered by the LHC
already surpasses the simulation, with even more severe pile-up conditions. Nevertheless,
more recent improvements in the description of pile-up in simulation as well as its handling
in reconstruction and analysis could not be considered here. It seems not unreasonable that
with a better understanding of pile-up, future developments can improve the situation. E.g. a
new technique to reconstructMττ [72] without relying on the collinear approximation seems
a promising candidate.

Clearly, the reduced separation ofH → ττ andZ → ττ puts greater emphasis on under-
standing the background processes. As this chapter showed,correctly modelling/ET is crucial
to this understanding. As modelling/ET in the simulation is difficult – all higher level objects
enter the calculation and/ET is sensitive to the detector condition and LHC parameters – the
next chapter will present methods to estimate the dominant background processes from data.
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cut H → ττ → ℓh (pile-up)

total 3100(10) -

trigger 1007(7) 0.33

trigger lepton 874(6) 0.87

no. of leptons 868(6) 0.99

no. ofτhad 239(3) 0.28

no. of jets 197(3) 0.82

charge product 192(3) 0.98

/ET 107(2) 0.55

xℓ 94(2) 0.88

xh 77(2) 0.83

cos∆φ(ℓ,τhad) 75(2) 0.97

MT 63(2) 0.84

sign(η j1η j2) 52(1) 0.83

pT (lead. jet) 52(1) 0.99

∆η j j 29(1) 0.56

ℓ-τhadcentrality 28(1) 0.98

M j j 26(1) 0.91

jet veto 23(1) 0.88

Table 8.5.:Comparison of cut acceptances in the signal sample for with and without and pile-up. Sam-
ples are filtered on generator level to contain only theℓh channel.

H → ττ Z → ττ W+ jets tt̄ Z → ℓℓ di-boson

after cuts 23(1) 60(7) 12(5) 17(4) - -

Table 8.6.: Expected number of events after cuts.Lint = 30 fb−1.
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9
Estimation of Background Processes

The previous chapter emphasised that a precise knowledge ofthe background and especially
theMττ shape is essential in order to be able to extract the signal process.Mττ depends on/ET,
which, as was demonstrated, is strongly influenced by pile-up and also detector conditions. It
is therefore not always reliably modelled by simulation. Moreover, the dominant background
processes include the production of heavy vector bosons associated with several jets. The
vector boson recoils against the jets, which thus determinethe boost of the decay products. As
was explained in Chapter 3, the jet kinematics are difficult to describe with standard leading
order Monte-Carlo programs. Furthermore, it is doubtful whether it will be at all possible
to produce a sufficient amount of MC events for processes likeW+ jets. As a result, it is
preferable to estimate the dominant background processes directly from data. In this chapter,
I will present two such methods.

9.1. An Embedding Technique to EstimateZ → ττ

Z → ττ is an irreducible background toH → ττ , i.e. it can have an identical final state.
It can be separated from the signal process by reconstructing Mττ . However, both peaks
overlap: The signal peak lies on top of the steeply falling flank of theZ peak. It is therefore
impossible to select aZ → ττ control sample from data in the signal mass region without
signal contamination. The approach presented here makes use of as much data as possible
while keeping input from simulation at a minimum.

Neglecting the difference betweenmτ andmµ , both of which are small compared tomZ,
Z → µµ production is kinematically identical toZ → ττ , especially when considering the
associated jets. In contrast to the latter process, it can beselected free of signal by selecting
two muons with an invariant mass near theZ peak. If one replaces these two muons of a
collision data event with simulatedτ decay products, where theτ leptons had the same four-
vectors as the muons, the result will be an almost perfectZ → ττ event.
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Figure 9.1.: Flowchart of the embedding procedure.

Several similar methods already exist and have been demonstrated. These methods, see
e.g. [73], focus on replacing the original muons with the visible (reconstructed) tau decay
products. This is sufficient to reproduce the kinematics of theτ decay products. However,/ET
has to be corrected manually. In ATLAS,/ET is calculated from calorimeter cell depositions
(cf. Sec. 3.4.6). Starting from this premise, the most “natural” way to manipulate the original
event is to replace energy depositions in calorimeter cellsinstead of reconstructed objects
and re-run the standard reconstruction algorithms. This inturn produces all the required final
reconstructed objects and provides/ET without having to correct.

The advantages which this method offers come at the price of increased complexity com-
pared to other methods. The whole procedure, calledembeddingin the following, runs in
several steps. Fig. 9.1 gives an overview.

9.1.1. The Embedding Procedure

Muon Selection

The first step of the embedding procedure is to select the muons in a collision data event which
will be replaced byτ decay products. The proper selection of a clean and unbiasedcontrol
sample will be discussed in Sec. 9.1.5. The embedding procedure itself should be independent
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of the actual selection. For the purpose of validating the method (Sec. 9.1.4), an event is
required to contain two muons with:

• opposite charge

• pT > 10GeV each

• the same reconstructed vertex as origin

In case there is more than one valid pair of muons in an event, the pair with the highest scalar
pT sum is selected. TheZ → µµ decay vertex is written out in HEPEVT [74] format. TheZ
boson is taken as four-vector sum of the muons. The reconstructed vertex to which the muons
point is used as vertex position. Both muons are declared to be τ leptons, i.e. the identifier
in HEPEVT is set to that of aτ and the four-vector is rescaled to obtainmτ . An example of a
HEPEVT record is shown in Appendix E.

Simulation of the ττ Decay

The newZ→ ττ “event” is processed by TAUOLA, which simulates theτ decays, taking care
of spin correlations and the desired decay mode. The result is then fed into the full detector
simulation, digitisation and reconstruction. Calorimeter noise simulation, as well as vertex
smearing are switched off. The final output of this is an ESD (see Sec. “Data Format”).

Merging Original Event and Simulated ττ Decay

The merging step is the core of the embedding procedure. Boththe original ESD and the
new one containing the simulatedτ decays are processed in parallel. The result is an ESD
containing hybrid events consisting of the original event in which the muons are replaced by
simulatedτ decay products. The merging is done in three separate sub-tasks. First, the original
muons, which were used asτ leptons, have to be identified and associated with theτ decays.
The reason for this is a detail of the implementation but not entirely trivial: muon selection and
merging are run in separate steps.τ leptons in the simulatedττ decays are matched to original
muons within a cone around the generatedτ . The direction of aτ lepton in the simulatedττ
decay and the original muon are not always identical becauseTAUOLA sometimes creates
additional photon radiation which changes the four-vectors of theτ to ensure energy and
momentum conservation in the decay process. Possible effects will be discussed in more
detail in Sec. 9.1.8.

The second step is track embedding. The embedding procedureworks on the most basic
entities in the calorimeter, i.e. energy depositions in cells. But instead of replacing hits or drift
circles in the tracking sub-detectors, reconstructed tracks are replaced. First of all, ESDs do
not contain all hits. In addition, the procedure would be much more sensitive to misalignment.
Also, /ET reconstruction runs on tracks not hits. So, while embeddingon hit level might be
more accurate, it is not strictly necessary. Track embedding removes the tracks of the original
muons in the inner detector and muon spectrometer. All tracks in the simulatedττ decay are
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Figure 9.2.: Stylised event display: Rectangular areas represent the calorimeter in theη -φ plane.
Filled circles depict energy depositions, where the colourcoding stands for an increas-
ing amount of deposited energy from blue to red.

copied to the new event. All track segments in the muon spectrometer in a cone around the
original muons are removed and replaced by the simulated track segments in the same cone.
This is necessary in order to completely remove the originalmuons. Muon tracks not always
make use of all the track segments and leftover segments may lead to the reconstruction of
additional muons by MuTag (cf. Sec. 3.4.3).

Calorimeter embedding is done in the third step. See Figure 9.2 for an example. The orig-
inal embedding method described in [75] works but introduces small biases. A more sophis-
ticated method (cf. [76]) is used instead. To remove the energy the original muon deposited
in the calorimeter, all depositions within a small cone (Cin) around that muon are removed. In
a larger cone (Cout) around the muon all cell entries in the simulatedττ decay are added to
those of the original event.

Re-Reconstruction

The new hybrid event now consists of tracks and calorimeter cell information. To obtain
higher-level objects all available standard reconstruction algorithms are run on the event. This
slightly limits the method: Reconstruction on ESDs is in principle foreseen in the ATLAS
software but has to be run mostly manually. Thus, only muons from the STACO algorithm
are available. Fortunately, this is irrelevant for many usecases. In the context of this analysis
muons are defined as being reconstructed by STACO, and also/ET makes use of STACO muons.
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Data Format

The ATLAS analysis data format contains only limited calorimeter cell information. Energy
depositions in cells are stored if the cell lies within a conearound a reconstructed electron,
muon orτhad. This is insufficient for the embedding procedure as it is implemented: On
the one hand, the reconstruction of/ET requires full calorimeter information. On the other
hand, not all jets are reconstructed: Althoughτhad candidates are reconstructed from seed
jets, not every jet is reconstructed asτhad candidate, especially in the low-pT regime –/ET
uses jets withpT > 5GeV. Complete calorimeter information is available in rawdata but
access to this is restricted. The choice to use the ESD1 format is therefore a trade-off between
contained information and accessibility of data. ESDs contain full, albeit compressed (lossy)
[77], calorimeter information and is accessible to all users via special skims.

9.1.2. Cone Optimisation

Cone sizes are the main tunable parameters of the embedding procedure. The size of the inner
coneCin is a trade-off between removing the entire energy depositedby the original muon
and keeping as much of the original event as possible. While calorimeter depositions of the
simulatedZ → ττ are added to the original event independent ofCin, the hybrid event will
contain too much energy in the vicinity of theτ decay product ifCin is too small. MakingCin
too large, removes noise, out-of-time pile-up or even real objects from the collision data event.
The outer coneCout is a detail of the implementation used in this study: noise isno longer
simulated for theZ → ττ decay, which means there is no need to restrict the area in which
energy is added. In the latest releases of the package all energy depositions in the calorimeter
are added to the event. RestrictingCout in the version used for this study is necessary in order
to prevent significant double counting of energy depositions as a cell is added each time it is
situated with an outer cone around an original muon. Note also that in recent releasesCout

is centred around the simulatedτ decay products instead of the original muon. This is more
reasonable becauseCout is used to implant theτ decay products into the new event.

For the optimisation,Cin is varied between 0.05 and 0.12 in steps of 0.01. To limit CPU
time consumption the study is carried out on the ALPGEN two-parton samples (cf. Chapter 5),
only. The simulation of theZ → ττ decays involves randomisation of e.g. theτ decays and
noise. To avoid statistical effects due to this randomisation on top of the variation, the same
simulatedZ → ττ decays are used for all values ofCin. A Kolmogorov test of theZ → ττ
distribution and the respectiveZ → µµ distribution after embedding serves as a figure of
merit. In general, calorimeter related observables involving theτ decay products are suited
for the optimisation. It turns out that the optimal value ofCin depends on the observable in
question. Hence,Mττ is the best choice for this problem.

Fig. 9.3a showsMττ calculated fromZ → ττ decay products matched to generated objects
and reconstructed/ET. Variation ofCin over the full range leads to changes which are well
below the statistical uncertainty of the expected number ofevents after cuts. Nevertheless, it

1Event Summary Data
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Figure 9.3.: Effect of varying the the size of the inner coneCin between 0.05 and 0.12. The solid green
areas range between the minimum and maximum central value per bin of the modified
histograms. The sample giving the best agreement withZ→ ττ in a Kolmogorov-Smirnov
test is used for the ratio.

should be noted that the bin entries vary in a correlated way,leading to a systematic shift of
roughly 1 GeV in the peak. The optimal value forCin is 0.1.

As tracks are copied independent of the cone sizes, muons arenot affected. Some other
relevant observables are shown in Figures 9.3b, 9.4 and 9.5./ET and electronpT, although not
much affected by the cone variations, both prefer small cones.Cin = 0.05 is the optimal value
within the tested range. Relative isolation on the other hand agrees best with a large cone.τhad
related observables consistently show an optimalCin of 0.09. The most sensitive observable
for τhad candidates is thepT resolution. Cone size variation again leads to a shift of themean
value. The jet algorithm which provides a seed for theτhad reconstruction algorithm gathers
more than just energy depositions of the hadronicτ decay itself. This leads to an average
reconstructedpT of theτhad that is greater than the truepT. A large cone therefore cuts away
too much energy around theτhadmaking the result “too good”. A small cone leaves too much
energy deposited by the original muon, especially in the hadronic calorimeter.

The optimal value forMττ (0.98 in a Kolmogorov-Smirnov test),Cin = 0.1, is used in
the following. All of the above tests can also be performed ondata. The information on
generator level comes solely from the simulatedττ decay and is fully available also when
usingZ→ µµ events form collision data. Thus, assuming well understoodMC by the time an
integrated luminosity of 30fb−1 is reached, the same embedding vs. MC comparison can be
done. Systematic uncertainties arising from badly adjusted cone sizes can be expected to be
well under control.



Estimation of Background Processes 137

0 10 20 30 40 50 60 70 80 90 100

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

0 10 20 30 40 50 60 70 80 90 100

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

0 10 20 30 40 50 60 70 80 90 1000.6

0.8

1

1.2

0 10 20 30 40 50 60 70 80 90 1000.6

0.8

1

1.2

fr
ac

tio
n

o
fe

ve
n

ts
fr

ac
tio

n
o

fe
ve

n
ts

Cin variation

Z → ττ
Z → µµ (emb.)

Z
→

ττ
Z
→

µ
µ

Z
→

ττ
Z
→

µ
µ

/ET [GeV]/ET [GeV]

(a) MET RefFinal.

0 10 20 30 40 50 60 70 80 90 100

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

0 10 20 30 40 50 60 70 80 90 100

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

0 10 20 30 40 50 60 70 80 90 1000.6

0.8

1

1.2

0 10 20 30 40 50 60 70 80 90 1000.6

0.8

1

1.2
fr

ac
tio

n
o

fe
ve

n
ts

fr
ac

tio
n

o
fe

ve
n

ts

Cin variation

Z → ττ
Z → µµ (emb.)

Z
→

ττ
Z
→

µ
µ

Z
→

ττ
Z
→

µ
µ

pT [GeV]pT [GeV]

(b) pT of electrons from theZ → ττ decay (matched
to generated electrons).

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10.6

0.8

1

1.2

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10.6

0.8

1

1.2

fr
ac

tio
n

o
fe

ve
n

ts
fr

ac
tio

n
o

fe
ve

n
ts

Cin variation

Z → ττ
Z → µµ (emb.)

Z
→

ττ
Z
→

µ
µ

Z
→

ττ
Z
→

µ
µ

E∆R<0.2
T /pTE∆R<0.2
T /pT

(c) Relative isolation of electrons from theZ→ ττ de-
cay (matched to generated electrons).

0 10 20 30 40 50 60 70 80 90 100

0.02

0.04

0.06

0.08

0.1

0 10 20 30 40 50 60 70 80 90 100

0.02

0.04

0.06

0.08

0.1

0 10 20 30 40 50 60 70 80 90 1000.6

0.8

1

1.2

0 10 20 30 40 50 60 70 80 90 1000.6

0.8

1

1.2

fr
ac

tio
n

o
fe

ve
n

ts
fr

ac
tio

n
o

fe
ve

n
ts

Cin variation

Z → ττ
Z → µµ (emb.)

Z
→

ττ
Z
→

µ
µ

Z
→

ττ
Z
→

µ
µ

pT [GeV]pT [GeV]

(d) pT of τhad candidates from theZ → ττ decay
(matched to the visible hadronicτ decay product
on generator level).

Figure 9.4.: Effect of varying the the size of the inner coneCin between 0.05 and 0.12. The solid green
areas range between the minimum and maximum central value per bin of the modified
histograms. The sample giving the best agreement withZ→ ττ in a Kolmogorov-Smirnov
test is used for the ratio.
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Figure 9.5.: Effect of varying the the size of the inner coneCin between 0.05 and 0.12. The solid green
areas range between the minimum and maximum central value per bin of the modified
histograms. The sample giving the best agreement withZ→ ττ in a Kolmogorov-Smirnov
test is used for the ratio.

9.1.3. Vertex Reconstruction

Proton-proton collisions do not happen exactly at the centre of the detector. They are spread
around the beam spot, especially along the z-axis. In addition, the actual beam spot can
be displaced from the nominal one. In the simulation, this isrealised by going through the
list of generated vertices, possibly setting the beam spot to a new location and performing a
Gaussian smearing of the coordinates. In the context of the embedding procedure, this leads
to a problem: The reconstructed vertex is already smeared with respect to the true collision.
TheZ production vertex of the simulatedZ → ττ decay is set to the vertex to which the two
muons point. By default this is then smeared according to theparameters currently employed
by the simulation. This obviously means another very substantial smearing of the vertex from
which theτs of theZ → ττ decay originate.

Any track that cannot be associated with a reconstructed vertex is attached to the beam
spot. Thus, an ATLAS event usually has at least two vertices:the beam spot and the primary
vertex. If more than one primary vertex is reconstructed, the one with the highest scalar sum
of p2

T of tracks is called primary, the others are classified as pile-up vertices. Hence, an event
without additional pile-up interactions should have two vertices (beam spot and primary) but
no pile-up vertices. The number of vertices per event can be seen in Fig. 9.6a. Due to the
default vertex smearing in the simulatedττ decay, aZ → µµ sample has on average more
vertices than a realZ → ττ event. Especially inz-direction, tracks of theτ decay products
are displaced with respect to the original primary vertex. The vertex reconstruction algorithm
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Figure 9.6.: Effect of vertex smearing on the primary vertex reconstruction.

does not consider them to be coming from the primary vertex. The tracks are then either
attached to the beam spot, or, in case of e.g. a 3-prongτhad, a new pile-up vertex is created.
In the former case, tracks can have a largez0, which means that they fail track quality cuts
of object reconstruction algorithms like theτhad reconstruction (cf. e.g. Fig. 3.4.5). This
not only leads to an inefficiency of the reconstruction but also to a wrong ratio of 1- to 3-
prongτhad candidates. When the default vertex smearing is switched off, the distributions are
in good agreement. The effect of vertex smearing on the assignment of tracks belonging to
reconstructed objects to the different types of primary vertices is shown in Figure 9.7. In
the presence of pile-up, the track multiplicity and the number of vertices are much higher
than without pile-up. Vertex smearing in the simulatedττ decay has therefore less impact on
the general vertex reconstruction. With smearing switchedoff, the number of reconstructed
primary vertices is in good agreement (Fig. 9.8a). The number of vertices is on average 0.6%
lower in the embedding sample. Although visible, this effect can probably be safely neglected.
Without smearing, tracks point more often to the primary vertex than in realZ→ ττ MC. This
effect is presumably caused by the much cleaner environmentin which track reconstruction in
the simulatedττ decay acts, especially when considering pile-up. Consequently, the effect is
more visible in the presence of pile-up (Fig. 9.8b). Also, requiring the two original muons to
come from the same reconstructed vertex probably biases thedistribution towards real primary
vertices.
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Figure 9.7.: Types of reconstructed primary vertices reconstructed objects from theZ → ττ decay are
associated with. Reconstructed objects are matched to the corresponding generator-level
object. The embeddedZ → µµ sample is shown with vertex smearing on and off.
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Figure 9.8.: Primary vertex reconstruction in the presence of pile-up without vertex smearing.

9.1.4. Validation of the Method

The discriminating variable for this analysis isMττ . Accordingly, any method to obtain a
control sample has to correctly reproduce the quantities from whichMττ is calculated. These
are (cf. Eqns. 4.5, 4.6 and 4.9):

• lepton/τhad momenta: Figs. 9.9a-9.9c showpT distributions of reconstructedτ decay
products from theZ → ττ decay. Reconstructed objects are matched to generated parti-
cles from theZ decay. No additional cuts are applied. The agreement between Z → ττ
MC andZ → µµ after embedding is generally better than 10%. Low-pT electrons have
a higher efficiency in the embedded sample. As they are below the threshold for the
analysis (cf. Sec. 7.1), the effect can be neglected.

• missing transverse energy: Although the/ET-distribution of the embedded sample in
Fig. 9.9d is slightly shifted, the deviation is below 10%.

• angles between above objects:
Angles are reproduced correctly with the embedding procedure (Figs. 9.10a-9.10c). The
agreement is, again, better than 10%, except for small angles between muon andτhad. A
deviation is visible for angles below 0.5.

All observables which enter theMττ calculation are reproduced by the embedding procedure.
The resultingMττ distribution, Fig. 9.10d, matches the one obtained fromZ → ττ with high
precision.
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Figure 9.9.: Comparison of quantities which enter the calculation ofMττ .
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cut standard pile-up

trigger EF mu20

muon charge charge(µ1)·charge(µ2) = -1

muon vertex same vertex

muonpT > 20 GeV

muonEisol.
T < 3 GeV < 4 GeV

Mµµ > 60 GeV

/ET < 30 GeV < 50 GeV

Table 9.1.: BasicZ → µµ selection as input for the embedding method.

9.1.5. Z → µµ selection

Above sections show that, given a pureZ → µµ-sample,Z → ττ distributions can be repro-
duced with sufficient accuracy. In a real experiment, the input sample has to be selected from
data. The selection has to be:

• pure

• unbiased

• efficient

A high purity is mandatory because a significant admixture ofother processes can be expected
to change the resulting shapes. Special care has to be taken in order to avoid biases. The
selected muons have to represent the trueτ leptons. On the other hand, muon observables
are the main tool to separateZ → µµ from the background. Efficiency is important to ensure
a sufficiently large control sample. In general, the size of acontrol sample should be larger
than the expected number of events for the process in question. Less events result in larger
statistical fluctuations which ultimately reduce the significance with which a signal process
can be detected.

It should be noted that a full-fledgedZ → µµ analysis is beyond the scope of this thesis.
The following selection sketches the basic parts of a properZ → µµ selection with respect to
the processes studied here and its impact on embedding. The selection criteria employed in
theZ → µµ selection are summarised in Table 9.1 and further discussedin the following. The
relevant distributions are shown in Appendix F.
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Muons

Z → µµ produces two high-energetic muons with opposite charge. For the embedding proce-
dure, a cut on thepT of muons fromZ → µµ decays directly defines the minimumpT of τs
in theZ → ττ control sample. In a realZ → ττ process there is no such direct threshold for
theτs. Assuming the collinear approximation is valid, a cut on the pT of theτ decay products
poses an indirect cut on theτ pT. The thresholds for muons, electrons andτhad candidates
in theH → ττ analysis are 20, 25 and 30 GeV respectively (cf. Sec. 7.3). Toavoid biases, a
safe requirement for muons fromZ → µµ is therefore 20 GeV. Although muons (electrons)
with pT > 10(15)GeV are used in the analysis to remove overlapping reconstructed jets, the
effect can be considered small since events with more than one identified muon or electron
are discarded. The/ET requirement in theH → ττ analysis effectively further increases the
minimal τ pT. Hence, if a harder cut is necessary, it will probably not have a large effect.

It is natural to require isolated muons. Several effects have to be taken into account. First
of all, an isolation requirement can bias thepT spectrum of the muons. This happens because
the energy deposited in a cone around the muon is a function ofthe muon energy itself (see
Sec. 7.1 for a more detailed discussion). Neither the absolute nor relative (i.e.ET over pT of
the muon)ET around the muon are flat in muonpT. In addition, there is a more or less subtle
interplay between isolation, the embedding procedure and the resulting control sample. Again,
there is no direct restriction on the energy around a realτ in a realZ→ ττ process. There is an
indirect one, manifest in the isolation requirements for the τ decay products. These however,
are not identical. While for muons and electrons from aτ decay a cut onET around the particle
is applied, the energy around aτhad candidate enters the likelihood discriminant. Also, in a
small cone around the original muon, the energy depositionsin the calorimeter are replaced
entirely. Thus, isolation is influenced by the size of this cone. On the other hand, isolation
has a positive effect apart from the suppression of background: Muons can lose energy due to
photon radiation. Hence, using reconstructed muons asτ leptons broadens theZ peak. Using
isolated muons mitigates this effect.

As both muons come from the same mother particle it, makes sense to require them to
be associated with the same reconstructed vertex - especially in the presence of pile-up. In
addition, for TAUOLA to work correctly, a decay vertex needsto be assigned to the Z boson
in each HEPEVT entry. This decay vertex should be identical for both decay products.

Z peak

The main discriminating observable forZ → µµ is the invariant mass of the muon pair. Using
a narrow window around the mass of theZ boson would discard most of the background.
Unfortunately, cutting into theZ peak directly means changing theMττ distribution of the
control sample. Therefore, the cut onMµµ must be relatively loose.Mµµ > 60GeV keeps
almost allZ → µµ events, while still rejecting the vast majority of background processes.
Background processes considered here do not contain eventsfar above theZ peak, hence an
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upper cut is not necessary. In reality the situation may be different, in which caseMµµ <
120GeV would be an adequate upper limit.

Missing energy

/ET in Z → µµ is almost exclusively an effect of the finite resolution of the /ET reconstruction
itself and, most prominent, of jets. A cut on/ET suppressesH → ττ , Z → ττ and tt̄. But
since jets affect/ET, cutting hard on/ET will favour events with well-measured jets and/ET.
One of the key advantages of the embedding procedure is that/ET comes directly from the re-
reconstruction and does not need to be corrected for. TheH → ττ analysis requires a minimum
missing transverse energy and cannot reject events where jets contribute significantly to the
/ET measurement. A hard cut would therefore bias/ET and destroy one of the main features
of the embedding technique./ET < 30GeV is used for theZ → µµ selection without pile-up,
50 GeV with pile-up.

Jets (VBF Signature)

Since the VBF signature has great separation-power and the cuts are applied in theH → ττ
selection anyway it is tempting to exploit the signature already during theZ → µµ selection.
The MC samples are filtered already on generator level (cf. Chapter 5). Beyond this, no further
cuts are applied here. Harder cuts would very much reduce thenumber of events available for
validation. In addition, cutting on jets inZ → µµ would already decide at this stage which of
the jets are going to be used as tagging jets in theH → ττ selection. While this decision will be
correct in most of the cases, it suppresses configurations inwhich a hadronicτ decay replaces
one of the tagging jets and the actualτhadcandidate is a misidentified QCD jet. Given a proper
τhad identification the probability for this to happen is small. Nevertheless, such events occur
(see Sec. 5.1), and the embedding technique should be able toreproduce them.

Composition of the Input Sample

The resulting composition of the selectedZ → µµ sample is shown in Table 9.2. With a
not overly sophisticated selection a purity of above 90% is possible. The purity suffers from
pile-up because some cuts had be loosened. The background mostly consists oftt̄. Although
6.1% may seem problematic, it should be noted that – in contrast to all other non-vanishing
background processes – thett̄ sample has no VBF filter applied. This means that the numbers
in Table 9.2 are largely overestimated.

Unfortunately, the effects of such an impurity cannot be studied properly: Taking into
account events with negative weight, thett̄ sample has roughly 700,000 effective events (twice
that without pile-up). Only 10% of the sample is available inESD format. Given the selection
efficiency of 6.1%, this leaves roughly 4,000 events, most ofwhich will fail proper VBF cuts.
Hence, the control sample has to be assumed pure in the following.
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process no. of events fraction

Z → µµ 6.29(1)×105 97.24%

tt̄ 1.73(5)×104 2.68%

Z → ττ 470(20) 0.07%

W → µν 20(20) < 0.01%

H → ττ 7.0(5) < 0.01%

process no. of events fraction

Z → µµ 6.17(1)×105 93.85%

tt̄ 4.0(1)×104 6.05%

Z → ττ 500(20) 0.08%

W → µν 110(60) 0.02%

H → ττ 10.3(7) < 0.01%

Table 9.2.:Expected number of events for an integrated luminosity of 30fb−1 afterZ → µµ selection
without pile-up (left) and with pile-up (right).
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Figure 9.11.: Comparison ofMττ in an embeddedZ → µµ sample (with muon selection cuts applied)
to Mττ in Z → ττ events. The distributions are shown after the pre-selection. Both
samples include pile-up.

9.1.6. Validation of Distributions after Z → µµ Selection

Since the purpose of this control sample is to estimate theMττ shape, the correct validation
would be to compare this distribution after all cuts. Again,this is not possible due to the
limited size of theZ→ µµ MC sample. However,Mττ distributions after the pre-selection are
in good agreement (Fig. 9.11).

Figures 9.12a-9.16 show variables relevant for the cut analysis. For the most part, there
is good agreement between the embeddedZ → µµ sample andZ → ττ . Most notably, some
jet related observables (e.g. Figs. 9.14d and 9.15a) and theangle between lepton andτhad
(Fig. 9.14a) show disagreement. All of the mentioned observables depend on the number of
jets in an event. Since theZ → µµ events are produced in separate sub-samples depending on
the number of jets (cf. Sec. 5.3), the reason might be a wrong weighting of the sub-samples
after the embedding procedure.
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Figure 9.12.: Observables used in theH → ττ → ℓh cut selection. Both samples include pile-up.
Distributions are shown after the pre-selection.
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Figure 9.13.: Observables used in theH → ττ → ℓh cut selection. Both samples include pile-up.
Distributions are shown after the pre-selection.
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Figure 9.14.: Observables used in theH → ττ → ℓh cut selection. Both samples include pile-up.
Distributions are shown after the pre-selection.
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Figure 9.15.: Observables used in theH → ττ → ℓh cut selection. Both samples include pile-up.
Distributions are shown after the pre-selection.
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Figure 9.16.: Primary vertexpT fraction of additional jets. Both samples include pile-up.Distributions
are shown after the pre-selection.

9.1.7. Normalisation

The ratio of events in theZ → ττ control sample toZ → ττ events in the signal region,Remb,
has an upper limit which depends on theττ branching ratio into final state in question. The
total production cross sectionsσZ→µµ and σZ→ττ are approximately equal. Therefore the
maximum value ofRemb in theℓh channel this is given by

Rmax
emb=

σZ→µµ

σZ→ττ BR(ττ → ℓh)
=

1
BR(ττ → ℓh)

≈ 2.2. (9.1)

In general this maximum will not be reached because additional factors modifyRemb. εsel is
the selection efficiency ofZ → µµ. The selection reduces the number of available events to
embed.εcut andεcut,embare the acceptances of the cut selection inZ → ττ and the embedded
Z → µµ sample, respectively. They are usually not equal:εcuts,embis not independent of
the Z → µµ selection. A higherpT threshold for muons inZ → µµ, for instance, leads
to a higher averagepT of the decay products after embedding. For loose selection cuts the
embedding sample should give the same cut efficiencies, except for one effect: Fig. 9.17
shows the expected number of events after each cut. As the ratio between the samples changes
before cut number 5 (requiring exactly one identifiedτhad) the efficiencies are obviously not
equal. TheZ → µµ selection requires two reconstructed combined muons. These can only be
reconstructed in the tracking region. As a result, theτ leptons in the embeddedZ→ µµ sample
are already within|η | < 2.5. This is not true forZ → ττ (cf. Fig. 9.18). In both cases, theτ
decay products have to be within|η |< 2.5, thus the lepton/τhadpre-selection is more efficient
in the embedded sample. So, part of the loss in statistics dueto theZ → µµ selection is
recovered by a higher acceptance of the pre-selection. Also, reconstruction and identification
efficiencies of theτ decay products are not necessarily equal since e.g. tracks are reconstructed
in a cleaner environment and copied to the new hybrid event. Finally, εembgives the efficiency
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of the embedding procedure, which can be smaller than one. Ifno generator-levelτ lepton in
the simulatedZ → ττ decay could be matched to an original muon (cf. Sec. 9.1.1), that event
gets rejected. Using a sufficiently large matching cone, this can be neglected. In addition, in
the version of the code used for this analysis, the last eventper file cannot be processed. Given
the usual number of events per file this effect is below the percent level. A consequence of the
generator level filters used to produce the ALPGEN samples is that additional cuts have to be
applied to the generatedτ leptons andτ decay products of the simulatedττ decay to ensure
equal starting conditions for both samples and obtain comparable distributions. The cuts lead
to εemb≈ 0.6, but this factor gets entirely absorbed by a higher pre-selection acceptance. To
summarise,Remb is given by

Remb=
σZ→µµ

σZ→ττ BR(ττ → ℓh)
εcuts,emb

εcuts
εselεemb. (9.2)

While εemb is a known quantity,εcuts,emb, εcuts andεsel have to be estimated using MC, giving
rise to a number of systematic uncertainties. Although prior knowledge ofRembcould be used
to constrain the fit, for the signal extraction in this analysis it is only necessary to know the
shape ofMττ not the normalisation. It enters the significance calculation as an additional free
parameter in the fit (cf. Chapter 10). Withεsel = 0.55, εcuts,emb= 1.43× 10−4 andεcuts=
6.8× 10−5, a value ofRemb≈ 1.5 is obtained for pile-up. This factor is assumed for both
luminosity scenarios in the significance calculation.

In principle a gain in statistics of another factor of 2 wouldbe possible by producingeh
andµh final states separately, using the same selectedZ → µµ events. Nevertheless, this gain
is rather questionable because only theτ decay products would be different in both samples.
In all other aspects the events would be correlated.

9.1.8. Conclusions

The embedding method to estimateZ → ττ from Z → µµ data is able to reproduce most
relevant distributions with high precision. It is already successfully used in real-data analyses,
e.g. [68]. On the technical side the framework is flexible enough to be employed in other
use cases like the estimation oftt̄ background in searches for charged Higgs bosons [78] or
W → τν from W → µν [79]. As an outlook, Figure 9.19 shows to distributions fromdata
collected in 2011.

Although the embedding method produces events which are very similar to realZ → ττ
events, these events - by construction - cannot be fully identical. One of the main reason is the
fact that reconstructed muons are used as input objects to the simulation. The reconstruction
efficiency is not independent ofpT andη . Most prominent is the gap in the muon spectrome-
ter aroundη = 0, which leads to a dip in theη spectrum ofτ decay products in the embedded
sample (cf. Fig 9.18). As muon efficiencies can be estimated using tag and probe methods
they do not need input from MC and could therefore be used to correct e.g. theη distribution.
Reweighting events in the gap region, however, might lead toadditional unwanted effects, be-
cause it is doubtful how trustworthy muons in this region really are. Also, muons are subject
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Figure 9.19.: Comparison of an embeddedZ → µµ sample selected in data from 2011 to simulated
Z → ττ events. By courtesy of Thomas Schwindt. TheMττ distributions are in excellent
agreement. Slight deviations can be observed in the/ET distribution, which might point
to an insufficient modelling of/ET in the simulation.

to photon radiation, changing the original four-vector of the muon. While this can happen also
in Z → ττ events, double counting can occur if TAUOLA/PHOTOS producean extra photon.
Another source of deviation is the treatment of noise. The simulation of calorimeter noise is
switched off for theττ decay because otherwise it would be added on top of the already exist-
ing noise in the data event. On the other hand, this leads to a lack of noise withinCin, the small
cone around the original muons. Finally, the resolution of vertex reconstruction, especially in
z-direction, leads to imprecise vertex positions which arethen used as true vertices for theττ
simulation.

Using simulatedτ decay products to replace muons from collision data is a possible source
of systematic uncertainties if the simulation does not sufficiently modelτ lepton decays and
the response of the detector to the decay products. This issue is discussed in Sec. 10.3.

9.2. Estimation of the Non-Resonant Background

The usual and well established – see e.g. [80] – way to selectW boson events with high purity
involves requiring a large enough transverse mass (cf. Sec.5.2) and a good electron or muon.
MT is a powerful handle to suppressW background in the signal region and would be an ideal
observable to construct aW control region. However,MT is correlated toMττ as can be seen
for instance by reformulatingxh (Eq. 4.6), which enters the calculation ofMττ (Eq. 4.9):

xh =
1

1+
/ET sin∆φ(~pT,ℓ,

~/ET)

pT,hsin∆φ(~pT,ℓ,~pT,h)

=
1

1+
M2

T cot[∆φ(~pT,ℓ,
~/ET)/2]

2pT,h pT,ℓsin∆φ(~pT,ℓ,~pT,h)

(9.3)
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H → ττ Z → ττ W+ jets tt̄

without pile-up

di-jet mass 0.13(7) 4(2) 10(2) 10(2)

jet veto 0.13(7) 3(1) 3.6(9) 0.4(2)

with pile-up

di-jet mass 0.2(1) 2(1) 22(6) 16(5)

jet veto 0.09(6) 0.5(5) 13(5) 4(2)

Table 9.3.:Expected number of events after cuts for an integrated luminosity of 30fb−1.

Unfortunately, this renders inverting theMT requirement unsuitable for creating a control re-
gion in which to estimateMττ . Instead, one can make use of the fact that inW+ jets events all
τhad candidates are actually misidentified quark or gluon jets. The probability to mismeasure
the charge of a realτhad is expected to be small: 1.7%(3.6%) for 1(3)-prong candidates [1].
In an H/Z → ττ event, lepton andτhad will almost always have opposite charge. A simple
example of a background event where this is not the case is theproduction of aW boson with
one associated gluon jet. Aτhad candidate originating from that gluon will have a random
charge, because the gluon itself has a charge of zero. Since the charge is random, it is not
correlated to the kinematics of such a candidate. Hence, a control sample can be selected by
requiring the charge of lepton andτhadcandidate to be equal. Such events are often referred to
assame-signevents, denoted SS in the following. Events with oppositelycharged lepton and
τhad are called opposite-sign events (OS).

As Table 9.3 shows, selecting SS events creates a sample thatis virtually free of signal.
However, aW boson with one additional gluon jet is an overly simplified example: The sam-
ple containstt̄ production in addition toW+ jets as well as a smaller admixture ofZ → ττ .
Moreover, aW event needs to contain at least three high-pT jets to be a valid background

event. These jets consist of quark as well as gluon jets. Quarks have an electrical charge, so
the naı̈ve expectation is that jets originating from up quarks are preferentially reconstructed
asτ+had candidates, while jets from down quarks generateτ−had candidates. Fig. 9.20 shows the
distribution of initial partons associated withτhadcandidates inℓ+τhadevents. The exact num-
bers should be regarded with some caution due the ambiguities inherent to matching generated
partons to reconstructed objects. Nevertheless, the figureclearly confirms the simple picture
in which the charge of the quark determines the charge of theτhad candidate, whereas gluon
jets induce no preference. In the example ofW production with one associated jet, this leads
to a correlation between the charge of theW boson and the charge of theτhadcandidate. With
the requirement of one jet withpT > 20GeV and one lepton withpT > 10GeV, both within
|η |< 2.5, MCFM [81] predicts at LO the relative abundances of quarksand gluons in the final
state ofW++ jet events to be: 24.7% gluon, 22.6%̄d quark and 52.8%u quark. An excess of
OS events with respect to SS events is the consequence.
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Figure 9.20.: Partons matched toτhad candidates inℓ+τhad events after the pre-selection.

9.2.1. Validation

For the method to work, all processes of which theMττ distribution is to be estimated from
the control region have to fulfil individuallyMττ (OS) =Mττ (SS). Furthermore, they have to
have either identicalMττ shapes in the SS region or have the same ratio of OS to SS events.
Figure 9.21 shows a comparison of theMττ distribution ofW+ jets in the signal and the SS
control region. All distributions are well described by an exponential decay function convo-
luted with a Gaussian function (see Sec. 10.2. for details).In the no-pile-up scenario, however,
Mττ in the control region is shifted with respect to the signal region. It should be noted that the
distributions are obtained by employingτhad ID factorisation. This method does not perfectly
model the lepton-τhadcharge product (cf. Sec. 6.3.1). Further investigation using a larger sam-
ple or, preferably, real data is necessary in order to establish if this is a real effect. It could be
caused e.g. by the charge correlation between theW boson and additional quarks in the final
state of the process. As described above, selecting SS events favours gluon jets. If gluon jets
have different kinematics than quark jets inW+ jets events, this can bias theMττ distribution.
This hypothesis is supported by the absence of the effect in the pile-up scenario. The charge
of additional jets or tracks produced by pile-up is not related to the charge of theW boson.

As stated above, the probability to mismeasure the charge ofa real hadronicτ decay can-
didate is small. Hence,tt̄ events passing the SS selection can be considered to containalmost
only misidentifiedτhad candidates. As shown in Chapters 7 and 8, this is not true in the signal
region. Nevertheless, SStt̄ events can be used to estimate theMττ shape oftt̄ production. In
the signal region theMττ distribution of misidentifiedτhad candidates and the fullMττ distri-
bution are in acceptable agreement given the statistical uncertainties (Fig. 9.22). Figure 9.23
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Figure 9.21.: Mττ shapes ofW+ jets in the SS control region and the signal region after pre-selection
and lepton//ET requirements. The shaded areas represent the 1σ uncertainties of the fit
function. τhad ID factorisation is used to increase the number of availableevents.
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Figure 9.22.: Mττ distributions oftt̄ events in the signal region. The fulltt̄ sample is compared to a
sample containing only misidentifiedτhad candidates.τhad ID factorisation is applied to
the latter sample.

shows a comparison ofMττ shapes in the signal and the control region for events with misiden-
tified τhad candidates. In both luminosity scenarios the distributions are in good agreement.
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Figure 9.23.: Mττ shapes oftt̄ events with misidentifiedτhadcandidates in the SS control region and the
signal region after pre-selection and lepton//ET requirements. The shaded areas represent
the 1σ uncertainties of the fit function.τhad ID factorisation is used to increase the
number of available events.

TheMττ distribution ofZ → ττ events in the SS control region is shown in Figure 9.24.
Apart from the charge product requirement, the acceptance of the selection is higher for
Z → ττ events than fortt̄ production orW + jets. This leads to a significant contribution
of Z → ττ events with realτhad candidates in the control sample. The resultingMττ shape is
a superposition of theZ peak and a non-resonant part similar to that ofW+ jets ortt̄ events.
Fig. 9.24 shows that this superposition can be modelled by adding theZ → ττ shape obtained
from the signal region on top of theMττ distribution ofZ → ττ events with misidentifiedτhad
candidates in the control region. The former is provided by the embedding method. A com-
parison of the latter to a combination ofW+ jets andtt̄ events is shown in Figure 9.25.Z→ ττ
is clearly shifted with respect toW+ jets andtt̄ production. Nevertheless, the total number of
expectedZ → ττ events and their relative contribution to the control sample is small enough
that this can be considered a reasonable approximation.

The combination of SS events fromtt̄ production,W+ jets and the non-resonant part of
Z → ττ to tt̄ andW+ jets in the signal region is shown in Figure 9.26. Despite thediscrepan-
cies discussed above, these are in good agreement for both luminosity scenarios.

A possible contamination of the SS region with QCD multi-jetproduction cannot be in-
vestigated in the scope of this analysis. If the charge of lepton andτhadcandidates in multi-jet
production is totally random, one can expect a ratio of OS to SS events of one. Thus, a sig-
nificant amount of multi-jet events in the control region implies that multi-jet production is
also a significant background in the signal region. TheMττ shape of non-resonant background
processes is presumably a result of an exponential decay cutoff at lower values ofMττ due to
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Figure 9.24.: TheMττ shape ofZ → ττ events in the SS control region. The shape can be modelled
by adding theZ → ττ OS events to the shape obtained fromZ → ττ events in which the
τhad candidate is a misidentified jet.
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Figure 9.25.: Mττ shapes ofZ → ττ events with misidentifiedτhad candidates in the SS control region
and the signal region after pre-selection and lepton//ET requirements. The shaded areas
represent the 1σ uncertainties of the fit function.τhad ID factorisation is used to increase
the number of available events.
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Figure 9.26.: CombinedMττ shapes in the SS control region (tt̄, W+ jets, Z → ττ ) and the signal
region (tt̄ andW+ jets) for events with misidentifiedτhad candidates. The shaded areas
represent the 1σ uncertainties of the fit function.τhad ID factorisation is used to increase
the number of available events.

the selection. Therefore, multi-jet production can be expected to have a similarMττ shape as
the processes discussed above. Hence, it can be integrated into the method. This, in fact, is
demonstrated in [68].

9.2.2. Normalisation

Similar to the embedding method to estimateZ → ττ from data, this method does not provide
an absolute normalisation. As discussed above, there is a charge correlation between theW
boson and quark jets, leading to an excess of OS events. The exact ratio of OS events to SS
events depends on details of theτhad identification. The identification efficiency is different for
quark and gluon jets. Thus, changing the working point of theτhad identification can change
the ratio of OS events to SS events. Furthermore, the efficiency is process dependent. A
change in the relative abundance oftt̄ andW+ jets events in the control region – e.g. by using
a different selection – will have an impact the OS to SS ratio.Finally, the relative survival
probability of events with different jet multiplicity has an effect on the ratio.W+ jets events
with a higher number of jets have a different admixture of quark and gluon jets which can be
identified asτhad candidates. Changing, e.g., the configuration of the jet veto would favour
lower jet multiplicities. A method to obtain the ratio from data and additional input from MC
is demonstrated in [68].

In this analysis the normalisation of the SS control samplesis an additional free parameter
of the fit to calculate the signal significance. See Chapter 10for details. Since the number
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of expected events in the control region after the full selection is expected to be small, the jet
veto is omitted in the selection of SS events.

9.2.3. Conclusion

A control sample constructed by selecting events in which lepton andτhad have the same
charge can produce anMττ distribution which is in good agreement with that of a combination
of W+ jets andtt̄ events in the signal region. In conjunction with the embedding technique to
estimateZ → ττ all major background processes to VBFH → ττ → ℓh can be estimated from
data.



10
Significance Calculation

10.1. Profile Likelihood Method

A proton-proton collision measured by a detector can never be unambiguously identified as a
specific process. Therefore, establishing a signal in particle physics is a statistical statement:
a signal is found if the observed data is statistically incompatible with thebackground-only
hypothesis H0. The threshold beyond which data is incompatible toH0 is in principle an
arbitrary value. It is quantified by the so-calledp-valuewhich gives the probability to find
data, e.g. in a repeated experiment, that is equally or less compatible withH0. A simple
interpretation of thep-value is the one-sided tail of a Gaussian distribution: thep-value is
the probability with which a Gaussian distributed random variable, e.g. the expected number
of background events, fluctuates such that it is found in the tail area equal to thep-value.
Hence, in particle physics thesignal significance Zis thep-value measured in units of standard
deviations of a Gaussian function [60]:

Z = Φ−1(1− p) (10.1)

Here Φ−1 is the inverse cumulative distribution of the Gaussian function. It is commonly
agreed to claim a discovery at aZ-value ofZ ≥ 5 or p≤ 2.87×10−7.

In this analysis the actual hypothesis test is done using theprofile likelihood method[60].
The so-called profile likelihood ratioλ is defined as:

λ0 =
L( fs = 0, ˆ̂

θ)

L( f̂s, θ̂)
. (10.2)

The likelihood functionL reflects the conditional probability to observe the actual data given
that the parametersθ are realised in nature.fs is the signal strength parameter, which here
equals the ratio of signal events to the total number of observed events.θ denotes the other

163
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parameters of the probability density function (PDF) takento describe the data (cf. Sec. 10.2).
They are callednuisance parametersbecause they are considered to be of no direct interest for
the measurement.̂fs andθ̂ are the maximum likelihood estimators, i.e. the set of parameters
that maximise the full likelihood. The parametersˆ̂

θ maximises the likelihood when assuming
the data to consist of background only (fs= 0).

Given an estimatorq, the p-value of the background-only hypothesis for a measurement
with an observedqobs can be calculated as

p=

∫ ∞

qobs

f (q|0)dq, (10.3)

where f (q|0) is thesampling distributionof q, i.e. the distribution ofq for repeated experi-
ments given thatH0 is true. The sampling distribution can be a simple Poissonian distribution.
In general, however,f (q|0) can be more complicated and has to be obtained, e.g., by per-
forming pseudo experiments. Unfortunately, the number of pseudo experiments needed for a
discovery experiment is very large and thus their generation is very (CPU-)time consuming.
An advantage of the profile likelihood method is the fact that, for a sufficiently large sample
size, the sampling distribution is known beforehand. The estimatorq0 is defined as:

q0 =

{

−2lnλ0 f̂s≥ 0

0 f̂s< 0
. (10.4)

While in general a deviation fromH0 with f̂s < 0 could be interpreted as the presence of a
signal which destructively interferes with the background, this definition reflects the assump-
tion that the presence of a Higgs boson always leads to an excess of events. Using Wilks’
theorem [82], the sampling distribution ofq0 can be approximated by the limit distribution of
q0, aχ2 distribution with one degree of freedom plus aδ function:

f (q0|0) =
1
2

δ(q0)+
1
2

1√
2π

1√
q0

exp(−q0/2). (10.5)

The δ function is a consequence of the definition ofq0: measurements witĥfs < 0 are set
to zero. Since in a background-only experiment upward fluctuations of f̂s are equally likely
as downward fluctuations, theδ function is assigned the same weight as theχ2 distribution.
The sampling distribution is thus known. Moreover, the cumulative distribution of f (q0|0)
is simply the cumulative distribution of a Gaussian function of

√
q0. Hence, according to

Eq. 10.3 thep-value is

p0 = 1−Φ(
√

q0), (10.6)

corresponding to a signal significance

Z =
√

q0. (10.7)
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The sensitivity of an experiment can be characterised by theexpected signal significance
and the statistical variation of actual measurements around the expected significance. Thus,
one is interested not only in the distribution ofq0 in background-only experiments,f (q0|0),
but also in the distribution ofq0 in experiments with a true signal strength parameterf ′s differ-
ent from zero,f (q0| f ′s). In the limit of an infinite sample size the estimatorq0 is related to the
measured signal strength parameter in a simple way [83],

q0 =
f̂ 2
s

σ2 , (10.8)

where f̂s follows a Gaussian distribution with meanf ′s and standard deviationσ . Hence,
√

q0

follows a Gaussian distribution with a unit standard deviation. According to Eq. 10.7, the
significance becomes:

Z =
√

q0 =







f̂s
σ

f̂s≥ 0

0 f̂s< 0
. (10.9)

The expected or median significance, med[Z| f ′s] = f ′s/σ , can be obtained from the so-called
Asimov sample[60]. Asimov data corresponds to the signal plus backgroundhypothesis with
infinite statistics and thus is equal to the expected number of events per bin. The measured
signal strength parameter̂fs is then identical to the true valuef ′s. In this thesis Asimov data
is approximated by using binned data with bin entries obtained from the parametrisation de-
scribed in Sec. 10.2. With the estimatorq0 obtained from Asimov dataq0,A, the median
significance and the error bands corresponding to a variation of f̂s of ±Nσ are (Eq. 10.9):

Z( f ′s) =
√

q0,A (10.10)

Z( f ′s+Nσ) =
√

q0,A +N (10.11)

Z( f ′s−Nσ) = max[
√

q0,A −N,0] (10.12)

10.2. Modelling the Input Distributions

To build the likelihood function the data PDF must be modelled. Such a parametrisation is
by necessity a trade-off between an accurate description ofthe distribution and a limitation of
the number of free parameters. Since given a sufficient number of free parameters it is always
possible to fit any distribution, too many free parameters reduce the sensitivity to the signal.

Signal: The central part of the signalMττ shape is nearly Gaussian, especially without pile-
up. A single Gaussian function, however, does not sufficiently describe the tails and the
asymmetry (cf. Fig. 8.15a). Hence, a double “asymmetric” Gaussian function (AG) is
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used to parametrise the signal process (Fig. 10.1a),

AG(x,~p) =
1
2
+

1
2
·Erf

(

x− p1√
2p2

)

·exp

(

−1
2
(x− p3)

2

p2
4

)

(10.13)

PDFH→ττ (θH) = p6AG(x, p1, . . . , p4)+(1− p6)AG(x, p1, . . . , p3, p5),(10.14)

whereθH = (p1, . . . , p6). Both asymmetric Gaussian functions share a common mean,
p3, and the error function (p1 andp2). Only the widths of the two Gaussian functions,
p4 andp5, are different, leading to six free parameters in total.

Z → ττ : TheMττ shape ofZ → ττ is parametrised by the same function as the signal pro-
cess (Fig. 10.1b), withθZ = (p7, . . . , p12). The same PDF is used to describe theZ → ττ
control sample.

PDFZ→ττ (θZ) := PDFH→ττ (θZ) (10.15)

Non-resonant: TheMττ shape of the non-resonant background is actually determined by an
exponentially falling distribution of the visible massMℓτhad, which is made to peak due to
pT thresholds for lepton andτhad, as well as by a lower limit on/ET and by cuts onxℓ and
xh. To parametrise this distribution an exponential decay function is used, convoluted
with a Gaussian resolution function (Fig. 10.1c):

PDFnon-res(θNR) = exp

(

− x
p13

)

⊗exp

(

−1
2
(x− p14)

2

p2
15

)

. (10.16)

The SS control sample to estimate the non-resonant background additionally includes
Z→ ττ . WhileZ→ ττ events with misidentified jets asτhadcandidates can be described
by the same shape asW+ jets andtt̄, Z → ττ events with a realτhad but mismeasured
charge follow the same distribution as OSZ → ττ events. The parametrisation for the
control sample therefore has an additionalZ → ττ component (Fig. 10.1d):

PDFnon-res,SS(θNR,θZ) = (1− fZ)PDFnon-res+ fZ PDFZ→ττ (10.17)

The parametersθZ are the same as in theZ → ττ parametrisation.fZ represents the
relative contamination of the SS control sample with resonant Z → ττ background.

The combined data PDF is the sum ofH → ττ , Z → ττ and the non-resonant component,

PDFdata= (1− fs) [ fRPDFZ→ττ +(1− fR)PDFnon-res]+ fsPDFH→ττ , (10.18)

where fR is the ratio of the resonantZ→ ττ background over the total background. The signal
parametersθH are fixed in order to avoid thelook-elsewhere effect(see e.g. [84]). The data
PDF has 6+3+2= 11 free parameters, six from theZ→ ττ PDF, three from the non-resonant
PDF and another two parameters,fs and fR for the normalisation. The input distributions after
all cuts are very much determined by statistical fluctuations due to the limited sample sizes.
For the signal and theZ → ττ distribution the lepton-τhad centrality,η j1× η j2 < 0 for the
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tagging jets, the upper limit onMT and the jet veto are omitted from the selection criteria.
These have only a minimal correlation withMττ in both samples. For all samples contributing
to the non-resonant distribution all requirements after the upper limit onMT are omitted. The
signal significance is calculated assuming that, apart fromstatistical fluctuations, the shape of
theMττ distributions ofZ→ ττ and the embedding control sample, as well as the non-resonant
component of the signal and the SS control region are identical.

The likelihoodL is a product of three components, one for the signal region obtained by the
selection described in Chapters 7 and 8 and two for the background control regions described
in Chapter 9. It depends on theMττ measurements in the three regions and the parameters of
the PDFs.

L(Mττ | fs,θ) = Lsignal region(Mττ (signal region)|θH,θZ,θNR, fs, fR)

× LZ→ττ (Mττ (embedding)|θZ)

× Lnon-resonant(Mττ (SS)|θZ,θNR, fZ) (10.19)

The likelihood components of the two control regions share parameters of the PDFs used in
the signal region. The control regions thus act as additional measurements which constrain
the parameters of PDFZ→ττ and the non-resonant PDF,θZ andθNR. The way the likelihood is
built reveals another feature of the profile likelihood method that makes it very suited for this
analysis: The two methods for background estimation provide only shapes. But more knowl-
edge is not necessary as PDFs are normalised to unity by definition and the normalisation is a
free parameter of the fit.

10.3. Systematic Uncertainties

The prediction of the expected signal significance differs from the calculation of the signif-
icance of an actual measurement in that different uncertainties have to be considered. Sys-
tematic uncertainties here have much the same meaning as in real experiments. They are the
consequence of an imprecise knowledge of theoretical or experimental parameters which does
not vanish in the limit of infinite data. They are often introduced if Monte-Carlo simulation is
used to estimate aspects of the experiment. Common examplesare the energy measurements
of jets or the theoretical uncertainty in the cross section of a process. Another example is the
estimation of processes from data which has to be validated by using Monte-Carlo simulation.
The lack of knowledge has to be taken into account when calculating the significance and, in
contrast to statistical uncertainties, can only decrease the significance.

In addition to systematic uncertainties, there are uncertainties in various predictions: This
kind of uncertainties is similar to real systematic uncertainties but does not occur when carry-
ing out a real experiment. The uncertainty of the absolute normalisation of background in this
analysis is an example. The imprecise knowledge comes from the theoretical cross section,
from the limited amount of MC events or from using e.g. cut factorisation. If the normal-
isation estimated from simulation does not give the correctexpectation value the predicted
signal significance will be inaccurate. But these uncertainties will not be present in a real ex-
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(a) H → ττ .
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(b) Z → ττ .
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(c) Non-resonant.
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(d) Non-resonant (SS). Empty circles show the contri-
butionZ → ττ with realτhad.

Figure 10.1.: Parametrisation of input samples for significance calculation.
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periment because the number of observed events is preciselyknown. Effects of uncertainties
of the prediction can be estimated in principle. E.g. the normalisation can be varied within
the theoretical errors of the cross section. Other sources,however, like uncertainties of the
shower model of the MC generator or PDF uncertainties need additional MC samples which
are not available for this analysis. Statistical uncertainties are estimated using toy experiments
as described in the next section.

The likelihood function, Eq. 10.22, takes as input the observedMττ distribution from the
signal selection and the twoMττ distributions from the background estimation methods. The
selected data in the signal region is, by definition, free of systematic uncertainties. The nor-
malisation parameters are determined by the fit. Only the background estimation methods are
left as sources of systematic effects. The ratio of events ina control region to events in the
signal region determine how strongly the shape parameters are constrained, which directly
influences the signal significance. This however is not a systematic uncertainty but only an
uncertain prediction: Once the experiment is carried out the number of events will be known
with absolute certainty. Thus, systematic effects need to be taken into account only if they
lead to a discrepancy between theMττ shape in the signal and in the control region.

The embedding method to estimateZ → ττ relies on simulation to replace the muons with
simulatedτ decay products. To estimate the effect on theMττ shape, variations as suggested
in [61] have been applied to electrons, muons andτhad candidates which replace the original
muons in an embeddedZ → µµ sample including pile-up (cf. Table 10.1). For all three kinds
of decay products the four-vectors are scaled up and downwards. TheET or pT resolutions are
varied by Gaussian smearing with the given parameters. Variation of the reconstruction and
identification efficiency is simulated by randomly deletinga fraction of candidates. This is
obviously possible for variations towards lower values only, since particles can be deleted but
not (easily) created. The impact of these variations on theMττ shape is shown in Figure 10.2.
The effect is below the statistical error bars per bin and is thus neglected in the following.
Effects of cone sizes as discussed in Sec. 9.1.2 are not considered here as it is assumed that a
proper optimisation can be performed on e.g.Z → eeandZ → µµ.

In Chapter 9 it has been demonstrated that theMττ distributions obtained from the control
regions are generally in good agreement with correspondingdistributions in the signal region.
Residual deviations come presumably from statistical fluctuations. As the statistical uncer-
tainties of the distributions are rather large due to the limited number of available MC events
these might mask true shape deviations. Hence, a conservative approach is to take the statisti-
cal uncertainties of the fit parameters obtained from the background component in the signal
region as systematic uncertainties. Systematic uncertainties of this kind can be implemented
in the profile likelihood method in the form of additional nuisance parameters. Each parameter
p′ of the PDFs used to fit the control region forZ → ττ and the non-resonant background is
shifted with respect to the parameterp in the signal region:

p′ = p+α . (10.20)

The systematic uncertainties are assumed to be distributedaccording to a Gaussian probability.
For each parameter the Likelihood function is multiplied bya Gaussian function with the
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Figure 10.2.: Effect of variations to estimate systematic uncertainties. All variations are performed
independently. The solid red areas range between the minimum and maximum central
value per bin found in all variations and the unmodified distribution. TheMττ distribution
is shown after pre-selection and all/ET/lepton-requirements.

variableα centred around zero.

G(α ,0,σα ) = exp

(

− α 2

2σα

)

(10.21)

The width of the Gaussian function,σα , is set to the statistical uncertainty of parameterp
obtained from fitting the PDF to the signal region. Since PDFZ→ττ and PDFnon-rescontain six
and three free parameters, respectively, a total of nine additional nuisance parameters is added
to the likelihood function. The values of theσαi are shown in Table 10.2. The likelihood
function including systematic uncertainties now reads:

L(Mττ | fs,θ) = Lsignal(Mττ (signal region)|θH ,θZ,θNR, fs, fR)

× LZ→ττ
(

Mττ (embedding)|θ′Z
)

× ∏
αi in θ ′

Z

G(α i,0,σαi)

× Lnon-resonant
(

Mττ (SS)|θZ,θ
′
NR, fZ

)

× ∏
α j in θ ′

NR

G(α j ,0,σα j ) (10.22)

As a consequence of the additional parameters both background PDFs are less constrained by
the corresponding control region. This lowers the sensitivity to a signal and therefore reduces
the signal significance for a given observation.
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parameter variation

electrons:

E scale ±0.5%

ET resolution 0.0073·ET

rec./ID efficiency −0.2%

muons:

E scale ±1%

1/pT resolution 0.011/pT[GeV]⊕0.00017GeV

rec./ID efficiency −1%

τhad :

E scale ±3%

E resolution 0.45
√

E[GeV]

rec./ID efficiency −5%

Table 10.1.:Variations applied to the embeddedZ → µµ sample to estimate the impact of systematic
uncertainties.

parameter σαi

w/o pile-up w/ pile-up

Z → ττ p7 11.31 GeV 14.77 GeV

p8 15.46 GeV 10.79 GeV

p9 0.69 GeV 3.34 GeV

p10 0.48 GeV 7.97 GeV

p11 38.26 GeV 2.46 GeV

p12 0.016 0.072

non-resonant p13 10.92 GeV 16.15 GeV

p14 3.75 GeV 5.80 GeV

p15 2.33 GeV 3.20 GeV

Table 10.2.:Statistical uncertainties of the fit parameters used as systematic uncertainties of theMττ
shapes estimated from the control samples.
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Figure 10.3.: Signal significance in background-only pseudo experimentsprobingmH = 115GeV. The
solid line is a Gaussian function fit to the data points.

10.4. Pseudo Experiments

Pseudo experiments can be generated using the PDFs forMττ to obtain randomMττ distribu-
tions. The number of events is a Poissonian random variable with the nominal normalisation
as mean. These pseudo experiments can be used to test the method itself and the validity of
some of the assumptions made above.

According to Equation 10.5, the distribution ofq0 in background-only experiments should
follow an exponential distribution for values ofq0 > 0. Equivalently the signal significance is
supposed to follow a half Gaussian distribution with a mean at zero. Fig. 10.3 shows that the
significance is indeed well described by a Gaussian function. Without pile-up, however, the
mean of the Gaussian function is smaller than zero. This effectively subtracts the shift from
the real significance, decreasing the significance obtainedfrom pseudo experiments. For the
final results shown in the next section this offset is corrected for.

The distribution of the signal fraction,̂fs, and, as a result, the significance in experiments
including signal are supposed to be Gaussian distributed, as well. Both assumptions can be
verified using the pseudo experiments. The outcome is shown in Figures 10.4 and 10.5. In both
cases the distribution is in good agreement with a Gaussian function. Moreover, Eqs. 10.11
and 10.12 state that the standard deviation of the significance distribution is equal to one. As
can be seen in Fig. 10.5, also this assumption is well justified.

In addition, the pseudo experiments give information aboutthe accuracy of the normal-
isation obtained from the fit. Figure 10.6 shows the mean of a Gaussian function fit to the
relative difference between the estimated and true number of signal events as a function of
mH . In both luminosity scenarios there is a bias towards a smaller signal strength. This bias
is probably related to the shift in the distribution of

√
q0 observed above. Since with the latter
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Figure 10.5.: Signal significance in signal
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iments containing signal with
mH = 120GeV. The solid line is
a Gaussian function fit to the data
points.
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Figure 10.6.: Mean difference between̂fs and the true valuef ′s as a function ofmH .

effect corrected for the signal significance obtained from the Asimov data and from the pseudo
experiments are in acceptable agreement, there is no need totake additional measures against
the bias within the context of this thesis.
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10.5. Expected Signal Significance

The likelihood fit to Asimov data for an assumed Higgs boson mass of mH = 120GeV is
shown in Fig. 10.7 for the signal region and in Figures 10.8 and 10.9 for the two background
control regions. Due to the way the Asimov data is constructed, the likelihood fit of the
signal plus background hypothesis exactly reproduces the data points in the signal region and
the background control regions. For the background-only hypothesis the data PDF is less
consistent with the data points.

The resulting expected signal significance for an integrated luminosity of 30fb−1 is shown
in Figure 10.10 for both luminosity scenarios as a function of the hypothetical Higgs boson
mass. Systematic uncertainties have a major effect only on smaller Higgs boson masses:
The systematic uncertainties reflect uncertainties in theMττ shape of eitherZ → ττ or the
non-resonant background. Since the contribution of non-resonant background in the signal
mass region is relatively small, the further the signal masspeak moves away from theZ peak
the smaller the effect of the shape variations becomes. The central value of the significance
obtained from pseudo experiments is in acceptable agreement with the value obtained from
the Asimov sample. The expected signal significance withoutpile-up ranges between 3.0σ for
mH = 135GeV and 4.4σ for mH = 125GeV. The behaviour of the significance as a function
of mH is an effect of two competing effects: on the one hand, the cross section of VBFH → ττ
and thus the size of the signal peak monotonously decreases for increasing values ofmH . On
the other hand, the signal peak moves farther away from theZ peak for increasing values of
mH . Therefore, the signal significance has a maximum in the vicinity of mH = 125GeV. In the
presence of pile-up a substantial decrease of the signal significance with respect to the no-pile-
up scenario is observed: With between 1.6σ for mH = 115GeV and 2.0σ for 125GeV a data
sample corresponding to an integrated luminosity of 30fb−1 is not sufficient for a sensitive
measurement of VBFH → ττ → ℓh.
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(a) Signal plus background hypothesis.
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(b) fs = 0.
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Figure 10.7.: Likelihood fit to Asimov data in the signal region corresponding to the expectation for an
integrated luminosity of 30fb−1 and an assumed Higgs boson mass ofmH = 120GeV.
The unconstrained fits are shown on the left side, fits withfs = 0 on the right side.
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(a) Signal plus background hypothesis.
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(b) fs = 0.
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(c) Signal plus background hypothesis, pile-up
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Figure 10.8.: Likelihood fit to Asimov data in theZ → ττ control region corresponding to the ex-
pectation for an integrated luminosity of 30fb−1 and an assumed Higgs boson mass of
mH = 120GeV. The unconstrained fits are shown on the left side, fitswith fs = 0 on the
right side.
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(a) Signal plus background hypothesis.
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Figure 10.9.: Likelihood fit to Asimov data in the SS control region corresponding to the expec-
tation for an integrated luminosity of 30fb−1 and an assumed Higgs boson mass of
mH = 120GeV. The unconstrained fits are shown on the left side, fitswith fs = 0 on
the right side.
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Figure 10.10.:Expected signal significance for data corresponding to an integrated luminosity of
30fb−1. Error bands correspond to variations off̂s of ±1(2)σ .



11
Conclusions

At the time of writing this thesis ATLAS has collected a data sample corresponding to an
integrated luminosity of 2.69fb−1 [69]. With this data, Higgs boson searches at ATLAS are
able to exclude a Standard Model Higgs boson in most of the range betweenmH = 146GeV
and 466GeV [16]. In order to discover the Higgs boson, especially with a mass close to
the LEP exclusion limit of 114.4GeV, a larger sample, preferably at a higher centre-of-mass
energy, is required. In this mass regime,H → ττ is an important search channel. In order to
prepare for future Higgs boson searches, this thesis presents a study of the sensitivity of the
ATLAS detector for a Standard Model Higgs boson in the channel VBF H → ττ → ℓh+3ν .
For this study a data sample corresponding to 30fb−1 at a centre-of-mass energy of 14TeV
is assumed. The analysis updates earlier results in the light of more recent developments
and significantly extends previous studies in two importantaspects: For the first time in this
search channel, pile-up is completely taken into account. Secondly, novel methods have been
developed which now allow for estimating all dominant background processes from data.

In this thesis a pile-up scenario with a luminosity ofL = 1033s−1cm−2, a proton bunch
spacing of 75ns and 6.9 simultaneous minimum bias interactions has been investigated. In
this scenario, the signal acceptance decreases by about 50%using the standard selection cri-
teria. Three main sources have been identified: The trigger,the identification of hadronicτ
decays and the veto on additional jets in the central region of the detector. The efficiency of
the electron and muon triggers decreases on level-2. The performance of theτhad identifica-
tion suffers from additional energy deposited close to the candidate. The veto on additional
central jets rejects events due to jets from pile-up. In addition to a lower signal efficiency,
pile-up results in a worse/ET resolution caused by the increased amount of energy deposited
in the calorimeter and additional noise. As a consequence, the resolution of the reconstructed
Higgs boson mass,Mττ , deteriorates. The width of the mass peak increases by about30%.
TheZ → ττ background is affected in the same way as the signal. Therefore,Mττ as the dis-
criminating observable loses much of its separation power.With updated selection criteria, a
τhad identification which includes the effects of pile-up and theusing of jet-vertex associations
for the veto on central jets, most of the loss in signal acceptance has been recovered.
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The influence of pile-up on theMττ distribution puts even greater emphasis on the esti-
mation of the dominant background processes from data. A method has been developed to
estimate theZ → ττ background fromZ → µµ data. Muons in a data event are replaced by
simulatedτ -lepton decays. The simulated decay products are integrated into the data event
on the level of calorimeter cells and tracks. The hybrid events resulting from rerunning the
standard reconstruction algorithms modelZ → ττ events to high precision. Possible system-
atic uncertainties related to the use of simulatedτ -lepton decays have been studied and found
to be negligible. A second control sample to estimate the dominant non-resonant background
processes,W+ jets andtt̄ production, is constructed by selecting lepton-τhad pairs with equal
charge. The influence of quark and gluon jets and the resulting correlation between the charge
of the lepton and theτhad candidate have been investigated. The composition of the control
sample and the effect of a contamination with resonant background have been studied. The
mass shape extracted from this control sample is in good agreement with theMττ distribution
of the non-resonant background in the signal region.

The profile likelihood method has been used to calculate the expected signal significance.
Since all dominant background processes can be estimated from data, the only remaining
source of systematic uncertainties is a possible discrepancy between the mass shapes in the
control samples and in the signal region. Based on simulation, no such discrepancies have
been found. Instead the statistical uncertainties of the parametrisation have been used as a
conservative estimate of the systematics. Not consideringpile-up, the expected signal signifi-
cance ranges between 3.0σ for mH = 135GeV and 4.4σ for mH = 125GeV. This confirms the
outcome of previous studies. In the presence of pile-up the expected significance drops to be-
tween 1.6σ for mH = 115GeV and 2.0σ for 125GeV. This substantial decrease in sensitivity
is in accordance with a recent study of VBFH → ττ → ℓℓ [71].

With the increasing amount of data collected by ATLAS, many of the assumptions being
made in this thesis have already been confirmed. The embedding technique to estimateZ→ ττ
from Z → µµ data has been successfully employed in recent analyses [68,78, 79]. Although
Monte Carlo simulation describes the data collected in 2010and 2011 already reasonably well
within the limited statistics, the novel methods for the background estimation developed in the
context of this thesis will allow to perform a search forH → ττ in VBF with almost no input
from simulation. Future studies of VBFH → ττ will have to take into account the effects
of pile-up on various aspects of the analysis. The pile-up conditions encountered during data
taking in 2011 is already similar to the scenario this study is based upon. Nonetheless, with
the growing understanding of pile-up that will develop fromthe many different analyses being
performed on current data it is reasonable to assume that VBFH → ττ will profit from more
sophisticated reconstruction algorithms, new tools and techniques which may mitigate the
effects of pile-up and improve the sensitivity of the experiment.



A
Validation of the Embedding Method with

Pile-up

The validation of the embedding method shown in Sec. 9.1.4 isperformed on a sample which
does not contain pile-up. The corresponding distributionsin the presence of pile-up are shown
in the following. As in the non-pile-up case, only the ALPGEN 2, 3 and 4-parton samples are
used in order to avoid high weights from samples with low statistical power. The conclusions
made in Sec. 9.1.4 remain unchanged. Note, however, that thesample used for this comparison
has been generated using an inner cone size,Cin, of 0.08. This fact explains e.g. the less visible
shift in the distribution of/ET.
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B
Validation of the τhad ID factorisation.

The following validation figures show all observables necessary for the cut selection presented
in Chapter 7 after the pre-selection. A separate validationfor W+ jets andtt̄ production is
shown. Thett̄ sample is filtered to contain events in which theτhadcandidates are misidentified
QCD jets. Note that the regular and factorised samples are not normalised to each other: the
distributions show the expected number of events after the pre-selection.
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Figure B.1.: Observables fromW+ jets samples used in theH → ττ cut selection.
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Figure B.2.: Observables fromW+ jets samples used in theH → ττ cut selection.
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Figure B.3.: Observables fromW+ jets samples used in theH → ττ cut selection.
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Figure B.4.: Observables fromtt̄ samples used in theH → ττ cut selection.
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Figure B.5.: Observables fromtt̄ samples used in theH → ττ cut selection.
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Figure B.6.: Observables fromtt̄ samples used in theH → ττ cut selection.



C
Additional τhad ID Variables

The following figures contain someτhad variables in addition to those shown in Chapter 8.

0 0.05 0.1 0.15 0.2 0.25 0.3
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0 0.05 0.1 0.15 0.2 0.25 0.3
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

fr
ac

tio
n

o
fe

ve
n

ts
fr

ac
tio

n
o

fe
ve

n
ts

had.τ decays (pile-up)
jets (pile-up)
had.τ decays
jets

emRadiusemRadius

(a) EM radius.

0 0.2 0.4 0.6 0.8 1
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0 0.2 0.4 0.6 0.8 1
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

fr
ac

tio
n

o
fe

ve
n

ts
fr

ac
tio

n
o

fe
ve

n
ts

had.τ decays (pile-up)
jets (pile-up)
had.τ decays
jets

centrality fractioncentrality fraction

(b) Centrality fraction.

Figure C.1.: EM radius and centrality fraction of 3-prongτhad candidates.
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(b) 3-prongτhad candidates

Figure C.2.: Isolation fraction.
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Figure C.3.: Number of strip cells.
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Figure C.4.: Strip width.
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Figure C.5.: CalibratedET in the ECAL.
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Figure C.6.: CalibratedET in the HCAL.



D
Loose Cuts Selection

The loos cuts selection comprises the standard selection cuts with modified cut values. For the
pre-selection, electrons and muons are required to havepT > 15GeV. τhad candidates must
havepT > 20GeV. The following cuts are modified:

• /ET > 20GeV,

• 0< xℓ < 1,

• MT < 40GeV.

• pT, j1 > 20GeV,

• ∆η j1, j2 > 2.5,

• M j j > 350GeV,
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E
HEPEVT

The HEPEVT record of singleZ → ττ decay extracted from aZ → µµ event comprises 10
lines. The first line contains an event number and the number of particles in this event. The
other 9 lines contain information about the twoτ leptons (lines 5-10) and theZ boson (lines
2-4). The first line of each particle entry contains an index,the status code (2 for unstable,
1 for stable final state particles), the pdg ID (23 for theZ boson and±15 for theτ leptons),
two indices of mother particles and two indices of decay products. The next line is made up
of the three momentum components, energy and mass. The last line contains the position of
the production vertex. The twoτ leptons have the 4-vectors of the original muons scaled such
that the mass is equal tomτ . TheZ boson is the sum of these 4-vectors. The production vertex
is the reconstructed vertex to which the muons point.

4951 3
1 2 23 0 0 2 3
13.19189882 -9.36381888 358.26952854 369.87071573 90.47421719
1.50303829 2.49593687 -4.44014549 0.00000000
2 1 -15 1 0 0 0
41.35693271 17.15949321 266.84691430 270.58321731 1.77700000
1.50303829 2.49593687 -4.44014549 0.00000000
3 1 15 1 0 0 0
-28.16503389 -26.52331210 91.42261424 99.28749842 1.77700000
1.50303829 2.49593687 -4.44014549 0.00000000

Figure E.1.: A HEPEVT record of a typicalZ → ττ decay in the embedding procedure.
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F
Selection ofZ → µµ Events for the

Embedding Procedure

The figures in this chapter show the observables used by theZ → µµ selection as input to the
embedding procedure.

199



200 Selection ofZ → µµ Events for the Embedding Procedure

0 1 2 3 4 5 6 7 8 9

-510

-410

-310

-210

-110

1

0 1 2 3 4 5 6 7 8 9

-510

-410

-310

-210

-110

1

fr
ac

tio
n

o
fe

ve
n

ts
fr

ac
tio

n
o

fe
ve

n
ts

H → ττ
Z → ττ (QCD)
Z → µµ
W → µν
tt̄

no. of muonsno. of muons

(a) Number of reconstructed muons per event.

0 20 40 60 80 100
0

0.02

0.04

0.06

0.08
0.1

0.12

0.14

0.16

0.18

0.2

0.22

0 20 40 60 80 100
0

0.02

0.04

0.06

0.08
0.1

0.12

0.14

0.16

0.18

0.2

0.22

fr
ac

tio
n

o
fe

ve
n

ts
fr

ac
tio

n
o

fe
ve

n
ts

H → ττ
Z → ττ (QCD)
Z → µµ
W → µν
tt̄

pT [GeV]pT [GeV]

(b) Muon pT.

0 20 40 60 80 100120140160180200
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0 20 40 60 80 100120140160180200
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

fr
ac

tio
n

o
fe

ve
n

ts
fr

ac
tio

n
o

fe
ve

n
ts

H → ττ
Z → ττ (QCD)
Z → µµ
W → µν
tt̄

Mµµ [GeV]Mµµ [GeV]

(c) Di-muon mass.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

-310

-210

-110

1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

-310

-210

-110

1

fr
ac

tio
n

o
fe

ve
n

ts
fr

ac
tio

n
o

fe
ve

n
ts

E∆R<0.2
T /pTE∆R<0.2
T /pT

H → ττ
Z → ττ (QCD)
Z → µµ
Z → ee
W → eν
W → µν
tt̄

(d) Relative isolation of muons.

0 10 20 30 40 50 60 70 80 90 100

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

0.22

0 10 20 30 40 50 60 70 80 90 100

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

0.22

fr
ac

tio
n

o
fe

ve
n

ts
fr

ac
tio

n
o

fe
ve

n
ts

/ET [GeV]/ET [GeV]

H → ττ
Z → ττ (QCD)
Z → µµ
W → µν
tt̄

(e)Missing transverse energy.

Figure F.1.: Observables used in theZ → µµ selection (without pile-up).
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Figure F.2.: Observables used in theZ → µµ selection (with pile-up).
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