Universitat Bonn
Physikalisches Institut

A Sensitivity Study for Higgs Boson Production in
Vector Boson FusionintheH — v — fh+ 3v
Final Statewith ATLAS

Nicolas Moser

For a hypothetical Higgs boson mass betweendG£V and about 135 GeV the production by Vector
Boson Fusion and the decéy— r — ¢h + 3v is one of the most promising discovery channels at the
LHC. In this thesis, a study of the expected sensitivity efTLAS detector for this channel at a centre-
of-mass energy of 14 TeV is presented. For the first timesthidy includes a full treatment of additional
proton-proton interactions, so-called pile-up. The pneseof pile-up significantly fects the signal
selection éiciency and leads to a deterioration of the reconstructedstipson mass, which is used as
a discriminating observable. Two methods have been desélapestimate the dominant background
processes from data. By replacing the muong i» uu events with simulated lepton decaysf — 7t
events can be modelled with high precision. The non-redobackground,tt production andw +
jets, is estimated by selecting events where lepton andhiedr decay have the same electric charge.
Assuming a dataset corresponding to an integrated luntynois80 b1, an expected signal significance
between Do and 440 is obtained for a Higgs boson mass between 115GeV and 135 Gée.
expected significance decreases.®-200 in the presence of pile-up.

Physikalisches Institut der
Universitat Bonn
NuRallee 12

D-53115 Bonn

BONN-IR-2011-14
November 2011
ISSN-0172-8741







Universitat Bonn
Physikalisches Institut

A Sensitivity Study for Higgs Boson Production in
Vector Boson FusionintheH — v — fh+ 3v

Final Statewith ATLAS

Nicolas Moser
aus Wissen

Dieser Forschungsbericht wurde als Dissertation von der Mathematisch-Naturwissenschatftlichen

Fakultat der Universitat Bonn angenommen und ist 2012 auf dem Hochschulschriftenserver der ULB
Bonnhttp://hss.ulb.uni-bonn.de/diss_online elektronisch publiziert.

1. Gutachter: Prof. Dr. Markus Schumacher
2. Gutachter: Prof. Dr. Norbert Wermes

Angenommen am:  15.09.2011
Tag der Promotion: 18.10.2011


http://hss.ulb.uni-bonn.de/diss_online




Contents




Contents

i- oNn . ...
OCD Mu et Proquction . . . . . . . . . .. .. ...

l6._Analysis Overview

6.1. Analysis Stratedly . . . . . . . .. ...

16.2. _Definition of Efficiency, Rejection and Puhty

6.3. _Information from Low-Statistics Samples . . . . . . . .

6.3.1. Thaq!D Factorisatioh . . . . ............
16.3.2. CutFactorisatibn . . . . ... ... .......

7.1 Obiect DEfimition . . . .+« v o oo




Contents 5

1 4 PseuExoerimehs ........................................................... 172

[10.5. Expected Signal Significahce . . . . . . . . ... 174
[11. Conclusions 179
)A._Validation of the Embedding Method with Pile-up 181
IB._Validation of the Thaq ID factorisation.| 185
IC._Additional Thaq ID Variables 191
ID._Loose Cuts Selectidn 195
[E._HepEvT 197
[E._Selection 0ofZ — pu Events for the Embedding Procedure 199
[Bibliography! 205

IDanksagung (Acknowledgements) 211






Introduction

TheStandard Model of Particle Physi¢SM) is among the most successful theories in modern
physics. Its predictive power has been demonstrated e.dghebgliscovery of th&V andZ-
bosons at th&uper Proton Synchrotroet CERN in 1983 and, later on, with the discovery of
thetop quarkat theTevatronin 1995. Up to now, it withstood every experimental test|diigg
remarkable agreement with precision measurements. Thaiguevhy particles have mass
arises from the fact that within the framework of the SM elataey particles themselves have
to be massless. This is in contradiction to the experimgntaéasured masses of particles
like theW andZ bosons or the top quark — the latter mass being of the ordéabbf a gold
atom. Moreover, although the constituents of ordinary eraéiiectrons, up and down quarks,
are nearly massless, a massless electron, e.g., wouldl@adrfinitely large proton radius.

This apparent contradiction is resolved within the SM by kiggs mechanismit states
that elementary particles are indeed massless but acgmessa by interacting with an omni-
present field, thediggs field The mechanism predicts the existence of at leastHiggs
boson an excitation of the Higgs field. Thus, this mechanism tcegate particle masses can
be experimentally tested by searching for the Higgs bosdnamce it is found, studying its
properties.

A number of experiments already searched for the Higgs bessmfar without success.
They established a lower limit on the Higgs boson mass of4l&4V. One of the main rea-
sons to build thé.arge Hadron Collider (LHC)was to provide the means to finally answer the
question if Higgs bosons exist. Its centre-of-mass enexgylfficient to produce heavy parti-
cles with masses at the TeV scale. The mass of the Higgs btssiinis the last parameter of
the SM that has not been measured experimentally, yet. Neless, if the Higgs mechanism
is to solve the problem of particle masses within the SM, tbiecal bounds can be calculated,
which restrict the Higgs boson mass to lie below the TeV scalais, the LHC experiments
will be able to answer conclusively whether the Higgs med@maris indeed the origin of mass.
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The ATLAS collaboration has made considerable efforts tiereine the discovery po-
tential of the ATLAS detector over the full range of hypoibat Higgs boson masses. The
amount of data and therefore time necessary for a discoeigsssignificantly with the mass
of the Higgs boson. In the intermediate mass range, wherditgss boson decays predomi-
nantly into a pair oW or Z bosons, a discovery might be possible in the near future. #sma
close to the lower limit of 114.4 GeV, however, as is indeedfmed by the other SM observ-
ables, makes a larger data sample necessary. As the Higgs Besays predominantly into
the heaviest particles available, one of the most promidgogy modes in this mass regime is
H — 17 — ¢h. The last major study considering the nominal centre-oésyemnergy of 14 TeV
and a large data sample was performed_in [1]. This thesistapdhe study in the light of
more recent developments and significantly enhances ivgrakcrucial aspects.

The LHC is a discovery machine not only by virtue of high cerdf-mass energy but
also by high luminosity. While the former increases the piwlity of interesting processes
(production of heavy particles) to happ#na collision occurs, the latter determines thgée
of collisions. Given an effective area over which the acegtl particles are spread out (de-
termined by beam optics), there are two additional parammetéh which luminosity can be
adjusted. Instead of accelerating and colliding singlequrs, they are bunched together. The
denser such a bunch is, the more likely it is that a collisakes place. The second parameter
is the frequency with which bunches intersect. Increasingosity by these two parameters
comes at a price known @ile-up. At some point the average number of collisions per bunch
crossing becomes greater than one. Although the probabilitvo interesting processes hap-
pening at the same time is minimal, this effect, caliedime pile-up increases the activity
in the detector. A high bunch crossing frequency becomeslalgm if the signal processing
time of a detector component is much larger than the time é&&tvtwo bunch crossings. In
that case, the detector integrates over several collistating false signatures to the real ones
(out-of-time pile-up. This thesis presents the first study of VBF— 17 — ¢h that includes
pile-up for all relevant processes and investigates theeeffin detail.

The second new aspect is the estimation of background mesés this channel from data
instead of using simulation. Given a selected data santpgeatpriori not known what kind
of processes it consists of. One strategy is to simulateraligsses which are expected to
be found in the data sample and apply the same requiremeimsadcuracy of this depends
on the amount of simulated events and how well the simulanodels real physics. The
second strategy is to obtain such samples from data itseliueMer, the selected data sample
is enriched with signal events and also contains other lrackgl processes. The challenge
is to find a region of phase space in which events have the salm@ant properties as in the
signal region but optimally only contains the backgroundcgess in question. In this thesis,
two novel techniques are presented which make it possil@ettact all dominant background
processes from data.

With the rapid increase of data collected by the LHC expenitsienany of the assumptions
being made in this thesis can now be experimentally testiee.ificrease in luminosity during
data taking in 2011 creates pile-up conditions which arsecto the assumed pile-up scenario
investigated in this thesis. With this in mind, preparing fisture Higgs boson searches in
VBF H — 17 — ¢/h becomes imperative.



Theoretical Foundations

Particle physics aims to describe the fundamental builbiogks of nature. During the last
century, our understanding of these has made remarkabiggs® At the end of the 19th
century, theatom (from Greek atomos for uncuttable) was thought to be eléangn Today
we know that atoms in fact consist of a nucleus andlantronshell. Electrons are elementary
particles, but the nucleus is made uppobtonsandneutrons which in turn are composed of
quarks

To our present knowledge, there are 12 fundamental mattestibeents. deptons Elec-
trons, muons tausand their correspondingeutrinos 6 quarks:up, down charm strange
top andbottom Thesefermions particles with spiri/2, are listed in Table 211. They can be
grouped into three generations, which have similar proggeexcept for the increasing parti-
cle masses. Ordinary, stable matter is made up entirelyeofreins, up- and down-quarks, i.e.
first generation fermions.

All forces encountered in nature can be traced back to fonddmentalinteractions
Gravity, electromagnetisinweak-and stronginteraction. Fundamental interactions are me-
diated by particledhosonswith integer spin. Interactions and associated mediai@shown
in Table[2.2. Electromagnetism, with the photon as forceeamacts on electrically charged
particles. The strong interaction, with gluons as medgtacts only on particles wittolour
charge — quarks and gluons themselves — whereas the weak intaraatis on all fermions.
TheW=* bosons and th& boson are the mediators of the weak interaction. Photonsngl
W andZ bosons are spin 1 particles. Gravity is believed to be mediaygravitons a Spin
2 particle. However, attempts to consistently formulate/gy as a quantum field theory have
been unsuccessful so far, and the graviton has not yet bseovéired.
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generation particle el. charge [e] mass

15t e electron -1 511keV
Ve electron neutrino 0 <2eV
u upquark 3 2.49MeV
d down quark 13 5.05MeV

2"y muon -1 1057 MeV
Vy muon neutrino 0 <0.19MeV
¢ charm quark 3 1.27GeV
s strange quark -3 101 MeV

34 1 tau -1 17768GeV
vy tau neutrino 0 <182MeV
t  topquark 3 172GeV
b  bottom quark -3 4.19GeV

Table 2.1.: Fundamental fermions and their properties [2]. Throughbistthesis a system of natural
units is used, wherk=c = 1.

interaction force carrier mass
electromagnetism y photon 0
weak W+ W~ 80.4GeV
Z0 91.2GeV
strong g gluon 0
gravity graviton 0

Table 2.2.: Carriers of fundamental interactions [2].
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2.1. The Standard Model

The line of argumentation presented here closely follosii@l [4]. The particles and inter-
actions mentioned above are described byStendard Model of Particle Physics (SMiy a
guantum field theory the Lagrangian densiy,describes the dynamics of a system. Global
symmetries in a system are connected to conserved quantilebal gauge symmetries e.g.
lead to conserved charges. The SM follows from requirind_digrangian density of the free
fermion fields to be invariant undéocal gauge transformations. As a consequence of this
requiremengauge field$rave to be introduced, which represent the fundamentakictiens
described above. In this formalism gauge transformatioasepresented as groups, with the
generator(s) of the group corresponding to the force garatthe corresponding interaction.
As a whole, the SM is invariant under

SU(3)C X SU(Z)T x U (l)y

transformation. The first term is related to the strong exd&on, with the superscrif denot-

ing colour charge. The underlying gauge the@uantum Chromo Dynamics (QCP)ays a
major role at hadron colliders. See eld. [3] for a detaile@taited description. The remain-
ing two terms form thelectroweaksymmetry group, which unites electromagnetic and weak
interactions. SubscripfE andY denoteweak isospirandweak hyperchargeespectively.

2.1.1. Electroweak interactions

The electroweak sector of the SM is a chiral gauge theory: pidrécles described here are
left and right-handed fermions. Charged-current weakrattgons act only on left-handed
fermions. This part of the electroweak interaction is reprged by theSU(2)t symmetry
group. Left-handed fermions are grouped i®0(2)-doublets. Q. and L, represent left-
handed quark and lepton doublets. Right-handed fermiamsh® other hand, are singlets
underSU(2)t transformations. The quantum number associated &if2)t is the weak
isospinT. An additionalU (1) symmetry group is necessary in order to fully describe @éutr
current interactions in the SM (see below for details). Thkesponding quantum number is
weak hyperchargelrhe assignment of fermions to doublets and singlets anddbeespond-
ing electroweak quantum numbers are summarised in TableVHith these representations
the Lagrangian density for free particles reads:

Liree = ILLYH AL +ifRyH A lr+iVRYH 3y VR +iQRYH 0 QR+ iURYHd U + idrYH 9 k.
2.1)

Here,y* are they-matrices (cf.[[3]). A local gauge or phase transformatian be formulated
the following way:

Qu/Ly — AT /L, (2.2)
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sU2)r U(Ly
fermion T T3 Y

u +12
— 1o +1/3
Q ( d' ) 1

ur O 0 +43
0 0 -3

+
=) » ™ 4
l -12
W 0 0O 0
R O 0 -2

Table 2.3.: Chiral fermion representations and the correspondingrel@eak quantum numbers. Note
thatd’ denotes the electroweak eigenstate of a down-type fermstead of the mass eigen-
state. This designation is dropped in the following for rttof simplicity.

UR/dr/ (R — €20 ur/dr/(r. (2.3)

T contains the three generators of 8€(2)1 group, which can be represented by the Pauli
matricesG. Y is the weak hypercharge operator. The Lagrangian densiBgif2.1 is not
per se invariant under these transformations. To makeatriant, the derivativé,, has to be
replaced by theovariant derivative

. 0= .Y
Dy =0+ |g§W,1 + |g’§Bu. (2.4)

g andd’ are the coupling constants of the gauge groups,cthare the Pauli matrices. In
order to make the Lagrangian density locally gauge invariaew vector fields have to be
introduced. Replacing the derivatives in [EqQ.]2.1 with theac@nt derivative gives a gauge
invariant Lagrangian density with new interactions.

— . 0 Y — | 0 Y

— Y _ Y — Y
iVRau VR
1 w1 uv
= Wy WHY — 7By B (2.5)
Terms in the last line denote the field strength tenBags= d,By — dy B, andWj,, = d,W, —
AW, + igW), x W,. Eq.[Z5 shows the pattern of interactions described abGwdy left-
handed fermion fields interact with tvg,. Right-handed neutrinos do not interact at all.
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However, thel, and B, fields are not the physical fields we observe in natwé.andwﬁ
mix to form the eigenstates of the charge operator:

1
+ 1 an2
Wi = (wi=iwg) (2.6)
The electric chargeQ), is related to the weak isospin and hypercharge by the Gatirivt
Nishijima formula,Q = TV:\'", +Y/2 [5,6]. The two neutral electroweak gauge bosonszZthe
boson and the photon, have to be mixed states df\@and By, fields,

Zy \ [ cosBy sinBy w3 2.7)
Ay )\ —sinBy cosBy By '

with the electroweak mixing anglé,. TheBy couples to left-handed neutrinos with hyper-
charge. Photons on the other hand do not interact with mastriwhich are electrically neu-
tral. Also, the\Nﬁ cannot be th&® because the latter couples to left-handed and right-handed
fermions.

The SM is remarkably successful in describing elementartygbes and their interactions.
It has been tested experimentally and shown to agree witlsuneaents down to the level of
guantum corrections [7]. Furthermore, the SM as a gaugethe@utomatically renormal-
isable [8,9]. Nonetheless, the Lagrangian density il Eg§jhas what appears to be a serious
flaw: both fermion and boson fields are massless, and mass tammot be explicitly inserted
because they would destroy the gauge invariance. While ltb#op is indeed massless and
first generation fermions are at least comparatively lightandZ bosons and the top-quark
are very massi

2.2. The Higgs Mechanism

To allow for particle masses while leaving the Lagrangiansity locally gauge invariant a
mechanism is included in the SM to generate masses via ati@mavith a new scalar field.
This scalar field has a non-zero vacuum expectation valughvwdpontaneously breaks the
SU(2)t x U(1)y symmetry. Such a spontaneous symmetry breaking generatesemfor
the bosons associated with the broken symmetries. As thimplie®massless the underlying
U (1)em Symmetry has to remain intact. For the so-called Higgs mesha[10+-12] a scalar
field is added to the theory. As the intention is to generateses by interaction with this
scalar field it has to have weak isospin and hypercharge. ifiesst way to construct such a
scalar field is a single complex isospin doublet:

_1(etie
(P_f2<<ps+i¢4> @9

1The top quark has nearly the mass of a whole gold atom (183GeV)
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Figure 2.1.: The Higgs potential as a function of two out of its four comeots.

The Lagrangian density in EQ. 2.5 is thus extended by thetikiemergy terms of the new
scalar field, its interaction terms with tld\ﬁ}’z’?’ andBy, fields and a potential term:

2

. 0 - Y
Lo= )('au—QE‘WH—QIEBu) »| —V(p) (2.9)
The potential term has the following form:
2
V(p)=p?g'p+A (rpTrp) (2.10)

The parameted has to be larger than zero for the total energy to have a baond helow.
Apart from this, the shape of the potential now dependsién Minima have to fulfil the
requirement

2
(4012+<022+<0§+¢f):—“7. (2.11)

For 42 > 0 the only solution isp 234 = 0, leading to a potential with a single ground state.
u? < 0 however yields a potential as sketched in Eigl 2.1 (for taxmmeters of the four com-
ponents), with an infinite number of ground states with nanishing expectation value. They
form the surface of a four dimensional sphere - or a circldhanttvo dimensional example.
Thus all these ground states are equally likely.

Any choice will spontaneously break the symmetry of theaystresulting in masses for
the heavy gauge bosons. But as the photon is known to be ressgieU (1)gy symmetry
has to remain unbroken. Hence, the ground statg, must be invariant undad (1)gy
transformations, or

Q¢nin = O. (2.12)



Theoretical Foundations 15

A ground state with non-vanishing vacuum expectation viieeefore has to have an electri-
cally neutral component. The generator of the electricgéulfils Q = TV%, +Y/2. This, in
principle, leads to two possible configurationsgmf

¢=<¢Z>,or¢=<q’5>, (2.13)
Qo @

with hypercharge = 1 orY = —1, respectively. The superscripts indicate the electracgé
The @ field, however, couples to fermions via terms I, pur (cf. Eq.[2.25 below), which
require@ to haveY = 1. An appropriate choice for a ground state is then

1 (0
i =75 ( ) ) (2.14)

with Y = 1 andv? = —u?/A. Masses of the gauge bosons can now be extracted by inserting
@hin into Eq.[2.9.

1 \? . 1 ? gd W3H
_ [ = - =2 3
Lo= (ng) WW 4 (W“,B,J> ( o & iy (2.15)
The first term can be identified as a mass term folMtfiebosons,
1

From the non-diagonal mass matrix in the second term of H& i2is clear that thwﬁ and
By, bosons are not mass eigenstates. With

cosby = g/\/ g +9°?, (2.17)

replacing\Nﬁ andBy by Z, andA;, according to Ed. 2]7 diagonalises the mass matrix.

1 \? 1 , 00 AH
Lo= (égv) WJW “+§v2 <92_|_gz) (szll) ( 0 1) ( i ) (2.18)

The photon fieldA remains massless, while tE&8 boson is now massive:

1 ,
mzzém/gz—i—gz. (2.19)
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Excited states of the scalar fieqican be expressed as an expansion around the ground state
@min-

L

iG-0(X

p=¢

P
%ln‘i‘\/é(H(X))] (2.20)

This parametrisation still has four degrees of freedom a2y Gauge invariance implies,
that an arbitrary gauge may be chosen without changing tiisigghof the system. The ex-
ponential term in Ed._2.20 has the form of 8(2) gauge (cf. Eql_2]2). Hence, a gauge
transformation — the so-called unitary gauge — can be applieh that the exponential factor
is cancelled. Only the variation &f(x), i.e. in radial direction with respect to the blue circle
in Fig.[2.1, represents a change in energy. BHeelds are not physical fields but Goldstone
bosons[[1B].¢ now has only one degree of freedom. The additional threeemléesed in the
form of longitudinal polarisations of the now massive gabgsons.H (x) is a boson with
spin 0, theHiggs boson This means, if the Higgs mechanism is indeed realised imreaan
additional particle has to exist, which can be searchedtferga collider experiments.

Substituting the rephraseg in Eq.[2.9 leads to a mass term for the Higgs boson and
couplings to the gauge bosons.

my = ovV2A (2.21)
2
gHww = TzNzgmN (2.22)
2 g
Ovzz = T_cosewmz (2.23)

The masses of th&/ andZ bosons can be expressed by known quantities within the SM.
The vacuum expectation valueis related to the Fermi coupling constdgt, which can be
measured in nucledg decays:

—1
= (fze;) " < 246Gev (2.24)

Fermion masses are not directly generated by the Higgs misrthaHowever, gauge invariant
terms can be included in the Lagrangian density by hand:

Lonymy = —9dQLPUR — QuQLI 020" dr (2.25)

An equivalent term gives masses to the leptonic fields. Tésslts in the following fermion
masses and couplings to the Higgs boson:

m; — 9”7;’ (2.26)

m; _ gm

=-— 2.27
o~ 2my (2.27)

OHff =
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Figure 2.2.: Some tree-level Feynman diagrams for scattering/dfosons.

It is worth noting that the Higgs boson coupling to fermioagproportional to the fermion
mass. Therefore the Higgs boson will decay predominanttytime pair of fermions with the
highest mass. Fermion masses themselves are not predjctbd bliggs mechanism. They
have to be measured.

2.3. Bounds on the Higgs Boson Mass

Although the Standard Model predicts the vacuum expectatabue, it makes no prediction
of the Higgs boson massy is the only free parameter of the model. Nevertheless lioaits
be established from theoretical input, precisions measemn¢s of other SM parameters and
direct searches.

2.3.1. Theoretical Bounds

The theoretical bounds presented in the following are ntaiadimits onmy as e.g. the
relation betweem, andmz. Rather, they mark boundaries below or above which the Higgs
mechanism would not be compatible with the SM. A more deafailiscussion can be found

in [14].

Tree-level Unitarity

Interactions of longitudinal components W andZ bosons lead to cross sections which in-
crease with energy. At some point this would violate uniyariThis behaviour is cancelled
by including the Higgs boson into the theory. Hig.]2.2 shoasis diagrams contributing
to WHW™ scattering as an example. By decomposing the scatteringjtadgs into partial
waves of orbital angular momentum an upper boundgrcan be derived at which the Higgs
boson still restores unitarity:

my < 710GeV (2.28)

Equivalently, a too heavy Higgs boson will effectively nantribute to the theory and thus
not restore unitarity. It should be noted, however, thatHiggs boson self-coupling be-
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Figure 2.3.: Generic diagrams of Higgs boson decays into vector bosatiisonie- and two-loop cor-
rections.

comes strong at high masses. Therefore radiative cornsoctian become large, rendering the
theory non-perturbative. The argument is valid only assigntine Standard Model remains
perturbative.

Perturbativity in Higgs Boson Decays

Requiring the Standard Model to remain a perturbative thatso leads to constraints from
decays of the Higgs boson itself. F[g. 2.3 shows genericrdiag for one- and two-loop
corrections of decays into heavy vector bosons. They imvtite quartic coupling, which
grows as a function ahy. Formy ~ O(10TeV) the one-loop term grows close to the leading
order term, which means the perturbative series is not egeame Two-loop contributions
become as large as one-loop contributions alreadyat- O(1TeV).

Triviality and Stability Bounds

More stringent bounds can be established from the enerdg dependence of the already
mentioned quartic coupling. Taking into account only contributions of the Higgs boson
itself to A — Fig.[2.4 shows typical diagrams up to the one-loop levele-gbiution to the
renormalisation group equation, again at one-loop leealls:

m
M@ =— 2%
1— -3

42

(2.29)

=8
R

log

N
N

N

v v

Here,my = v+/2A (v2). A(Q?) varies logarithmically withQ? and becomes infinite at the
so-called Landau pole.

ﬂ) (2.30)

Npole = v EX
pole =V p< 3m|2_|

The position of this divergence dependsrm. Thus, the upper bound on the Higgs mass
depends on the energy scale up to which the Standard Modghesed to valid.
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Figure 2.4.: Generic diagrams of Higgs boson decays into vector bosottsami- and two-loop cor-
rections

To ignore all contributions except those from the Higgs losself is only valid for large
values ofA. In general, also contributions from fermions and gaug@bs$iave to be consid-
ered. An approximate solution to the renormalisation gregpation, including only the top
guark and heavy gauge bosons and assumiggA;, 01,092 (Ar: top quark Yukawa coupling)
is given by

m2 1 m 3 Q?
2 4 2 | 12)2
M) =53+ 152 [ 12—+ 15 (202 + (92 +97) )} log—. (2.31)
Again, A varies logarithmically withQ? and becomes negative for
v? M 3 4,2, 202 Q2

But from Eq[2.1D it is clear that < O leads to an unstable vacuum as it is not bounded from
below. Therefore requiring vacuum stability constraireslthiggs mass from below.

Fine-Tuning

Radiative corrections to the Higgs boson mass include ataopelevel diagrams as shown in
Fig.[2.5. Cutting off the loop integral momenta at a s@akbe result formy is approximately

mﬁ:(mﬂ>2+83/2\ —— [M@ +2mG, + Mg — 4n¢] , (2.33)

wheremﬂ is the bare mass contained in the unrenormalised Lagranginile other di-
vergences encountered in the Standard Model are of log@dthature the Higgs mass is
quadratically divergent. As pointed out in the previoustises, consistency of the SM de-
mands a physical mass of 100GeMmy < 1TeV. If the cut-off scale\ is large, e.g. at the
Grand Unification Scale- 10'°GeV [2], a fine-tuning of 16 digits between the bare mass and
the radiative corrections is needed in order to obtain aiphlymass in the desired range. If
my fulfils the Veltman condition

= 4nf — 2mG, — mg. (2.34)
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Figure 2.5.: One-loop corrections to the Standard Model Higgs boson mass
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a fine-tuning of greater than 1 part in
100 (10).

Figure 2.6.: Theoretical bounds on the Higgs boson mass as a functioreafcie up to which the
SMis to be valid, from([14].

the quadratic divergences in Eqg. 2.33 cancel. Moreovecgesm, my andmz have already
been measured this would predmt; ~ 310GeV. Unfortunately Ed. 2.83 is obtained at the
one-loop level and the cancellation no longer occurs atdriginder corrections.

Although fine-tuning is unsatisfying from a scientific powit view, it cannot be ruled
out entirely. Furthermore, the amount of fine-tuning whigltonsidered acceptable is rather
arbitrary. DefiningArr = A, (A?)/mg, as a measure of fine-tuning, the weak scale is fine-
tuned to one part idrt. For larger values of the cut-off scafethe range of allowed Higgs
boson masses for which the fine-tuning is smaller than a gl becomes increasingly
smaller.

Combined Theoretical Bounds

Figurd 2.6 shows the theoretical boundsmpas a function of\ with and without considering
fine-tuning. IfA is of the order of a few tens of Te¥iy ~ 200GeV is a preferred value. Not
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considering fine-tuningy has to lie in the range
130GeV< my < 180GeV (2.35)

if the SM is to be valid up to the Grand Unification scale.

2.3.2. Experimental Bounds
Direct Limits

Direct limits on the Higgs boson mass come from searcheshiaHiggs boson at various
experiments. The LEP experiments set an upper limit on thesmmba SM Higgs boson of

my > 1144GeV, (2.36)

at 95% confidence level (Fig._2.7)I[7], while Tevatron expemts excluded 158my <
177 GeV (Figure§ 217 arid 2.8) [15]. Recently published tefubm the LHC experiments
establish an even larger range excluded valuesof ATLAS excludes a SM Higgs in most
of the range betweemy = 146 GeV and 466 GeV at 95% confidence level (Eigl 2.9) [16].
CMS excludes most values ofy between 145GeV and 400GeV (Hig. 2.10)/[17]. Given the
dramatic increase of LHC luminosity new limits or a discqvare expected in the near future.

Indirect Limits

The Higgs boson mass is linked to the other observables oEMevia loop corrections.
Assuming the Standard Model to be the correct theory of pattirs possible to deduce the
most probable Higgs boson mass by fitting all Standard Moaelmpeters to the very precisely
measured electroweak observables. B8 of this fit to the precision observables is shown
in Fig.[2.7. Under the hypothesis that the SM is a valid théotiiis energy regime, the lowest
Ax? is obtained formy = 89GeV. An upper limit on the Higgs boson mass can be derived as
161 GeV at the 95% confidence level.
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Figure 2.7.: Direct limit: The yellow area shows the rangemy excluded by direct searchdsdirect
limit: The lines give thé\x? of a global fit of parameters of the Standard Model to data
as a function of the assumed Higgs boson mass (from [7]).
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The Experiment

Theories in high energy physics often predict the existerficeew particles. These new par-
ticles usually have either high masses or small couplingdready known particles, which

is why they have not been seen yet. One way to study heavyclearis to produce them
resonantly by colliding two particles with a centre-of-rmasergy at least as large as the mass
of the new particle.

At a hadron collider machine like the LHC the most basic pssds the collision of two
colour-charged elementary particles, i.e. quarks or ggudviost of the time, both particles
undergo an elastic scattering at a small angle with respegbetbeam. On rare occasions, for
instance when a heavy particle decays, particles are peddatdarger angle and, correspond-
ingly, high momentum perpendicular to the beam[x&uch a process is usually referred to
ashard processHowever, the picture is much more complex: A scatteringasfiples means
that (colour-) charged objects are accelerated, whichilpigdeads to bremsstrahlung. Emis-
sions can come from the incoming particlest{al state radiation or ISR or from the outgo-
ing ones f{inal state radiation, FSR Quarks and gluons are confined in hadrons. This affects
the incoming and the outgoing part of the collision. The outg particles form new hadrons
if they carry colour charge. At the LHC, the incoming pakglare protons. At relativistic
energies, quarks and gluons can be interpreted as quagdrnswithin the proton which
carry a statistically distributed fraction of the protonmentum [18]. To make a collision an
even more complex event, more than one parton within eadbpoan interact. Interactions
in addition to the hard process are often referred tarederlying event Because accelerat-
ing and colliding individual protons is not economimjnchesf protons are accelerated and
brought to collision at once. Depending of the density oflibech and the number protons it
consists of, several proton-proton collision can happamduhe samdounch crossingThis
effect is callecpile-up.

Atthe LHC, protons are brought to collision at four diffet@oints. To study the properties
of the produced particles, large detectors have been cutestr at each of the four points of

1The momentum component perpendicular to the beam axisdgreefto as transverse momentup)
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Overall view of the LHC exeriments.

o

<y

Figure 3.1.: The Large Hadron Collider and the four (largest) experim¢2i].

collision. All four detectors are actually a combinationsefveral sub-detectors. ATLAS [19]
and CMS [20] are multi-purpose detectors. ALICE][21] waslthiai investigate heavy-ion

collisions resulting in a quark-gluon plasma. The purpddeRCb [22] is to study B-physics

at the LHC.

This thesis describes a specific search for the Higgs bosan assumed data sample of
30fb~! (corresponding to three years of data taking) gathered ahtieeof-mass energy of
14 TeV with the ATLAS detector. Neither the centre-of-masergy nor the size of the data
sample have been delivered by the LHC, yet. Hence, insteassiof real LHC collision
data, the study has to be carried out using a simulated sayeplerated by severdonte-
Carlo event generators. The ATLAS detector is replaced by a veildd GEANT4 [23] [24]
simulation. The algorithms used to reconstruct partialesfdetector signals are identical in
both cases.

3.1. The Large Hadron Collider

ThelLarge Hadron Collider (LHC)26] is situated at th&uropean Centre of Particle Physics
(CERN)near Geneva, Switzerland (Fig.3.1). It has a circumferefedout 27 km and is de-
signed to deliver a centre-of-mass energy of 14 TeV. It gtasif a system of superconducting
dipole magnets with a field strength of over 8 T to bend the lsefamtheir circular orbit. To
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achieve this, the whole 27 km are cooled down to a temperafur® K using supra-fluid he-
lium. In addition to the dipole magnets, quadrupole magwits gradients of about 230 T/m
are used to focus the beams. Cooling is a complex and exgaasik, thus it makes sense to
keep the accelerator in one cryostat vessel. On the othdr particles of the same charge are
accelerated in both directions. Thus, two independent etagohannels have to be enclosed
into the same vessel.

The LHC itself is the last stage in a series of acceleratas dhcelerates protons to an
energy of up to 7 TeV. It starts with a mundane bottle of hydrogas. Once stripped down to
protons, these are accelerated to 50 MeV by the Linac2. Arera they are further accelerated
by the Booster (PSB), the Proton Synchrotron PS and the Stp#on Synchrotron SPS to
the injection energy of the LHC of 450GeV.

The LHC first started operation in fall 2008. After a severdfumtion only days after
commissioning it had to be shut down. Since late 2009 it isatpenal again. Due to safety
considerations, the LHC is currently running at a reduceatreeof-mass energy of 7 TeV.
The design energy is planned to be reached around 2014.

3.1.1. Luminosity

One of the key parameters of any collider experiment is tha@rosity. It is related to the
event rateN, of a given process via

o

L=, 3.1

< (3.)
whereo denotes the cross section a@tithe luminosity. In general, discovering new particles
requires them to be produced with a sufficiently high rateilghe production cross section
is fixed for a given centre-of-mass energy, luminosity issdeined by several machine pa-
rameters and thus can be tuned. For a patrticle collider gimgdunched beams with an
equal number of particles per bunch in both beams lumingsigwen by

2
n
L =Ff—.
Aint
f is the collision frequencyn is the number of particles per bunch. Two direct measures to
increase luminosity are therefore increasing the numbpadicles per bunch and decreasing
the space between two bunches in a beam, incredsig, in Eq.[3.3 is the effective cross
section area of the colliding beams in which interactioke tplace. It is determined by the

beam optics of the collider:
Aint = 4,/ &xBs &yBy (3.3)

Assuming particles deviate from the nominal beam positioiné transverse plane according
to a Gaussian distributiof§*, the so-called beam waist, gives the variance of that Histri

(3.2)
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tion at the interaction point. The emittaneas proportional to the area of the ellipse which
envelopes the phase space distribution of beam particles.

To increase luminosity by tuning either of the parameteesdballenge in itself. Further-
more, such an increase comes at a price. These effects aartheyrectly reflected in the
simulated data samples used for this study.

3.1.2. Pile-Up

The termpile-upis not unambiguously defined within the high energy physasmunity.
Within the ATLAS collaboration proton-proton interact®mre classified in the following
way:

¢ hard processa hard scattering of to partons, usually leading to highsvarse momenta
of the decay products

e underlying eventother reactions of partons from the same proton-protoscm as the
hard process

e pile-up (in-time) additional proton-proton collisions occurring in the sabunch cross-
ing as the hard process

e pile-up (out-of-time) reactions happening in other bunch crossings; recordedalthe
finite integration time of detector components.

Collisions contributing to in-time pile-up are usually gomed byminimum-biasevents. The
term refers to events with just enough transverse momeruaume seen by the detector. The
number of minimum-bias events per bunch crossing followsiag®n distribution with mean

Z - Oinelastic

(NvB) = : ) (3.4)

where Ginelastic IS the cross section for inelastic, non-single-diffragtproton-proton scatter-
ing.

3.2. Event Generation

In order to simulate the outcome of particle collisidisnte Carloevent generators are com-
monly used in high energy physics. Given a Lagrangian dgosithe interaction, the Feyn-
man rules can be used as a prescription to calculate praceissperturbation theory. Feyn-
man rules define how to drafkeynman diagramémany of which are shown in this thesis).
For a given initial and final state, the simplest such grapie{sesents thizading order (LO)
of the perturbation series. Higher orders are representeatitiitional lines, with internal
lines beingvirtual correctionsand external linegeal corrections The first order beyond LO
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is usually referred to asext-to-leading order (NLO)With this tool amatrix elementan be
calculated for a hard process. It gives probability deesitor the kinematics of the process,
which allows the generation of random events using MontéoGachniques.

3.2.1. Parton Shower

Matrix element calculations have some limitations. As déscd above, a scattering processes
involves accelerating colour charges which leads to QCInbstrahlung. Fixed order matrix
element calculations, however, diverge for collinear a8 a® soft emissions. These diver-
gences have to be cancelled by higher order virtual cooesti

Instead of relying on matrix element calculations only,strategy is to factorise the whole
process into the hard processes calculated by a matrix eteis®R and FSR. The latter two
are described by an approximate method, the so-cpHein shower (PS)rhe PS describes
the evolution of a parton from a scale that is associatedtvétnard process down to the scale
of hadronisation by consecutive emissions.

To implement this, the probability that a partansplits into partong andc at given
scaleQ? is needed. It can be obtained by approximating matrix eléroaoulations in the
soft/collinear limit. One obtains a set of differential etjons, the so-called DGLAP equations
[27],

. dQ?
dPa = o2 gzpaﬁbc( 2)dz (35)

wherez denotes the fraction of enerdyreceives froma. P,_pc(z) are so-called splitting
kernels and give the probability for the type of splittingg.iqg — gqg, g — gg or g — qq.

In these probabilities the soft and collinear divergenaessdill present. This leads to the
unpleasant fact that the total probability of a parton tdat sin be greater than one.

This is cured by the second ingredient of the PS. $hdakov form factoj30] gives the
probability that no splitting has occurred between twoessalWith Eq[3.b the probability of
a splitting in an infinitesimal scale-intervaQ? is given by:

I:)spllttlng = g/

The probability that no splitting happens follows from pabidity conservation aB,, spiitting=
1 — Pspiitting. INtegrating over scale-intervals then gives the Sudakow ffactor:

dPa(z )z oQ? (3.6)

Qmaxd /2
A(Q axaQZ —exp< ;/ 52 Lon Paabc(zl>dzl> (3.7)

More details can be found in [31].
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Figure 3.2.: pr spectrum of the 2nd jet iB+2jets events measured by DO [35].

3.2.2. Parton Shower to Matrix Element Matching

Although parton shower MC like YrHIA [32] or HERWIG [33] works well for a multitude

of processes it fails for an important class of processesaduetion ofZ or W bosons in
association with two or more hard jets is the dominant bamkgd to the signal process studied
in this thesis (see Chapter 4). Here parton shower MC usgalhgrates jets with a too soft
pt spectrum (see Fig. 3.2c). This failure is generally attebuto the nature of the parton
shower itself, as it approximates soft and collinear erorssi However, the example of multi-
jet production (Figl_3I3) shows that thpg spectrum of additional jets generated by a parton
shower is not necessarily too soft. Parton showers genemnaigsions starting from a selected
hard process. An event withZ&aboson and two jets is produced e.g. by generatidgbason
and a recoiling jet initiated by a parton from a matrix eleingaiculation. The second jet is
then produced by the parton shower|[32]. However, this o misses an entire class of
events: Di-jet events in whichZaboson is radiated off a quark [34]. An example is shown in
Figure[3.4.

To remedy this shortcoming, MC generators likeP&EN [36] and SHERPA [37] use au-
tomated matrix element generators. These calculate nedd¢nients for all processes with the
desired final state. The resulting events can then be usetpasfor the established parton
showers of RTHIA and HERwIG. But care has to be taken to avoid double counting with this
approach. If e.gZ boson production with additional jets is to be generatedptiocounting
can occur when two jets are produced via the matrix eleméeulegion or one jet comes from
the matrix element calculation and an additional hard gisgadiated off a parton by the PS.
There are several methods to properly merge PS and matmeate TheMLM matchingas
employed by APGEN works like this [34]:
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Figure 3.5.: Sketch of MLM matching in &+2 jets event. From [34]. Red lines indicate particles
generated by a parton shower. Black lines symbolise paftonsa matrix element cal-
culation. The middle and right diagrams differ in the originthe hard gluon radiation.
The dashed blue line represents Qigerge Pt CUL.

Produce events from LO matrix element calculations, for 2.4 1 partonZ + 2 partons,
..., Z + N partons. The procedure is illustrated in Fig.]3.5. Alltpas are required to have
pr > Que and be separated Ry e. These requirements restrict the usage of matrix elements
to the region of phase-space where they work well. Each aktlegents is then processed by
a PS program (e.g. ERwIG). Particle jets withpr > Qmerge With Qmerge 2 Que are then
identified with a jet algorithm. If each parton is close to &(je angle) and no additional jets
exist aboveQmerge the event is accepted.
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Figure 3.6.: Cross section of the ATLAS detector with all major sub-syse38].

3.2.3. Simulation of Pile-up

Pile-up is included into the simulation: in-time and outtiohe pile-up are simulated by
overlaying the hard processes and the underlying event adthtional soft di-jet events
(minimum-bias). Radiation background from the ATLAS urgteund cavern is taken into
account. Neutrons and photons from this source might degrezlperformance of the muon
spectrometer. Two additional effects are considered: Haarbpipe is not completely evac-
uated, thus interactions of protons with residual gas gdagican occur (beam gas events).
Furthermore, although the beam is well collimated, soméomocan end-up being in a tra-
jectory further away from the nominal beam spot. These cae.bi collimators and thus
initiate signals in the detector (beam halo events).

3.3. The ATLAS Experiment

ATLAS?is a multi-purpose detector built to cover a physics progranging from Higgs bo-

son searches and supersymmetry to heavy-ion physics.2nis2gh and 42 m long, weighing
roughly 7000 metric tons. It has hermetic calorimetry, ity particle detection as close as
one degree away from the beam axis. The main detector volasithe form of darrel, the
ends are closed by tlendcaps A computer generated cross section of the detector is shown
in Fig.[3.6. For further information on the detector see [34].

2A Toroidal LHC ApparatuS
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The design of each detector component was driven by the LH&eters and the physics
program: High particle multiplicities require radiatiomrd components close to the beam
pipe. The high frequency of collisions means that tifigger system (see SeC. 3.5) has to
reach a decision whether or not to record an event very fastddition, the integration times
of components need to be short. To satisfy the demandinggshgsogram the individual
sub-detectors need to have a high resolution in additiohgméecessary robustness.

3.3.1. The Coordinate System

The coordinate system used by the ATLAS collaboration is eeSen system defined as
follows: Thex-axis points upwards, thg-axis towards the centre of the LHC-ring and the
z-axis points into the direction of the beam pipe, such thditearésulting coordinate system
is right-handed g is the azimuthal angle defined as the angle toxthgis in thex — y-plane.
The pseudorapidity is defined via the polar angk

n=-In (tang) (3.8)

A particle going perpendicular to the beam pipe Ifas- 0, while particles going into the
direction of the beam pipe have= +~. For massless particles, the pseudorapidity is equal
to the rapidity. Differences in rapidity are invariant undlerentz boosts. QCD processes are
supposed to produce particle densities flag inThree-dimensional distances are measured in

AR =/ (Ap)2+ (An)2. (3.9)

Momentum balance is only given in the transverse plane Iseddue momenta of the colliding
partons are not equal to the proton momenta and statistidadtributed. Thus, transverse
momentumpr, is usually used instead of total momentum.

3.3.2. Inner Detector

The purpose of thenner detectoris to reconstruct trajectories of charged particles, dalle
tracks Tracks are used to measure particle momenta from theiatuner - the inner detector
is situated inside a solenoidal magnet with a field of 2 T. Ksaman be used to reconstruct the
primary vertex of a process. Secondary vertices appeangf(&) lived particles decay. Thus,
B andD hadrons, as well as leptons can be identified. The inner detector consists ekthr
sub-detectors, Fig. 3.7 shows a schematic of the companents

The Pixel Detector

The pixel detector is the innermost sub-detector, its fagét being at a radius of only 5cm.
Pixel cells are silicon sensors, which act as diodes, delby the applied voltage. If a
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Figure 3.7.: The inner detector with its three sub-detectors [40].

charged particle traverses the sensor it creates elebtigapairs in the depleted material.
The electrons drift towards the cathode, where they aredeidl to form a signal. Each cell
has a size of 58 400um?. In the barrel region, pixel cells are arranged in threergyéth a
radius of 505cm, 885cm and 125cm. The endcap region is made up of three disks on each
side. In total the pixel detector has about 80 million readannels.

The Semi Conductor Tracker

A second silicon detector encloses the pixel detector.Sdmai Conductor Tracker (SChas
four double-layers in the barrel and nine disks on each ditteedarrel layers. It is segmented
into strips with a width of 8@um and a length of 18cm. To provide better resolution m
direction, two layers are arranged back-to-back with aestemgle of 40mrad between the
strips. The four layers in the barrel are situated at radivben 30cm and 52cm and cover
In| < 1.4. The disks extend the coveragdtg < 2.5.

The Transition Radiation Tracker

The transition radiation tracker (TRT)s the third and outermost sub-detector of the inner
detector. It is less precise than the two silicon trackinted®rs but provides on average
additional 36 measurements per track. It consists of saed filled with a mixture of xenon,
carbon dioxide and oxygen. A high positive voltage is apptie the wire at the centre of a
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Figure 3.8.: Calorimeter components of the ATLAS detecfor|[41].

tube. If a charged particle traverses a tube, it ionises #se he electrons drift to the wire
producing an avalanche of secondary electrons close to itteewhich amplify the signal.
Since the drift velocity is known and constant, a drift @rclan be reconstructed. Each tube
has a diameter of 4 mm with a maximum length of 144 cm. In thesb#re tubes are arranged
along thez-direction at radii between 56 cm and 107 cm and< 0.7. It is complemented by
disks with tubes in radial direction. In total the TRT has att@60,000 readout channels.

In addition to space-point measurements, the TRT providetcfe identification. A radi-
ator material surrounds the straw tubes forming boundavithsa different index of refraction
on each side. Ultra-relativistic particles, i.g.= 1000, emit transition radiation photons at
these boundaries at small angles with respect to the flightton of the particle. These pho-
tons are absorbed by the gas inside the tube via the photioeleffect. This results in an
additional signal in the straw tube, providing a so-calleghkthreshold hit. Due to their low
mass, electrons are much more likely to produce such hitsglmans. This can be used in the
identification of electrons.

3.3.3. Calorimeters

As can be seen in Fig._3.8, ATLAS calorimeters can be subedidto three different types:
An electromagnetic calorimeter, a hadronic calorimeterfanward calorimeters.
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Electromagnetic Calorimeter

Theelectromagnetic calorimeter (ECAL9 a sampling calorimetekLiquid argon (LAr)serves
as active material, lead is used as absorber. When an eldcak@rses the absorber, it emits
photons via bremsstrahlung. Photons convert into elegiositron pairs. In that way electro-
magnetic shower cascades are generated. Electrons amepsgiroduced in such a shower
deposit energy by ionisation in the active material. A higittage field draws off the de-
posited charges to the electrodes. The collected energgp®gional to the the energy of the
original particle.

In order to ensure full coverage ip-direction without cracks, the absorber plates and
the electrodes are arranged in an accordion-shape. Theneader is divided into a barrel
calorimeteftEMB) and two endcap calorimetefSMEC). The segmentation varies for differ-
entn regions. The ECAL consists of two to three samplings in dadir@ction. It is designed
to fully contain electromagnetic showers. Therefore itskhess corresponds to 24 radiation
lengtid in the barrel region and 26 in the endcaps. Material in frdrthe ECAL already
corresponds to 2.3 radiation length. To account for thigseagmpler precedes the ECAL.

Hadronic Calorimeters

The hadronic calorimeter (HCAL) is made up of two types obdaheters. Thescintillator
tile calorimeter (TileCal)covers the barrel region. It is a sampling calorimeter witmias
absorber and plastic scintillator plates as active mdteFraversing particles initiate electro-
magnetic or hadronic showers. The latter occur througtastel hadronic interactions with
the material. Secondary particles excite the scintillataterial, which in turn emits light that
is transported to photo-multipliers to generate a signdle &ndcap region has to withstand
higher radiation doses. Therefore thadronic endcap calorimeter (HE@mploys LAr as
active material, which is intrinsically radiation hard€opper is used as absorber. At= 0
the HCAL corresponds to 9.7 hadronic interaction lengthffient to provide a good energy
resolution for hadronic jets and shielding for the muon speceter.

Forward Calorimeter

Both ECAL and HCAL provide coverage up tq| < 3.2. This already corresponds to an
angle of only 4.7 degrees with respect to the beam pipe. Hexveany processes, including
the signal process studied in this thesis, deposit signifieaergy at even smaller angels. The
forward calorimeter (FCal)covers an additional region im| between 3.1 and 4.9 (approx.
0.9 degrees from the beam axis). It has to withstand corsditkeradiation doses. Like in
the HEC, LAr is used as active material. The FCal is subdivigéo three sections on each
side. Each section is made of metal with regularly spacegifodinal channels. The channels

30ne radiation length is the distance in a material over wttierenergy of a high-energetic electron is reduced
to Ye.
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Figure 3.9.: The ATLAS muon spectrometer [42].

contain concentric rods and tubes with LAr in the gaps. This sre at a positive high voltage
with respect to the tubes and the enclosing metal.

3.3.4. The Muon Spectrometer

The ATLAS muon spectrometer (Fig._8.9) forms the outermagtit of the detector and con-
stitutes the largest part of its volume. It has several fonest First of all it identifies muons,
since most other particles are stopped in the calorimeber.nfuon is a minimum ionising par-
ticle. Therefore its calorimeter deposition cannot be usadeasure momenta. High-energy
tracks have only a small curvature, so the inner detectorealemuld provide bad momentum
resolution. The muon spectrometer functions as an additieser arm — an additional mea-
surement far from the interaction point — and thus improveswentum resolution. Finally it
is used for triggering.

The muon spectrometer consists of chambers arranged ia tlorecentric rings around
the beam axis in the barrel (stations) and four wheels péipelar to the beam axis in each
endcap region. The muon spectrometer has a ggp-a0 which is needed for services. Four
different detector technologies are employed in the chasaf3#e first two provide precision
measurements, the second two are used for triggering.
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Monitored Drift Tube chambers

MDTs contain tubes, roughly 3 cm in diameter, filled with preissa Ar/CQ gas. Electrons
resulting from a charged particle that traversed the tulbei@msed the gas are collected at a
central wire at a potential of 3 kV. Each individual tube pd®s a drift circle (cf. Se¢. 3.3.2).
A disadvantage of this technology is the maximum drift timoerf wall to wire of about 700 ns.
A particle passing close to the wire can generate a seriegradipulses of up to these 700 ns,
while only the electrons generated closest to the wire asaieteto form a drift circle. An
adjustable dead-time has been implemented to preventhikisgmenon.

Cathode-Strip Chambers

MDTs have a limit for safe operation at counting rates of ati&0Hz/cn?. This will be
exceeded in the first layer of the endcaprgt> 2. Therefore MDTs are replaced B5G in
this region, which can safely handle counting rates of u@0Hz/cm?. CSCs are multiwire
proportional chambers. The central wire of a chamber iswegkin the radial direction, with
the other wires parallel to the central one. Each layer oésvitas a layer of cathode strips
in front and behind it, one of which has strips parallel to Wiges, the other perpendicular.
Information is gathered only from the strips, wire signats aot read out.

Resistive Plate Chambers

RPGs provide input to the trigger system in the barrel. An RPCscin of two parallel
resistive plates kept at a distance of 2 mm by insulatingesisacThe gap is filled with a gas
mixture. A particle crossing an RPC ionises the gas, crgatiimary electrons. The electrons
are accelerated towards the anode plate by the strongielield of 4.9 kvV/mm in the gap,
causing avalanches on their way. At nominal operating gelsignal with a width of about
5ns is generated.

Thin Gap Chambers

In the endcap regiorthin gap chambers (TGQ@re used for triggering. TGCs work similar to
multi-wire proportional chambers. Information is read fyatn wires for the radial coordinate
and from radial strips for the azimuthal coordinate. Thentbers are operated in saturation
mode, which allows for the quick responses necessary fygdridecisions.

3.3.5. (GEANT4 Simulation

For simulated events, the actual detector is replaced byadletk detector simulation based
on GEANT4. GEANT4 works similar to a ray tracing program for 3D graphics gatien. It
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relies on a detailed geometrical description of the ATLA$ed®r. For particles traversing
the detector volume, hits, i.e. deposited energy in thectlmteand secondary particles pro-
duced in interactions are simulated. Secondary partickeadded to the list of particles and
simulated the same way. The simulation goes on until aligdaest are either stopped within
the detector or have left the volume. Instead of simulatimglamental interactions,KANT4
uses transport models — macroscopic parametrisationgafeloss mechanisms or analytical
calculations — to simulate the effects of particles traveysnatter.

The hits are then digitised. The response of the smallestttetcomponents (cells, pixels,
etc.) to deposited energy is simulated in this step. Aftesiwahe output format is identical to
that of the real ATLAS detector and can be processed by the saconstruction algorithms.

Full simulation of proton-proton collisions is extremelgraplex: Even on modern CPU
cores it takes about 10-20 minutes to simulate a single event

3.4. Reconstruction Algorithms

The raw detector data, such as energy depositions in catgmaells or hits in tracking de-
vices, has to be transformed into higher-level physicsabjen order to perform physics
analyses. For every object the ATLAS software includes afalgorithms which represent
different approaches to reconstruct such an object. | willcentrate, therefore, on algorithms
relevant for this thesis. For further details see Réef. []., 89 addition, the ATLAS software
is still constantly under development. Information pradcere represents a snapshot of the
software that was used to reconstruct the simulated datpleamsed in this thesis. Usually,
algorithms distinguish between reconstruction and idieation. Reconstruction means cre-
ating an object and collecting all components. As an exajgrleeclectron consists energy
depositions in the calorimeter and a measured trajectoaypairticle. These have to be found,
matched and the information merged into one object. Theqaarpf identification is to make
sure that the reconstructed object is actually what it wesnstructed as. For instance, pions
and electrons both provide a track in the inner detector aatdimmg energy in the calorimeter.

3.4.1. Cluster finding

A calorimeter cluster is a group of calorimeter cells whiglspatially coherent. Its combined
energy deposition would ideally reflect the energy that glsiparticle lost in the calorimeter.
The ATLAS software provides several means to find calorimetesters:

Sliding-Window Clustering

The sliding-window algorithm forms clusters from rectagy(windows) irm — ¢ space of out
calorimeter towers, i.e. cells in several layers of the wadeter forming a unit. It searches for
seed clusters by summing up the deposited transverse anaagyindow of pre-defined size.
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The window consecutively slides over the whgle- ¢ grid in question. If the total transverse
energy in the window exceeds a threshold and if it is a localimam, i.e. no other window
surrounding it has a higher total energy, a cluster is formed

Topological Clustering

Sliding-window clusters have a fixed size. Topological tdusg aims to reconstruct 3-
dimensional shower shapes and thus creates cluSwgpeClusterksof variable size and form.
Three thresholds define which cells are used for clusterfgda seed threshotg, a neigh-
bour threshold, and a general thresholgl Thresholds are given in energy over the standard
deviation of noisekE / onise @ssuming that noise is Gaussian distributed. In this sthdgsh-
olds are set tts = 4,1, = 2,15 = 0.

In a first step, calorimeter cells are identified as seedsey flasds. For every seed, a
cluster is created consisting of the single seed cell. Imthe step, the cluster is grown: for
each seed cell, neighbouring cells are added to the cldgtesyi pasgy and are not already
part of a cluster. Neighbours are defined as all eight celks ieactangular grid of the same
calorimeter sampling. In addition, all cells in adjacenhgéings, which have at least a partial
overlap with the seed cell i, ¢)-space are considered. If a neighbouring cell pagsés
added to a list. If a neighbouring cell already belongs touatelr but passes, both clusters
are merged. In the next iteration, cells in the list of cdiisttpasset, are processed the same
way. This is repeated until no more new cells abp\are found.

Ideally, each TopoCluster corresponds to one primarygartinat entered the calorimeter.
To achieve this level of resolution an additional splittadgorithm is necessary. This algorithm
looks for local maxima in parent clusters. A local maximundédined as a cell witle >
500MeV that has no neighbouring cells with higher energlgak to be surrounded by at least
four cells in the parent cluster and has to be situated inékersl or third sampling of the
ECAL or the first sector of the FCal. Other parts are conslesesecondary local maxima.
Secondary maxima are used only if they do not overlafninp) with a primary maximum.
Parent clusters are then split according to the neighbgueiations, making sure no two local
maxima end up in the same cluster. Cells at the border of twechisters are shared. Their
energy is added to both clusters with a weight

E1

= A
E1+rE2 (3.10)

W1

wherew, = 1—w; andr = exp(d; —d2). Thed; are the distances to the cluster centres in units
of a typical shower scale in the ECAL (5cm in this study).

3.4.2. Electron reconstruction

An electron candidate, in its most general form, is a caletencluster with a track in the
inner detector, which points towards it. Electron recardion is seeded by a sliding-window
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no. of cells
n-region 5x 5 3x7
barrel
<140 0125x0.125 Q075x0.175
1.40< |n| <1475 Q375x0.375 0225x0.125
endcap

1.375< |n| <1425 025x0.125 Q15x0.125
1.425<|n| <25  0125x0.125 Q075x0.175
25<|n| <32 05x05 03x0.7

Table 3.1.: Window sizes im x ¢ for different detector regions used by the sliding windogoaithm
in the electron reconstruction.

An
broad window
0.1+
narrow window
0+ e o ef
cluster
—-0.1¢

02 -01 0 01 02 Ap
Figure 3.10.: Cluster/Track matching in the sliding window algorithm d4xy the electron reconstruc-
tion.

cluster with a window size of & 5 cells in the middle layer of the electromagnetic barrel or
endcap calorimeters and a transverse energy of at least 3&dKkack is searched for in a
broad rectangular window of sizeZdx 0.4 in (An,A@) around the barycentre of the cluster. It
is considered a match if it has at least three silicon (PiX8{CH) hits, ha€ /p < 10 and lies
within an asymmetric narrow window @f-0.05, —0.1), (0.05,0.05) for tracks with negative
charge and —0.05,—0.0.05), (0.05,0.1) for positive charge around the centre of the cluster
(see Figl_3.70). If the seed cluster is in the barrel calaiémieis replaced by a cluster of37
cells around the original centre. In the overlap region leetwbarrel and endcap, the amount
of energy in the second layer decides in which category tstet falls. The actual size of an
electron cluster thus depends on the actual detector riggom (see Tablé 3]1).

Reconstructed electron candidates can either be rejetthd electron identification steps
or fall into one of three categories relevant for this anatyBvery electron candidate qualifies
as alooseelectron if it passes some cuts on shower shape variablee middle layer of the
ECAL and has a ratio of energy in the ECAL over energy in the HGAadronic leakage)
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below a certain threshold. In addition to all loose critemediumidentification requires an
isolated cluster in the calorimeter and uses additionalvehshape information from the
strip layer. Medium identification also requires a tighteatom between cluster and track and
applies some track quality cuts but does not use informdtamn transition radiationTight
identification requires the candidate to pass medium cutstayhter track quality and track-
cluster matching cuts. It also uses information on tramsitadiation from the TRT.

3.4.3. Muon reconstruction

ATLAS employs a variety of strategies to reconstruct andidg muons. There are two
families of algorithms, with one algorithm per family for@astrategy. Only the B\co
family (Muonboy, Staco, MuTag, CaloMuon) is used in thislgsis.

Muonboy: Standalone Muons

Standalone muons are muons reconstructed exclusivelgimtion spectrometer. Muonboy
[43] starts by identifying regions of activity, using infoation from the trigger chambers. A
region of roughhyAn x A@ = 0.4 x 0.4 is centred around least one hitin each coordinate. Next,
track segments are reconstructed. Muonboy tries to condaiale MDT hit in one multilayer
with each MDT hit of the other multilayer of the same statiomo adjacent one. Each pair of
hits is required to point loosely into the direction of thésiraction point. A segment is then a
straight line between two hits. Such pairs of hits are clogrigh in space that a straight line
is an appropriate approximation. As MDT hits are actualift dircles and a segment should
be a tangent to both circles there exist four solutions fohgmir (see Fid. 3.11). To solve this
ambiguity all four segment candidates are matched withrdthe in the corresponding MDT
chambers. A segment is declared valid if its quality factdrich is a combination of standard
x? for found hits and a penalty for missing ones, is sufficiestiyall. In a final step, track
segments are combined to form tracks. Track segments aspeldted to the other stations.
A track has to consist of at least two segments.

Staco: Combined Muons

Combined muons consist of two tracks, one from the muon speeter and one from the
inner detector. The Staco algorithm calculates the wethbiten of both parameter vectors to
obtain the combined track:

Peombined= (C|E)1 + C,\_/é) (C|E)19D + CA_AéPMS) (3.11)

Here P denotes a vector of parameters that describe a t@adk,the respective covariance
matrix. The subscripts denote inner detector and muon ispeeter respectively. The cor-
respondingy? is used to describe the goodness of the combination. Usimipiced muons
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Figure 3.11.: Ambiguity in track segment reconstruction. Black circlgsnbolise tubes in an MDT
chamber. Red circles represent measured drift circles. r@thdines mark all possible
track segments that can be constructed from the two driftesir

suppresses muons not coming from the interaction pointrikens from pion or kaon de-
cays in the calorimeter or cosmic muons. It also improves prdom and impact parameter
resolution.

MuTag: Tagged Muons

The MuTag algorithm specifically addresses the reconstrucif muons with low transverse
momentum. These patrticles often fail to reach the middigostaf the spectrometer. Since a
track in the muon spectrometer requires at least two tragfsat - and therefore hits in two
muon station - such a loygr muon will not be reconstructed by either Muonboy or Staco.
MuTag extrapolates tracks from the inner detector to thediegion of the muon spectrometer.
In some regions, where a particle would only traverse ortestat extrapolates to the middle
station in order to increase the efficiency there. MuTag dsfiax? using the difference
between the predicted track and nearby track segmentsneaidstl used by Staco. Only the
inner detector track is used to evaluate track parameters.

CaloMuon: Calorimeter Muons

Although muons are minimum ionising particles, they depesiergy in the calorimeter.
Calorimeter muons combine a track in the inner detector waithextrapolated trajectory in
the calorimeter. Using this kind of reconstruction is useddver e.g. the gap region in the
muon spectrometer gt = 0, where information from the spectrometer is not available
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3.4.4. Jetreconstruction

In this study a cone algorithm was used to reconstruct jéis.perameters are adjustable and
reflect the choice for this channel in [1]. The ATLAS cone aitfon works in the following
way: TopoClusters above a thresholdmf> 1 GeV are sorted according to their transverse
momentum in descending order. This list is used as seedbdalgorithm. A seed defines
the initial jet axis inn and @. All four-momenta of clusters with the centre inside a cone
of AR < 0.4 around the jet axis are summed Wpgcheme). The resulting four-vector is the
new jet axis. This is done iteratively until either the jeisais stable, i.e. the difference
in n and @ between new and previous jet axis are each smaller than 0.0%mew axis
leaves the acceptance region of the detedtpr¢ 5.0). In the latter case the jet is rejected.
In the former the jet is accepted if the distancenirand ¢ to already reconstructed jets is,
again, smaller than 0.05. In case reconstructed jets guerta share clusters, they are either
split or merged, depending on their shared energy: If thelapping jet shares more than
50% of Et the jets get merged. Note that this fraction is always widpeet to the jet with
moreEr. If the fraction is smaller than 50% the clusters in quesaom removed from the
jet which is farther away IlAR. The jet energy is calibrated according to global weights
taken from detailed simulations ("H1-style calibratiof#¥]. It should be noted, although the
cone algorithm itself ixollinear safe the seeding makes it unsafe: If the highest energetic
constituent gets split, e.g. by calorimeter effects, and talls below the threshold the jet
might not be reconstructed or split in two jets. Since, havethepr threshold for jets in this
analysis is at 20 GeV (see Sec. 711.4) the seed threshold ®¥ EGould have only a minimal
effect.

Since jets are built entirely from calorimeter objects, jiteenergy resolution depends on
the energy resolution of the calorimeter. The jet energglut®n, o(E), is therefore given

by:
o(E)=avE@bacE. (3.12)

The first term reflects fluctuations in the number of partiggesduced in a shower and is
proportional to,/n and thus toy'E, wheren is the number of particles. The second term is
due to effects like noise and pile-up, which can be constleomstant on average. The last
term results e.g. from cracks in the calorimeter and dedsl, @ld is therefore proportional to
E.

3.4.5. Reconstruction of Hadronict Decays

T leptons have a mean lifetime of®x 10 13s [2]. This means they decay within a short
distance to the interaction point. Therefaréeptons can only be identified via their decay
products. If ther decays into an electron or muon, it cannot easily be disistgua from
other (direct) electrons or muons — although, if the comesiing track does not point directly
to the primary vertex, this is an indication of the leptorgarating from ar decay. Hadronic
decays account for about two thirds of aldecays. See Selc. 4.5 for a detailed discussion
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of hadronict decay modes. Although hadronicdecays are real hadronic jets, they can be
distinguished from quark- or gluon-induced jets. Aparnirpossible kinematic differences
(due to ther-mass), jets from quarks or gluons have on average a higied tnultiplicity and
cover a larger area in the detector. Two approaches are aseddnstruct hadronic decays

(“ Thag candidates”).

Thetrack-seededlgorithm starts from good-quality tracks. The leadingkre required
to havepr > 6 GeV. Around this track, additional tracks with > 1 GeV are searched for in
a core region ofAR < 0.2. If only one additional track is found, the closest loweglity track
(if available) in the core region is used as well. The dithf thet,,gcandidate is calculated
as thepr-weighted average of coordinates of the associated trdekergy is reconstructed
by an energy flow algorithm [45].

The calorimeter-seededlgorithm is less complex: It takes reconstructed jets \pith>
10GeV asthagcandidates. All good-quality tracks withixR < 0.3 from the barycentre of the
jet are associated with the candidate. Coordinates andyas those of the seed-jet. Energy
is then calibrated by a dedicateglq calibration.

Thethagidentification is based on a number of shower-shape andtetated observables.
These are combined into several multivariate and cut basedrdinants. For this study, a log-
likelihood method is used, based on 17 input variables [#6this context, EM cells means
cells from the presampler and the first and second samplitigeoECAL. Photons tend to
be fully contained in the first two layers of the ECAL, whileetthird layer is large in some
areas of the detector and thus already contains significeargg depositions from hadronic
showers. HAD cells therefore refer to the HCAL plus the tlsadnpling of the ECAL. If not
stated otherwise, energy is collected within a radiudRk 0.4. The following list shows all
observables that enter the log-likelihood calculus.

Observables used by tlcalorimeter-seededalgorithm:

e emRadiusEr-weighted radius of depositions in EM cells:

> AR(Thag cell) ET cell

emRadius=
z ET,ceII

e isoFrac Ratio ofEy in the isolation region oveEr:
isoFrac=E1(0.1 < AR< 0.2)/ET(AR< 0.4)

e stripWidth2 Width of the energy deposition in the first sampling of theAEQ(strip
cells):

stripWidth2— (3 An(Thag cell)® Er(cell) (3 An(thag cell) - Ex(cell))?

> Er(cell) (3 Er(cell))?

e numsStripCellsNumber of strip cells wither > 200 MeV.
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e etEM2etTracksCalibratedEr in EM cells over the scalgor sum of up to three tracks.
e etHad2etTracksSame as above but using calibrated HAD cells.
¢ signDOTrk3P Signed impact parameter of leading track.
Observables used by theack-seededalgorithm:
e rWidth2Trk3P

5 AR(Thag trk)Prak  (AR(Thaa trk) pr.inc)

rwidth2Trk3P= >
2 Pk (Z pT,trk)

massTrk3PInvariant mass of associated tracks.

nAssocTracksIsolNo. of associated tracks a@fag candidates in @ < AR(Thag trk) <
0.2.

mVisEflow Visible mass from energy flow.

z0SinThetaSig

. . Zz0sin@
z0SinThetaSig= m

trFlightPathSig Signed transverse distance between primary and seconelidex over
the uncertainty of the secondary vertex.

Observables used Hyoth algorithms:
e etTracks2etScalarpt sum of up to three tracks oveg,q ET.
e dRmin minimumAR(Thag track) of tracks withinAR < 0.2
e dRmax maximumAR(Thaq track) of tracks withinAR < 0.2

e ratioET: Ratio of scalampt sum of tracks excluding tracks associated tothg candi-
date over total scalgrr sum withinAR < 0.2.

3.4.6. Missing Transverse Energy

Neutrinos traverse the detector without interacting wité material. They can only be de-
tected indirectly by a seeming non-conservation of totahmantum. Ideally, the vectorial
sum of all neutrino momenta is equal to the negative vedtsta of all other momenta.
Measuring momenta directly is only possible for chargedigas and only in the limited
range of the tracking sub-detectors of the inner detectecaBse of this, energy depositions
in the calorimeter are used instead. In proton collisioesattual momenta of the colliding
partons cannot be determined. Therefore only the transveosnentum balance can be used.
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The resulting quantity is called missing transverse enfgy, defined as:

Bo=—Y Ea. By=- Y Eyi. (3.13)

where EEX/y is thex andy-components O%T andE, y; beingx andy-projections of energy
depositions in calorimeter cells.

The actual calculation d#+ is usually more involved than summing up energy in calorime-
ter cells, as additional information can be used to imprbedd; resolution. One approach is
the refined calculation. For this, energy depositions inrtaeter cells associated with differ-
ent reconstructed objects and muon momenta are summed epalddrithm keeps track of
cells already used in one of the sub-algorithms to avoid octunting. Cell energies are cal-
ibrated according to the reconstructed object they belongig. an electron candidate might
overlap with a jet. Cells belonging to the electron clusteuld enter the calculus calibrated
as electron. The remaining hit cells of the jet enter the samguet calibration. Calorimeter
cells are processed by the following sub-algorithms (ia trder):

e MET RefEleidentified (tight) electrons witlpr > 10 GeV
e MET RefGammaidentified (tight) photons witlpr > 10GeV

e MET RefMuon cells around tracks of non-isolated (overlagdR < 0.3 with jet) com-
bined or spectrometer-only muons

e MET RefTau 1,54 candidates identified with a cut-based method

e MET RefJetH1-style calibrated cone-jetAR < 0.4) based on TopoClusters with >
5GeV

e MET CellOut cells in TopoClusters not associated with above objects

e MET Muonboyisolated combined muons, MuTag-muons aroumld= 1.3, calorimeter
muonsinjn| < 0.1

e MET Crya cryostat energy from jets im| < 3.2

At a hadron collider the resolution of tier measurement depends mainly on the uncertainty
of the jet energy. Therefore, in the absence of particleskvbscape the detector, the resolu-
tion can be parametrised as [47]:

O'(ET) =ay2ZEr—dobdc(ZEr —d) (3.14)

Corresponding to the terms in the jet energy uncertaintydef.4), the first term is due to
sampling and purely statistical fluctuationtsteflects electronic noise, pile-up and the under-
lying event. The last term stems from detector inhomog@sitracks and dead cellZEr

is the scalar sum of energy depositions in the calorimetersé\ pile-up, etc. can lead to an
offset inZEr that is taken into account k.
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3.5. Trigger

At a hadron collider the vast majority of collisions consiset processes which are generally
considered "uninteresting”. Writing out and processingrgwsingle event would, thus, be a
waste of disk space and processing time. Moreover, suchtegyrwould be impossible from
a technical point of view. A bunch spacing of 25ns means siolis at a rate of 40 MHz.
Given that a single event amounts to roughly 100 MB of raw ,da@ATLAS detector would
produce several petabytes of data per second. Therefarggartsystem is necessary, which
reduces the data to a manageable rate while preserving asimarmesting events as possible.

The ATLAS trigger system is based on the identification ofeckg which are supposed
to be produced in processes of interest. Usually these ptenig or photons, but alsp,aq
candidates, highly energetic jets and lafge are searched for. This identification proce-
dure is divided into three trigger stagdsevel 1 (L1) level 2 (L2)andevent filter (EF) the
latter two forming thehigh-level trigger (HLT) The L1 trigger uses reduced-granularity in-
formation from the calorimeter and the muon spectromet®®and TGCs) to quickly find
signatures of the desired objects. A decision has to reacfraht-end electronics within.2
us. From these signaturesgions of interest (Rolre built, which seed the L2 trigger. There
are two types of HLT algorithms: Reconstruction algorithmsonstruct objects with a level
of sophistication depending on the stage. Hypothesis itgos basically perform particle
identification, testing if the reconstructed object cqoesls to the one implied by the trigger
chain. The average processing time at L2 is 40 ms. A final oetis taken by the event filter,
which uses algorithms close to their off-line counterpafise average processing time is on
the order of several seconds. Trigger rates should combine more than 200 Hz after EF.

3.5.1. Electron Trigger

The standard electron trigger chain used in this analysis is
L1 EM23l — L2 e25i nmedi unml — EF e25i nedi uml.

The first part of each trigger label gives the level (L1,L2 &) EThe second part gives the
trigger object (e.g. e for electron), the thresholdpinand an "i” if an isolation requirement
is imposed. The third part gives additional information deritification criteria, e.g. medium
electron identification.

Level 1 and Level 2

On level 1, the electron algorithm works as sketched in[Eff2&. The calorimeter is divided
into trigger towers, i.e. a block of cells of all calorimetayers with a size ofAn x A =
0.1 x 0.1. The algorithm uses a window of-d4 towers. Energy is summed up for all four
possible combinations of 2 2 and 2x 1 towers in the central 2 2 trigger towers. One of
these four combinations has to pass Hyethreshold of the triggerhgere: 23 GeV). Three
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(a) Electron trigger algorithm. (b) Muon trigger algorithm.

Figure 3.12.: Schematic view of level 1 electron/photaryy and muon trigger algorithm5[39].

additional criteria may be applied. Cuts on the maximumsavarnse energy in the isolation
region (12 towers around the central 4 towers) can be appbedrately for the ECAL and
the HCAL. These cuts are 4 GeV and 3 GeV, respectively, fol.theEM23I . Moreover, a
maximumEr in the HCAL can be specified for the central four towers. Thiset to 2 GeV
for L1 EMR3I . To avoid ambiguities, the sum of the energy in the inneraiegnust be a
local maximum.

In the first step of the L2 electron trigger, the L1 calorimedaster is refined. In a window
(An x A = 0.2 x 0.2) around the centre of the L1 Rol the calorimeter cell in f&yef the
ECAL with the highest energy is identified. This positionusther refined by calculating the
Er weightedn andg in a window of 3x 7 cells in the same layer. Identification is based on
a number of shower shape variables. In the second stepstaaelbuilt from Pixel and SCT
space points. In the final step, the cluster is matched tak.tra

3.5.2. Muon Trigger

The muon trigger chain used in this analysis is:

L1 MJ20 —- L2 mu20 — EF nu20
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Level 1 and Level 2

Muon triggering on level 1 makes use of RPC chambers in theeband TGC chambers
in the endcaps. Although details of the implementationedifthe principle is the same in
both regions. Upon a hit in the pivot plane, a straight lineakulated from that hit to the
interaction point (see Fig. 3.1Pb). This line represengstthjectory of a muon with infinite
momentum. Deviations from this line can be interpreted asgo@ue to the (finitepr of the
muon. Thus, searching for additional hits within a "roadfided by a trajectory of a given
pr effectively represents a cut on tipg of a track. In the barrel region the pivot plane is
RPC2. Depending on the trigger mode (higher low-pr) additional hits are searched for in
RPC3 (high) or RPC1 (low). In the endcap region, the pivohele the outermost plane in
z-direction. From there, low- and higpy tracks are extrapolated back to the interaction point.

In a first step oon L2, a tracking algorithm is run in the muoectppmeter alone. RPC hits
that formed the L1 track candidate are used to define a roadghrithe MDT chambers around
the muon trajectory. A track fit is done using MDT hits withimd road. pr is estimated by
using look-up tables. In the second step, algorithms desdrin Secl_3.511 identify tracks
and vertices in the inner detector within the L1 Rol. Finalhacks in the inner detector are
combined with muon spectrometer tracks. To avoid the tinmsgming extrapolation of inner
detector tracks to the muon stations, parametrised aoalytinctions are used instead.



The Signal Process

General properties of the Higgs boson and means of recatisiguand distinguishing between
final state particles were discussed in Chapters 2 and 3.dBas¢hese two chapters, | will
describe in this section the special properties of the $jgroeess and how it is simulated.

4.1. Higgs Boson Decays

Couplings of the Higgs boson to fermions and gauge bosonsapertional to their respective
masses (Egs.2.M2, 2123 and 2.27). Hence, the Higgs bostorpireantly decays into particles
with the highest accessible mass. As the highest access#se obviously depends ow, the
various final states are sensitive to different mass regiBranching ratios of the individual
decay modes are shown in Fig.}4.1a. Below abauf,2he heaviest accessible particles are
T leptons and quarks. Photons and gluons, although massless, contslgutiéicantly since
they can couple indirectly to the Higgs boson via loops wigightain heavy particles — mainly
top quarks in the case ¢f — ggandW bosons foH — W™W~. Above the corresponding
thresholdsW and Z bosons have by far the highest masses, thus they dominatietay
modes at largeny. Although thewW boson is lighter than th& boson, decays int&/ bosons
have a higher branching ratio owing to the fact hat andW— are distinguishable particles.

These primary branching ratios, however, do not directipgtate into experimental sen-
sitivity. Most of the decay products are unstable themseli#adronic final states pass lepton
triggers very inefficiently at best, while jet triggers haarther high thresholds or only a frac-
tion of the triggered events is read out in order to keep thesrw. This usually rules out
direct searches for hadronic Higgs decay modes Hke» b and gg, as well as entirely

IMore recent studies iHW/HZ looking for jet substructure in highly boosted events appsed in[[49] have
shown promising results.
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Figure 4.1.: Higgs boson branching ratios as a functiom®gf. a) shows branching ratios into primary
decay products [48]. b) is a selection of branching ratits detectable final states.

hadronic decay modes éf — WW andZZ. Figure[4.1b shows branching ratios into final
states with at least one electron, muon or photon. Athay apart fromWW, especially
H — 11~ andH — yyare important channels.

4.2. Higgs Production Mechanisms

The Higgs boson coupling to SM particles also determineshvproduction processes are
dominant. Direct production by annihilation of two quarksstrongly suppressed. Instead, as
the Higgs boson couples preferentiallwtbandZ bosons and top quarks, the main production
mechanisms argluon-gluon fusionvector boson fusignassociated production with W/Z
bosonsandassociated production with heavy quarkehe corresponding cross sections and
Feynman diagrams are shown in Figures 4.2[and 4.3. All crestiosis in Fig[4.2, except
for pp — ttH, have been calculated up to NNLO in QCD with electroweakeiions up to
NLO. pp — ttH is an NLO calculation in QCD. The uncertainties include aaoins of the
factorisation and renormalisation scales, uncertaimies and the PDF uncertainties.

4.3. Vector Boson Fusion (VBF)

Although the cross section for Higgs boson production vietmeboson fusion is about an
order of magnitude smaller than for gluon-gluon fusion,gh#cess has a characteristic signa-
ture that can be exploited to distinguish it from many largeBDbackground processes. The
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Figure 4.2.: Cross sections of dominant Higgs boson production proseststae LHC (/s= 14TeV)
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Figure 4.3.: Dominant Higgs boson production processes at the LHC.
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two initial quarks each emit & or Z boson which fuse to produce the Higgs boson. There-
fore, the vector bosons must have an energ® ()%mH). On the other hand, th& or Z boson
tends to carry off only a small fraction of the energy of thé@hquark [14]. Correspondingly,

it follows that the outgoing quark must have a very large gnefransverse momenta of the
outgoing quarks, however, are set by the vector boson patpeggin the matrix element to
pr ~ my z. Although large on an absolute scale, theis small compared to the total energy.
This translates into small scattering angles with respetti¢ beam axis and, as a result, large
separation im. To summarise, the twiagging jetscaused by the outgoing quarks have high
pr (with respect to the QCD jet spectrum), a large separationand a large di-jet mass.

An additional important feature of VBF Higgs boson prodantis suppressed hadronic
activity in the central region of the detector. The suppoess a consequence of the lack of
colour flow between the two initial quarks. Gluons are tyflycamitted from the quarks at
small angles. In contrast, QCD background with colour ergleaoften emits gluons into the
central region. This feature, in conjunction with the safian of tagging jets im, is usually
referred to agapidity gap It can be exploited by rejecting events with additionalhjgr
central jets.

In the context oH — T 1~ searches, VBF is of special interest for another reasonhés t
Higgs boson has to recoil against two jets with significantit receives transverse momen-
tum. This ensures that the Higgs boson decay products ateankito-back in the transverse
plane, which is a prerequisite for mass reconstruction.See¢ 4.6 for details.

44 H—-1"1T" = ¢h+3v

As discussed above, thie' 1~ decay mode is one of the important channels for Higgs boson
masses close to the LEP exclusion limit. The total branchatip ranges between726 at

my = 115GeV and £% atmy = 135GeV [48]. In the following, a Higgs boson mass of
my = 120GeV will be assumed. MW/ W-related analysesH — WW, tt), the semi-leptonic
decay mode is usually considered a compromise betweenghedities of the fully hadronic
decay mode and the “cleanness” of the fully leptonic decagendnd like in the fully lep-
tonic decay mode, a lepton is available to trigger on. Thepton, however, has a higher lep-
tonic branching ratio than th& boson:t~ — ;r\7u Vr Of T~ — € VeV account for 35.21%

of the cases. Hence, with about 46% of &lit~ decays the semi-leptonic channel has the
highest branching ratio (see Tablel4.1).

Due to the small ration; /my = 1.78 GeV/120 GeV ther leptons are highly boosted. This
is important for mass reconstruction (Secl 4.6). Indthehannéd, a highpr electron or muon
is available for the trigger. The otheérdecays hadronically and must be reconstructed and
identified according to Sec. 3.4.5. Theadecay products tend to be central. In combination
with VBF this can be exploited by requiring the decay product be situated between the
tagging jets im. Three neutrinos in the final state come exclusively fromrtdecays, which

2In the following, the signal process is denotedHas: T — ¢h, whereh represents a hadronidepton decay.
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decay mode branching ratio

7 12.40%
th

} 45.63%
he
hh 41.97%

Table 4.1.: 1t decay modes and their respective branching ratios {24nd h denote leptonic and
hadronict decays respectively.

Thad

tagging jets

Figure 4.4.: ATLAS event display of a typical VBH — 1T — ¢h event. Green cones represent re-
constructed jets with length proportional to energy. Theetdrrow stands fdE,. Green
and yellow cuboids symbolise energy depositions in ECALOAECal and barrel HCAL
respectively.

again is important for mass reconstruction. They providesierableZt, which can be used
to discriminate between signal and QCD multi-jets backgtbarZ — ¢¢. An event display
of a typicalH — 17 — ¢h event is shown in Figuie 4.4.

4.5. Hadronic Tau Decays

T leptons decay via a vertex of the weak interactiory W~ v; (Fig.[4.5). The decay mode

is determined by the decay of tiié boson. In 65% of the cases it decays into a pair of quarks
which form hadronic final states. Valid final states are ledibym; = 177682+ 0.16 MeV

[2]. Thus, only decays into mesons are allowed. Baryons bavee produced in pairs to
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Figure 4.5.: Feynman graph for— decays.

T~ decay mode branching ratio

T Vg 11.06%
P Vr 25.02%
aj Vr 18.38%
K~ vg 2.80%
others 754%

Table 4.2.: Branching ratios of hadronit decays|[50].

conserve baryon number, with two times the proton mass ksiegdy greater tham;. To
conserve the electric charge of tndepton, an odd number of charged particles has to be
produced. Although in principle up to 11 charged pions dmnadd kinematically, this process

is very rare. 77.38% of all hadronicdecays contain one charged particlepfong [2] and
zero or more neutral particles. Decays with three chargeticfgs @-prongg and possibly
neutral particles account for another 22.47%. Up to nowageanto five charged particles
were observed, representing 0.15% of all hadrardecays.

Table[4.2 shows branching fractions of resonances in hadrodecays. Hadronic de-
cays are subject to a number of selection rules (see [50]dtaild). Decays into a single
chargedrt or K meson would be favoured by phase space. ButWHeson decays into a left
handedd quark and a right handadquark. In the limit of massless quarks, helicity equals
chirality. Therefore only spin 1 states are allowed. Thisildexclude pions and kaons, which
are spin 0 particles. As quarks are not massless, decaya sitmle pion or kaon are possi-
ble but suppressed. The amplitude for kaon production igtiaddlly suppressed by s,
the Cabbibo angle. The only resonances which are not siggutese thep(770) and the
a1(1260). They subsequently decay into i andrr - it/ i respectively.
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Figure 4.6.: Distributions oft lepton decays on generator level obtained from the sigrelgss. No

cuts are applied.

4.6. Mass Reconstruction

One of the key features of VBH — 17 is the possibility to reconstruct the Higgs boson

mass. Although the signal process has three neutrinos fintilestate, the neutrino momenta
can be reconstructed if all decay products af Epton go into the same direction. Due to
the large Higgs boson mass and the comparatively smialbton mass this is a fairly good
approximation (cf. Figure_ 4.6a). This approximation idedlthecollinear approximation

The known quantities entering the calculation of the neotmomenta are the two momenta

of the visiblet decay productsp, and p, as well asy. As additional approximation it is

assumed thd results only from the neutrinos of tiredecays#+ = ¥ By .

Consider the triangle defined B, pr,y, andpr v, (Fig.[4.1), wheredr , is the sum of the
neutrino transverse momenta in the leptondecay, andr ,, is the transverse momentum of

the neutrino in the hadronicdecay. With the collinear approximation, i.e.

_ﬁT’Wf — @ and ﬁT’Vh — m

Prv, Pty Prv, Prn

also theg-coordinates are equal. Therefore the Law of Sines gives:

p‘[:Ve _ PT vy _ _ ET
SINAQ(Er, Brr)  SINAQ(Pr...Er)  sin(m—Ag(Pr.. Er) — Ap(Er. Pri))

(4.1)
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Figure 4.7.: Collinear approximation. a) Sketch oHa— 17 — ¢h decay. b) Vector decomposition of
Er.

The third sine can be contracted to &p(pr , rﬁT,h)E. With this, the transverse momenta of
the neutrinos can be expressed by known quantities:

sinA@(E, Br )
"sinA@(Pr, Prn)
sinAQ(pr ¢, Er)
TsinA@(Pr ¢, Prn)

In the collinear approximation, the decay products arellghr@ the originalt. Thus, it
follows that

pT,Vg = E (42)

PTrv, = E (43)

P =X Pr,0; =X (P + Pry,) s (4.4)

wherex, is the fraction of ther momentum the leptonic decay product carrieg.can be
defined in the same way for the hadronic branch. With equsiloh and 4., andxy, can be

3Note that herdg has a sign determined by the direction of rotation.
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expressed by measured quantities.

1
v — Pre _ (4.5)
ij + pT,V/ 1 ET SInAQO( ET? ﬁT,h)
pr ¢ SINAQ(Br ¢, BT 1)
1
o — Prh (4.6)

PT.h+ PTv, 1 ET sinAg( Bre, I%T)
pT7h SmA(P( ﬁT,f? ﬁT,h)

According to the theorem on intersecting lines, the rai, / pr (¢ is equal to the ratig, / p;.
Therefore, both totat momenta are now known:

P

ﬁTl - X_E (47)
_ P

ﬁTz - Xh (48)

Neglecting ther lepton mass and the masses of the visible decay producisytréant mass
of thett system is:

M?r = 2pTlpTz [l_COSA(ﬁTpﬁTz)]
2p¢pn [1 — cosZ (B, Pn)]
X Xn

M,
~ Y 4.9
e (4.9)

Note thatx, transforms intax;, if ¢ andh are exchanged. Although the formulae were
derived from a specific order of the three vectors, the rasuihiversal. From the definition
of x, andxy, in Eq.[4.4 it is clear that physically meaningful values hethie range G< x < 1.
Fig. shows the true distributions (i.e. the fractiorenérgies not reconstructed using
above formulae) ok, andx,. The position of the peak is clearly different for hadronnda
leptonic decays. The latter are three-body decays withdatmediate resonances with the
visible decay, the lepton, being one out of three particlése visible hadronic tau decay
ideally sums up all particles except for theleading to highex values.

The reconstruction af, andx;, with the collinear approximation has two special cases in
which no solution exists: a) Both decay products are pdrallthe transverse plane arfg,
points into the same direction. B); is equal to thepr of one of the visible decay products
and points into the opposite direction. Two additional sds®ve a solution but yield zero and
thus lead to a division by zero in Eq. 4.9: the visible decadpcts are either c) parallel or d)
back-to-back in the transverse plane, #adis parallel to neither. All these cases, however,
are of mathematical nature and should not occur in a realrewrpst.
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Figure 4.8.: Values ofx,,x, as a function of thé-vector for fixed vectorg, and p,. TheEr-vector
pointing along lines parallel tg,(p) results in constant values xf(x,). Solid black lines
markx, = 1 andx, = 1. Solid green lines are poles xf andx;, respectivley, where the
values approach:oo,

A geometric example of possible configurations for fixed ecp, and gy is shown in
Fig.[4.8. For the special case whdte is just a multiple off,, it is simple to derive values

of x,: Then Eq[4b reduces to = 1/(1+r) with r = E1/pr,. If E1 points into the same
direction aspy, i.e. r > 0, x, lies between 0 and 1. It approaches Ofgr— o or pr, — 0.

X, =1 meangtt = 0 or pyy — oo. If %T points into the opposite direction & 0) two cases
can be distinguished. Ferl < r < 0x, is positive and greater than 1. A= —1 x, has a pole.

r < —1 leads to negative values xf. Generalising the special case wh&re= a- p, results

in lines of constant, in thex—y plane parallel t@,. Requiring 0< X, < 1 thus restrict§
to the area enclosed by the two black lines in the upper rigtttqf Fig.[4.8.

Topologies close to points where no solution exists shoaldunided in order to improve
the resolution oM¢;. In Fig.[4.8, solutions fox, andx;, close to the green lines, case b),
change rapidly. Hence, thE; resolution has an especially large impact on the mass tésolu
in this regime. Case b) can be rejected by restrickingndx, to the range G< x,n < 1. The
other cases can be excluded by imposing an upper or lowdsloniA@(h, /). The resulting
mass distribution is shown in Fig. 4.9. After the full selent discussed in Chapter 7, a mass
resolution of about 10GeV can be expected, neglectingtsfteile-up (see Chapter 8).
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Figure 4.9.: Effect of cuts on theM;; distribution. Shown arél;; after pre-selection (cf. Sec. 7.2)
and a cut orZ; (black), after additionally requiring & x, < 0.75, 0< X, < 1 (red) and
after additionally requiring cas¢(pr ¢, Prn) > —0.9 (blue). signun¥,) = signumgy) is
implied already in the black distribution to avoid negatirgdues under the square root in
Eq.[4.9. All distributions are normalised to unity.
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sample Oprod [PB] BR(H — TT)  Sitter Nve [Z [fo—1]
My =115Gev 4.436 0.0765 0.468 70420 322
my = 115 GeV (pile-up) 48,800 318
My =120GeV 4.259 0.0711 0.469 21940 726
my = 120 GeV (pile-up) 98,241 713
— 125 GeV 4 4
My =125Gev 4.100 0.0637 0.476726°0 0
my = 125 GeV (pile-up) 47,725 394
— 130 GeV 49,850 491
TH e 3.948 0.0549 0479
my = 130 GeV (pile-up) 49,350 485
— 135 GeV 42,075 516
H eV 3.801 0.04443 0.483°°
my = 135 GeV (pile-up) 40,600 497

Table 4.3.: Signal MC samples

4.7. Simulation

The signal samples are generated with’iG/ImMY [33/51/52]. The processgy — ' qH
includes, apart from the VBF diagram, an additional s-clehgnaph. This, however, is not
generated by HRWIG. It can be neglected if a jet topology as described in Be¢isi8-
quired. The sample is filtered on generator level for at least electron or muon (’lep-
ton filter”) with pr > 5GeV and|n| < 2.7. The sample includeé and ¢/ final states as
well as somehh in cases where a suitable muon or (more likely) an electromectom a
source other than the Higgs boson decay. Events are awail@bHiggs boson masses of
my = 115120125130, 135GeV. 1 decays are simulated by the TAUOLA packagel [53],
QED radiative corrections by PHOTOS [54].

Production cross sectionsyrqq, the number of available eventéyc, and the correspond-
ing integrated luminosity can be found in Tablel4&ger gives the efficiency of the applied
filter. The cross sections are taken fram/[55] and do not tateedaccount the s-channel graph.
Branching ratios are taken from [48]. All simulated sigreakgles are at least ten times larger
than expected for an integrated luminosity of 30%b
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Usually, information on what kind of hard process has oauliduring a proton-proton col-
lision is experimentally inaccessible — it can only be ideed indirectly by measuring its
final state particles. In most cases, the final state of a psoisenot unique. Even if they
are unique, limited resolution of the detector, misidecdition of particles, inefficiencies or
high-energetic contributions from pile-up or the undertyievent can cause processes with
different final states to end up in a signal selection.

Processes with the potential to contaminate a signal sateate referred to asackground
processes Background is generally divided into two categoridsteducible background
means processes with a final state identical to the signaepso As such it can only be
distinguished from a signal processes by kinematic cateReduciblebackground, on the
other hand, refers to processes with different final staite$,mimic a signal event by one of
the effects described above.

It stands to reason that in principle any process is at le@stcible background. Whether
it is likely to significantly contribute to a specific signalsction depends on the probability
with which it is produced (the cross section) and the prdidglio mimic the final state in
guestion (selection efficiency). The former can be caledlathe latter is usually determined
by simulation. The dilemma here is that in principle one setedknow beforehand, which
processes are likely to contribute because simulationristu@e-consuming. This is a prob-
lem for processes with, for instance, low selection efficyeout a high cross section. A partial
solution is to apply filters before the simulation step towswcalate topologies which are more
likely to end up in a certain selection.

To summarise, any estimation of background from simulagilmme will be more or less
incomplete — a final assessment can only be done by compaastatia. In the following, |
will give an overview of the background processes consatlierée dominant and a description
of the ways they most likely enter the signal selection. Dpions are supplemented with
information on which Monte-Carlo generators were used avdrnany simulated events this
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(@) QCD (b) EW

Figure 5.1.: Example Feynman graphs fd@rboson production.

study is based on. Note that the generators used for thedodivprocesses are the same as
in [1]. If not stated otherwise, TAUOLA was used fodecays, PHOTOS for electromagnetic
final state radiation.

51.Z— 11

Z — 17 is the dominant background to VB — 1. Itis an irreducible background process,
i.e. if accompanied by two jets, the final state is identicAk—~ 1T can be subdivided into
QCD and electroweak (EW) contributions, the labelling gdased on whether there is colour
exchange between the incoming partons. Two examples ofmk&ymliagrams are shown in
Fig.[5.1. The EW contribution contains diagrams (and thueekiatics) which are similar
to the signal process. This can be seen in Figure§ 512-5.4.s@&paration im of the two
leading jets is on average higher for EW induced processesftr QCD. For the former, the
invariant mass of the tagging jets is very signal-like. Aliice the signal process, EWW — 11
has suppressed hadronic activity in the central regiorhodjh especially QCIZ — 171 has
different kinematical properties, the expected numbervehes after all cuts is substantial.
The only way to distinguish those events from the signal @seds by reconstructing the
di-tau mass as described in Sec] 4.6.

Z — 1T events corresponding to QCD diagrams are generated WiHGAN plus HER-
wiG/JiImMY . No 1T decay mode is specified. Instead, a one-lepton filter with> 10 GeV
and|n| < 2.7 is applied. To enrich VBF like events, an additional filtéBE filter) is applied,
acting on jets reconstructed from generated final statécfemtwvith a cone oAR < 0.4. The
filter requires at least two jets which fulfil:

e pr>15GeV,|n| <5
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sample Oprod [PB] Efilter Nvmc  [-Z [fb™Y
ALPGEN QCD NpO | 1606.98 0.00517 92,840 11.2
ALPGEN QCD NpO (pile-up) 92,691 11.2
ALPGEN QCD Np1 | 41232 00124 80,154 15.7
ALPGEN QCD Np1 (pile-up) 78,933 15.5
ALPGEN QCD Np2 | 14989  0.0404 327,983 54.2
ALPGEN QCD Np2 (pile-up) 310,745 51.3
ALPGEN QCD Np3 | 5063  0.0945 282,197 59.0
ALPGEN QCD Np3 (pile-up) 281,447 58.8
ALPGEN QCD Np4 | 15.41 0.167 132,031 51.4
ALPGEN QCD Np4 (pile-up) 132,729 51.7
ALP .
GEN QCD Np5 | 6.014 0.245 44,000 29.9
ALPGEN QCD Np5 (pile-up) 43,572 29.6
Sherpa EW 1.791 159,269 88.9

Table 5.1.: Z — 11 MC samples

e no electron/photomj,q candidate with a relative difference py,
(PTjet = PT.e/y/thas)/ PT.e/y/mae €SS than 0.3 withidR < 0.05.

e Mjj > 300GeV
o Anjj >2

Z — 11 samples produced byl&RGEN are available with zero to five partons from the matrix
element Np0-5. Events from EW diagrams are produced Me&PA which is also responsi-
ble for the decays of leptons. No filter is applied. The EW sample is only availakiiout
pile-up. The production cross sectiomgyog are taken from APGEN and SHERPA for the
corresponding samples. In accordance with [56], the @EN cross sections are scaled such
that the sum of the individual cross sections is equal touhg inclusive NNLO cross section
calculated with Ewz [57,58] for 60< M,y < 200GeV. This corresponds tokafactof] of
1.1. No k-Factor is applied to theHERPA cross section. Apart from thel&AGEN NpO and
Npl samples — which do not contribute much when applyingfBIF cuts — all samples have
at least the number of events expected for 38f{Table[5.1).
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(a) QCD (b) EW with additional gluon radiation

Figure 5.6.: W boson production with three additional jets.

52.W — (¢/T)v

W boson production (Fid. 5.6) is a reducible background beeahe final state does not
contain isolated electrons or muons and regl; candidates at the same time. In fact, the
probability that a QCD jet is misidentified as a hadronidecay is much higher than the
probability that it produces an isolated Ie[ﬂomherefore the hadronic decay mod&\bf— tv
practically does not contribute as background since itdaxkjood electron or muon in the
final state. Hence, the dominant topology i¥Vaboson which decays into an electron or
muon, accompanied by at least three jets. In contradttort, the additional jet is necessary
to provide thery,q candidate. In order to be reconstructedigg candidate this jet has to be
within |n| < 2.5, the region covered by the tracking detectors. Becauseadf the average
difference inn of the two tagging jets is higher than in (QCD£)— t1. A jet identified as
Thag dOes not trigger the jet veto (Séc. 713.2), which makes #gsirement less effective in
suppressinilV production. On the other hand, this means that the contoibof electroweak
diagrams similar to the signal process is smaller thad #» 17: The lack of colour flow
between the initial partons suppresses central jets ndedqedvidet, g candidates.

The transverse mass of the leptéfp-system,

Mr = \/2pr- Er (1 coshe(l, Er)). (5.1)

is a poweful tool to distinguish leptonWy decays from other processes. LeptoMalecays
typically have largeMt as can be seen in Figure 5.8. An upper limitMf can be used to
suppresdV background. Leptoni®V — tv; decays, however, have an additional neutrino

1The ratio of a cross section calculated at higher order ¢\t © cross section is often referred to as k-factor.
2Exact numbers depend on the details of the identification $e=[ 711). Typical orders of magnitude are40
for reconstructedyaq candidates and 1d for leptons.
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sample Oprod [PD] Efilter Nvc [Z [fb]

NpO 19,950 0.118

W — ev QCD P . 20885 0.0101
NpO pile-up 19,926 0.118
Npl 2 271

pX 9334 00285 22998 0

Np1 pile-up 29,998 0.271
Np2 . 5078 0.0826 99,999 0.905
Np2 pile-up 99,590 0.901
Np3 _ 2476 0.209 149,997 1.642
Np3 pile-up 146,031 1.598
Np4 . 1112 0.364 69,956 1.401
Np4 pile-up 69,956 1.401
Np5 _ 453 0.550 29,975 1.045
Np5 pile-up 29,975 1.045
N 1 A

W — uv QCD PO . 20886 0.00757 9,999 0.158
NpO pile-up 19,999 0.158
Npl _ 9331  0.0253 29,949 0.309
Np1 pile-up 29,949 0.309
Np2 . 5054 0.0759 98,000 0.969
Np2 pile-up 99,750 0.987
Np3 _ 2474 0.193 149,748 1.735
Np3 pile-up 149,248 1.729
Np4 _ 1111 0.359 69,999 1.425
Np4 pile-up 69,999 1.425
Np5 . 454 0.539 29,749 1.046
Np5 pile-up 29,999 1.054
N 1 42

W — v QCD PO ) 20884 0.00140 0,000 0.429
NpO pile-up 10,000 0.429
Npl . 9331  0.0583 15,000 0.668
Np1l pile-up 15,000 0.668
Np2 _ 5065  0.0175 50,000 2.145
Np2 pile-up 50,000 2.145
Np3 . 2470 0.0423 72,700 3.904
Np3 pile-up 72,104 3.873
Np4 .

P 1112 00839 0% 3.053

Np4 pile-up 34,750 3.031
Np5 . 456 0.134 15,000 2.111
Np5 pile-up 15,000 2.111

Table 5.2.:W — e/u/t+jets MC samples
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Figure 5.7.: Missing transverse energy after pre- Figure 5.8.: Transverse mass after pre-selection
selection

at a smaller angle to the lepton. An upper limit gk thus enriche$V — tv; compared to
W — vy, andW — eve.

Monte-Carlo samples are generated wittP&EN plus HERWIG/JIMMY . Again, only the
QCD diagrams are included. Lepton- and VBF-filters are a&gpidentical to theZ — 11
samples generated withLRGEN. A k-factor of 1.15 is obtained usingeivz as described in
Sec[5.1. As can be seen in Tablel 5.2, the number of availablgsis much too small for
the targeted integrated luminosityt — ev andW — uv miss at least a factor of 17, while
the situation foMWW — 1V is slightly better (roughly a factor of 8 too small, at beS§amples
including EW diagrams are not available but can be consitieegligible due to the above
reasons.

53.Z—- W

Except for theZ decay products/ — eeandZ — uu are identical toZ — 11 as described

in Sec[5.1l. A perfectly reconstruct&d— ¢/ event is not a background to the signal process
because the final state includes two well-isolated lept@dxgart from suppressing — ¢/,
such events have to be rejected in order to separatél the 1t — /h measurement from
H— 171 — 00

Accordingly, one of the leptons is either outside of theknag region or otherwise fails to
be reconstructed. This leaves two possible scenarios. Othe teptons is not reconstructed
as electron or muon, but gets misidentified agg This class of events will be similar to
Z — 171. It makes up two thirds of all — ¢/ events with exactly one identified lepton, one
Thagcandidate and at least two jets (objects defined as i Séc.Thé second case (one third
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sample Oprod [Pb] Efilter Nwue [Z[b~1] asESD
NpO 39,000 2.617
7z seeQCD P° 1607.18 0.00927
NpO pile-up 39,000 2.617
Npl 41081 00243 0% 7.504
Npl pile-up 74,750 7.479
Np2 | 149.01  0.0728 104,996 9.676
Np2 pile-up 104,746 9.653
Np3 | 50.48 0176 99,998 11.232
Np3 pile-up 99,748 11.204
Np4 | 15.82 0.324 50,000 9.768
Np4 pile-up 49,750 9.719
N 2 4 11.21
PS 5816 0459 2000 >
Np5 pile-up 29,954 11.215

Table 5.3.:Z — eeMC samples.

of events) occurs when instead of one lepton one of the jedemified asthag This class is
similar toW — (¢/T)v.

The process does not include neutrinos, except from theyaddeaesons in jets. However,
the ATLAS detector has a finitB; resolution. In general, the presence of jets, which are
usually not as well measured as other objects, adds timeeasurement. In addition, effects
as described in the previous paragraph contribulestol herefore, thé distribution for this
process has a most probable value which is greater thanaferbi¢.[5.7). SincéZt comes
from the jets or a lepton escaping detection, Byevector will not point into the direction of
the lepton or close to it. Compared to ed— 17 — ¢h where two of the three neutrinos are
approximately parallel to the lepton, the larger angle leetwlepton ané leads to a larger
transverse mass (Fig. 5.8).

Both, Z — eeandZ — uu, are provided by APGEN plus HERWIG/JIMMY . As with
the other APGEN samples, only QCD diagrams are included. Lepton- and VBErfdte
identical toZ — tT with the exception that here two leptons (electron/muoe)raquired.
Cross sections provided by RGEN are used, multiplied by a k-factor of 1.Z.— pu samples
are also needed in ESD format (see 3. Table$ 5.8 anld 5.4 shows the number of available
events. Apart from NpO/1 all samples have roughly one thirthe® expected events.
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sample Oprod [Pb] iter ~Nwc [Z[fb~1] asESD
NpO 39,748 4.307 4,249
Z— uu QCD P _ 1607.71 0.00574
NpO pile-up 39,748 4.307 38,998
Npl | 41121  0.0205 79,999 9.478 8,250
Npl pile-up 79,478 9.416 73,358
Np2 98,899 10.503 99,649
e 14859 0.0634 :
Np2 pile-up 98,753 10.487 98,649
Np3 | 50.57 0.161 99,750 12.263 97,750
Np3 pile-up 99,500 12.232 96,091
Np4 | 15.70 0.299 48,850 10.422 28,350
Np4 pile-up 48,861 10.424 49,100
Np5 | 5902 0.443 30,000 11.477 3,250
Np5 pile-up 29,750 11.381 27,500

Table 5.4.: Z — ppu MC samples.

5.4. Top Quark Pair Production

If the W bosons in top quark pair production (cf. Fig.15.9) decay mtiepton andryaq re-
spectively, the final state - including two b-jets to providéhigh-pr jets - is very similar to
the signal process. Neutrinos from thedecays provide consideralifg. This configuration
of W decays, however, makes up only roughly 50% of all eventsipgdbe pre-selection
(Sec[7.R2). The probability of & decay resulting in @4, BR(\W — 1V)-BR(T — ThagV), iS
approximately 7%. By contradBBR(W — qq) is 68%. The efficiency to identify a QCD jet as
a Thag IS ON the percent level. This means that the probability éoaseevent with one of the
four or more jets identified as®agiS comparable to events with a raahg

The isolated lepton comes almost always froWv doson. Accordingly, the distribution
of transverse mass (Fig. 5.8) is similar to thaWbf- (¢/1)v events. As with the other QCD-
processes considered here, hadronic activity in the dereeon is not suppressed. On the
contrary,tt production has a high jet multiplicity (cf. Fig.5.5), magi@a veto on additional
central jets a powerful tool against this process.

Thett sample is produced by MC@NLO plusRwIG/JIMMY . A filter is applied which
selects events where both top quarks decay iMbl@son and & quark. At least one of the
W boson has to decay to an electron, muorr ¢epton with py of the charged lepton above
1GeV. The approximative NNLO cross section given.in/ [59]sed. MC@NLO generates
events with negative weights, i.e. the effective numbewehés is lower than the total number
(Nett = Ntot — 2Nneg). The sample is a factor of 10 smaller than 30%ba factor of 20 with
pile-up (Tablé 5.b).
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Figure 5.9.: Top quark pair production.

samples Oprod [pb]  iter Nvcet [-Z [fb_l]
no pile- 1,449,607 2.926
MCc@NLo OPUeUP 883 0.561
pile-up 696,371 1.406

Table 5.5.:tt MC samples

5.5. Di-Boson Production

Di-boson production (Fid. 5.10) refers to processes with weak gauge bosonsYW, W Z
or ZZ. The range of topologies is rather large and depends on tteydeodes of the gauge
bosons.WW is similar tott production with the exception that it does not come with two

U w+ g U
d Uu g
Z U
_ U
d g
g d g 9
Figure 5.10.: Example of a di-boson graphFigure 5.11.:A Feynman graph for multi-jets
Here: W Zproduction with one ad- production with four jets.

ditional jet.
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sample Oprod [PB]  Nwmc eff fg[fbil]
4,01 :
ww 111.6 34,015 0.305
pile-up 34,169 0.306
27 | 14.75 33,431 2.267
pile-up 23,373 1.585
35,894 1.222
Wtz 29.37
pile-up 35,894 1.222
wz o 18.39 36,117 1.964
pile-up 36,117 1.964

Table 5.6.: Di-boson MC samples

additional jets at LO. Considering only the lepton and thg candidate in the final sta&Z
is comparable to singlg production. Events where both bosons decay leptonically will
most likely be rejected due to the number of charged lept@msthe other hand, 2 boson
decay cannot provide both tagging jets, as these have anantaass close toy;. WZis
similar to eitheM or Z production, depending on which boson produces the chaegedri.

Monte-Carlo samples are generated by MC@NLO plexWic/JiMmMY . No additional
filters are applied. Cross sections are provided by MC@NL® fak tt, there are events
with negative weights, so that the effective number of evémsmaller than the number of
generated events. It should be noted, that MC@NLO may noh&éeptimal choice for
producing background to VBH — 11, because only one jet comes from a matrix element
calculation. As shown in Table 5.6, the integrated lumityosf all samples is very small.
(Tablel5.6).

5.6. QCD Multi-Jet Production

Multi-jet production, an example graph is shown in Eig. 5 heans processes including only
qguark and gluon jets in the final state. The event must coofatleast four jets, two of which
need to fulfil the VBF criteria, one that produces an isoldtigth-energetic lepton and one that
is identified as anag Multi-jets are a background by virtue of large numbers alowhile
the probability for an event to mimic the signal is extremlely, the cross section is huge. In
addition, likeZ — ¢¢, multi-jet events have no genuiiig .

Including these samples into the analysis is meant to givenpression of what to expect
in data. Samples are produced with@GEN without generator-level filters at a centre-of-mass
energy of 10TeV. It should be noted, that A.GEN produces multi-jet events including and
Z boson production, so there is some overlap with above psesesAlthough more than 11
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million events are available this results in very low intagd luminosity for all sub-samples
(cf. TableR.Y).

sample Oprod [PD] Nve [Z [pb_l]
QCD multi-jets J2 Np2 30114237 2,920,123 0.097
Np3 9835390 967,891 0.098
Np4 1497279 148943 0.099
NpS 226778 27,495 0.121
QCD multi-jets J3 Np2 1116549 1,114,589 0.998
Np3 1486726 1,475,443 0.992
Np4 511243 551,024 1.078
Np5S 162795 187,775 1.153
QCD multi-jets J4  Np2 31872 317,920 9.975
Np3 64535 642,593 9.957
Np4 50203 439,412 8.753
Np5S 24147 221,655 9.179
Np6 11973 218,424 18.243
QCD multi-jets J5+ Np2 751 226,742 302.081
Np3 1920 587,532 280.063
Np4 2173 642,301 295.528
NpS 1432 407,899 284.925
Np6 968 285,704 295.179
total 11,383,465

Table 5.7.: QCD Multi-jets MC samples



Analysis Overview

Chapters 4 andl 5 provided information on the charactenstiperties of the signal process
and the dominant background processes. Building on thaitrirdtion, the aim of this chapter
is to give an overview of the analysis strategy, which is tig#ed in the following chapters,

and tools which are needed carry out the analysis.

6.1. Analysis Strategy

The analysis is kept close tal [1] but differs distinctly irettieatment of control samples and
pile-up.

Discriminating Observable: The reconstructed di-masdM; is at the centre of the analysis.
Discrimination between signal and background is based od gaowledge of thé;;
distribution of the background processes.

Data: A future analysis on real data will be collected using a frejectron or muon trigger.
If necessary, a combination of electron/muon trigger amghatrigger may be used in
order to achieve a lower trigger rate or to lower fhethreshold (cf. Se¢.7.4). For the
purpose of this analysis, the data sample is assumed to haueegrated luminosity of
30fb~1. Such a data sample will be collected over an extended pefiticthe and thus
contain various configurations of luminosity and pile-ueréel.Z = 1033s cm=2 and
6.9 simultaneous minimum-bias events are assumed for tbeewgample.

Control Regions: In order to gather adequate knowledgeMy; distributions as claimed
above, a core concept of this study is to extract all majokdpanzinds from data. Towards
this end, two control regions are construct@d— pu can be selected virtually free of
signal. This can be exploited to study— 11, which otherwise would be impossible to
collect without a significant contamination of signal clasea hypothetical signal peak

75
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in M¢;. By collectingZ — up and replacing the muons with simulatedecay products,
Z — 11 can be estimated from data with only minimal input from MC¢$21).

The other two major background processes/re jets andt production. In contrast to
H/Z — 11, here the leptormag pair is not produced resonant. Th&; distribution is
shaped by the selection criteria. Assuming that for thisseahe shape is independent
of the charge of the lepton @4, M;; can be extracted from a control region constructed
by requiring equal charge instead of opposite charge [SBEk. 9

Selection: The cut-based selection is followirg [1] with only minor nilichtions. It can be
subdivided into three parts: The pre-selection ensurdésth@quired final state objects
are present and correspond to the trigger channel. Thedirsif selection criteria acts
on E1 and the presumed decay products and thus makes use of the kinematics of the
H — 17 decay. The second set exploits the VBF topology of the tappts. Some
modifications have to be implemented when consideringuygle-

Signal Extraction: The extraction of the signal significance is based entiraliylg; shapes.
After the selection, three shapes are available: total, @ata 1t andW + jetstt. The
signal significance is calculated using thefile likelihood method60]. Signal and
background shapes are parametrised and fit to the data, dhmtkground shapes being
fit to the respective control region simultaneously. Nolissions are free parameters of
the fit, thus systematic uncertainties are shape uncedsionly. Systematic uncertain-
ties enter the calculation as nuisance parameters in tligedieelihood.

6.2. Definition of Efficiency, Rejection and Purity

In the following chapters, the ternegficiency rejectionand purity will be used a number of
times. Efficiency, when used in the context of a cut selec¢ti®a synonym for acceptance,
meaning number of events passing the selection over thematsber of events. The recon-
struction efficiency is defined with respect to generateellebjects:

#reconstructed objects, matched to generator-level bbjec

. 6.1
#generator-level objects (6-1)

Ereco=

In the case off5q candidates, the generator-level object is the visibteecay, i.e. the four-
vector of they; is subtracted from the four-vector of thieGenerator-level jets are constructed
by a cone algorithm running on generated particles. ldeatibn efficiency is calculated
relative to reconstructed objects:

#reconstructed and identified objects, matched to gendeatel object
#reconstructed objects, matched to generator-level bbjec

(6.2)

D =
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Rejection is the inverse efficiencR = 1/& and is commonly used for background instead
efficiency. The purity, in the context of reconstruction aehtification, is defined as:

#reconstructed and identified objects, matched to gendmatel object

urity = .
purty #reconstructed objects

(6.3)

6.3. Information from Low-Statistics Samples

In Chaptei b, the list of available MC events manifests ardjzancy between the size of the
tt andW + jets samples and the target integrated luminosity. Ressuawailable for long-
term projections are naturally limited, especially if thachine parameters deviate from the
current configuration. As mentioned in Chagdtéer 3, the fullA@T4 simulation of an event
is very time-consuming. Given the huge cross sections d¢f paicesses, generating samples
corresponding to the assumed integrated luminosity of 3b¥ms not feasible. On the other
hand, because both processes are considered major bac#tgythis severely limits the ability
to determine the sensitivity of the ATLAS detector for thgral process and the validity of
the background extraction methods. In order to mitigate éfffiect, two methods are used in
this study to extract additional information from low-s$dits samples.

6.3.1. Thag |ID Factorisation

In samples without real hadronicdecays, one of the steps with the least acceptance in the
analysis is to require an identifiggyg In the context of this study, practically al,q candi-
dates inW + jets are misidentified QCD jets. Assuming that this misideattion is a purely
statistical process, droppirngagidentification and instead weighting the event with the prob
bility to pass the identification should yield the same reAivery similar method was already
successfully used in [61]. The probability, i.e. identifioa efficiency, clearly depends on the
transverse momentum of the candidate. Identification gmiibas are determined usingr,
the number of tracks, the type of particle which initiated jét (up-type quark, down-type
qguark or gluon) and the electric charge of the candidate. idéwtification efficiency is pro-
cesses dependent. Therefore, it is taken from the sampleitththe method is to be applied.
Events are then processed as follows:

e Treat every permutation of identified/not identified cadiéd as a separate event.

D 1P
e Weight every such event witfj & - [](1—¢j).
i j
Here, the first product runs over aiyq candidates assumed to be identified in the given
permutation. & is the identification probability of a specific candidate asirction of the
parameters presented above. The second product runs bwugggadandidates assumed to
have failed the identification in the given permutation. Aample is given in Table 6.1.
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event identification weight
passed failed

1 Thad1s Thad2 0.02

2 Thad1l Thad? 0.18

3 Thad2 Thad1 0.08

4 Thad1: Thad2 0.72

1.0

Table 6.1.: An example ofthaq ID factorisation of a single event containing two reconstied Thag
candidates with identification probabilities = 0.2 ande, = 0.1. The event is split into
four separate events with weights according to the assueseit 0f ther; 4 identification.
The sum of weights of all four events is equal to 1.

Figured 6.1la and 6.1lb shaw,q pt andM;; for standardr,,q identification compared to
factorised identification. See appendix B for additionatidbutions. Both distributions agree
in shape and normalisation. This is true for most other ezledistributions. Therefore this
methods provides reliable results.

Two exceptions can be seen in Figs. 6.1cland 6.1d. The desurgin the charge combina-
tions of lepton andnaghas to be corrected for. This observable directly affe@®tficiency of
requiring opposite sign events as well as the size ofWhejets control sample (cf. S€c. 9.2).
The reason for the deviation is probably an inaccurate patrégsation of the type of jet, due to
the ambiguities encountered in matching generated pattoreconstructed objects. To take
this effect into account, the number of events obtained thifimethod is scaled to reproduce
the number of events in the non-factorised sample afteehieh 1,4 charge requirement. A
second deviation is present in thalistribution of 1,59 candidates. The,aqidentification effi-
ciency is not flatim (see Se¢. 7.11.3). Because the identification efficiencytipa@metrised
as a function ofy, the distributions cannot be expected to agree. A full patasation of the
efficiency inpr andn is not feasible due to the limited number of available eveftss di-
rectly affects the leptomn,g centrality requirement (cf. Séc 7.8.2). It requitggg and lepton
to be between the tagging jets in The factorisation appears to produceecay products
less central than the real distribution. One can argue khst¢ads to a lower acceptance of
the requirement and thus the factorisation yields a coasge/estimate.

6.3.2. Cut Factorisation

Factorisation oftnaq identification works less well for samples with a significadimixture
of real hadronicr decays. The identification process can no longer be assueneddm and
the gain in statistics is much lower since the acceptanceeo€orresponding requirement is
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Figure 6.1.: Comparison of distributions with and without,q ID factorisation after requiring exactly
one identifiedrag.
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Figure 6.2.: There are five ways in which to factorise three cuts. Adjaceatangles represent con-
secutively applied cuts, separated rectangles are factmre The leftmost partition is
equivalent to not employing cut factorisation.

higher. A more general approach to increase the effectacfia sample is cut factorisation.

Assuming that in a cut-based selection two cuts with effiese; ande; are uncorrelated,
the total efficiencygt is given byeiot = €1 - €2. In that casego; can be determined by applying
cuts 1 and 2 separately to a sample. The obvious advantage gain in statistics since both
cuts are applied to the full sample. In general, of coursgpial selection consists of cuts
with various degrees of correlation to other cuts. The task tis to arrange correlated cuts
into sets such that these sets have minimal correlatioris ttvit other sets. This poses two
challenges: on the one hand, the number of ways a seel@ments (cuts) can be partitioned
into nonempty subsets grows rapidly with In fact, the number corresponds to the Bell
numbersB,, [62]. For 10 cuts there are already 115975 possible arraagesnSee Figuife 6.2
for an example. On the other hand, in a scenario in which atbfessation is necessary, it is
impossible to directly estimate the goodness of the appration.

Several approaches are commonly used in order to find outvidwtorisation works best,
ranging from fast simulation to employing common sense.eHafemonstrate a systematic
approach to this problem. The general idea is to test alliplesactorisations and sort them
according to a figure of merit extracted from a set of the sam®ewith softer thresholds.

The method acts on samples after a proper pre-selectiosisliecessary for two reasons:
Firstly, the limiting factor for this approach is the numladrcuts to be factorised. Secondly,
there are obviously cuts which make sense only after a peetsmn. Requiringr decay prod-
ucts to be between the tagging jetsimrmeans to require two jets, an identifigg,g and an
identified lepton, in the first place. The pre-selection esponds to the one described in
Sec[7.D. In order to reduce the set of remaining cuts furthercuts related to the collinear
approximation are combined into one cut. The purpose ofntil@hod is to find a cut factori-
sation which comes as close as possible to the result odtapyying all cuts consecutively.
Hence, a suitable figure of merit is:

[1&cuti

f.o.m.= ISt \ (6.4)
(0)
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Good values are then close to one. The analysis is performeésamsamples:

1. Loose cuts test sampleThis is the sample for which the best cut factorisation needs
be found. In order to be able to compare factorisation anttista cut analysis, a loose
cut selection (cf. AppendixID) is applied.

2. Tight cuts reference sample:In order to see if the cut factorisation works as well with
tighter cuts, a sample is needed, which is not too differerhfthe sample in question
but for which enough events are available to perform the mbamalysis. On this sample
the cut factorisation is done with the usual cuts (§ed. 7.3).

A good cut factorisation is defined as one with the figure ofinietboth samples deviating
no more than a pre-defined fraction from one. By selectingrs¢good factorisations, which
have the additional feature that the figure of merit in theséoout sample is close to the one
in the reference sample, it is possible to derive a rough areasf uncertainty introduced by
this method. An application of this methodttas shown in Sed.7.5.2.
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This chapter covers the requirements (cuts) applied toidataer to select signal-like events.
The cuts are mostly identical to a selection proposed_ in {834 theoretical basis and opti-
mised for use in ATLAS in[[1]. As the latter study was perfodr@n a considerably larger
statistical basis than this thesis, | decided against adudiptimisation of the selection. This
chapter is an update on previous results using samples wiithi@-up. It also serves as a
reference for Chaptét 8, in which the effects of pile-up aesented.

7.1. Object Definition

Most of the simulated samples used for this analysis wheegdd requiring a high-energetic
electron or muon on generator level. This approach is valilgt d the selection ensures a
high enough purity. Object identification has to reflect ttosdition instead of maximising
the signal significance. Electrons, muonggcandidates and jets are considered as objects in
the following.

7.1.1. Muons

A muon candidate is defined as a combined muon reconstrugtédebSraco algorithm
(cf. Sec.[3.413). No additional identification criteria aeplied, except for requiring the
combined track to be the best match of a track in the innerctiatéo the track in the muon
spectrometer. Here, “signal” muons are defined as origigdtomZ /W bosons or leptons.
They are produced outside of jets and are therefore usuallyselated only a small amount

of energy is deposited in the calorimeter around a muon. ggackd comes mainly from real
muons in jets or long-lived hadronic objects like kaons. unlscases, muon candidates will
be less well isolated. Fig. 7.1b sho®s deposited in the calorimeter around signal muons.

83



84 Signal Selection

107

102

—

TTTT
=

]

pr [GeV]

(a) Muons from leptoniZ, W andt decays. (b) Muons produced in jets.

Figure 7.1.: Relative isolation of muons. Bins are normalised such tmairitegral over each column
of pris 1. Solid lines reflect the 90% and 95% contours of muons Zgv bosons and
T decays. Dashed lines show the 1%,5% and 10% contour lines@f iwrandidates from
jets.

The correspondingr spectra can be seen in Fig. 7.2a. Witprabetween 10 and 100 GeV,
90% of these muons have &q below 2.5 GeV in a cone &R < 0.2. In this analysis, muons
are required to haver in AR < 0.2 over pr of the muon to be smaller than10(’relative
isolation”). While preserving 95% of signal muons with > 40 GeV, the purity is expected
to be well above 95%. Below pr of roughly 10-15 GeV the 90% contour level rises to high
values of relative isolation, so candidates are requirdtht@pr > 10GeV.

The selection efficiency is shown in Figs. 7.3a and17.3b. jrraegches a maximum of
approx. 92% aroungy = 50GeV and decreases towards smaller values. This deceedige i
to relative isolation: for muons with loyr the allowed energy gets smaller, which makes
it more probable that the muon is rejected due to noise ovigctrom the underlying event.
For high muon momenta, the probability to produce electigmetic showers even in the muon
chambers increases. These showers mask hits caused byuead end explain the slowly
decreasing efficiency for larger [19]. The efficiency as a function af shows three pro-
nounced dips, which reflect the gap in the muon spectromegandn = 0 and the transition
between barrel and endcap chambergats 1.3.
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Figure 7.4.: Relative isolation of electrons. Bins are normalised sheahthe integral over each column
of pris 1. Solid lines reflect the 90% and 95% contours of electfooma Z/W bosons
andt decays. Dashed lines show the 1%,5% and 10% contour lindsabfen candidates
from jets.

7.1.2. Electrons

Electron candidates are objects reconstructed by theiwedtar-based electron algorithm with
pt > 15GeV and passing the medium identification criteria (cfc.2e4.2). There are sev-
eral sources of background. Photons convert to electrsrirpa pairs. Hence, a dedicated
conversion finder is included in the electron reconstructi&imilar to muons, additional back-
ground comes from hadronic objects or real electrons inleth of which are notisolated (cf.
Fig[Z.4bB). Therefore, electrons have to pass the sameimotatjuirement=2R<02/pr < 0.1.

pt spectra of generator-level electrons fro Z or T decays can be seen in Fig. 7.2b. The
electron identification efficiency varies withy (and thusn) as can be seen in Fids. 7.5a
and7.5b. It ranges from approximately 60%pat= 10GeV to greater than 80% for electrons
above 100 GeV. Relative isolation additionally reducesdffieiency by up to 20 percentage
points for lowpr electrons.

7.1.3. Hadronict decays

Thad Candidates are reconstructed by either the calorimessteseor track-seeded algorithm
(or both) (cf. Secl_3.4]15). The reconstruction step of tHeroaeter-seeded algorithm just
selects reconstructed jets wiph above a certain threshold. Hence, in contrast to electnmhs a
muons, the reconstruction step does not significantly redlue misidentification probability.
Neglecting the very rare 5-prongdecays, a hadronit decay contains either one or three
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decays as a function gfr andn.

charged particles. The track multiplicity is shown in Figgd. T4 candidates are required to
have one or three associated tracks. This suppresses QC@eth often have a higher track
multiplicity. Photon conversions are suppressed by vegtoandidates with two tracks. The
pr threshold of 30 GeV helps to further suppress backgrournd fp&D jets. Thept spectra
of Thag candidates from various sources is shown in [Eig.]7.6b.

As Figured 7.J7 and 7.8 demonstrate, electrons and muonsahhigh probability to be
reconstructed and even identified as a hadrordecay: electrons have one track and a well
confined shower in the calorimeter. Muons also have a tratikeimnner detector and deposit
energy in the ECAL and the HCAL. Misidentification of electeoor muons is suppressed
by several means: If &,59 candidate overlaps with an identified electron or muon withi
AR < 0.2 itis discarded (“overlap removal”). Muons are minimumigdng particles, i.e. they
only deposit small amounts of energy in the calorimeter. dllguhis means that muons are
not reconstructed by a jet algorithm or are rejected byphéhreshold fort,,g candidates.
The track-seeded algorithm, however, reconstructs catedased on ther of the leading
track. If such a muon is not also reconstructed by the caketemseeded algorithm, the energy
calculus is taken from the track-seeded candidate. Thushswithpt above the threshold of
the track-seeded algorithm but still sufficiently low to dejt energy in the calorimeter below
the threshold of the calorimeter-seeded algorithm havela iobability to be reconstructed
as hadronia decay (cf. Figl_718a). Because of the non-negligible idieation efficiency of
electrons and muons, overlap removal alone is insuffici&he 1,54 identification provides
dedicated vetoes: The muon veto is implemented by requaimgnergy of at least 5GeV in
the ECAL. The electron veto rejects electrons based on aaledi electron identification.
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Figure 7.8.: Efficiency to reconstruct and identify muons fradn— uu decays ashag candidate.

The 1144 identification itself is implemented by a cut on the log-likeod discriminant
(LLH). By varying the cut, the efficiency can be selected ozewide range. Accessible
working points are shown in Fig.7.9. An estimate of the sigffficiency and the background
rejection based on data from 2010 can be found ilﬁ6l4(11eveloped a procedure to optimise
the cut on the samples with low statistics, which is documeeint [65,66]. The LLH threshold
is optimised such that it maximis&#/B in a sample extracted with a subset of the selection
criterial Contrary to the documentation, for this thesis the thressbptimised for 1-prong
and 3-prong candidates separately. LEH(9) for 1(3)-prong candidates is used in this
analysis. Fig['7.10 show8/y/B as a function of the LLH threshold. Since the peaks are
relatively broad, choosing a threshold not too far from tpgroal value does not have a large
impact on the final signal significance. The resultmg,identification efficiency is shown in
Fig.[7.11.

1A direct comparison is difficult, because in [64] a definitmfrsignal efficiency is used that mixes reconstruc-
tion and identification
2SandB are the expected number of signal and background eventsafte
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7.1.4. Jets

Jets are defined as objects reconstructed by a seeded conthailg Sec[ 3.414) with a cone
size of 0.4. In the context of this analysis the intended rnmepaf "jet” is quark- or gluon-
induced jet. The cone algorithm reconstructs jets from Tipsters and thus does not dis-
criminate between the possible sources of a jet. Hences thasubstantial overlap with other
reconstructed objects. Jets overlapping with identifiettebns, muons oryaq candidates
within AR < 0.4 are rejected.

This overlap removal has only a minimal impact on the jet nstaction efficiency, as can
be seen in Fid. 7.12. Above about 100 GeV, the jet reconsbruefficiency is approximately
one. Dips in the) dependence occur at transitions between the differeramegif the ATLAS
calorimeter. At/n|~ 1.5 the LAr barrel calorimeter endsn| ~ 3.3 marks the limit of the
EMEC and HEC. Purity above about 100 GeV is close to one aftesplection (see Sdc. 7.2),
as shown in Fid._7.13. Ther dependence of the purity is due to the inefficiencyaf selec-
tion. Firstly, 14 Candidates are rejected below 30 GeV. Secondly, the ideattdn efficiency
is only about 60% at mediurpy. Thus, in a sample with real,5g candidates a significant
amount of jets are actually caused by hadrandecays which failed the identification. After
the pre-selection at least omg,q candidate is identified and therefore removed from the list
of jets. Events with more than one identifiggg candidate are rejected. However, additional
real hadronia decays which are reconstructed but fail the identificattdhend up in the list
of jets. The purity as a function of before pre-selection mirrors the reconstruction efficgenc
Regions of the detector that generate more noise add ererggltjets, possibly pushing the
jet over the threshold. On the other hand noise can genesatgets, especially in the loyer
regime.
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7.2. Pre-Selection

Having defined the objects, the purpose of the pre-seleiditmselect the final state objects
expected from the signal process. Moreover, leptonstgpetandidates are selected such that
the /h channel is separated from tlié andhh final states. The pre-selection comprises the
following requirements:

e exactly onechargedepton
electronwith pt > 25GeV if an electron trigger fired
muon with pt > 20GeV if a muon trigger fired

e exactly onerpagwith pt > 30GeV

e lepton andtyyq have opposite charge

e at least twgets with pr > 20GeV

7.3. Selection Requirements

The selection consists of two parts: Jet related cuts exhieijet topology of VBF. Lepton,
Thad @aNdEt related cuts make use of the kinematics ofithes 1T decay.

7.3.1. Lepton,Thag and E1 Requirements

The final state of the signal process contains three nestrifiwe resulting distribution can
be seen in Fid. 7.14a. Apart from suppressihg: Il and part of the di-boson background,
the main purpose of this requirement is to be safe from backgt processes such as QCD
multi-jet production, which are not considered in this gsé.

The observables, andxy, represent the fraction of themomentum carried by its visible
decay product (see Séc. ¥.6). The physically meaningfigedor both is O< x < 1. In fact,
inserting a negative value into Hg. 1.9 leads to an unphlysiess. From a mathematical
point of view, values greater than one are allowed. And sihe&-values only approximately
represent the fraction of t,emomentum and taking into accoupt resolution, values greater
than one are to be expected. On the other hand, restricematige of allowed-values makes
for a narrowemM;; distribution and has better separation power, especigiynatZ — Il (cf.
Figs[7.14b and 7. T#c).

RestrictingAg between the lepton and thg,g again, has two functions: Firstly, if lepton
and 1h5q are exactly back-to-back, the collinear approximationsdoat work. But even for
values close to 180 degrees the result strongly dependsd thesolution. Small variations
in E1 can then cause large variationsqn,. Secondly, as can be seen in Fig. 7]14d, a cut on
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A@ can be used to suppress background since the processesisidbmtifiedr,,g candidates
tend to produce leptormy,g pairs which are back-to-back.

As described in Chaptéd 5, a high transverse mass is chastictef processes where
lepton andz come from aV boson decay (or similar topologies). An upper limitidr is a
powerful cut to suppress these backgrounds (Fig. V.14e).

To summarise, the following requirements fodecay products ané, are applied:
e F1>30GeV,
0<% <0.75,

0<xy <1,

COSAQY({, Thag) > —0.9,
Mt < 30GeV.

7.3.2. Jet Requirements

The tagging jets topology in VBF has been discussed in Chdpt&he initial partons each
emit a heavy gauge boson and are therefore expected to hasglemblept (Fig.[7.154).
Hence, the two jets with the highgst are defined as tagging jets. In the following, indices 1
and 2 for jets refer to the tagging jets according to tipgirThe angle between tagging jet and
beam axis is supposed to be small. The tagging jets shouloumel fin different hemispheres
of the detector and have a large separation ifrigured 7Z.15b and 7.15c). The high energy
of the partons and the large opening angle translate intaya @i-jet mass. This is shown in
Figure[7.15d. Decay products of the Higgs boson tend to bi#ateand between the tagging
jets inn. Fig.[7.15¢ shows this leptonzg centrality. Due to the lack of colour flow between
the initial partons, hadronic activity in the central ragmf the detector is suppressed. A veto
on additional jets in the central region of the detector (Fid5f) is used in order to reject
events from many QCD processes. It should be noted thaf thistribution of additional
jets, and therefore the efficiency of the jet veto, variesificantly between Monte-Carlo
generators (cfL [67]). The following jet related requirertseare applied:

Nj:-Nj, <0,
pr,j; > 40GeV,

Anj,.j, > 4.4,

mln(”]l’”]Z) < min(r’f?r’Thad) < ma)((n£7nThad) < max(r’jpr’jz)a

M;j; > 700GeV,

reject events with additional jets witly > 20GeV in|n| < 3.2.
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Figure 7.15.: Jet related observables used in the cut selection.
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cut H—rT1T Z— 1T

#events &g #events &g

total 4260(10) - 8.06(1x10° -

filter cut 1147(7) 0.27 9.48(3Y10* 0.12

pre-selection 185(3) 0.16 5700(60) 0.06
Bt 131(2) 0.71 3470(50) 0.61
X¢,Xh 95(2) 0.73 2200(40) 0.63
COSAQ(Y, Thad) 93(2) 0.97 2160(40) 0.98
Mt 71(2) 0.76 1830(30) 0.85
sign(n;1nj2) 69(2) 0.97 1640(30) 0.9
pr (lead. jet) 68(2) 0.99 1630(30) 0.99
Anj; 43(1) 0.63 360(20) 0.22
centrality 42(1) 0.98 280(10) 0.78
Mj; 37(1) 0.89 190(10) 0.68
jet veto 32(1) 0.85 84(7) 0.44

Table 7.1.: Expected number of events for an integrated luminosity db30 after cuts and relative
efficiency for the signal and — 171.

Several background samples are filtered on generator lev@ider to present comparable
numbers in the following tables, an additional filter requient (“filter cut”) that resembles
the VBF and lepton filter (see Chaptéls 4 ahd 5) is appliedltsaamhples before any other
selection criteria:

e no. of jets> 2
e the two hardestygr) jets: Mjj > 350 GeV,Anjj > 2.5

e at least one identified muon or electron

In order to discuss the effects of different trigger confagions, Table§ 7l1-7.3 show the num-
ber of expected events after the selection omitting thgérngequirement.
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cut W + jets tt
#events &g #events &g
total 3.464(6)x 10’ - 1.486(1)x10’ -
filter cut 4.87(2)x10° 0.14 8.04(3)x10° 0.05
pre-selection 1.52(6x10* 0.0 2.23(6)x10* 0.03
Er 1.06(5)x10* 0.7 1.92(5)x10* 0.86
X0 Xn 1700(200) 0.16 5700(300) 0.3
cosAQ(Y, Thad) 800(100) 0.49 3600(200) 0.63
Mt 190(50) 0.23 900(100) 0.26
sign(nj1n;2) 160(50) 0.82 900(100) 0.93
pr (lead. jet) 140(40) 0.89 900(100) 1.0
Anjj 60(30) 0.43 180(50) 0.21
centrality 30(20) 0.54 120(40) 0.67
Mj; 30(20) 1.0 80(30) 0.67
jet veto 30(20) 1.0 0(0) 0.0

Table 7.2.: Expected number of events for an integrated luminosity db3b after cuts and relative
efficiency for the major non-resonant background processes
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cut

Z— U
#events &y

di-boson
#events &g

total

filter cut
pre-selection
Er

X1 Xn
COSAQ(Z, Thad)
My
sign(njin;z)
pr (lead. jet)
Anjj
centrality

Mij

jet veto

2.503(3)x10°
4.68(1)x10° 0.19

3500(100) 0.01

360(30) 0.1
40(10) 0.12
26(8) 0.59
11(5) 0.41
11(5) 1.0
11(5) 1.0
4(4) 0.33
44) 1.0
0(0) 0.0
00) -

- 5.22(2)x10° -
5.1(2)x10* 0.01

600(300) 0.01
500(200) 0.8
300(200) 0.71
200(100) 0.67

20(20) 0.07

20(20) 1.0

20(20) 1.0
0(0) 0.0
0(0) -
0(0) -
0(0) -

Table 7.3.: Expected number of events for an integrated luminosity db3b after cuts and relative
efficiency for the minor non-resonant background processes
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Figure 7.16.: Efficiency of the default triggers for charged leptons frdm Higgs boson. Electrons
and muons withinn| < 2.5 are considered.

7.4. Trigger

In the /h channel the simplest choice is a single-lepton triggerabietriggers should there-
fore be the electron/muon trigger with the lowest threshbét is not pre-scal@d An arti-
ficial constraint for this study is the fact that only a vempilied trigger menu is available in
the simulated sampleEF e25i nedi unl andEF nu20 are used as default (see Sec] 3.5
for details). The trigger efficiency is defined as number afegator electrons (muons) from
aH — 11 decay, matched to an EF electron (muon) in an event whichepabg electron
(muon) trigger, over the total number of generator elecr@nuons). Theurn-on curveof
the trigger is not a step function with step at the nominashold. The efficiency as function
of pr is shown in FigL.8.2. To fit the data points, a sigmoid function

(7.1)

P2 1
f =p1+ :
(pr) =1 1+exp(—x+p3) 1—exp(—psx)
is used. The additional term reflects the asymmetric bebawbthe trigger turn-on which
is not correctly described by an error function. For elacsrand muons withitn | < 2.5 the
maximum efficiency is 89% and 78% respectively. Both triggeach 95% of their maximum
at higher values than 25(20) GeV: 42 GeV for electrons, 23 &evhuons.

While single-lepton triggers are the simplest choice, alsombination of lepton- angaq
trigger is of interest for this channel. SuchAND trigger obviously does not increase the trig-

3Pre-scaling refers to (randomly) selecting only a fractibrevents that would pass the trigger in order to
reduce the trigger rate.
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triggers Hott Z—1r1
mu20 | e25i 27(1) 72(7)
mul0 | el5i 28(1) 75(7)

taul6i & (nul0 | el5i) 25(1) 60(6)
tau20i & (nmul0 | el5i) 24(1) 58(6)
tau20i & (nu20 | e25i) 23(1) 57(5)

Table 7.4.:Expected number of for an integrated luminosity of 30fkafter the cut selection and
different trigger configurations.
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Figure 7.17.: M{; shape after cuts for different trigger configuratiors— 17 distributions are ex-
tracted skipping the last two cuts to prevent large effeatstd statistical fluctuations.

ger efficiency if it has the same threshold for the lepton. E\y, it might provide an option
to either lower the threshold or prevent increasing it, isecthe default trigger needs to be
pre-scaled. Results after cuts given different triggeunesments are shown in Takle I7.4. Us-
iNg aTthag trigger with a threshold of 20 GeV in combination with the aldt triggers reduces
the signal acceptance by 15% { 17: 21%). Note that object definition and pre-selection
remain unchanged, i.e. electrons (muons) are still requéavepr > 25(20) GeV, which
explains why the gain in reducing the trigger thresholdaguwut to be very small. With a
threshold below the offline cut gfr > 30GeV, thaqtriggers do not significantly influence the

M¢; shape (cf. Fid.7.17).
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7.5. Background Estimation from Simulation

Except forZ — 11, for which an adequate amount of MC events is available esiB[1-
[7.3 show zero events or a number with very high statisticakttainty for all background
processes. A conservative approach is to calculate ther lipge of a poisson confidence
interval for zero observed events and scale it with the legeeent weight of the sample. The
number obtained in this way is, however, not useful in ordegite an estimate of the future
sensitivity for a channel.

7.5.1. WH+jets Production

In the case ofV + jets, Thaq ID factorisation as described in S&c. 613.1 can be used toovep
the estimate. The result can be seen in Table 7.5. The expeutaber of events obtained
this way is 14. As explained in Séc. 6.3.1, the distributibpartons from which jets originate
is difficult to model. To correct for the remaining discrepgnthe efficiency of the charge
product requirement is scaled by 0.96.

7.5.2. Top Quark Pair Production

tt production is separated into two samples in order to imptbeeestimateyaq ID factori-
sation can be used with events in which thgycandidate is a misidentified QCD jet. For true
Thad Candidates, cut factorisation as proposed in Sec.]6.3 skid.u

Table[ 7.6 shows the number of events after selection forangemisidentifiedyag candi-
dates as well as the result obtained frofgy ID factorisation. To correct for the discrepancy in
the charge product, the thrgyq ID factorised sample is scaled by 1.21. The procedure yields
5 expected events after all cuts.

A cut factorisation is considered valid, if®< f.o.m.< 1.1. l.e. for both the loose cut
selection fortt and the reference selection f6r— 11, the product of factorised efficiencies
have to be within 10% of the result obtained by sequentigliylyang all cuts. Out of 4139
possible factorisations, five fulfil this criterion. The firexpectation ranges between 7 and
12 events, with the factorisation which gives the best fignimmerit at 9. This is a plausible
result as the ratio between the trugq sample and the (factorised) misidentifiggdg sample
is roughly 2:1 for the last one or two cuts before the jet vatbe total estimated number of
expectedt events after all cuts is thus 14.
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cut W+jets W+ jets, factorised
#events &g #events &g

total 3.464(6)x 10’ - 3.464(6)x 10’ -

trigger 1.803(4)x10° 0.52 1.803(4)x10’ 0.52

trigger lepton  1.622(4x10° 0.9 1.622(4)x10" 0.9
no. ofleptons  1.620(4x10° 1.0 1.620(4)x10" 1.0

No. Of Thag 1.34(2)x10° 0.01 1.356(6)x1C° 0.01
no. of jets 8.7(2x10* 0.65 8.91(4)x10* 0.66
charge product 6.5(1y10* 0.74 6.33(4)x10* 0.71
Bt 4.3(1)x10* 0.67 4.35(3)x10* 0.69
Xy 1.39(5)x10* 0.32 1.42(2)x10* 0.33
Xh 7300(400) 0.52 7300(100) 0.52
cosAQ(Y, Thad) 4100(300) 0.57 3920(80) 0.54
My 1500(200) 0.36 1330(40) 0.34
sign(nj1n;jz) 600(100) 0.42 650(30) 0.49
pr (lead. jet) 600(100) 0.97 630(30) 0.97
Anjj 70(30) 0.11 70(10) 0.11
(-Thag CeNtrality 20(20) 0.37 49(8) 0.69
Mi; 20(20) 1.0 28(7) 0.58
jet veto 20(20) 1.0 14(5) 0.51

Table 7.5.: Expected number of events after cuts for an integrated lositiyn of 30fb! and relative
efficiency forW — e/u/tv + jets, with and without,q 1D factorisation. Errors are purely
statistical and do not reflect additional uncertainties tduactorisation.
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cut tt (true Thag tt (fake Thad fact. tt (fake Thag)

#events el #events &g #events &gl
total 7.51(3)x10° - 1.411(1)x107 - 1.411(1)x107 -
trigger 1.37(1)x10° 0.18 6.916(1)x10° 0.49 6.916(1)x10¢° 0.49

trigger lepton 1.01(1x10° 0.74 6.177(9x10° 0.89 6.177(9)x10° 0.89
no. ofleptons  1.01(1x10° 0.99 5.434(9x10° 0.88 5.434(9)x10° 0.88

No. of Thag 1.00(1)x10° 1.0  9.8(1)x10* 0.02 8.92(3)x10* 0.02
no. of jets 9.3(1x10* 0.92  9.5(1)x10* 0.97 8.65(3)x10* 0.97
charge product ~ 9.2(1}10* 0.99  7.5(1)x10* 0.79 7.47(3)x10* 0.86
Bt 7.8(1)x10* 0.85 5.80(9)x10* 0.77 5.79(3)x10* 0.77
Xy 3.04(7)x10* 0.39 2.45(6)x10* 0.42 2.48(2)x10* 0.43
Xn 2.17(5)x10* 0.71 1.31(4)x10* 0.54 1.30(1)x10* 0.52
COSAQ(/, Thag)  1.14(4)x10* 0.53 7300(300) 0.56 7380(90) 0.57
My 3000(200) 0.26 2000(200) 0.27 2370(50) 0.32
sign(njin;z) 1500(100) 0.51 900(100) 0.43 950(30) 0.4
pr (lead. jet) 1400(100) 0.96 800(100) 0.99 940(30) 0.99
Anjj 130(40) 0.09 30(20) 0.04 59(8) 0.06
(-Thag CeNtrality 100(30) 0.77 10(10) 0.33 45(7) 0.76
Mi; 80(30) 0.8 10(10) 1.0 43(7) 0.95
jet veto 0(0) 0.0 0(0) 0.0 5(2) 0.11

Table 7.6.: Expected number of events after cuts for an integrated lositiy of 30fb* and relative

efficiency fortt production. The first sampl#, (true Thag containstt events with truelhag
candidates. The second sample contttievents with misidentified QCD jets dg,q can-
didates. The third sample is the same as the second butryyiflD factorisation applied.
Errors are purely statistical and do not reflect additiomedentainties due to factorisation.
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7.5.3. Z — /¢ and Di-boson

In theZ — ¢¢ sample, 12 events are expected before applying the jetresgents. The jet
kinematics are probably similar 6 — 17 or W + jets. They cannot be entirely equal to
Z — 1T since a significant number of,;q candidates does not come from leptons fromZhe
boson but are QCD jets. The jet requirements have an acoeptdi®.045 foiZ — 11 events
(note that this sample includes EW diagrams). The accepteneven lower folWV + jets
events. Taking the larger acceptance yields an expectatioslow one event. Henc&,— /¢
can be safely neglected.

There is no good estimation for di-boson production. Onhaadiul of actual MC events
survives the pre-selection; i.e. there is no room for cuioiagation. The expected 600 events
after pre-selection are comprised of two thik¥8/V events and one thirdV Z events. The
former is most similar tdt. This is estimated to have an acceptance after pre-seleatio
about 104. Assuming the same acceptance\wV, the result is a comfortable factor of 25
below one event. The actual expectation value might be higinee the jet multiplicity in
the WW sample is lower than in the sample. This will lead to less events being rejected
by the jet veto. In th&VZ sample, most of the,,g candidates come from tieboson. The
corresponding lepton candidate comes from eitheiher Z boson. A worst case scenario
would be thaW Zis entirelyZ — tt-like. In this case, the expected number of events after
cuts would be roughly 5. However, an estimatelin [1] using \factorisation results in a
suppression of about210~8 for the combined sample. With this factor the total expéatat
is 0.1 events. To summarise, di-boson production can beciegl as background.

7.5.4. QCD multi-jets

Given the limitations mentioned in Séc. 5.6, an estimat@ehulti-jet background can only
be carried out on an approximate level. The acceptance afuhselection is shown in Ta-
ble[7.7. The second set of numbers was obtained usingdD factorisation. Although this
method works well fokV + jets anctt, the deviations in the multi-jets sample are large. This
sample consists of many subsamples with low statisticalgp@@®ec[ 5.6). Many of the sub-
samples do not survive the pre-selection. Hence, the tabbaply underestimates the true cut
acceptancernqq ID factorisation applied to a di-jet sample of only 25,00@mts but filtered

to contain a lepton witlpt > 15GeV on generator level agrees with the factorised meis-|
sample for the last three non-vanishing steps (uprtp > 40GeV). Taking into account that
no trigger is included and that the jet veto has an acceptahoet more than 50% for all
other background samples, the result is about two ordersaginitude below one. A final
answer has to come directly from data. A method to measuré-fatd as background to
H — 171 searches from data independent of Wie- jets estimate was recently proposed and
demonstrated in [68].
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cut QCD QCD, factorised
#events &g #events &g
total 5.260(4)x 10t - 5.260(4)x10' -
trigger 5.260(4)x10* 1.0 5.260(4)x10" 1.0
trigger lepton 8.6(5x10" 0.0 8.6(5)x10° 0.0
no. of leptons 8.6(5x10" 1.0 8.6(5)x10" 1.0
No. Of Thag 6.0(4)x10* 0.0 2.1(5)x10° 0.0
no. of jets 2600(500) 0.04 1.8(6)10* 0.09
charge product 1700(400) 0.68 5000(2000) 0.3
Er 500(200) 0.29 1000(600) 0.18
X 200(100) 0.4 130(30) 0.13
Xh 0(0) 0.0 50(20) 0.37
cosAQ(/, Thad) 0(0) - 28(9) 0.59
M 0(0) - 11(5) 0.38
sign(njin;2) 0(0) - 5(3) 0.46
pr (lead. jet) 0(0) - 58) 1.0
Anjj 0(0) - 0.8(5) 0.16
(-Thag CENtrality 0(0) - 0.4(3) 0.54
M 0(0) - 0.2(2) 0.5
jet veto 0(0) - 0(0) 0.0

Table 7.7.: Expected number of events after cuts for an integrated lositiyn of 30fb ! and relative
efficiency for QCD mulit-jet production. The trigger is natcluded. Errors are purely
statistical and do not reflect additional uncertainties tuactorisation.
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Ho1tt Z—1T WHjets tt Z— ¢¢ di-boson

aftercuts  27(1)  72(7)  14(5) 14(4) 0 0

Table 7.8.: Expected number of events after the selection for an inteddaminosity of 30fb?.
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Figure 7.18.: M, distributions for an integrated luminosity of 30th The histograms are taken from
parametrisations discussed in §ec. 110.2

7.6. Results

The expected event yield after the full selection is sumsearin Tablé 7]8. The final signal
to background ratio i§/B = 0.24. TheM;; distribution is shown in Fid. 7.18. Histograms
are smoothed using a parametrisation as described in CliEpteéAssuming a Higgs boson
mass of 120 GeV, the signal peak is well separated fronZtheak.W + jets andtt produc-
tion together sum up to 35% of the expected background. Tdenstructed collinear mass,
however, is spread over a larger mass range. Thus, bothgsexeontribute less to the signal
region than the pure number of events suggests.
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The Influence of Pile-Up

An event, as it is measured by a detector at a hadron coltidatains more reaction products
than just from the collision of of two elementary particl&be previous chapter is based on the
simulation of single proton-proton interactions. This apgmation is valid only in the limit

of small luminosity and large times between collisions. Rigther luminosities and smaller
bunch spacings, pile-up, as described in Chapter 3, caenmdlected. In-time pile-up refers
to additional proton-proton interactions taking placeidgithe same bunch crossing. The
average number of interactions per bunch crossing scalkearly with luminosity and bunch
spacing. Assuming 23 simultaneous interactiong’at 103*cm~2s~! and a bunch spacing of
25ns (cf. Chaptdr]3)Z = 1033cm2s~1 and 75 ns leads to 6.9 interactions on average. The
latter set of parameters is simulated in this study. A snaipshthe interaction parameters at
ATLAS during data taking in 2011, Figure 8.1, shows an alyesithilar pile-up configuration.
Out-of-time pile-up is simulated fot-11 bunch crossings ar825ns.

Table[8.1 shows the acceptance of the selection appliedetsigmal sample with and
without pile-up. The first difference to note is a drop in tbéat acceptance of about 50%.
A closer look reveals three items of the selection with a mdgviation of the relative ac-
ceptance: The Trigger, the,g identification and the jet veto. These are discussed in the
following.

8.1. Trigger

Already at the trigger level about 10% less events, with @espo the no-pile-up scenario,
pass the selection (see Tablel8.1). Figl 8.2 shows the tubelaviour of electron and muon
trigger. The threshold behaviour of both turn-on curvednsoat unchanged. However, the
maximum efficiency reached by both triggers is decreaBBde25i nedi uni drops from
88% to 82%,EF nu20 from 78% to 68%. As discussed in S€c.]3.5, ATLAS has a three-
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Figure 8.1.: Interaction parameters at ATLAS [69] from during data takin 2011.

cut H— 1t — ¢h(pile-up) H— 1T —¢h
total 3100(10) - 3100(10) -
trigger 1007(7) 0.33 1133(7) 0.37
trigger lepton 874(6) 0.87 1016(7) 0.9
no. of leptons 868(6) 0.99 1009(7) 0.99
NO. Of Thag 189(3) 0.22 299(4) 0.3
no. of jets 156(3) 0.82 231(3) 0.77
charge product 153(3) 0.98 226(3) 0.98
Bt 104(2) 0.68 152(3) 0.67
Xy 86(2) 0.82 131(2) 0.86
Xh 66(2) 0.77 108(2) 0.83
COSAQ(Y, Thad) 63(2) 0.95 105(2) 0.97
Mt 45(1) 0.72 81(2) 0.77
sign(nj1nj2) 38(1) 0.83 68(2) 0.84
pr (lead. jet) 37(1) 0.99 67(2) 0.99
Anj; 21(1) 0.57 37(1) 0.55
(-ThagCentrality  20.7(9) 0.98 37(1) 0.98
Mj; 18.6(9) 0.9 32(1) 0.87
jet veto 13.2(8) 0.71 27(1) 0.84

Table 8.1.: Comparison of cut acceptances in the signal sample with dhdwut. Samples are filtered
on generator level to contain only tiile channel.



The Influence of Pile-Up 111

a 1:\ LI \\\‘\\\‘\\\‘\\\‘\\\{\7 L>)\ 1:\ T L L T T L \\\N\:
& 09 . 1 B 090 E
&) E AL + _______ o F b
= 0.8 H*HH*+ ++++ = £ 0.8 =
o g *H o § * E
5 07 | 1op o7 MMWHH et
S 06" f 4 B o6~ =
5 o5 ERE T
04F 3 04F | 3
g ’ ] S ]
0.3 { . - 0.3 H . -
c ] - W/o pile-up 1 g -~ W[o pile-up ]
0.2 - fit E 0.2 -~ fit E
0.1~ J e Ho1r 7 0.1 e H—1r =
S ot ] [ 7
C1 ‘ L1 ‘ L1 ‘ L1 ‘ L1 ‘ L1 l L 1] C L ‘ L1 ‘ L1 ‘ L1 ‘ L1 ‘ L1 l L1
0O 20 40 60 80 100 120 00 20 40 60 80 100 120
pr [GeV] pr [GeV]

(a) Electron trigger. (b) Muon trigger.

Figure 8.2.: Efficiency of the default triggers, estimated as descrilpe8dd 7.4. Electrons and muons
within |n| < 2.5 are considered.

stage trigger system. Table B.2 shows the efficiency of tfierdnt trigger stages. Both L1
triggers are unaffected by pile-up. L1 trigger algorithms designed to be relatively robust.
Given that theL,1 EM23I trigger imposes an isolation requirement on electron ahatds,
one might expect the efficiency to deteriorate in the presefpile-up. The requirement of
Er < 4GeV in the isolation region, however, affects only a smaltfion of electrons in the
relevant kinematic region (Fig._8.3).

A large difference in efficiency occurs at L2. At this stagattern recognition and hypoth-
esis testing algorithms are used. Also, the L1 muon triggeswnly information from the
RPC and TGC chambers on L1. L2 uses additional informatiomfiMmDT chambers which
suffer from out-of-time pile-up due to the long integratitme. EF algorithms are, again,
unaffected by pile-up. However, candidates that did nos plas L2 trigger due to isolation,
additional tracks, or out-of-time pile-up were alreadycdisled, leaving candidates similar to
the non-pile-up case.

8.2. Thaq Identification

The most dramatic change in acceptance due to pile-up alinted by they,qidentification.
With the settings described in Sec. 711.3, the identificatificiency decreases by roughly one
third. The effect is shown in more detail in Fig. 8.4a. Theoretruction is unaffected over
most of thept range. Pile-up increases the acceptance of the electromaod veto: The
electron veto is a dedicated electron identification, whwilhsuffer from additional particles
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Figure 8.3.: Absolute isolation of electrons and muons fra@yW bosons and decays. Bins are
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and 95% contours, dashed lines show the 1%,5% and 10% cdiriesrof candidates

from jets.
trigger level H— 1t —(h H — 11 — ¢h (pile-up)
eh ph eh ph
total 1544(8) - 1554(8) - 1542(8) - 1555(8) -
level 1 800(6) 0.52 879(6) 0.57 784(6) 0.51 884(6) 0.57
level 2 588(5) 0.74 649(5) 0.74 540(5) 0.69 569(5) 0.64

eventfilter ~ 507(5) 0.86 611(5) 0.94 464(4) 0.86 529(5) 0.93

Table 8.2.: Number of events expected to pass the electron (muon) tripgen in theeh (uh) channel
and relative efficiencies. The difference in total eventthwaind without pile-up is due to
statistical fluctiations in the simulated samples.
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Figure 8.4.: Th5q reconstruction and identification efficiency. Candidates rmatched to generated
hadronict decays or jets, respectively.

and energy that are not correlated to an electron. Thisteféecbe seen in Figure 8.5, showing
the efficiency of the standard electron reconstructionérpttesence of pile-up. The muon veto
is a lower limit on energy in the ECAL. Pile-up makes it mokely to pass the threshold. The
identification efficiency on the other hand deterioratepeemlly in the mediunpr regime.
While the misidentification probability also decreaseg(B.4b), the number of candidates
from jets nearly doubles in the 1-prong bin and increaseshoya40% in the 3-prong bin
(Fig.[8.9).

Figured8.7a and 8.7b depict the distributions of the l&glifhood discriminant for signal
and background. In both cases the distributions are shifiwdrds smaller values. Thgag
reconstruction acts on TopoClusters, which have builteiis@ suppression. Therefore out-of-
time pile-up can be expected to have small effects. In-tiffeeyp causes the production of
additional particles which in turn can add tracks and en&wgyr,,q candidate.

Tracks of additional charged particles in the vicinity of andidate reconstructed as
prong failed the track quality criteria, or else@vould have been incremented. Quality criteria
in particular include limits on the point of closest approatz-direction to the primary vertex.
Figure[8.8h shows that the mean number of additional lowitgueacks around candidates
reconstructed by both algorithms scales approximatebalily with the number of primary
vertices. The position of a candidate reconstructed by #herimeter-seeded algorithm is
determined by the barycentre of the cluster. For these dateli, the minimalAR to the
closest track is usually different from 0. The maxim&R depends on whether there are
additional tracks close to the candidate. The maximARnof 1-prong calorimeter-seeded
candidates is shown in Fig._8I8b. Pile-up and non-pile-gfridutions are a superposition of
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the minimumAR with growing probability to find a track with increasif§R. The latter is
much more pronounced with pile-up.

The additional particles deposit energy further off theybantre. Thus, the,,qcandidate
appears less well collimated in the calorimeter. This ¢ffen be seen in Figufe 818c, which
shows the EM radius. The centrality fraction, being defireBain 0 < AR < 0.1 overEr in
0 <AR< 0.1, shows the same tendency (Fig. 8.8d).

As a result, real hadronit decays look more jet-like in the presence of pile-up. Hence,
pile-up leads to a change in the working points accessibliéyalgorithm. Figl_8]6 shows
the possible values of signal efficiency vs rejection adjolst by a cut on the log-likelihood
discriminant. As discussed before, staying with the santg leads to a decrease of signal
efficiency but also some increase in the rejection of QCD. jéttss possible to adjust the
cuts such that the efficiency of the non-pile-up case is re@ml: This, however, leads to
a severe decrease of rejection, especially for three-pcandidates. Figurds 8]7a and 8.7b
depict the distributions of the log-likelihood discrimima For real hadronia decays the
distributions are clearly shifted to left. This is also tfoe QCD jets but less visible because
the distributions here are broader.

The thaqidentification observables indicate that the separatiamgpaloes not deteriorate
as much as the shift in the log-likelihood discriminant segjg. The distributions for signal
and background are usually shifted into the same directidme performance of the LLH-
discriminant using an updated set of reference histogranssawn in Figuré 816. Indeed,
for 1-prong candidates the full separation power can bevesed. For 3-prong candidates,
however, new reference histograms yield no improvement.
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8.3. Jet Veto

Hadronic activity in the central region is suppressed ferslgnal process. This restriction,
however, does not apply to additional proton-proton irttoas due to pile-up. Pile-up can
trigger the jet veto in two ways: directly, by producing jetshe central region with sufficient
pr. And indirectly, by adding energy to jets with lowpt and thus “pushing” them over the
threshold. Those can be either other pile-up jets or jeta ftee hard signal process.

A jet-vertex associatiof0] (JVA) can be used to mitigate this effect within the g
region (n| < 2.5). The purpose of the jet veto is to discriminate againdd pancesses which
do not have a rapidity gap. That means the jet veto shouldmntyiggered by jets originating
from the hard process, i.e. jets from the primary vertex at tard process. A jet can be
associated with a reconstructed vertex by identifying #réex its tracks point to. The primary
vertex of the hard scattering is selected as the vertex towthie electron or muon points to.
In reality, pile-up does not produce separate jets that eamniquely assigned to one vertex.
Rather, jets can have an admixture of tracks from a numbeiffefent vertices. Therefore
the procedure is as follows: first, the primary vertex is tidfead as the vertex to which the
electron or muon required for the analysis points to. Sectorceach jet the primary vertex
pr fraction (PVF) defined as

2 PT
tracks in jet from pv

PVF=

(8.1)

tracks in jet

is calculated. In the last step, the veto is triggered onby jét within |[n| < 2.5 has a PVF
greater than a certain threshold.
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The PVF and the minimunpy of jets are adjustable parameters of this method. The
accessible working points are shown in Hig. 8]10a. Incnggsither of the two parameters
leads to a higher acceptance of both signal and backgrouwalibe less jets can trigger the
jet veto. For large values of ther threshold, the signal efficiency is virtually constant and
only the background rejection is varied by the PVF. In piptei a full optimisation of the
parameters with respect to the signal significance would&éemble. But this is not feasible
due to the limited size of the Monte-Carlo sample. Instehd,garameters are chosen such
that the working point best reflects the non-pile-up case. prtthreshold remains at 20 GeV.
For PVF> 0.7 the signal efficiency of the no-pile-up scenario is recedewhile the rejection
decreases only by a few percent. This choice coincides Wélpbint where the fraction of
tt events per bin is higher than the fraction of signal everits Fag. [8.10b). This working
point, however, is not unique: e.g. a higher thresholgof> 25GeV and PVE> 0 (no jet-
vertex association) yields a similar result. As mentiongith@ beginning of this section, JVA
needs tracking information and therefore works only witthia narrower tracking region of
In| < 2.5 instead of the largen| < 3.2 that was used in the no-pile-up scenario. A hybrid
solution is technically possible where only jets above gatePVF within the tracking region
and all additional jets in.3 < |n| < 3.2 trigger the jet veto. This approach leads to a gain
in rejection oftt events but comes at the cost of a significantly lower signe¢piance and
therefore is not used in the following.

Fig.[8.10¢ shows thg distribution of jets which trigger the veto using jet-vertessocia-
tion. Without JVA this distribution is almost flat for the sigl process. JVA has the desired
effect: In signal events, it rejects most of the jets withie tracking region as pile-up jets
that will not trigger the veto. It events, with many genuine jets from the hard process, the
majority of jets survives causing the event to be discarded.
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8.4. E+ Resolution

Although the acceptance of tiffe; requirement is virtually unchanged, pile-up has a signif-
icant impact oz resolution. As is apparent from Figure 8.11, the distributdf the dif-
ference between the reconstructed and the generated xec@mipof (E,) becomes much
broader in the presence of pile-up. In both luminosity soesaa single Gaussian function is
insufficient to correctly describe the tails. The corregpog fit parameters are shown in Ta-
ble[8.3. Especially the width of the inner Gaussian increasktive to the non-pile-up case:
From(7.1+£0.3)GeV to(12+2)GeV inH — 171, (8.64+0.03)GeV t0(13.2+£0.3) GeV in

Z — 11. Note that the distributions are not exactly centred araerd but are slightly biased
such that the reconstructég is on average smaller than the generated. This effect iedaus
by a displacement of the beam spot that was simulated in atté4Garlo samples used in this
thesis. The bias can be corrected for, but this does noffiignily improve thdz; resolution.

A more detailed discussion can be found.in![71].

According to Eq[3.J4¥ resolution depends on the scalar sunEgfin the calorimeter
(ZEt). Pile-up affects the resolution in two ways: Proton-prototeractions from in-time
pile-up deposit additional energy in the calorimeter angstimcrease Er (Fig.[8.12). Fur-
thermore, it adds noise from out-of-time pile-up. Fig. & Xhows the resolution &, as a
function of ZEy. Often only the statistical term, proportionalI&, is used to fit this distri-
bution. This approximation works well without pile-up. Bd — 17 andZ — 17 show the
expected behaviour with a coefficient of 0.51 (cf. Tdble 8m)ich agrees with 0.52 as stated
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sample 01 [GeV] oy [GeV]
H— 11 7.1(3) 15.1(9)
Z—T1T 8.64(3) 15.2(1)

H — 11 (pile-up) 12(2) 19(3)
Z — 11 (pile-up) 13.2(3) 18.9(3)

Table 8.3.: Standard deviations of double Gaussian functioni,fitesolution in Fig[8. 111
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Figure 8.12.: ZEt with and without pile-up on generator level and reconsadct

in [39]. It should be noted, though, that a slightly bettec&h be obtained by adding an ad-
ditional offset as in Fid. 8.18a. Pile-up not only adds addl transverse energy, increasing
SEr. This would result in the same curve. The woBseresolution would then solely be a
consequence of a higher averager. But this is clearly not the case. Both, signal process and
Z — 11, have worse resolution for a given valueXir. The signal sample has an identical
slope in the case of pile-up but the offset is approximatelylded. The higher offset can
be attributed to additional noise from out-of-time pile-uphe different behaviour of signal
andZ — 1t can be explained by Figurés 8.13b &and 8.13Ey is correlated to the number
of primary vertices because this number directly translate® the number of proton-proton
collisions.

The deterioration oft resolution has only a small influence on the distributiorizef
(Fig.[8.13) itself except for the first bins. For smaller \&dwfE, the bias seen in the differ-
ence between true and reconstrudisdbecomes important. Thus, for pile-up the first bins of
the distribution are more populated. For larger valuesbtags can be seen as relatively small,
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sample a b ¢ a(stat.)

H — 17 (no pile-up) 04(2) 5(2) 0 0.5088)
Z — 17 (no pile-up)  043(7) 5(1) 0 0507(2)

H— 11 0.5(3) 9(4) 0 0590(8)
Z—1T 0.4539) 108(3) 0 0.6113)

Table 8.4.: Fit parameters dE, resolution as a function &E+ (Fig.[8.134).c was in all cases compat-
ible with zero within errors. The last columa(stat ) gives the coefficient of the statistical
term assuming thaty = a\/2Er, only.
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Figure 8.14.: Distribution of £+ after pre-selection.

so the probability of an upwards fluctuation is approximatieé same as for downwards. So,
for a sufficiently high threshold, the acceptance is unckdng
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used to fit the distributiongb) shows fits to the non-pile-up sample using gener&ed
instead of reconstructed. Gaussian smearing with a widthdam 0 and 20GeV was
applied to the generatd#;.

8.5. M;; Resolution

The deterioration oft resolution has no significant impact on the acceptance ofthee-
guirement in the signal sample. However, it directly affeitteM;; resolution. Figuré 8.15a
shows theM;; distribution with and without pile-up. The presence of pile makes the dis-
tribution broader and more asymmetric. The width (FV\ﬂithreases from 22.5GeV to
29.1GeV (g = 120GeV).

The collinear approximation assumes tRatresults only from neutrinos from thelepton
decays. Deviation from this assumption directly resulta ioheterioration of thé;; resolu-
tion. This is shown in Figure_8.1bb. Here, the measueds substituted by the generated
£+ which is equal to the sum of neutrino momenta, except foridenisig also particles with
In| > 5 as non interacting. The distributions show different Iewé £+ resolution simulated
by Gaussian smearing. Worse resolution leads to a broaddripe also makes the distri-
bution more asymmetric. As can be seen from Figurel8.16,ebelting dependence of the
width (FWHM) of M;; as a function of the width of the Gaussian smearingpfs linear in
this simplified model. However, the additional points shbatH — 17 with real £+ is well
described by this model. This is a strong indication thatliteaderM;; distribution in the
presence of pile-up is caused dominantly by fieresolution.

1Since theM;; distribution is asymmetric, the full width at half maximuR\VHM, is a more suitable quantity
than theo of a Gaussian function.
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Figure 8.16.: Full width at half maximum oM;; for H — 1T with generated; and different settings
of Gaussian smearing (black open circles) (Eig. 8.15b)eBlyuares markd — 11 with
reconstructedtr without (left) or with pile-up (right). Heregy is taken from a simple
Gaussian function fit to the distribution. The dashed line fi$ to the black circles.

s

It stands to reason that this effect is not unique to the $garaple. Th& — 17 resonance
also becomes broader (see. $ec. 8.7). Pile-up causes ladt$ penich are well separated in
the no-pile-up scenario, to partially merge. Since one efkiby features off — 17 search in
VBF is mass reconstruction, this drastically affects theeeted signal significance as will be
further discussed in Chapfer]10.

8.6. Other Effects

Looking at Tabld 81 reveals several minor deviations ireptance caused by pile-up. The
probability to find two jets withpr > 20GeV increases, since pile-up creates new jets or adds
energy to jets from the hard process. Cuts on betndx, have a reduced acceptance. This
is, of course, closely related to the broadiéy; distribution due to wors&- resolution. In
both cases, the distributions become broader (cf. Eig§d8ahd 8.17b). As restricting the
x-values to 0< x < 1 is only meaningful if£; is equal to the sum of neutrino momenta from
thet decay, it makes sense to relax the requirement (see nexirgedthe lower limit onMy
also has a lower acceptance. Again, this is an observalaedeioFE . Figure[8.17kc reveals
that the distribution is shifted towards higher values..Bid.7¢ shows that also this effect can
be explained byEt resolution. Again, the reconstruct&d is substituted by generatéd,
leading to a similar effect.
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8.7. Conclusions

To mitigate the impact pile-up has on the analysis, the selecs modified in the following
way (the requirement in the no-pile-up scenario is giverrackets):

Et > 40(30) GeV

0<%, < 0.850.75)

0 < xp < 1.1(1.0)

My < 40(30) GeV

jetveto:|n| < 2.5(3.2), PVF> 0.7

Thag identification: new LLH, 1p> 2, 3p:> 6.5

From looking only at the signal sample, the higlfer threshold is not necessary. Since,
however, the; resolution deteriorates in the presence of pile-up, and @&ixground with
pile-up is not available for this analysis, the thresholslsto a higher value. Tallle 8.5 shows
the acceptance of the updated selection. The loss in acweptie to pile-up can be reduced
from about 50% to 15%. Thil;; resolution on the other hand is not significantly affected by
these modifications. Figure 8118 shows that both the HiggZdroson resonance are broader
in the presence of pile-up. As can be seen in Table 8.6, thectsg number of non-resonant
background is approximately equal to the number obtaingtiémo-pile-up scenario. The
number of expected — 17 events is reduced by about the same factor as the number of
H — 17 events. The finaM; distribution can be seen in Figure 8.19. The- 1T peak can
barely be recognised as a separated resonance. The curmrenbsity delivered by the LHC
already surpasses the simulation, with even more sevegeupilconditions. Nevertheless,
more recent improvements in the description of pile-up muation as well as its handling
in reconstruction and analysis could not be considered Heseems not unreasonable that
with a better understanding of pile-up, future developreean improve the situation. E.g. a
new technique to reconstrukt;; [72] without relying on the collinear approximation seems
a promising candidate.

Clearly, the reduced separationtéf— 17 andZ — 17 puts greater emphasis on under-
standing the background processes. As this chapter shomedctly modellingZy is crucial
to this understanding. As modellirigy in the simulation is difficult — all higher level objects
enter the calculation an; is sensitive to the detector condition and LHC parametetse— t
next chapter will present methods to estimate the dominackdround processes from data.
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cut H — 11 — ¢h (pile-up)
total 3100(10) -
trigger 1007(7) 0.33
trigger lepton 874(6) 0.87
no. of leptons 868(6) 0.99
No. of Thaqg 239(3) 0.28
no. of jets 197(3) 0.82
charge product 192(3) 0.98
Er 107(2) 0.55
Xy 94(2) 0.88
Xh 77(2) 0.83
CcoSAQ(Y, Thad) 75(2) 0.97
Mt 63(2) 0.84
sign(njin;2) 52(1) 0.83
pr (lead. jet) 52(1) 0.99
Anjj 29(1) 0.56
(-Thag CeNtrality 28(1) 0.98
Mij 26(1) 0.91
jet veto 23(1) 0.88

Table 8.5.: Comparison of cut acceptances in the signal sample for withwathout and pile-up. Sam-
ples are filtered on generator level to contain onlydtiehannel.

H—-1r Z—>T1T WHjets tt Z— ¢¢ di-boson

after cuts 23(1)  60(7) 12(5) 17(4) - -

Table 8.6.: Expected number of events after cut,; = 30 fo—2.
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Estimation of Background Processes

The previous chapter emphasised that a precise knowledpe dlckground and especially
theM;; shape is essential in order to be able to extract the sigonaépsM;; depends oifft,
which, as was demonstrated, is strongly influenced by pland also detector conditions. It
is therefore not always reliably modelled by simulation.r®twver, the dominant background
processes include the production of heavy vector bosorxiassd with several jets. The
vector boson recoils against the jets, which thus deterthméoost of the decay products. As
was explained in Chaptér 3, the jet kinematics are diffiauliéscribe with standard leading
order Monte-Carlo programs. Furthermore, it is doubtfukthter it will be at all possible
to produce a sufficient amount of MC events for processesVlike jets. As a result, it is
preferable to estimate the dominant background processeslg from data. In this chapter,
| will present two such methods.

9.1. An Embedding Technique to EstimateZ — 11

Z — 1T is an irreducible background td — 7171, i.e. it can have an identical final state.
It can be separated from the signal process by reconstgubtin. However, both peaks
overlap: The signal peak lies on top of the steeply fallingklaf theZ peak. It is therefore
impossible to select @ — 17 control sample from data in the signal mass region without
signal contamination. The approach presented here makesfus much data as possible
while keeping input from simulation at a minimum.

Neglecting the difference betweem andmy, both of which are small compared tg,
Z — upu production is kinematically identical td — 11, especially when considering the
associated jets. In contrast to the latter process, it caeleeted free of signal by selecting
two muons with an invariant mass near thepeak. If one replaces these two muons of a
collision data event with simulateddecay products, where thieleptons had the same four-
vectors as the muons, the result will be an almost pedeet 1T event.

131



132 Estimation of Background Processes

N s

Figure 9.1.: Flowchart of the embedding procedure.

Several similar methods already exist and have been deratett These methods, see
e.g. [73], focus on replacing the original muons with thahtes (reconstructed) tau decay
products. This is sufficient to reproduce the kinematic$efrtdecay products. Howevef;
has to be corrected manually. In ATLABR; is calculated from calorimeter cell depositions
(cf. Sec[3.4)6). Starting from this premise, the most “redtuway to manipulate the original
event is to replace energy depositions in calorimeter ¢efitead of reconstructed objects
and re-run the standard reconstruction algorithms. Thigrimproduces all the required final
reconstructed objects and provides without having to correct.

The advantages which this method offers come at the pricecoéased complexity com-
pared to other methods. The whole procedure, cal@tbeddingn the following, runs in
several steps. Fig. 9.1 gives an overview.

9.1.1. The Embedding Procedure
Muon Selection

The first step of the embedding procedure is to select the sinancollision data event which
will be replaced byr decay products. The proper selection of a clean and unbsedl
sample will be discussed in Séc. 9]1.5. The embedding pupedtself should be independent
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of the actual selection. For the purpose of validating théhod (Sec[9.1]4), an event is
required to contain two muons with:

e opposite charge
e pt > 10GeV each
e the same reconstructed vertex as origin

In case there is more than one valid pair of muons in an eveapair with the highest scalar
pr sum is selected. The — uu decay vertex is written out in EPEVT [74] format. TheZ
boson is taken as four-vector sum of the muons. The recansttwertex to which the muons
point is used as vertex position. Both muons are declare@ toléptons, i.e. the identifier
in HEPEVT is set to that of a and the four-vector is rescaled to obtamp. An example of a
HEPEVT record is shown in AppendiX E.

Simulation of the 17 Decay

The newZ — 11 “event” is processed by TAUOLA, which simulates thdecays, taking care

of spin correlations and the desired decay mode. The resthen fed into the full detector

simulation, digitisation and reconstruction. Calorinmateise simulation, as well as vertex
smearing are switched off. The final output of this is an ESf2 (Sec. “Data Format”).

Merging Original Event and Simulated 17 Decay

The merging step is the core of the embedding procedure. ®Betloriginal ESD and the
new one containing the simulateddecays are processed in parallel. The result is an ESD
containing hybrid events consisting of the original eventvhich the muons are replaced by
simulatedr decay products. The merging is done in three separate skb-tairst, the original
muons, which were used adeptons, have to be identified and associated wittrtdecays.
The reason for this is a detail of the implementation but ntitely trivial: muon selection and
merging are run in separate stepseptons in the simulatetr decays are matched to original
muons within a cone around the generated he direction of a lepton in the simulatedr
decay and the original muon are not always identical becRBEEOLA sometimes creates
additional photon radiation which changes the four-vextfrthet to ensure energy and
momentum conservation in the decay process. Possibletefiglt be discussed in more
detail in Sec 9.1]8.

The second step is track embedding. The embedding proceduks on the most basic
entities in the calorimeter, i.e. energy depositions itsc&ut instead of replacing hits or drift
circles in the tracking sub-detectors, reconstructeckgrace replaced. First of all, ESDs do
not contain all hits. In addition, the procedure would be momore sensitive to misalignment.
Also, EE1 reconstruction runs on tracks not hits. So, while embeddmgit level might be
more accurate, it is not strictly necessary. Track embeapidimoves the tracks of the original
muons in the inner detector and muon spectrometer. All satkhe simulatedt decay are
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copied to the new event. All track segments in the muon spexeter in a cone around the
original muons are removed and replaced by the simulated sfegments in the same cone.
This is necessary in order to completely remove the origmabns. Muon tracks not always
make use of all the track segments and leftover segments eadytd the reconstruction of
additional muons by MuTag (cf. Séc. 34.3).

Calorimeter embedding is done in the third step. See Flgré® an example. The orig-
inal embedding method described in[[75] works but introdusraall biases. A more sophis-
ticated method (cf/[76]) is used instead. To remove theggnire original muon deposited
in the calorimeter, all depositions within a small cofg ) around that muon are removed. In
a larger cone(ygy) around the muon all cell entries in the simulataddecay are added to
those of the original event.

Re-Reconstruction

The new hybrid event now consists of tracks and calorimeddricformation. To obtain
higher-level objects all available standard reconstoamcsilgorithms are run on the event. This
slightly limits the method: Reconstruction on ESDs is impiple foreseen in the ATLAS
software but has to be run mostly manually. Thus, only muoos fthe SAco algorithm
are available. Fortunately, this is irrelevant for many cages. In the context of this analysis
muons are defined as being reconstructedtnc®, and alsdz makes use of 8\Co muons.
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Data Format

The ATLAS analysis data format contains only limited caioeter cell information. Energy
depositions in cells are stored if the cell lies within a caneund a reconstructed electron,
Mmuon Or Thag This is insufficient for the embedding procedure as it islenmented: On
the one hand, the reconstruction Bf requires full calorimeter information. On the other
hand, not all jets are reconstructed: Althoughy candidates are reconstructed from seed
jets, not every jet is reconstructed Bgq candidate, especially in the lopr regime —E+
uses jets withpt > 5GeV. Complete calorimeter information is available in rdata but
access to this is restricted. The choice to use the!E6ibnat is therefore a trade-off between
contained information and accessibility of data. ESDs @ionfull, albeit compressed (lossy)
[77], calorimeter information and is accessible to all ssea special skims.

9.1.2. Cone Optimisation

Cone sizes are the main tunable parameters of the embeddicedore. The size of the inner
coneGC;, is a trade-off between removing the entire energy deposiyethe original muon
and keeping as much of the original event as possible. Whlilwimeter depositions of the
simulatedZ — 171 are added to the original event independenCqf the hybrid event will
contain too much energy in the vicinity of thhedecay product iC, is too small. MakindCi,

too large, removes noise, out-of-time pile-up or even rb@cais from the collision data event.
The outer con&,,,; is a detail of the implementation used in this study: noiseadonger
simulated for theZ — 11 decay, which means there is no need to restrict the area ichwhi
energy is added. In the latest releases of the package afjyedepositions in the calorimeter
are added to the event. Restricti@g,: in the version used for this study is necessary in order
to prevent significant double counting of energy depos#tias a cell is added each time it is
situated with an outer cone around an original muon. Note that in recent releas&%t

is centred around the simulateddecay products instead of the original muon. This is more
reasonable becau€i; is used to implant the decay products into the new event.

For the optimisationCi, is varied between 0.05 and 0.12 in steps of 0.01. To limit CPU
time consumption the study is carried out on thee&AEN two-parton samples (cf. Chapiér 5),
only. The simulation of th& — 17 decays involves randomisation of e.g. thdecays and
noise. To avoid statistical effects due to this randonusatin top of the variation, the same
simulatedZ — 11 decays are used for all values@f,. A Kolmogorov test of thez — 11
distribution and the respectiv& — uu distribution after embedding serves as a figure of
merit. In general, calorimeter related observables innglthe T decay products are suited
for the optimisation. It turns out that the optimal valueG@yf depends on the observable in
guestion. Hencéyl;; is the best choice for this problem.

Fig.[9.3a4 show#1;; calculated fronZ — 1T decay products matched to generated objects
and reconstructe;. Variation of Gy, over the full range leads to changes which are well
below the statistical uncertainty of the expected numbeavehts after cuts. Nevertheless, it

1Event Summary Data
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Figure 9.3.: Effect of varying the the size of the inner coig between 0.05 and 0.12. The solid green
areas range between the minimum and maximum central valukipef the modified
histograms. The sample giving the best agreementZvithtt in a Kolmogorov-Smirnov
test is used for the ratio.

should be noted that the bin entries vary in a correlated {eaging to a systematic shift of
roughly 1 GeV in the peak. The optimal value @y is 0.1.

As tracks are copied independent of the cone sizes, muonsaedfected. Some other
relevant observables are shown in Figlres]9.3b, 9.4 ahdt9.8nd electrorpr, although not
much affected by the cone variations, both prefer small sdfg = 0.05 is the optimal value
within the tested range. Relative isolation on the othedregrees best with a large cormgaqg
related observables consistently show an opti@jabf 0.09. The most sensitive observable
for Thag candidates is they resolution. Cone size variation again leads to a shift ohtlean
value. The jet algorithm which provides a seed for thg reconstruction algorithm gathers
more than just energy depositions of the hadranaecay itself. This leads to an average
reconstructegr of the thaqthat is greater than the trysg. A large cone therefore cuts away
too much energy around thig,g making the result “too good”. A small cone leaves too much
energy deposited by the original muon, especially in thedrad calorimeter.

The optimal value foM; (0.98 in a Kolmogorov-Smirnov testli, = 0.1, is used in
the following. All of the above tests can also be performeddata. The information on
generator level comes solely from the simulateddecay and is fully available also when
usingZ — uu events form collision data. Thus, assuming well understddGdoy the time an
integrated luminosity of 30fb! is reached, the same embedding vs. MC comparison can be
done. Systematic uncertainties arising from badly adfustee sizes can be expected to be
well under control.
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Figure 9.5.: Effect of varying the the size of the inner coig between 0.05 and 0.12. The solid green
areas range between the minimum and maximum central valubipef the modified
histograms. The sample giving the best agreementZvithtt in a Kolmogorov-Smirnov
test is used for the ratio.

9.1.3. Vertex Reconstruction

Proton-proton collisions do not happen exactly at the eecotthe detector. They are spread
around the beam spot, especially along the z-axis. In adithe actual beam spot can
be displaced from the nominal one. In the simulation, thieaised by going through the
list of generated vertices, possibly setting the beam spatrtew location and performing a
Gaussian smearing of the coordinates. In the context ofriiieedding procedure, this leads
to a problem: The reconstructed vertex is already smeartétdregpect to the true collision.
The Z production vertex of the simulatefl— 17 decay is set to the vertex to which the two
muons point. By default this is then smeared according tgp#rameters currently employed
by the simulation. This obviously means another very sutstiesmearing of the vertex from
which therts of theZ — 11 decay originate.

Any track that cannot be associated with a reconstructeg@wes attached to the beam
spot. Thus, an ATLAS event usually has at least two vertitesibeam spot and the primary
vertex. If more than one primary vertex is reconstructed,ahe with the highest scalar sum
of p% of tracks is called primary, the others are classified asypleertices. Hence, an event
without additional pile-up interactions should have twaotiees (beam spot and primary) but
no pile-up vertices. The number of vertices per event caneka & Fig[9.6a. Due to the
default vertex smearing in the simulated decay, aZ — pu sample has on average more
vertices than a read — 11 event. Especially irz-direction, tracks of the decay products
are displaced with respect to the original primary vertexe Vertex reconstruction algorithm
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Figure 9.6.: Effect of vertex smearing on the primary vertex reconstouct

does not consider them to be coming from the primary vertetie ffacks are then either
attached to the beam spot, or, in case of e.g. a 3-prpfga new pile-up vertex is created.
In the former case, tracks can have a lazx§ewhich means that they fail track quality cuts
of object reconstruction algorithms like thgaq reconstruction (cf. e.g. Fi§g. 3.4.5). This
not only leads to an inefficiency of the reconstruction bsbalb a wrong ratio of 1- to 3-
prongthaq candidates. When the default vertex smearing is switchiethef distributions are
in good agreement. The effect of vertex smearing on the ms®gt of tracks belonging to
reconstructed objects to the different types of primaryiges is shown in Figure 9.7. In
the presence of pile-up, the track multiplicity and the nemobf vertices are much higher
than without pile-up. Vertex smearing in the simulateddecay has therefore less impact on
the general vertex reconstruction. With smearing switabi&dthe number of reconstructed
primary vertices is in good agreement (Fig. 9.8a). The nurabeertices is on average 0.6%
lower in the embedding sample. Although visible, this dffem probably be safely neglected.
Without smearing, tracks point more often to the primaryesethan in reaZ — tt MC. This
effect is presumably caused by the much cleaner environimevritich track reconstruction in
the simulated T decay acts, especially when considering pile-up. Consetyléhe effect is
more visible in the presence of pile-up (Fig. 9.8b). Als@uieing the two original muons to
come from the same reconstructed vertex probably biasekstidution towards real primary
vertices.
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9.1.4. Validation of the Method

The discriminating variable for this analysisM;;. Accordingly, any method to obtain a
control sample has to correctly reproduce the quantitm® fivhichM; is calculated. These
are (cf. Eqnd. 415, 4.6 ahd 4.9):

e leptonfiyag momenta: Figs. 9.9a-9.9¢ shauy distributions of reconstructed decay
products from th&Z — 11 decay. Reconstructed objects are matched to generated part
cles from theZ decay. No additional cuts are applied. The agreement batidee 1T
MC andZ — uu after embedding is generally better than 10%. Lowwelectrons have
a higher efficiency in the embedded sample. As they are bdlewiltreshold for the
analysis (cf. Se¢. 7.1), the effect can be neglected.

e missing transverse energy: Although tRe-distribution of the embedded sample in
Fig.[9.9d is slightly shifted, the deviation is below 10%.

e angles between above objects:
Angles are reproduced correctly with the embedding proee(iigs[9.104-9.10c). The
agreement is, again, better than 10%, except for small amgisveen muon anmgh,g A
deviation is visible for angles below 0.5.

All observables which enter thd; calculation are reproduced by the embedding procedure.
The resultingM¢; distribution, Fig[9.10d, matches the one obtained f@m 11 with high
precision.
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cut standard pile-up
trigger EF mu20

muon charge chargg()-chargeft) = -1
muon vertex same vertex
muonpr > 20 GeV
muonE°  <3GeV <4 GeV
My > 60 GeV

Bt <30GeV <50GeV

Table 9.1.: BasicZ — uu selection as input for the embedding method.

9.1.5.Z — uu selection

Above sections show that, given a pute» uu-sample,Z — 11 distributions can be repro-
duced with sufficient accuracy. In a real experiment, theliigample has to be selected from
data. The selection has to be:

e pure
e uUnbiased

o efficient

A high purity is mandatory because a significant admixturetbér processes can be expected
to change the resulting shapes. Special care has to be taledear to avoid biases. The
selected muons have to represent the trdeptons. On the other hand, muon observables
are the main tool to separafe— uu from the background. Efficiency is important to ensure
a sufficiently large control sample. In general, the size obatrol sample should be larger
than the expected number of events for the process in guedtiess events result in larger
statistical fluctuations which ultimately reduce the siigaince with which a signal process
can be detected.

It should be noted that a full-fledgeti— uu analysis is beyond the scope of this thesis.
The following selection sketches the basic parts of a prdper uu selection with respect to
the processes studied here and its impact on embedding. eldwtisn criteria employed in
theZ — uu selection are summarised in Tablel9.1 and further discusdbéd following. The
relevant distributions are shown in Appendix F.
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Muons

Z — uu produces two high-energetic muons with opposite chargethiecembedding proce-
dure, a cut on thet of muons fromZ — uu decays directly defines the minimupg of s

in theZ — 11 control sample. In area — 11 process there is no such direct threshold for
the1s. Assuming the collinear approximation is valid, a cut aagh of the T decay products
poses an indirect cut on theprt. The thresholds for muons, electrons amgy candidates
in theH — 1T analysis are 20, 25 and 30 GeV respectively (cf. Se¢. 7.3pvda biases, a
safe requirement for muons froth— uu is therefore 20 GeV. Although muons (electrons)
with pr > 10(15) GeV are used in the analysis to remove overlapping recasstiyets, the
effect can be considered small since events with more thandemntified muon or electron
are discarded. ThEt requirement in théd — 1T analysis effectively further increases the
minimal T pr. Hence, if a harder cut is necessary, it will probably notehavarge effect.

It is natural to require isolated muons. Several effectehawbe taken into account. First
of all, an isolation requirement can bias thxespectrum of the muons. This happens because
the energy deposited in a cone around the muon is a functittmeahuon energy itself (see
Sec[7.1 for a more detailed discussion). Neither the atesalor relative (i.e Er over pr of
the muon)Et around the muon are flat in mugm. In addition, there is a more or less subtle
interplay between isolation, the embedding procedurel@dssulting control sample. Again,
there is no direct restriction on the energy around aréak realZ — 11 process. There is an
indirect one, manifest in the isolation requirements fertldecay products. These however,
are notidentical. While for muons and electrons fromdsecay a cut ozt around the particle
is applied, the energy aroundrg,g candidate enters the likelihood discriminant. Also, in a
small cone around the original muon, the energy deposiiiotise calorimeter are replaced
entirely. Thus, isolation is influenced by the size of this&o On the other hand, isolation
has a positive effect apart from the suppression of backgroMuons can lose energy due to
photon radiation. Hence, using reconstructed muorrtslegtons broadens th&peak. Using
isolated muons mitigates this effect.

As both muons come from the same mother patrticle it, makesestnrequire them to
be associated with the same reconstructed vertex - esyeoighe presence of pile-up. In
addition, for TAUOLA to work correctly, a decay vertex neg¢dde assigned to the Z boson
in each HEPEVT entry. This decay vertex should be identical for both decaglpcts.

Z peak

The main discriminating observable far— uu is the invariant mass of the muon pair. Using
a narrow window around the mass of tAeboson would discard most of the background.
Unfortunately, cutting into th& peak directly means changing tMy; distribution of the
control sample. Therefore, the cut ),, must be relatively looseM,;, > 60GeV keeps
almost allZ — uu events, while still rejecting the vast majority of backgnduprocesses.
Background processes considered here do not contain daemtisove theZ peak, hence an
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upper cut is not necessary. In reality the situation may fferdint, in which caséM,;, <
120GeV would be an adequate upper limit.

Missing energy

Etin Z — up is almost exclusively an effect of the finite resolution of f; reconstruction
itself and, most prominent, of jets. A cut ¢y suppressesl — 11, Z — 1T andtt. But
since jets affecr, cutting hard orfz; will favour events with well-measured jets aig.
One of the key advantages of the embedding procedure i&thedmes directly from the re-
reconstruction and does not need to be corrected forHHrerT analysis requires a minimum
missing transverse energy and cannot reject events whsregetribute significantly to the
E+ measurement. A hard cut would therefore Hfgsand destroy one of the main features
of the embedding techniqu&; < 30GeV is used for th& — uu selection without pile-up,
50 GeV with pile-up.

Jets (VBF Signature)

Since the VBF signature has great separation-power andutseace applied in thel — 17
selection anyway it is tempting to exploit the signatureadly during theZ — pu selection.
The MC samples are filtered already on generator level (chp@&h5). Beyond this, no further
cuts are applied here. Harder cuts would very much reduceutinder of events available for
validation. In addition, cutting on jets ih — upu would already decide at this stage which of
the jets are going to be used as tagging jets inthe 17 selection. While this decision will be
correct in most of the cases, it suppresses configurationbich a hadronia decay replaces
one of the tagging jets and the actuglycandidate is a misidentified QCD jet. Given a proper
Thag identification the probability for this to happen is smallewrtheless, such events occur
(see Sed. 5l1), and the embedding technique should be aigjertmluce them.

Composition of the Input Sample

The resulting composition of the selectéd— uu sample is shown in Table 9.2. With a
not overly sophisticated selection a purity of above 90%oissible. The purity suffers from
pile-up because some cuts had be loosened. The backgrowsily sunsists oft. Although
6.1% may seem problematic, it should be noted that — in ceintoaall other non-vanishing
background processes — thiessample has no VBF filter applied. This means that the numbers
in Table[9.2 are largely overestimated.

Unfortunately, the effects of such an impurity cannot bedigd properly: Taking into
account events with negative weight, theample has roughly 700,000 effective events (twice
that without pile-up). Only 10% of the sample is availabl&®BD format. Given the selection
efficiency of 6.1%, this leaves roughly 4,000 events, mosttuth will fail proper VBF cuts.
Hence, the control sample has to be assumed pure in the fofow
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process no. of events  fraction process no. of events  fraction
Z—up  6.29(1) x10°  97.24% Z—up 6.17(1) x10°  93.85%
tt 1.73(5) x 10  2.68% tt 4.0(1) x10*  6.05%
Z—T1T 470(20) 0.07% Z—T1T 500(20) 0.08%
W — uv 20(20) < 0.01% W — uv 110(60) 0.02%
H— 11 7.0(5) <0.01% H— 11 10.3(7) < 0.01%

Table 9.2.: Expected number of events for an integrated luminosity db3d afterZ — pu selection
without pile-up (left) and with pile-up (right).
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Figure 9.11.: Comparison oM; in an embedded — uu sample (with muon selection cuts applied)
to M;; in Z — 1T events. The distributions are shown after the pre-selectidoth
samples include pile-up.

9.1.6. Validation of Distributions after Z — uu Selection

Since the purpose of this control sample is to estimateMtheshape, the correct validation
would be to compare this distribution after all cuts. Agdimis is not possible due to the
limited size of thez — uu MC sample. Howeve; distributions after the pre-selection are
in good agreement (Fig. 9.11).

Figured9.12a-9.16 show variables relevant for the cutyaisal For the most part, there
is good agreement between the embedded uu sample and& — 17. Most notably, some
jet related observables (e.g. Figs. 9]14d and 9.15a) andrigle between lepton amglyqg
(Fig.[9.14&) show disagreement. All of the mentioned ola#es depend on the number of
jets in an event. Since tie— uu events are produced in separate sub-samples depending on
the number of jets (cf. SeC. 5.3), the reason might be a wragighting of the sub-samples
after the embedding procedure.
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9.1.7. Normalisation

The ratio of events in th& — 17 control sample t& — 1T events in the signal regioRemp,
has an upper limit which depends on thebranching ratio into final state in question. The
total production cross sections ., and oz_,;r are approximately equal. Therefore the
maximum value oRemp in the £h channel this is given by

max 0z up 1 ~
Remb = 07,1t BR(TT = ¢h) ~ BR(TT — th) 22 (®-1)

In general this maximum will not be reached because additi@ctors modifyRemp. Esel IS
the selection efficiency o — uu. The selection reduces the number of available events to
embed.&cyt andecyt empare the acceptances of the cut selectiod i+ 17 and the embedded
Z — pp sample, respectively. They are usually not equalis empiS Not independent of
the Z — uu selection. A highempr threshold for muons i — uu, for instance, leads
to a higher averager of the decay products after embedding. For loose selectitmtbe
embedding sample should give the same cut efficiencies pefoe one effect: Fig[ 9.17
shows the expected number of events after each cut. As tbhdedtveen the samples changes
before cut number 5 (requiring exactly one identifiggy) the efficiencies are obviously not
equal. TheZ — uu selection requires two reconstructed combined muons.€ltesonly be
reconstructed in the tracking region. As a result,theptons in the embedded— ppu sample
are already withinn| < 2.5. This is not true foZ — 171 (cf. Fig.[9.18). In both cases, ttre
decay products have to be withim| < 2.5, thus the leptorhaqpre-selection is more efficient
in the embedded sample. So, part of the loss in statisticdaltiee Z — uu selection is
recovered by a higher acceptance of the pre-selection., Adsonstruction and identification
efficiencies of tha decay products are not necessarily equal since e.g. trezksa@nstructed
in a cleaner environment and copied to the new hybrid evenalll, eomp gives the efficiency
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of the embedding procedure, which can be smaller than oma dienerator-levet lepton in
the simulated — 11 decay could be matched to an original muon (cf. Sec.9.ha) avent
gets rejected. Using a sufficiently large matching cone, ¢hn be neglected. In addition, in
the version of the code used for this analysis, the last gyefile cannot be processed. Given
the usual number of events per file this effect is below thegrgrlevel. A consequence of the
generator level filters used to produce theP&EN samples is that additional cuts have to be
applied to the generatedleptons andr decay products of the simulated decay to ensure
equal starting conditions for both samples and obtain coaiga distributions. The cuts lead
to eemb~ 0.6, but this factor gets entirely absorbed by a higher preesiein acceptance. To
summariseRemp IS given by

O0z—up Ecuts,emb
Remb= : sel€emb (9.2)
O-Z_y[-[ BR(TT — Eh) scuts

While ggmpis a known quantityscyts emb Ecuts aNdEsel have to be estimated using MC, giving
rise to a number of systematic uncertainties. Althoughrpamwledge oRemp could be used

to constrain the fit, for the signal extraction in this anaysis only necessary to know the
shape oM;; not the normalisation. It enters the significance calcokatis an additional free
parameter in the fit (cf. Chapter]10). Witge = 0.55, &cuts emb= 1.43 X 104 and gqyts =

6.8 x 107>, a value ofRemp~ 1.5 is obtained for pile-up. This factor is assumed for both
luminosity scenarios in the significance calculation.

In principle a gain in statistics of another factor of 2 woublel possible by producingh
anduh final states separately, using the same seletteduu events. Nevertheless, this gain
is rather questionable because only th@ecay products would be different in both samples.
In all other aspects the events would be correlated.

9.1.8. Conclusions

The embedding method to estimate— 17 from Z — uu data is able to reproduce most
relevant distributions with high precision. It is alreadycsessfully used in real-data analyses,
e.g. [68]. On the technical side the framework is flexible egioto be employed in other
use cases like the estimationtdfbackground in searches for charged Higgs bosons [78] or
W — tv fromW — uv [79]. As an outlook, Figuré 9.19 shows to distributions frdata
collected in 2011.

Although the embedding method produces events which axesierilar to realZ — 11
events, these events - by construction - cannot be fullyticin One of the main reason is the
fact that reconstructed muons are used as input objectg tairtfulation. The reconstruction
efficiency is not independent @i andn. Most prominent is the gap in the muon spectrome-
ter aroundn = 0, which leads to a dip in the spectrum off decay products in the embedded
sample (cf. Fig 9.18). As muon efficiencies can be estimasinguag and probe methods
they do not need input from MC and could therefore be usedrecbe.g. the) distribution.
Reweighting events in the gap region, however, might leadithtional unwanted effects, be-
cause it is doubtful how trustworthy muons in this regiorlyeare. Also, muons are subject
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Figure 9.19.: Comparison of an embedded— uu sample selected in data from 2011 to simulated
Z — 1T events. By courtesy of Thomas Schwindt. TWg distributions are in excellent
agreement. Slight deviations can be observed irthdistribution, which might point
to an insufficient modelling o in the simulation.

to photon radiation, changing the original four-vectorta thuon. While this can happen also
in Z — 1T events, double counting can occur if TAUOLA/PHOTOS prodanextra photon.
Another source of deviation is the treatment of noise. Theufation of calorimeter noise is
switched off for thert decay because otherwise it would be added on top of the lesast-
ing noise in the data event. On the other hand, this leadsaickaof noise withirCi,, the small
cone around the original muons. Finally, the resolutionestex reconstruction, especially in
z-direction, leads to imprecise vertex positions whichthes used as true vertices for the
simulation.

Using simulated decay products to replace muons from collision data is allplessource
of systematic uncertainties if the simulation does not sieffitly modelr lepton decays and
the response of the detector to the decay products. Thisissliscussed in Sec. 10.3.

9.2. Estimation of the Non-Resonant Background

The usual and well established — see ¢.g. [80] — way to s@ldirison events with high purity
involves requiring a large enough transverse mass (cf&S2rand a good electron or muon.
My is a powerful handle to suppredsbackground in the signal region and would be an ideal
observable to construct\ control region. Howevel is correlated tdVi;; as can be seen
for instance by reformulating, (Eq.[4.6), which enters the calculationMf{; (Eq.[4.9):

Xn = . t 9.3)
ErsinA@(Pr, Et) 14 M2 cotlA@(Br s, E1)/2)]

PT 2 SINAQ(Pr ¢, B h) 2p7 h P10 SINAQ(Pr ¢, Pr 1)
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H—1tt Z—>1T W-Hjets tt
without pile-up
di-jet mass 0.13(7) 4(2) 10(2) 10(2)
jet veto 0.13(7) 3(2) 3.6(9) 0.4(2)
with pile-up
di-jet mass 0.2(1) 2(1) 22(6) 16(5)
jet veto 0.09(6) 0.5(5) 13(5) 4(2)

Table 9.3.: Expected number of events after cuts for an integrated lositiyof 301,

Unfortunately, this renders inverting thér requirement unsuitable for creating a control re-
gion in which to estimat®1;;. Instead, one can make use of the fact th&Vis jets events all
Thad candidates are actually misidentified quark or gluon jetse probability to mismeasure
the charge of a reai,q is expected to be small: 1.7%(3.6%) for 1(3)-prong caneésl@l].

In anH/Z — 11 event, lepton andyaq Will almost always have opposite charge. A simple
example of a background event where this is not the case @tiaiction of aV boson with
one associated gluon jet. &aq candidate originating from that gluon will have a random
charge, because the gluon itself has a charge of zero. Siecehairge is random, it is not
correlated to the kinematics of such a candidate. Hencenmat@ample can be selected by
requiring the charge of lepton anghycandidate to be equal. Such events are often referred to
assame-sigrevents, denoted SS in the following. Events with oppositélgrged lepton and
Thag are called opposite-sign events (OS).

As Table[9.8 shows, selecting SS events creates a samplis thetally free of signal.
However, a8V boson with one additional gluon jet is an overly simplifiedeple: The sam-
ple containgt production in addition t&V + jets as well as a smaller admixture Df— T7.
Moreover, aW event needs to contain at least three hgghjets to be a valid background

event. These jets consist of quark as well as gluon jets. KQumave an electrical charge, so
the naive expectation is that jets originating from up gsare preferentially reconstructed
ast,,candidates, while jets from down quarks genergtg candidates. Fig.9.20 shows the
distribution of initial partons associated withyg candidates i 1,4 €vents. The exact num-
bers should be regarded with some caution due the ambigjintierent to matching generated
partons to reconstructed objects. Nevertheless, the fdeagly confirms the simple picture
in which the charge of the quark determines the charge ofifhgcandidate, whereas gluon
jets induce no preference. In the exampl&\bproduction with one associated jet, this leads
to a correlation between the charge of Widooson and the charge of thig,g candidate. With
the requirement of one jet withr > 20GeV and one lepton witpt > 10GeV, both within
In| < 2.5, MCFM [81] predicts at LO the relative abundances of quariggluons in the final
state oW + jet events to be: 24.7% gluon, 22.6%guark and 52.8% quark. An excess of
OS events with respect to SS events is the consequence.
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9.2.1. Validation

For the method to work, all processes of which Mg distribution is to be estimated from
the control region have to fulfil individuallyl;; (OS) =M¢; (SS). Furthermore, they have to
have either identicall;; shapes in the SS region or have the same ratio of OS to SS events
Figure[9.21 shows a comparison of tkie; distribution ofW + jets in the signal and the SS
control region. All distributions are well described by aqpenential decay function convo-
luted with a Gaussian function (see Sec. 10.2. for detaiighe no-pile-up scenario, however,
M. in the control region is shifted with respect to the signglaa. It should be noted that the
distributions are obtained by employimgsq ID factorisation. This method does not perfectly
model the leptormagcharge product (cf. S€c. 6.8.1). Further investigationgiailarger sam-
ple or, preferably, real data is necessary in order to astaiblthis is a real effect. It could be
caused e.g. by the charge correlation betweemthmson and additional quarks in the final
state of the process. As described above, selecting SSsdaeotrs gluon jets. If gluon jets
have different kinematics than quark jet3/ih+ jets events, this can bias tMg; distribution.
This hypothesis is supported by the absence of the effebieipile-up scenario. The charge
of additional jets or tracks produced by pile-up is not mdéiio the charge of thé/ boson.

As stated above, the probability to mismeasure the chargeedl hadronia decay can-
didate is small. Hencét events passing the SS selection can be considered to cairtaist
only misidentifiedryog candidates. As shown in Chaptets 7 &hd 8, this is not truesisitnal
region. Nevertheless, S6events can be used to estimate itg shape ott production. In
the signal region th&;; distribution of misidentified,q candidates and the fulll;; distri-
bution are in acceptable agreement given the statistica@ntainties (Fig. 9.22). Figute 923
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shows a comparison M;; shapes in the signal and the control region for events wighdan-

tified 1,59 candidates. In both luminosity scenarios the distribigiare in good agreement.
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the 1o uncertainties of the fit function.thaq ID factorisation is used to increase the
number of available events.

The M distribution ofZ — 1T events in the SS control region is shown in Figure ©.24.
Apart from the charge product requirement, the acceptahdbeoselection is higher for
Z — 1T events than fott production oW + jets. This leads to a significant contribution
of Z — 11 events with realh,q candidates in the control sample. The resultihg shape is
a superposition of th& peak and a non-resonant part similar to tha\bf- jets ortt events.
Fig.[9.24 shows that this superposition can be modelled bingdheZ — 11 shape obtained
from the signal region on top of thd; distribution ofZ — 11 events with misidentified g
candidates in the control region. The former is providedh®yémbedding method. A com-
parison of the latter to a combination\Wf+ jets andt events is shown in Figufe 9.128.— 1T
is clearly shifted with respect ¥ + jets andt production. Nevertheless, the total number of
expected — 1T events and their relative contribution to the control samgplsmall enough
that this can be considered a reasonable approximation.

The combination of SS events frothproduction,W + jets and the non-resonant part of
Z — 1T tott andW + jets in the signal region is shown in Figlire 9.26. Despitediberepan-
cies discussed above, these are in good agreement for Inoitolsity scenarios.

A possible contamination of the SS region with QCD multigebduction cannot be in-
vestigated in the scope of this analysis. If the charge dblepndr,,q candidates in multi-jet
production is totally random, one can expect a ratio of OSSce$ents of one. Thus, a sig-
nificant amount of multi-jet events in the control region irap that multi-jet production is
also a significant background in the signal region. Whe shape of non-resonant background
processes is presumably a result of an exponential decaffaitlower values oM;; due to



160

Estimation of Background Processes

[i

LI L L L B L A B B BB

Bz-rros
Ez - 11 fake 1hag SS
- Z 1TSS

RN

RS

X

00
i

fraction of events

(0
o

X

(0
"!‘
)

s

OO M

T
i
i

W
)
§

(XX
)
i

ARET]
M#VA
0

"

\A
i
K
o

3

o

0
00
00
X
L)

{

<1

WY
""‘

i
i

T
N

"
Y

B
s
NN
NG
DA
(N

TR
XX

(R L B LA L B L L BN L

il N T N N S RN AR R N

XORXXORAKXX

\
)
)

N

)
Y
HY

3
#
)
)
)
\
OO

Y
%
)
i
N
il
W
i
)
)
)

(
f
h
i
i
ey
i
)

3

e
()
(X
()
(X
()

i
b
b

K

=

%

ng e

i

{/
A
%
[y
!
(X

»
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fraction of events

by adding theZ — 11 OS events to the shape obtained frédm> 1T events in which the
Thad Candidate is a misidentified jet.
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region ¢t andW + jets) for events with misidentifiethoq candidates. The shaded areas
represent thed uncertainties of the fit functiorty,q ID factorisation is used to increase
the number of available events.

the selection. Therefore, multi-jet production can be elgetto have a similavl;; shape as
the processes discussed above. Hence, it can be integn&detie method. This, in fact, is
demonstrated in [68].

9.2.2. Normalisation

Similar to the embedding method to estimate; 11 from data, this method does not provide
an absolute normalisation. As discussed above, there iargeltorrelation between thé
boson and quark jets, leading to an excess of OS events. Huoe ratio of OS events to SS
events depends on details of thiggidentification. The identification efficiency is differemtrf
guark and gluon jets. Thus, changing the working point oftihgidentification can change
the ratio of OS events to SS events. Furthermore, the effigienprocess dependent. A
change in the relative abundanceténdW -+ jets events in the control region — e.g. by using
a different selection — will have an impact the OS to SS rakimally, the relative survival
probability of events with different jet multiplicity hasiaeffect on the ratioW -+ jets events
with a higher number of jets have a different admixture ofrgwand gluon jets which can be
identified asthag candidates. Changing, e.g., the configuration of the jei wetuld favour
lower jet multiplicities. A method to obtain the ratio fromaté and additional input from MC
is demonstrated in [68].

In this analysis the normalisation of the SS control samiglas additional free parameter
of the fit to calculate the signal significance. See Chdpikiod@etails. Since the number
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of expected events in the control region after the full d@d@ds expected to be small, the jet
veto is omitted in the selection of SS events.

9.2.3. Conclusion

A control sample constructed by selecting events in whighole andt,,q have the same
charge can produce &, distribution which is in good agreement with that of a conaition
of W + jets andt events in the signal region. In conjunction with the embegddéchnique to
estimateZ — 11 all major background processes to VBIF— 17 — ¢h can be estimated from
data.



Significance Calculation

10.1. Profile Likelihood Method

A proton-proton collision measured by a detector can negarmambiguously identified as a
specific process. Therefore, establishing a signal ing@anphysics is a statistical statement:
a signal is found if the observed data is statistically inpatible with thebackground-only
hypothesis il The threshold beyond which data is incompatibleHgis in principle an
arbitrary value. It is quantified by the so-callpevaluewhich gives the probability to find
data, e.g. in a repeated experiment, that is equally or lesgatible withHy. A simple
interpretation of thep-value is the one-sided tail of a Gaussian distribution: phelue is
the probability with which a Gaussian distributed randomalae, e.g. the expected number
of background events, fluctuates such that it is found in #ileatea equal to thg-value.
Hence, in particle physics tlsggnal significance s thep-value measured in units of standard
deviations of a Gaussian functian [60]:

Z=dY1-p) (10.1)

Here ®~1 is the inverse cumulative distribution of the Gaussian fiomc It is commonly
agreed to claim a discovery aZavalue ofZ > 5 orp < 2.87x 10~".

In this analysis the actual hypothesis test is done usingrbide likelihood method60].
The so-called profile likelihood rati# is defined as:

 L(fs=0,6)

Ao = — 10.2
= TLd) (10.2)

The likelihood functioriL reflects the conditional probability to observe the act@dhdjiven
that the paramete® are realised in naturefs is the signal strength parameter, which here
equals the ratio of signal events to the total number of aleskevents.# denotes the other

163
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parameters of the probability density function (PDF) tateedescribe the data (cf. Séc. 10.2).
They are callesiuisance parametetsecause they are considered to be of no direct interest for
the measurementfs and@ are the maximum likelihood estimators, i.e. the set of patans

that maximise the full likelihood. The paramet@rsnammlses the likelihood when assuming
the data to consist of background only £ 0).

Given an estimatog, the p-value of the background-only hypothesis for a measurement
with an observedyps can be calculated as

[ee]

p= [ f(q0)da, (10.3)
Oobs

where f(qg|0) is thesampling distributiorof q, i.e. the distribution ofj for repeated experi-
ments given thatly is true. The sampling distribution can be a simple Poissodistribution.
In general, howeverf (g|0) can be more complicated and has to be obtained, e.g., by per-
forming pseudo experiments. Unfortunately, the numberseludo experiments needed for a
discovery experiment is very large and thus their genarasovery (CPU-)time consuming.
An advantage of the profile likelihood method is the fact tiat a sufficiently large sample
size, the sampling distribution is known beforehand. Theregorqg is defined as:

0— {—2|n)\0 fs=0 (10.4)
0 fs<O

While in general a deviation frordlg with fs < 0 could be interpreted as the presence of a

signal which destructively interferes with the backgroutings definition reflects the assump-

tion that the presence of a Higgs boson always leads to ars&xdesvents. Using Wilks’

theorem|([82], the sampling distribution qf can be approximated by the limit distribution of

0o, a x? distribution with one degree of freedom plug dunction:

F(a0/0) = 50(00) + 5 el ~/2). (105)

The & function is a consequence of the definitionggf measurements witlis < 0 are set
to zero. Since in a background-only experiment upward fataas of fs are equally likely
as downward fluctuations, thfunction is assigned the same weight as ¥Kaistribution.
The sampling distribution is thus known. Moreover, the clative distribution of f (qo|0)
is simply the cumulative distribution of a Gaussian funetaf ,/Jo. Hence, according to
Eq.[10.3 thep-value is

Po = 1—®(y/0o), (10.6)

corresponding to a signal significance

Z= /0. (10.7)
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The sensitivity of an experiment can be characterised bgxipected signal significance
and the statistical variation of actual measurements artlm expected significance. Thus,
one is interested not only in the distributionagfin background-only experiment$(qo|0),
but also in the distribution afp in experiments with a true signal strength paraméfetiffer-
ent from zero,f (qo| ). In the limit of an infinite sample size the estimatpris related to the
measured signal strength parameter in a simple way [83],

€2
fs

Jo

where fs follows a Gaussian distribution with medfand standard deviatiam. Hence,,/Go
follows a Gaussian distribution with a unit standard desrat According to Eq[_10]7, the
significance becomes:

fs>0
fs<0

Z= Qo= (10.9)

©qlsm

The expected or median significance, fa@d.] = f;/o, can be obtained from the so-called
Asimov sampl¢60]. Asimov data corresponds to the signal plus backgrdwmbthesis with
infinite statistics and thus is equal to the expected numbevents per bin. The measured
signal strength parametég is then identical to the true valui. In this thesis Asimov data
is approximated by using binned data with bin entries olethiinom the parametrisation de-
scribed in Sed_1012. With the estimatgy obtained from Asimov datapa, the median
significance and the error bands corresponding to a vamiafids of +No are (EqCI0L):

Z(f5) = /oA (10.10)
Z(fi+No) = /Goa+N (10.11)
Z(fs—No) = maxX,/Goa —N,0] (10.12)

10.2. Modelling the Input Distributions

To build the likelihood function the data PDF must be modkll&uch a parametrisation is
by necessity a trade-off between an accurate descriptitreafistribution and a limitation of

the number of free parameters. Since given a sufficient nuofdeee parameters it is always
possible to fit any distribution, too many free parametetisice the sensitivity to the signal.

Signal: The central part of the sign8;; shape is nearly Gaussian, especially without pile-
up. A single Gaussian function, however, does not suffityatdscribe the tails and the
asymmetry (cf. Fig._8.15a). Hence, a double “asymmetrictisgdaan functionAG) is
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used to parametrise the signal process (Fig. 10.1a),

11 X— P1 1(x— p3)?
AG(x,p) = §+§-Erf<\/§p2)-exp<—§p7£) (10.13)

PDRyr(0H) = PeAG(X, P1,...,Pa) + (1— pe) AG(X, Py, - -, P3, P5),(10.14)

wherefy = (p1,...,Ps). Both asymmetric Gaussian functions share a common mean,
p3, and the error functiongg and p). Only the widths of the two Gaussian functions,
ps andps, are different, leading to six free parameters in total.

Z — t1: TheM¢; shape oZ — 11 is parametrised by the same function as the signal pro-
cess (Figi_10.1b), witBz = (p7, ..., p12). The same PDF is used to describeZhes 11
control sample.

PDF_,1;(6z2) := PDRy_ 17 (62) (10.15)

Non-resonant: TheM;; shape of the non-resonant background is actually detedipan
exponentially falling distribution of the visible makt, ., which is made to peak due to
pr thresholds for lepton anth,g as well as by a lower limit o& and by cuts o, and
Xp. TO parametrise this distribution an exponential decaytion is used, convoluted
with a Gaussian resolution function (Fig._10.1c):

2

PDFhon-red ONR) = eXp(—l) ®eXp(—}w) . (10.16)

P13 2 ps

The SS control sample to estimate the non-resonant baakgradditionally includes
Z — 11. While Z — 11 events with misidentified jets agyqcandidates can be described
by the same shape ¥¢ + jets andtt, Z — 1T events with a reat,,q but mismeasured
charge follow the same distribution as @S- 1T events. The parametrisation for the
control sample therefore has an additioBab 11 component (Fid._10.1d):

PDFnon-res,SéHNR,HZ) - (1— fZ) I:)DFnon-res‘f‘ fZ PDE%TT (10-17)

The parametergz are the same as in th&— 17 parametrisation.fz represents the
relative contamination of the SS control sample with resbda— 117 background.

The combined data PDF is the sumtbf— 17, Z — 1T and the non-resonant component,
I:)D':data: (1_ fs) [fR PDFZ%TT + (1— fR) I:)DFnon-resl + fsPDFHarr, (10-18)

wherefris the ratio of the resonadt— 11 background over the total background. The signal
parameter®y are fixed in order to avoid thieok-elsewhere effe¢see e.g..[84]). The data
PDF has 63+ 2= 11 free parameters, six from tde— 17 PDF, three from the non-resonant
PDF and another two parametefsand fr for the normalisation. The input distributions after
all cuts are very much determined by statistical fluctuatidoe to the limited sample sizes.
For the signal and th& — 171 distribution the leptork,,g centrality, nj1 x nj2 < 0 for the
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tagging jets, the upper limit oMy and the jet veto are omitted from the selection criteria.
These have only a minimal correlation wiy; in both samples. For all samples contributing
to the non-resonant distribution all requirements aftertpper limit onM+ are omitted. The
signal significance is calculated assuming that, apart statistical fluctuations, the shape of
theM;; distributions oZ — 11 and the embedding control sample, as well as the non-resonan
component of the signal and the SS control region are idantic

The likelihoodL is a product of three components, one for the signal regitenioéd by the
selection described in Chaptéfs 7 ahd 8 and two for the baakgrcontrol regions described
in Chaptef ®. It depends on tiv;; measurements in the three regions and the parameters of
the PDFs.

L(Mz|fs,0) = Lsignal regiod Mrz (Signal region|@n, 0z, Onr, fs, fr)
X Lnon-resonantM1z (S9) |60z, OnR, f2) (10.19)

X

The likelihood components of the two control regions shamameters of the PDFs used in
the signal region. The control regions thus act as additioresurements which constrain
the parameters of PRE,;; and the non-resonant PD#; andfyr. The way the likelihood is
built reveals another feature of the profile likelihood nuethhat makes it very suited for this
analysis: The two methods for background estimation pewidy shapes. But more knowl-
edge is not necessary as PDFs are normalised to unity bytaefiand the normalisation is a
free parameter of the fit.

10.3. Systematic Uncertainties

The prediction of the expected signal significance diffeosnf the calculation of the signif-
icance of an actual measurement in that different uncewtsimave to be considered. Sys-
tematic uncertainties here have much the same meaning ealiaxperiments. They are the
consequence of an imprecise knowledge of theoretical aréxental parameters which does
not vanish in the limit of infinite data. They are often intumed if Monte-Carlo simulation is
used to estimate aspects of the experiment. Common exaarngléise energy measurements
of jets or the theoretical uncertainty in the cross sectioa process. Another example is the
estimation of processes from data which has to be validateding Monte-Carlo simulation.
The lack of knowledge has to be taken into account when clogl the significance and, in
contrast to statistical uncertainties, can only decrdassignificance.

In addition to systematic uncertainties, there are unceigs in various predictions: This
kind of uncertainties is similar to real systematic undattas but does not occur when carry-
ing out a real experiment. The uncertainty of the absolutenafisation of background in this
analysis is an example. The imprecise knowledge comes fnenthieoretical cross section,
from the limited amount of MC events or from using e.g. cutdaisation. If the normal-
isation estimated from simulation does not give the corexgtectation value the predicted
signal significance will be inaccurate. But these uncetigsrwill not be present in a real ex-
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Figure 10.1.: Parametrisation of input samples for significance calmnat
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periment because the number of observed events is prekisalyn. Effects of uncertainties
of the prediction can be estimated in principle. E.g. themalisation can be varied within
the theoretical errors of the cross section. Other soutemsever, like uncertainties of the
shower model of the MC generator or PDF uncertainties neddiadal MC samples which
are not available for this analysis. Statistical uncettesnare estimated using toy experiments
as described in the next section.

The likelihood function, Ed. 10.22, takes as input the obs&M,; distribution from the
signal selection and the twd;; distributions from the background estimation methods. The
selected data in the signal region is, by definition, freeystesmatic uncertainties. The nor-
malisation parameters are determined by the fit. Only thkdracnd estimation methods are
left as sources of systematic effects. The ratio of evengsadontrol region to events in the
signal region determine how strongly the shape parametersamstrained, which directly
influences the signal significance. This however is not aegyatic uncertainty but only an
uncertain prediction: Once the experiment is carried ogitniiimber of events will be known
with absolute certainty. Thus, systematic effects needettakien into account only if they
lead to a discrepancy between tfie; shape in the signal and in the control region.

The embedding method to estimate- 11 relies on simulation to replace the muons with
simulatedr decay products. To estimate the effect onhe shape, variations as suggested
in [61] have been applied to electrons, muons apg candidates which replace the original
muons in an embeddetl— uu sample including pile-up (cf. Table 10.1). For all threedsn
of decay products the four-vectors are scaled up and dovaswa@heEr or pt resolutions are
varied by Gaussian smearing with the given parametersati@mi of the reconstruction and
identification efficiency is simulated by randomly deletadraction of candidates. This is
obviously possible for variations towards lower valuesypsince particles can be deleted but
not (easily) created. The impact of these variations orMheshape is shown in Figufe 10.2.
The effect is below the statistical error bars per bin andistneglected in the following.
Effects of cone sizes as discussed in §ec.B.1.2 are nodevedihere as it is assumed that a
proper optimisation can be performed on &g eeandZ — U L.

In Chaptef D it has been demonstrated thaiMhgedistributions obtained from the control
regions are generally in good agreement with corresporaistgbutions in the signal region.
Residual deviations come presumably from statistical dlaiwbns. As the statistical uncer-
tainties of the distributions are rather large due to thétéichnumber of available MC events
these might mask true shape deviations. Hence, a conseregiproach is to take the statisti-
cal uncertainties of the fit parameters obtained from thé&dpatind component in the signal
region as systematic uncertainties. Systematic uncégsiaof this kind can be implemented
in the profile likelihood method in the form of additional sance parameters. Each parameter
p’ of the PDFs used to fit the control region #r— 1T and the non-resonant background is
shifted with respect to the paramefem the signal region:

pP=p+a. (10.20)

The systematic uncertainties are assumed to be distribatentding to a Gaussian probability.
For each parameter the Likelihood function is multiplied dysaussian function with the
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Figure 10.2.: Effect of variations to estimate systematic uncertainti@dl variations are performed
independently. The solid red areas range between the mimiemd maximum central
value per bin found in all variations and the unmodified distiion. TheM; distribution
is shown after pre-selection and Bl/lepton-requirements.

variablea centred around zero.

2
G(a,0,04) = exp(-z%a) (10.21)
The width of the Gaussian functiooy, is set to the statistical uncertainty of parameter
obtained from fitting the PDF to the signal region. Since PDR and PDRron-rescontain six
and three free parameters, respectively, a total of ningiaddl nuisance parameters is added
to the likelihood function. The values of th®, are shown in Table_10.2. The likelihood
function including systematic uncertainties now reads:

L(Mrr[fs,0) = Lsignal(Mrz(signal region|6y, 6z, OnR, fs, fr)
x Lzt (Mg (embedding|6) x |_| G(0,0,0q,)
ajin 6,
X Lnon-resonan(Mrr(SS)|OZ,9,NR7 fZ) X I_l G(aj707 qu) (10.22)

A /
ajin 6\

As a consequence of the additional parameters both baakdjDFs are less constrained by
the corresponding control region. This lowers the sensitie a signal and therefore reduces
the signal significance for a given observation.
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parameter variation
electrons

E scale +0.5%
Et resolution 00073 Et
rec./ID efficiency —0.2%
muons:

E scale +1%
1/pr resolution  0011/pr[GeV] 4 0.00017 GeV
rec./ID efficiency —1%
Thad -

E scale +3%
E resolution 045,/E[GeV|
rec./ID efficiency —5%

Table 10.1.: Variations applied to the embedd&d— uu sample to estimate the impact of systematic
uncertainties.

parameter Oqg;

w/o pile-up  w/ pile-up

Z— 1T p7 11.31GeV 14.77 GeV
ps 15.46GeV 10.79 GeV
Po 0.69GeV  3.34GeV
pio 0.48GeV 7.97GeV
p11 38.26GeV  2.46 GeV
P12 0.016 0.072

non-resonant pyj3 10.92GeV 16.15GeV
P14 3.75GeV  5.80GeV
P15 2.33GeV  3.20GeV

Table 10.2.: Statistical uncertainties of the fit parameters used agmsyaic uncertainties of thigl;;
shapes estimated from the control samples.
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Figure 10.3.: Signal significance in background-only pseudo experimgmisingmy = 115GeV. The
solid line is a Gaussian function fit to the data points.

10.4. Pseudo Experiments

Pseudo experiments can be generated using the PDF{dp obtain randonM; distribu-
tions. The number of events is a Poissonian random variaiftetiae nominal normalisation
as mean. These pseudo experiments can be used to test tloelmsthf and the validity of
some of the assumptions made above.

According to Equatioh 1015, the distributiona@yf in background-only experiments should
follow an exponential distribution for values qf > 0. Equivalently the signal significance is
supposed to follow a half Gaussian distribution with a meareeo. Fig[ 10.B shows that the
significance is indeed well described by a Gaussian funcWgithout pile-up, however, the
mean of the Gaussian function is smaller than zero. This®fdy subtracts the shift from
the real significance, decreasing the significance obtdnoad pseudo experiments. For the
final results shown in the next section this offset is cogedor.

The distribution of the signal fractiorfs, and, as a result, the significance in experiments
including signal are supposed to be Gaussian distributediedl. Both assumptions can be
verified using the pseudo experiments. The outcome is shofigure$ 1014 arld 10.5. In both
cases the distribution is in good agreement with a Gaussiactibn. Moreover, Eq$. 1011
and10.1P state that the standard deviation of the signdedistribution is equal to one. As
can be seen in Fig. 10.5, also this assumption is well judtifie

In addition, the pseudo experiments give information alibataccuracy of the normal-
isation obtained from the fit. Figufe 10.6 shows the mean okasSian function fit to the
relative difference between the estimated and true numbsigoal events as a function of
my. In both luminosity scenarios there is a bias towards a smaigjnal strength. This bias
is probably related to the shift in the distribution.gfjp observed above. Since with the latter
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effect corrected for the signal significance obtained froemAsimov data and from the pseudo
experiments are in acceptable agreement, there is no néakktadditional measures against
the bias within the context of this thesis.
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10.5. Expected Signal Significance

The likelihood fit to Asimov data for an assumed Higgs bosorssnaf my = 120GeV is
shown in Fig[CI0J7 for the signal region and in Figures 10 @ER9 for the two background
control regions. Due to the way the Asimov data is constdjctke likelihood fit of the
signal plus background hypothesis exactly reproducesdtepbints in the signal region and
the background control regions. For the background-onjyoliyesis the data PDF is less
consistent with the data points.

The resulting expected signal significance for an integratminosity of 30fb 1 is shown
in Figure[10.1D for both luminosity scenarios as a functibthe hypothetical Higgs boson
mass. Systematic uncertainties have a major effect onlynualler Higgs boson masses:
The systematic uncertainties reflect uncertainties inMhge shape of eitheZ — 1T or the
non-resonant background. Since the contribution of nepsrant background in the signal
mass region is relatively small, the further the signal npeessk moves away from thé peak
the smaller the effect of the shape variations becomes. &heat value of the significance
obtained from pseudo experiments is in acceptable agrdemi#mthe value obtained from
the Asimov sample. The expected signal significance witpoetup ranges between@®r for
my = 135GeV and 4o for my = 125GeV. The behaviour of the significance as a function
of my is an effect of two competing effects: on the one hand, thexsection of VBH — 17
and thus the size of the signal peak monotonously decreasefeasing values ofiy. On
the other hand, the signal peak moves farther away fronZ theak for increasing values of
my. Therefore, the signal significance has a maximum in thawjcof my = 125GeV. In the
presence of pile-up a substantial decrease of the sigmafisance with respect to the no-pile-
up scenario is observed: With betweefd for my = 115GeV and Do for 125GeV a data
sample corresponding to an integrated luminosity of 3dfis not sufficient for a sensitive
measurement of VBH — 11 — /h.
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Figure 10.7.: Likelihood fit to Asimov data in the signal region correspimugito the expectation for an
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Figure 10.10.:Expected signal significance for data corresponding to &wgiated luminosity of

30fb~. Error bands correspond to variationsfgbf +1(2)a.



Conclusions

At the time of writing this thesis ATLAS has collected a datanple corresponding to an
integrated luminosity of 9fb~1 [69]. With this data, Higgs boson searches at ATLAS are
able to exclude a Standard Model Higgs boson in most of thgerdetweenmy = 146 GeV
and 466 GeV|[[16]. In order to discover the Higgs boson, egflgavith a mass close to
the LEP exclusion limit of 1141 GeV, a larger sample, preferably at a higher centre-ofsmas
energy, is required. In this mass regirkk,— 17 is an important search channel. In order to
prepare for future Higgs boson searches, this thesis preaestudy of the sensitivity of the
ATLAS detector for a Standard Model Higgs boson in the chbwg& H — 17 — /h+ 3v.

For this study a data sample corresponding to 3t a centre-of-mass energy of 14 TeV
is assumed. The analysis updates earlier results in the digimore recent developments
and significantly extends previous studies in two importesgtects: For the first time in this
search channel, pile-up is completely taken into accowetofdly, novel methods have been
developed which now allow for estimating all dominant backond processes from data.

In this thesis a pile-up scenario with a luminosity.#f= 10°3s 1cm2, a proton bunch
spacing of 75ns and 6.9 simultaneous minimum bias intenagthas been investigated. In
this scenario, the signal acceptance decreases by about&ifgoethe standard selection cri-
teria. Three main sources have been identified: The trigheridentification of hadronic
decays and the veto on additional jets in the central regidheodetector. The efficiency of
the electron and muon triggers decreases on level-2. Therpemce of ther,,q identifica-
tion suffers from additional energy deposited close to @nedadate. The veto on additional
central jets rejects events due to jets from pile-up. Int@dito a lower signal efficiency,
pile-up results in a worsB+ resolution caused by the increased amount of energy deposit
in the calorimeter and additional noise. As a consequeheagisolution of the reconstructed
Higgs boson masd\i;;, deteriorates. The width of the mass peak increases by &08at
TheZ — 11 background is affected in the same way as the signal. Thexéflp; as the dis-
criminating observable loses much of its separation poW&th updated selection criteria, a
Thagidentification which includes the effects of pile-up and tiseng of jet-vertex associations
for the veto on central jets, most of the loss in signal aceg® has been recovered.
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180 Conclusions

The influence of pile-up on thkl;; distribution puts even greater emphasis on the esti-
mation of the dominant background processes from data. Awdehbas been developed to
estimate th&Z — 11 background fron¥ — uu data. Muons in a data event are replaced by
simulatedr-lepton decays. The simulated decay products are integnate the data event
on the level of calorimeter cells and tracks. The hybrid ¢éveesulting from rerunning the
standard reconstruction algorithms modeb 11 events to high precision. Possible system-
atic uncertainties related to the use of simulatddpton decays have been studied and found
to be negligible. A second control sample to estimate theidant non-resonant background
processesd) + jets andt production, is constructed by selecting leptpgg pairs with equal
charge. The influence of quark and gluon jets and the regudtirrelation between the charge
of the lepton and they,,q candidate have been investigated. The composition of thealo
sample and the effect of a contamination with resonant lrackgl have been studied. The
mass shape extracted from this control sample is in goocaget with theM; distribution
of the non-resonant background in the signal region.

The profile likelihood method has been used to calculatexpeated signal significance.
Since all dominant background processes can be estimaigddata, the only remaining
source of systematic uncertainties is a possible discpletween the mass shapes in the
control samples and in the signal region. Based on simulatio such discrepancies have
been found. Instead the statistical uncertainties of thrampatrisation have been used as a
conservative estimate of the systematics. Not considgileeup, the expected signal signifi-
cance ranges betweerdd for my = 135GeV and 4o for my = 125GeV. This confirms the
outcome of previous studies. In the presence of pile-upxpeaed significance drops to be-
tween 160 for my = 115GeV and Do for 125GeV. This substantial decrease in sensitivity
is in accordance with a recent study of VBF— 17 — ¢/ [[71]].

With the increasing amount of data collected by ATLAS, mahthe assumptions being
made in this thesis have already been confirmed. The emlgetddinnique to estima&— 11
from Z — pu data has been successfully employed in recent analysea3c8)]. Although
Monte Carlo simulation describes the data collected in 20102011 already reasonably well
within the limited statistics, the novel methods for thekground estimation developed in the
context of this thesis will allow to perform a search fbr— 77 in VBF with almost no input
from simulation. Future studies of VBH — 11 will have to take into account the effects
of pile-up on various aspects of the analysis. The pile-ugltans encountered during data
taking in 2011 is already similar to the scenario this stuglgased upon. Nonetheless, with
the growing understanding of pile-up that will develop frdm many different analyses being
performed on current data it is reasonable to assume thattV/BFtt will profit from more
sophisticated reconstruction algorithms, new tools awctirtigjues which may mitigate the
effects of pile-up and improve the sensitivity of the expent.



Validation of the Embedding Method with
Pile-up

The validation of the embedding method shown in §ec. B.1pérformed on a sample which
does not contain pile-up. The corresponding distributiarise presence of pile-up are shown
in the following. As in the non-pile-up case, only the A/GEN 2, 3 and 4-parton samples are
used in order to avoid high weights from samples with lowistigal power. The conclusions
made in Se¢. 9.1l.4 remain unchanged. Note, however, theaithple used for this comparison
has been generated using an inner cone €jzeof 0.08. This fact explains e.g. the less visible
shift in the distribution of£.
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Validation of the 1,54 ID factorisation.

The following validation figures show all observables neseegfor the cut selection presented
in Chaptef¥ after the pre-selection. A separate validdtonV + jets andtt production is
shown. Thet sample is filtered to contain events in which thgscandidates are misidentified
QCD jets. Note that the regular and factorised samples drearmalised to each other: the
distributions show the expected number of events after theelection.
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Figure B.1.: Observables frofiV + jets samples used in th& — 7T cut selection.
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Additional th4q ID Variables

The following figures contain sommg,q variables in addition to those shown in Chajpter 8.
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Figure C.1.: EM radius and centrality fraction of 3-prong,q candidates.
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Loose Cuts Selection

The loos cuts selection comprises the standard selecttematin modified cut values. For the
pre-selection, electrons and muons are required to pave 15GeV. 1,54 candidates must
havepr > 20GeV. The following cuts are modified:

o 1 >20GeV,
e D<Xx <1,

o Mt <40GeV.

pr.j, > 20GeV,

Ar’jl,jz > 2.5,
M;j; > 350GeV,
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HEPEVT

The HEPEVT record of singleZ — 11 decay extracted from 2 — upu event comprises 10
lines. The first line contains an event number and the numibearticles in this event. The
other 9 lines contain information about the twadeptons (lines 5-10) and the boson (lines
2-4). The first line of each particle entry contains an indbe, status code (2 for unstable,

1 for stable final state particles), the pdg ID (23 for theoson andt15 for thet leptons),

two indices of mother particles and two indices of decay pobsl The next line is made up

of the three momentum components, energy and mass. Thékasintains the position of
the production vertex. The twoleptons have the 4-vectors of the original muons scaled such
that the mass is equal to;. TheZ boson is the sum of these 4-vectors. The production vertex
is the reconstructed vertex to which the muons point.

4951 3

12230023

13. 19189882 -9. 36381888 358. 26952854 369. 87071573 90. 47421719
1. 50303829 2. 49593687 -4.44014549 0. 00000000

21-151000

41. 35693271 17.15949321 266. 84691430 270.58321731 1. 77700000

1. 50303829 2.49593687 -4.44014549 0. 00000000

31151000

-28. 16503389 -26. 52331210 91. 42261424 99. 28749842 1. 77700000

1. 50303829 2.49593687 -4.44014549 0. 00000000

Figure E.1.: A HEPEVT record of a typical — 17 decay in the embedding procedure.
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Selection ofZ — uu Events for the
Embedding Procedure

The figures in this chapter show the observables used by theuu selection as input to the
embedding procedure.

199



200 Selection oZ — uu Events for the Embedding Procedure

(%) (%)
+— Ml aRa s v L R A AR RN +— C T T
c g E c 0.22F 3
g F - H 1T ] g F - H 1T ]
D 10l -+ Z — 1T (QCD)] 1) 0.2 -+ Z — 17 (QCDY
Y— E - Z—uu w— 0.18¢ =
o L W — uv ] Oo]_ei 3
S 02k t - S Tk ]
2 8 ] E S 014" =
Q r ] Q F 3
8 150 ] @ 012 ]
= = =0k E
WS e 7 0.08- 3
107 0.06- 3
? 0.04- ]
107 | E 0.02- =
n I N T T L PO AT NS A A C -
0 1 2 3 45 6 7 8 9 Q 20 40 60 80 100
no. of muons pr [GeV]
a) Number of reconstructed muons per event. b) Muon pr.
p pr
42045:” A A e ) A A B g T
o F = HoTr E o 1z =H-oT €
3 047 + Z - 11 (QCDY)] 3 ' +ZHLT(QCD;
4= 0.35- ~Zpp - et D and
g F W — puv ] g L =W —ev i
g0.25§ . ‘g
0.15- 3 f i
0.1 3 I ]
r E 10-3?
0.05 E F
Cho? ] T T I T N i 53
0 20 40 60 80100120140160180200 0 0102030405060.70809 1
AR<0.2
My [GeV] ET /PT
(c) Di-muon mass. (d) Relative isolation of muons.
0
+— NN N e R NN RN RN RRR R RS
%0.225 H -
C - — 1T |
q>_, 0.2 -+ Z— 1T (QCDY)]
w— 0.18F - Z— uu =
o r W ]
c 0.16/ A
.8 0.14 =
"6 F E
g 0.12- E
= 01 =
0.08; E
0.06}- ol 3
0.04;- E
0.02f | =
LTI v
0 10 20 30 40 50 60 70 80 90 100

Er [GeV]

(e) Missing transverse energy.

Figure F.1.: Observables used in tlle— uu selection (without pile-up).
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