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Chapter 1
Introduction

Top quark physics is one fundamental section of contemporary high energy physics (HEP).
The top quark production in collisions of high energy elementary particles via the electroweak
interaction that is usually called the single-top production is one of the interesting fields of the
top quark physics awaiting in-depth experimental exploration. The subject of this thesis is a
measurement of the cross section of one of the physics channels of the single-top production
in high energy proton-proton collisions. The details of this measurement as well as the theory
background and its importance for new physics searches will be discussed in this document.

The successful start of the Large Hadron Collider (LHC) [1] machine at CERN (Switzerland)
in late 2009 offered a unique opportunity to advance the frontiers of many interesting fields
of HEP including top quark physics. The unique opportunity is opened up due to the energy
reached in interactions between elementary particles. The key argument of the motivation for
increasing the interaction energy in HEP experiments is that the physics laws that are already
known today might be just some low energy projections of more general and fundamental
laws of physics that manifest themselves in high energy interactions. Theories that predict
some new physics phenomenon, normally also provide some estimate of the energy scale at
which the phenomenon would become important.

Besides the energy scale, the luminosity of collider experiments plays an important role
in HEP studies, since results of these studies are statistical inferences made from data con-
sidering also the theoretical and the instrumental systematic uncertainties of the performed
measurements. Thus, large amount of data collected during the LHC operation time will help
to perform precise measurements.

The designed energy of the proton beams that are accelerated by the 27 kilometers ac-
celerator ring of the LHC is 7 TeV !, which allows to have 14 TeV center-of-mass energy
(c.m.) in proton-proton collisions. This is a by almost one order of magnitude higher scale
with respect to the energy scale of the TEVATRON [2] hadron collider facility operated until
2011 at Fermilab (USA). The designed high rate of the proton-proton collisions at the LHC is
determined by the crossing rate of oppositely moving proton bunches at particular collision
points that happen once in every 25 ns. This rate is obtained by means of a high number of
proton bunches accelerated through the LHC ring, considering of 2808 bunches per beam.
Taking the geometrical structure of the proton bunches and the average number of protons
per bunch into account, the nominal instantaneous luminosity of the LHC is 103 cm—2s71.
The LHC gradually improves its performance to reach the nominal operation conditions. The
intermediate steps were and are still necessary in increasing of the beam energy and intensity.
The presented study used data, which was collected during the LHC operation period in 2010

'For expressing values of the energy and momentum the HEP natural units system is used in the document,
while space and time variables are given in SI units. All physics expressions are given in HEP natural units as
well.
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with 3.5 TeV energy per beam and with varying instantaneous luminosity by 107 — 10% times
lower than the nominal value. The integrated luminosity of data collected by the ATLAS (A
Toroidal LHC Apparatus) detector [3] that is used in this study is 35 pb~!.

ATLAS is one of the major experiments, which uses the proton beams of the LHC to collect
high energy collision data. The detector is a complex system of various sub-detectors, the
magnet system and the supporting infrastructure. It is built to record large multiplicity of
high energy leptons and hadrons created in the proton-proton collisions. It is designed for
many years of operation with the intermediate upgrades of the sub-systems.

The ATLAS experiment has a rich list of physics goals. Perhaps, the most interesting and
fundamental question that it should answer together with another LHC experiment, CMS [4,

], is whether the Standard Model (SM) [6—8] Higgs mechanism [9—11] of the mass generation
for elementary particles is realized in nature. The mechanism predicts the existence of heavy
spin-less Higgs boson. It is the only unobserved particle predicted by the SM. The possible
discovery of the Higgs boson would be a real success of this theory.

The SM is a theory of the basic building blocks of the micro-universe and has been, to a large
extent, experimentally proven. It is a combined model of the quantized gauge theories, which
describe the unified electromagnetic and weak interactions (electroweak) and the strong inter-
action in a frame of Lagrangian formalism of gauge fields. The building units of the SM Lag-
rangian are the quantum operators of the matter and the gauge fields and the coupling con-
stants. The quanta of matter fields represent the known fermion particles, quarks and leptons.
The quantized gauge fields are included in the theory in order to keep the Lagrangian invari-
ant under local gauge transformations 2 of the matter fields. This means the SM Lagrangian
has a certain symmetry group of gauge transformations, which is SU(3)c®SU(2),&U(1)y.
The construction of the SM Lagrangian invariant to the SU(3)c®SU(2),®U(1)y gauge sym-
metry group is dictated by the nature of the existing fundamental interactions. In general,
the gauge invariance requirement introduces a coupling of matter fields with gauge fields
introducing the coupling constants.

SU(2),®U(1)y and SU(3)¢ correspond to the unified electroweak interaction and the strong
interaction respectively. The number of gauge quanta, called vector bosons, that arise in a
gauge theory is equal to the number of generators of the symmetry group of the theory and is
n? —1, where n is the dimension of the symmetry group. The strong (color) interaction, which
acts only in the quark sector of fermions, treats a quark as a color triplet and therefore, the
dimension of the symmetry group that is needed to describe the strong interaction is 3. This
leads to the 8 massless vector bosons, g (gluons), of the corresponding SU(3)c gauge sym-
metry group, which mediate the strong interaction between the quarks. The corresponding
part of the SM, which describes the strong interaction is called Quantum Chromodynamics
(QCD) [12-17].

The unified electroweak interaction involves the whole fermion sector of elementary particles,
quarks and leptons. The weak interaction has a specific (chiral) structure. It treats the matter
tields as left-handed and right-handed and the gauge transformations of those are different.
The left-handed particles make weak isodoublets and the corresponding gauge symmetry
group is SU(2)r. The right-handed particles are weak isosinglets of the SU(2); symmetry
group. There are three families of quark weak isodoublets consisting of up- and down-

“This is a rather general requirement to the quantum system Lagrangian meaning that the whole physics picture
has to be independent of the choice of the local coordinate basis at each point of the gauge space.



Table 1.1: Three generations of quarks and leptons. Their electric charge and measured masses are
provided [25].

Quarks Leptons
Generation Symbol Charge Mass [MeV]  Symbol Charge Mass [MeV]
1 u +2/3 1.7t03.1 1, 0 <2-1076
d -1/3 4.1t05.7 e -1 0.51
2 c +2/3 (1.18t0 1.34) - 10>y, 0 <0.19
s —1/3 80to 130  pu~ -1 105.7
3 t +2/3  (172.94+0.6 £0.9) - 103 Vr 0 < 18.2
b -1/3 (4.13t04.37)-10% 7~ -1 1777

flavor quarks and three families of lepton weak isodoublets consisting of charged leptons
and corresponding neutrinos. The electroweak symmetry group SU(2);,®U(1)y introduces
3 + 1 gauge fields. The quanta of the electroweak gauge fields, vector bosons, are massless
in order to keep the electroweak Lagrangian gauge invariant. This is in contradiction with
the experimental fact that the weak interaction is a short-range interaction and therefore, its
carrier particles should have non-zero masses. This problem is solved by means of the Higgs
mechanism. In this mechanism, a weak isodoublet of a complex scalar field is added to the
electroweak Lagrangian. One component of this field is made to acquire a non-zero vacuum
expectation value (spontaneous symmetry breaking) that leads to three non-zero mass com-
binations of the electroweak vector bosons, one massless combination and one massive scalar
particle, the Higgs boson. The arisen massive vector bosons are the W+ and Z particles and
the fourth massless vector boson is the photon, 7. The W= bosons couple only with the left-
handed weak isodoublets of quarks and leptons. Other vector bosons, Z and +, and the scalar
Higgs boson couple to both left-handed weak isodoublet and right-handed weak isosinglet
fermion fields.

Fermions are also massless before the spontaneous symmetry breaking due to the gauge
invariance of the electroweak Lagrangian. The Yukawa coupling [18, 19] terms of the Higgs
tield with the fermion fields, which are added to the electroweak Lagrangian in the gauge
invariant way, are responsible for the generation of fermion masses.

The fourth known type of fundamental interactions, gravity, is not included in the SM form-
alism. However, gravity, due to its weakness with respect to other interactions, has negligible
impact on the theoretical calculations relevant to our study and therefore, is neglected.

Discovery of the top quark in 1995 [20, 21] completed the third family of the strongly inter-
acting sector of the known elementary particles, the quarks. Later, in 2000, the third family of
the electroweakly interacting elementary particles, the leptons, was completed [22] with the
missing member, the tau neutrino. These discoveries were a great success of the SM, which
have required the existence of the top quark and the tau neutrino after the first members, the
bottom quark and the tau lepton, of the third family quarks and leptons were found [23, 24].
Table 1.1 presents all three generation fermions, their electric charges and the experimentally
measured masses. Table 1.2 presents the vector bosons and the scalar Higgs boson.

In order to account for the fact that fermion flavors are interchanged between the different
generations via the electroweak interaction, a mixing mechanism is included in the SM Lag-
rangian. In the quark sector the Cabibbo-Kobayashi-Maskawa (CKM) 3 x 3 complex unitary
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Table 1.2: Gauge vector and Higgs bosons. Their electric charge and measured masses presented in
GeV units, except of the gluon mass, which is a theoretical value, are provided [25].

Symbol g zZ w+ o W H
Charge 0 0 0 +1 -1 0
Mass[GeV] 0 0 91.1876 +0.0021 80.3994+0.023 n/a

matrix describes the mixing of the down-type quarks [26, 27] in the electroweak interactions,

d/ d Vud Vus Vub d
s’ =V | s =| Vg Ves Vb s (1.1)
b/ L b L ‘/;fd ‘/;S ‘/tb b L

The up-type quark couples (via the charged vector bosons, W) with the down-type quark
of the same generation, which is a mixture of all down-type quarks. The strength of the
coupling with the specific up-type quark and the down-type quark flavors is proportional
to the corresponding CKM matrix element. It is experimentally known that the diagonal
elements of the CKM matrix have the largest values [28]. This means that quarks prefer to
couple within the same family. The interesting consequence is that the top quark prefers to
decay into a bottom quark and a W boson via the electroweak W —t — b vertex and can be
produced via this vertex in high energy collisions. This is the SM mechanism of the single-top
production that was already mentioned.

The top quark has the largest mass among all SM particles ® and is about 40 times larger
than the bottom quark mass. This significant difference from other fermion masses has some
important consequences in the SM theory. It has a large impact on the precise calculations of
the electroweak processes via loop corrections. In particularly, it makes the theoretical pre-
diction of the Higgs boson mass very sensitive to the precise value of the top quark mass [29].
The Higgs boson is expected to couple with the top quark stronger than with other fermi-
ons due the large mass of the top quark. This makes it possible to search for the associated
production of a Higgs boson with top quarks in proton-proton collisions [30, 31]. In contrast
to other quarks the top quark decays via the weak interaction before hadronization due to
its large mass. This allows to measure its mass and charge directly from its decay products
as well as to test the chiral structure of the weak interaction in the quark sector. This later
phenomenon is in a tight relationship with the single-top physics and related searches for an
evidence for new physics.

The pair production of a top quark and its antiparticle (referred as top-pair or ¢t) is mediated
by the strong interaction and has high enough cross section at the LHC c.m. energies. Due
to the high c.m. energy in the proton-proton collisions at the LHC, the necessary fraction
of the proton momentum, z, that is needed to produce two top quarks, is relatively smaller
for the colliding constituent partons (quarks, gluons) of the protons. The parton distribution
function (PDF) [32] of gluons gets larger than PDFs of quarks for low z values. Therefore,
the cross section of the top-pair production is enhanced due to the large contribution of the
gluon-gluon fusion. The ATLAS experiment measured the top-pair production cross section

*The latest studies of the ATLAS and CMS experiments indicate that the Higgs boson mass should be close to
125 GeV if it exists at all.



using 35 pb~! of recorded data [33], which has shown an agreement with the SM prediction.

The total cross section of all three channels (see Chapter 2) of the SM single-top production,
t-channel [34-427] , s-channel [43—-47] and the W associated production (Wt-channel) [48-54], is
roughly two times smaller (see Table 2.1) than the cross section of the top-pair production [55]
for 7 TeV c.m. energy proton-proton collisions at the LHC. The largest cross section among
the three channels belongs to t-channel. The goal of the following study is to measure the t-channel
cross section and thus, test the validity of the electroweak SM in the heaviest quark sector. The meas-
urement is based on a selection of t-channel events with a single high energy electron. We
do not use events with muons in the measurement. The reason is that the muon final state is
expected to have different background content and kinematics than the electron final state. In
this work we developed a measurement of the background specific for the electron final state.
A central requirement of the t-channel signal selection is the presence of a b-flavored hadronic
jet in the candidate events. The selection requirements are based on the expected topology of
the t-channel events in order to minimize any bias due to the contribution of the background
processes. The main SM background processes to the single-top production are the top-pair
and single W boson production in association with hadronic jets (W+jets). Due to the pres-
ence of a W boson in these background processes, they have the same high energy electron
signature of the signal. Moreover, given that they have significantly larger cross sections than
t-channel, especially W+jets, the rate of the selected background events can be rather high.
Another important SM background process is the production of hadronic jets via the strong
interaction (QCD multi-jets). Due to the small but non-zero probability that the hadronic jet
can be reconstructed as an electron in the ATLAS detector, fake QCD multi-jets events can
mimic the t-channel signal. The small probability of selection of a fake electron event is con-
trasted with the QCD multi-jets production cross section several orders of magnitude higher
than the t-channel cross section. Therefore, the fake electron background becomes important
to the measurement. Realistic Monte-Carlo simulation of the signal and background pro-
cesses in the ATLAS detector as well as auxiliary measurements are needed to make reliable
predictions for both signal and background event yields. The signal measurement precision
in data crucially depends on the precision of these predictions. Figure 1.1 shows the predicted
inclusive cross sections and the corresponding event rates of the SM heavy flavor quark and
vector boson productions as a function of the c.m. energy of collisions at the typical instant-
aneous luminosities of the LHC and the TEVATRON. The exclusive cross sections of the light
QCD multi-jets production with kinematic requirements on the transverse energy of the hard-
est jet are also presented. The SM Higgs boson inclusive production cross section is presented
for two different assumed Higgs boson masses. The gaps between some of the TEVATRON
and the LHC cross section curves at the same c.m. energy are due to the different colliding
beams used. The TEVATRON was operated with proton and anti-proton beams.

The document consists of eight remaining chapters. In Chapter 2 the theoretical models
and predictions of the single-top production in hadron-hadron collisions are discussed. The
SM mechanism of the different channels of single-top production is described. The second
part of Chapter 2 is dedicated to the review of the theoretical models of new physics that can
have experimentally observable effects on the single-top production rates at the LHC. It is
shown that the different channels have different sensitivity to various types of predicted new
physics models. This makes a study of the single-top production channels a powerful test of
the SM. Deviations from the SM predictions will provide information about the underlying
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Figure 1.1: Dependence of the theoretical cross sections of different physics processes of the Standard
Model on the c.m. energy of colliding proton-proton (at LHC) or proton-antiproton (at TEVATRON)
beams. The left ordinate represents a cross section, while the right one represents the event production
rate per second given a typical operation value of the instantaneous luminosity of the LHC and the
TEVATRON.



new physics phenomena.

Chapter 3 provides a description of the ATLAS detector. Geometrical configurations, func-
tionality principles and performance of each sub-detector and the integrated system of mag-
nets are presented. The trigger system and the data acquisition scheme of the ATLAS detector
is also described.

Details of the data collected and used in this study are presented in Chapter 4. The over-
view of the Monte-Carlo model of the ATLAS experiment is provided as well. Monte-Carlo
simulation samples of the signal (t-channel) and background processes used in this study are
introduced.

Chapter 5 describes the first step of the physics analysis that is the selection of the recon-
structed physics objects in both data and Monte-Carlo simulated events. Selection details of
each physics object such as electrons, muons, hadronic jets, b-tagged hadronic jets and the
missing transverse energy are discussed. Our study is based on these objects. The selection is
optimized for the t-channel analysis.

Chapter 6 provides the details of the event selection optimization. The t-channel event
topology in terms of the expected multiplicities of the different physics objects and the distri-
butions of the kinematic variables was exploited in order to reach an optimal expected signal
to background ratio. Monte-Carlo simulated samples of the t-channel signal and its SM back-
ground processes are used in the optimization study.

Chapter 7 describes the details of the data driven measurement of the QCD multi-jets and
W+jets background. In spite of using the Monte-Carlo simulated samples for the W-+jets pro-
duction process, its contribution to the final selection has to be measured using data itself.
The reason is that the heavy flavored content (hadronic jets initiated with c¢- and b-quarks) of
the W+jets production is not well understood in the existing models of Monte-Carlo simula-
tion. A new data driven method is developed that allows to measure the QCD multi-jets and
Wjets background.

Predictions for the selected signal and background event yields have uncertainties due to
various reasons. Chapter 8 reviews the sources of these systematic uncertainties.

Chapter 9 provides a description of the statistics methods used in the study for the t-channel
cross section measurement. The measurement is done in the frame of an unbinned maximum
likelihood. It is performed considering all systematic uncertainties on the event yields. For
this goal, the profiling method of the maximum log-likelihood ratio is employed. An up-
per limit on the t-channel production cross section is also estimated. A dependence of the
t-channel cross section measurement on the expectation of the cross section of the W associ-
ated production, which is a not yet discovered process, is explored. A summary of the results
completes Chapter 9.






Chapter 2

Single-top production in proton-proton
collisions

An overview of the theoretical aspects of the single-top production mechanism in the SM
is given in the following chapter. The characteristics of three distinct production channels
in proton-proton collisions are discussed. The results of the theoretical calculations of cross
sections of these channels are provided. Also, the possible non SM physics processes that
might influence the single-top production at the LHC are reviewed. New physics can affect
cross sections of the different single-top channels in different ways, which depend on the
exact type of a new phenomenon. Thus, the precise measurement of the cross sections of the
single-top channels at the LHC experiments is important. Deviations from the SM predictions
can be linked to the presence of the new physics.

2.1 Standard Model single-top processes

In the SM the top quark interacts with the down-type quarks via the SU(2);, charged gauge
boson W#. Only the left-chiral components of the quark fields participate in this interac-
tion, which means the interaction vertex, W — t — ¢, has the vector-minus-axial-vector (V-A)
structure and is described by the expression —z’ﬁ%ﬂ“(l — 75). Here, g is the electroweak
coupling constant, V4, (¢ = d, s, b) is the CKM matrix element and 7*(1 — ~5) is the V-A struc-
ture constructed with the Dirac matrices, 7. The amplitude of this interaction, which is also
known as the charged-current (CC) weak interaction is proportional to V;,.

The CC weak interaction is responsible for decay of the top quark as well as for the single-top
production. Both partial decay widths and the production cross section of single-top via the
CC weak interaction are proportional to |th]2. Indirect measurements point that V;4 and Vi,
are small numbers of the orders of 1073 and 10~ respectively [28]. Then considering the CKM
matrix unitarity condition, |V;4|? 4 |Vis|? + |Vis|?> = 1, under the assumption of the existence of
only three fermion families, we have that |V};| ~ 1. Therefore, the main decay mode as well
as the single-top production mode is via the W — ¢ — b vertex.

From the theoretical or physics analysis point of view it is convenient to distinguish the SM
single-top production in three channels according to the virtuality of the involved W boson.
Single-top production in t-channel proceeds with the space-like (¢4, < 0) W boson exchange
between a light quark and a b-quark of the colliding protons resulting in the production of
an on-shell top quark and light quark ! pair (see Figure 2.1a). The s-channel production
implies the process of different flavor quark and anti-quark pair annihilation into a time-like
(¢4, > 0) W boson, which produces a pair of on-shell top and bottom quarks (see Figure 2.1b).

Under "light” the v, d, c and s quarks are assumed.
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The third process, an associated W production has the W boson as a final on-shell (¢, = 0)
particle produced along a final top quark. Its amplitude is the sum of a t-channel and an
s-channel Feynman diagram (see Figure 2.2), when in the first case the space-like top quark
from a gluon splitting interacts with a bottom quark producing the on-shell W boson and in
the second case the time-like b-quark is the propagator.

T

(a) t-channel s-channel

Figure 2.1: Tree level Feynman diagrams of t-channel (left) and s-channel (right) production of
single-top.

g t g t
b
% M
Vi
b W b _

Figure 2.2: Tree level Feynman diagrams of the Wt associated production of single-top.

Due to the W propagator the t-channel differential cross section is proportional to 1/(q3, —
m?,)?. Since ¢, < 0 the differential cross section is larger in the kinematic region of low
absolute value of gy leading to the total cross section to be proportional to 1/m%,. This fact is
(partially) responsible that the t-channel cross section, which is of the order o3, is comparable
to the top quark pair production cross section, which is proportional to o2 but scales as 1/4m?.
Here, ayy = 1/127 is the running electroweak coupling constant calculated at the W mass and
as ~ 0.1 is the strong interaction constant 2,

The spectator light quark created in the t-channel process, which can have rather high mo-
mentum, normally has a low transverse momentum. This is the consequence of the fact that
the t-channel cross section is dominated by the kinematic region with small |¢Z,|. As we will
see later, this feature of the spectator quark plays an important role for the identification of
the single-top t-channel process (see Chapter 6).

The s-channel cross section is of the order a3, similar to the t-channel cross section although
it scales as 1/s and therefore, is much smaller at the LHC than the t-channel cross section. The
Wt-channel cross section has higher order than the other channels, a;ayy, since it involves a
strong interaction vertex. However, the Wt-channel has two massive, on-shell final particles
and thus, its production requires the higher kinematic region (momentum fractions, x, of
the interacting partons) than the t-channel production. Therefore, at the LHC the Wt-channel

Tt is calculated on a squared value of the transfered momentum that is typical to a given process. In case of the
top quark pair production the typical transfered momentum is the two times top quark mass.
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2.1 Standard Model single-top processes

cross section is a few times smaller than the t-channel cross section. This can be seen in Figure
2.3, which shows a depndence of the NLO cross sections of all three channels of the SM single
top production on the c.m. energy of proton-proton collisions calculated using the MCFM
tool [56].

pp collisions m,=172.5 GeV
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Figure 2.3: Dependence of the NLO cross sections of the single top production channels on the c.m. en-
ergy of proton-proton collisions. The cross sections are calculated using the MCFM tool and assuming
My-quark = 172.5 GeV.

Single-top production t-channel and Wt-channel imply an initial b-type quark (see Figure
2.2 as an example) interacting with other particles via the weak or the strong vertex. The ori-
gin of the b-type quarks is gluon splitting into a virtual bb pair as it is shown on the Feynman
diagram of the t-channel process in Figure 2.4. The gluon splitting mechanism is responsible
for the existence of the c- and s-type quarks in protons. The differential cross section of the
process drawn in the diagram is higher when the b-quark is more collinear to the initial gluon
and asymptotically diverges if the mass of b-quark is taken as zero. This divergence is reg-
ulated by the b-quark mass and the resulting total cross section is of the order oy In(m?/m?).
Any additional gluon emission process adds contributions to the total cross section propor-
tional to the higher powers of a; In(m?/m?) (collinear logarithms). Thus, o In(m?/m?) serves
as the expansion variable for the perturbative approach of the cross section calculation. Con-
sidering m; ~ 170GeV, m; ~ 4GeV and o, ~ 0.1 the expansion parameter is roughly equal to
1 that makes the perturbative calculations irrelevant. An analytical summation of the collinear
logarithms of any orders is possible by Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP)
equations [57-59]. This leads to the introduction of the PDF of the b-quark, which includes the
logarithmic terms summed at all orders when calculating cross sections. If the bb pair is not
collinear, then its contribution in the total cross section is calculated using the perturbative
approach.

Both t-channel and s-channel are produced with different amounts of ¢-quark and ¢-quark
in proton-proton collisions due to the higher probability to pick-up u-quark or d-quark than
their antiparticles. For instance, the charge conjugated process to the process shown in Figure
2.laisub — dtand it has a smaller cross section due to the smaller probability to find u-quark

11



Chapter 2 Single-top production in proton-proton collisions
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Figure 2.4: t-channel Feynman diagram of t-channel with initial gluon splitting into a virtual bb pair.
Possible gluon emission from the virtual b-quark is included in the diagram.

rather than u-quark in the colliding protons. Since b-quark and b-quark arise from gluon
splitting, they have the same probability to enter into an interaction. This determines that the
charge of the final state top quarks in Wt-channel production is symmetric.

Theoretical calculations of the single-top production cross sections for all three channels
exist at the next-to-leading order (NLO) level [60-63]. Calculations of the higher order correc-
tions to the cross section beyond NLO also exist at next-to-next-to-leading-logarithm resum-
mation of soft gluon loops [42, 47, 54]. Figure 2.5 presents the t-channel production NNLL
cross sections [42] at the LHC. The NNLO cross sections at 7 TeV for the top quark mass
172.5 GeV are summarized in Table 2.1 including the top quark pair production [55].
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Figure 2.5: Single-top production t-channel cross section at the NNLL level for 7 TeV and 14 TeV in
proton-proton collisions as a function of the top quark mass. The left plot presents the cross section of
the t-quark production and the right one corresponds to the t-quark production [42].

Top quarks decay due to the CC interaction in much shorter time than is needed for hadron-
ization. Measuring Vi, in the top quark decay is a rather challenging experimental exercise.
The reason is that the existing experiments are able to identify top quark production events
in the Wb decay mode only ®, while distinguishing the other decay modes is much more diffi-

*Hadronic jets b-tagging is used for this goal.
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2.2 Single-top production/physics beyond the Standard Model

Table 2.1: Single-top production cross sections for three different channels calculated at NNLL [42, 47,
]. The top quark pair production cross section calculated at approximate NNLO [55] is also provided
for comparison. The values are given in pico-barns.

t-channel s-channel Wt—channel\ top-pair

3.32 0.29 .34 16.
64.571535  4.631020 15747 13¢ | 166.87193

cult. The DO and CDF experiments estimated lower limits on |V};| by measuring the branching
ratio R = (t — Wb)/(t = Wq) = [V|?/ > g=d.sb |Viq|?. The measurements assumed the unit-
arity of the CKM matrix and the existence of only three fermion generations. The results for
the lower limit of |V;;| are |Vy| > 0.89 [64] and |V;| > 0.78 [65] reported by DO and CDF
respectively. The only known way to directly estimate |V};| without appealing to the CKM
matrix unitarity is to measure the cross sections of the single-top production channel(s). The
averaged result from DO [66] and CDF [67, 68] is |Vy| = 0.88 £ 0.07 , which is consistent with
the above results obtained by studying the top quark decay modes.

All CKM elements are estimated by various measurements. The results are used for a global
fit of the SM parameter space [28]. The fit resultis |V;;| = 0.999152f8:88882g. In the next section
we will see how the measurement of cross sections of all three single-top channels can be
linked to new physics. If precise measurements of all channels have smaller cross sections
than predicted by the SM this would mean that V};, is significantly less than 1. This would
leave room for the 4th generation quarks, still preserving the CKM matrix unitarity.

2.2 Single-top production/physics beyond the Standard Model

Precise measurements of cross sections of single-top production channels can serve as power-
ful tests for new physics. The possible effect of new physics phenomena can be a modi-
fication of the W — ¢ — b weak interaction vertex by introducing some additional non-SM
coupling between the top quark and other SM particles. Or it can be an effect of a coup-
ling of the top quark with a new particle or particles. Depending on the exact type of the new
phenomenon it would have different effects on the different single-top production channels.
These possible effects will also influence the top quark decay width. Although the top quark
decay width is rather large, which determines its fast decay; it is still smaller than the exper-
imental resolution in the existing hadron-hadron collision experiments. In general, if new
physics appears at some energy scale A, its effect on the single-top production would scale as
(v/s/A)"™, where n is some natural number [69]. In contrast, the same effect in the top quark
decay would scale as (m:/A)". At the LHC, /s can be much larger than the top quark mass
and the relative effect of the new physics can be much more enhanced in the production of
the top quark than in its decay.

New physics can be directly observed in case its characteristic energetic scale A is lower
than the c.m. energy of an experiment *. If this is not the case, then the place where to search
for its evidence is the SM couplings between the SM particle fields and gauge bosons. The run-

* Assuming the possible new particle(s) and/or interaction(s) couple(s) with the existing elementary particles.
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Chapter 2 Single-top production in proton-proton collisions

ning coupling constants are sensitive (e.g. via the higher order corrections with new particle
loops) to the new physics that depends also on the type of the new phenomenon. It can be
shown [70-74] that provided that /s < A, then any new physics effect can be parameterized
by adding the high (n > 4) mass dimension gauge invariant terms to the SM Lagrangian.
These terms modify the production rates of the different SM processes that can be searched
on experiments independently of the particular model of underlying new physics. Due to the
large mass of the top quark, the physics processes, which involve the top quark production
are expected to be sensitive to new physics. The higher dimension terms of the effective Lag-
rangian change the coupling strength (anomalous coupling) at the SM vertices like W —¢ — b
and also, introduce new interaction vertices with flavor changing neutral currents (FCNC).
FCNC is not possible in the SM at the tree level, the quark flavors are changed only by the
weak charged current mediated with W=. It is possible via loop diagrams involving a vir-
tual W boson but the corresponding amplitudes are strongly suppressed. For instance, the
SM prediction of the branching fractions for t — ¢Z is of the order 10~!2 [75]. Various mod-
els of new physics can lead to an excess in the strength of the FCNC vertex also involving
the top quark production. Existence of new scalar fields [76—75] or new exotic quarks [79] as
well as supersymmetry [80-84] and technicolor [85] theories predict the branching fractions
of top quark FCNC decays into a light quark and Z or v in the range 1073 - 10~°. This has an
effect on the t-channel cross section of the single-top production. The enhanced FCNC inter-
action implies t-channel production involving new propagators but not only . For instance,
the top quark and the spectator light quark in the final state can be produced viathe Z — ¢t — ¢
and v — t — ¢ FCNC vertices °.

The s-channel cross section is also increased by the FCNC interaction. For instance, the
strongly coupling underlying new physics might imply the existence of the process ¢g —
g — tc. However, this enhancement of the s-channel production rate is not experimentally
detectable because c-jets are not easily distinguished from b-jets °.

The Wt-channel production is insensitive to the FCNC interaction, since it assumes an on-
shell W in the final state and therefore, do not interfere with the possible single-top final states
mediated with FCNC vertices. It is only sensitive to the possible anomalous couplings at the
W —t — b vertex. Hence, the Wt-channel production provides a possibility to study such a
non-SM couplings without interfering with the possible FCNC effects [69].

A significant excess of the measured t-channel cross section over its SM prediction, while
the s-channel and Wt-channel measurements agree the SM predictions would imply the ex-
istence of the FCNC interaction beyond the SM. If no direct evidence of the underlying new
physics is observed, this would mean that the characterizing energy scale of the new phys-
ics is higher than the c.m. energy of the experiment. The LEP and TEVATRON experiments
loosely constrained the Z — ¢ — cand v — t — ¢ FCNC interactions [56]. The LHC experiments
will be able to impose stringent constraints. As to FCNC interactions mediated with the non-
SM bosons at the tree level, they are experimentally ruled out for low masses of these extra
bosons [86-93].

New physics can be directly searched via the tree level couplings of the new bosons or fer-
mions to the top quark. Since the existing experimental data constrain the low mass region of
the new particles, the t-channel production, which scales as 1/M3, is not sensitive to these

®One gets the corresponding Feynman diagram by replacing b-quark with c-quark and W with Z or v in the
t-channel diagram in Figure 2.1a. Meanwhile, the final light quark remains the same flavor as the initial one.
®The charge conjugate final state, Z c, is also assumed.
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2.2 Single-top production/physics beyond the Standard Model

new particles due to their large masses. Here, My p is the mass of a new particle. In con-
trast, the s-channel cross section can be largely affected by the new particle if it couples to the
top quark and if its mass is not larger than the typical c.m. energy of a parton collision. A
charged or neutral extra boson sector is less constrained experimentally than the sector of the
extra fermions [69]. One of the interesting new particle is the heavy charged W’ boson. Many
theoretical models, such as non-commuting extended technicolor [94], composite [95, 96] and
little Higgs [97-99], supersymmetric top-flavor [100] predict [101] a charged W’ boson with
a model dependent coupling properties. It couples with the top quark and the bottom quark
but not necessarily has the V-A interaction structure. W' participates in the s-channel produc-
tion 7 and interferes with the SM s-channel production mediated by W, since the final state is
always t b or its charge conjugate. It can significantly enhance the channel cross section if the
averaged c.m. energy of the experiment is sufficient to have the propagator W’ on-shell. Due
to the interference term the total cross section of the s-channel production might be enhanced
or reduced. The existing models predict [69] enhancement of the total cross section.

New physics theories, which predict a new scalar neutral or/and charged bosons can also
influence the s-channel production cross section. In theories such as for instance, the SM
and its minimal supersymmetric extensions (MSSM) the fundamental scalar fields arise as a
mechanism of the spontaneous symmetry breaking and generation of particle masses. There-
fore, they are expected to have rather strong coupling with the top quark. They also can be
composite particles consisting of the top quark and a light quark [69, 102-104] and should
have large masses [41]. The cross sections of the t-channel and Wt-channel production are not
sensitive to the heavy scalar particles, while the s-channel cross section can be significantly
boosted by the additional contribution from the tree level diagrams with the charged scalar
bosons.

From the above discussion we saw that various possible new physics phenomena can mani-
fest in the single-top production channels in different manners. The t-channel cross section is
sensitive to any new physics, which might not be observed directly but modifies the strength
and the structure of the W — ¢ — b interaction and leads to FCNC interactions. The experi-
mentally observed cross section of s-channel is not influenced by these effects but is sensitive
to new charged gauge or scalar bosons, which couple with the top quark. Since these new
bosons should have large masses (otherwise, they would be already observed on the existing
experiments), the t-channel production rate has a relatively small contribution from them.
The Wt-channel production of single-top is insensitive to the FCNC interaction and the new
heavy bosons. Therefore, it is a ‘clean” probe for any new physics that leads to the modified
coupling at the W — ¢t — b vertex.

"The corresponding Feynman diagram can be derived from the SM diagram shown in Figure 2.1b by replacing
the W propagator with W”'.
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Chapter 3
ATLAS Detector

In the following chapter, we provide a general description of the ATLAS detector. In a simple
but overall picture of the detector, its composition and the functionality is discussed.

The coordinate system of the ATLAS experiment is explained here. The notations of the
coordinate variables are used throughout the whole document. The origin of the right-handed
coordinate system is the designed interaction point of colliding beams inside the detector. The
Cartesian z-axis lies in the LHC ring plane and is directed towards the center of the ring. The
y-axis is directed upward. Thus, the z-axis lies along the beam direction at the interaction
point. Since the coordinate system is chosen to be right-handed, the positive side of the z-
axis is the direction of the beam, that moves anti-clockwise. Coordinates of the the polar and
the cylindrical coordinate systems are more useful to work with than the Cartesian ones, that
is determined by the global cylindrical symmetry of the detector. The azimuthal angle, ¢, is
measured around the z-axis with ¢ = 0 at the positive y-axis direction. R is the radial distance
from the z-axis. The polar angle, 6, is measured from a positive direction of the z-axis. Instead
of §, which is not a Lorentz invariant quantity, the pseudo-rapidity, 7, is often used. The two
quantities are related by the formula,

n = —In tan(0/2) (3.1)

For massless particles the pseudo-rapidity is the same of the rapidity, which is a Lorentz
invariant quantity. It is used in theoretical calculations related to the particle physics. Thus,
71, ¢ and R make a set of Lorentz invariant coordinates with respect to the transfer between
the ATLAS (laboratory) frame and the beam frame. The granularity of the sensitive (signal
detection) regions of the ATLAS calorimeter detector is convenient to represent in terms of
A¢ and An of the unite volume of these regions. The detector granularity has the azimuthal
symmetry ! for all sub-detectors but depends on R and 7. One more used variable is the
angular distance, AR = \/An? + A¢?. Here, An and A¢ are differences between 1 and ¢
coordinates of any two objects (e.g., electron and muon momenta).

3.1 Detector overview

The ATLAS detector [3] is the joint system of various sub-detectors and a magnetic system
as well as the electronics, cooling and installation infrastructures. Its design and sizes are
determined by the physics performance in proton-proton collisions at the LHC c.m. energies
and the luminosity. The detector is characterized by high efficiency, high resolution and an

'This symmetry is violated by the supporting constructions the largest part of which are the iron feet holding
the detector.
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unbiased determination of an energy, a momentum, a flavor and a charge sign. The require-
ment of high resolution is achieved by the fine granularity of the detector read-out system.
Fast response and short recovery time of the detector elements and the signal read-out elec-
tronics are crucial requirements given the designed bunch crossing rate, 40 MHz, of the LHC.
The abundance of high energy particles penetrating into the detector leads to another import-
ant requirement to the detector, it has to be radiation resistant in order to operate for several
years without significant degradation. This requirement applies especially to the innermost
parts of the detector, where the radiation is high. Figure 3.1 shows a cut-away drawing of
the detector. The innermost component is the semiconductor pixel tracker (Pixel) detector
[3, , ]. It is wrapped by the semiconductor tracker (SCT) detector [3, ] and both are
embedded inside the transition radiation tracker (TRT) detector [3, 108]. These three detectors
together are referred to as the inner detector (ID). The goals of ID is to measure the momentum
and the sign of the charge of charged particles and provide a good reconstruction resolution
of the primary (proton-proton collision) and secondary (particle decay) vertices. It is covered
with the central solenoid of the magnet system.

ID is followed (in the radial direction) by the calorimetry system, which consists of two
parts. The inner part is the liquid argon calorimeter (LAr) [3, 109] and the outer is the had-
ronic calorimeter (Tile) [3, 110]. The LAr calorimeter is hermetically embedded in the special
cryostat system in order to maintain argon in a liquid phase. The Tile calorimeter is designed
for measuring of the energy of hadrons (hadronic jets). The LAr calorimeter has a dual func-
tionality. Its task is to measure the energy of electrons and photons as well as for hadronic
jets. Additionally, the forward (close to z-axis) parts of the LAr calorimeter are designed to
measure energy of the beam remnants after proton-proton collisions as close as possible to
the initial directions of the colliding beams. This is an important measurement for the precise
determination of the missing transverse energy.

The calorimeter is surrounded by the muon spectrometer [3, ], which consist of several
layers of the muon detector chambers arranged with the azimuthal symmetry. The task of
these chambers is to measure muon trajectories. The muon spectrometer together with the
inner detector is used to achieve better precision of the measurement. The layers of the central
muon chambers are mounted in a range of the radial distance, which is covered by the central
toroid of the magnet system [3, 112], see Figure 3.1. In this region, the magnet coils create a
magnetic field with the azimuthal symmetry 2 (see 3.2.1). Charged particles trajectories are
bent by this magnetic filed, that gives a possibility to measure their momentum over mass
ratios and charge signs.

*Violated by the non-homogeneity of the supporting infrastructure of the detector.
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Figure 3.1: View of the ATLAS detector. Front part of the detector is cut away in order to present all sub-detectors [3].
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Chapter 3 ATLAS Detector

3.2 ATLAS sub-detectors

In this section, a detailed overview of the ATLAS sub-detectors is provided. The magnet
system, which is integrated into a construction of the sub-detectors is also described.

3.2.1 Magnet system

The superconductive magnet system of the ATLAS detector, shown in Figure 3.2 can be di-
vided into two main components, the central solenoid and the toroids. The solenoid [113, 114]
has a cylindrical shape and is installed inside the calorimeter cryostat. It covers ID within its
pseudo-rapidity range and provides the axial magnetic field of 2T with increasing radial com-
ponent towards the solenoid ends. Thus, the bending of the track of charged particles inside
the inner detector volumes happens in the R — ¢ plane. The massive iron parts of the detector
construction at the outer surface of the Tile calorimeter bends the magnetic field lines back
inside the calorimeter region.

Figure 3.2: Drawing of the magnet system of the ATLAS detector. The solenoid magnet (in the center)
and the coils of the barrel and the end-cap magnet toroids are shown [3].

The toroidal magnet system consists of the barrel [115] and two end-cap [116] toroids. Each
of them has eight coils arranged in an azimuthal symmetry as shown in Figure 3.2. Each coil
is placed inside a separate cooling volume. The end-cap toroids are rotated around the z-
axis by 22.5° with respect to the barrel. This optimize radial matching between the barrel and
the end-cap magnetic fields. The magnetic field strength is at most about 0.5 T for the barrel
and about 1 T for the end-caps. Figure 3.3a shows a picture (simulation) [117] of the ATLAS
magnetic field strength in the R — ¢ plane for z close to the interaction point. Higher strength
regions can be seen in dark red, which are created by the central solenoid as well as by the
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toroids near to their coils. The recoiled field by the iron constructions of the Tile calorimeter
is also seen as the red circle in between the toroid and the solenoid. Figure 3.3b shows the
magnetic field strength in the  — z plane with y near to the interaction point.
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Figure 3.3: 2-dimensional views of the ATLAS magnetic field strength (simulation) on the R — ¢ (left)
and the « — z (right) planes near to the interaction point. The unit on the axes is meters. The color
palette represents the strength of the magnetic field measured in the Tesla units [117].

3.2.2 Inner detector

Figure 3.4 shows the cut-away view of ID. Each sub-detector consists of a barrel and two end-
cap segments. All these three segments of each sub-detector are cylindrically symmetric. The
whole inner detector cylindrical envelope has a length 7024 mm and a radius 1150 mm.

A geometrical configuration of the different sub-detector modules of both the barrel and the
end-cap segments can be seen in Figure 3.5a and Figure 3.5b respectively. The last includes
also the barrel layers of SCT and Pixel.

The Pixel barrel consists of three layers of modules. All modules in the barrel and the end-
caps have identical functionality and are the smallest building blocks of the Pixel detector.
The first layer (called also B-layer) is arranged at 50.5 mm distance from the beam axis. Each
end-cap consist of three disks of modules. The geometry of the barrel layers and the end-cap
disks guaranties that a particle track initiated from the nominal interaction point traverses at
least three of them (within the pseudo-rapidity coverage of Pixel) and one is always B-layer.

The SCT barrel has four cylindrical layers of identical sensor modules. Each SCT end-cap
consists of nine discs of sensor modules. End-cap modules have trapezoidal-shaped geometry
of five different types. The discs have the equal outer radii, 560 mm, but different inner
radii. They are arranged at different distances along the z-axis from the nominal interaction
point. This geometrical configuration is chosen such that a track of a particle initiated from
the nominal interaction point traverses at least four of them at any pseudo-rapidity within
the coverage range of SCT.

The TRT barrel consists of three independent rings with 32 modules per ring. Each end-cap
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End-cap semiconductor tracker

Figure 3.4: View of ID, which consists of the Pixel, SCT and TRT barrel and end-cap modules [3].

consist of two sets of wheels. The inner set has 12 identical wheels and the outer set consists
of 8 wheels.

Additional information about the construction of the inner tracker sub-detectors, including
their pseudo-rapidity coverage, can be seen in Figure 3.6, which provides a schematic view
of one half (axial) of ID. Pixel and SCT provide a particle track measurement in the range of
In| < 2.5. TRT covers a smaller region of || < 2.0.

The Pixel detector has the finest granularity among all ATLAS sub-detectors. The sensitive
unit is a rectangular silicon sensor (pixel) of size 50 pum x 400 pm 3. The Pixel detector consist
of 1744 modules that makes about 80 millions of read-out channels (half of the whole ATLAS
read-out). With such a fine granularity of the signal read-out, the design goal of Pixel is to
have a resolution of the transverse impact parameter, the distance between a given track and a
given reconstructed vertex on the plane transverse to the beam axis, of 15 ym and a resolution
in the z-coordinate of a reconstructed primary vertex better than 1 mm [115].

The SCT detector consists of silicon microstrip modules. Each strip is connected to a sep-
arate read-out channel. The pitch of strips is 80 ;m for the modules in the barrel layers. The
pitch is a variable quantity for the end-cap modules. It varies in the range close to 80 um for all
types of the modules. The length of strips is approximately the same for all types of modules
and is equal roughly to 12 cm. Modules are installed on the barrel layers in such a way that
the strips are aligned along the z-axis. In the end-cap modules strips are orthogonal to the
z-axis. Therefore, in both regions only two coordinates can be measured with a single-sided
microstrip sensor. In case of barrel these are ¢ and R, where the accuracy of the measurement
of ¢ is determined by the pitch of the strips. The accuracy of R measurement is determined
by the radial alignment precision of the modules of the barrel layers. The precision is of the
order of 100 um. In case of end-cap modules the measured coordinates are ¢ and z. The ac-

*Each module has a small fraction (about 10%) of special pixels with larger dimension, 50 um x 600 um, in the
region near the edge of a front-end chip.
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Figure 3.5: Alignment details of the barrel (top) and the end-cap regions (bottom) of the layers of Pixel,
SCT and TRT modules. Cut-away pictures [3].
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Figure 3.6: Schematic view of the ID positive side in the R — z plane. The sizes of the sub-detectors
are presented in the table on bottom right side of the figure. Bottom left figure shows the zoomed
view of the Pixel sub-detector. Distances are expressed in millimeters. The dash-dotted lines from the
coordinate system origin represent the corresponding pseudo-rapidity bounds [3].

curacy of the z-coordinate measurement is determined by the axial alignment precision of the
end-cap modules, which is of the order of 200 pm. In order to measure the third coordinate,
a SCT module is a joint system of two back-to-back glued identical single-sided sensors ro-
tated with respect to each other by 40mrad. Thus, the projection of each strip from one sensor
plane to the other crosses several strips. Therefore, the described geometry of a sensor pair
allows to measure the third coordinate as well. The coordinate of the crossing point of the
two "fired" strips is known with an accuracy of the order of d(1 + cosa)/sinc, where, d is the
pitch of the strips (see above) and « is the stereo angle between the sensor planes of a module.
Each sensor (module) consists of 768 (1536) active strips. SCT has 4088 modules in total, 2112
out of which are mounted on four layers of the barrel segment. Thus, the total number of
read-out channels of SCT is about 6.2 millions.

Spatial resolution of the SCT modules was studied during a dedicated test beams [119]. It is
17 pm on the R — ¢ bending plane for both barrel and end-cap modules. Resolution in the z-
coordinate measurement is 580 pum for the barrel modules. Resolution in the R measurement
is also 580 pum for the end-cap modules.

The TRT detector unit is a straw tube of 4 mm diameter, which has a 35 ym thick wall. The
wall serves as a cathode. The anode is a tungsten wire with 31 ym diameter and stretched at
the center of a straw with a tolerance of less than 300 um. Barrel straws have 1440 mm length
and the signal is read from both sides of a straw, since its anode wire is divided into the
equivalent parts. They are arranged parallel to the z-axis and form 73 straw layers along the
radial direction. End-cap straws are 370 mm long and correspond to only one read-out chan-
nel. They are aligned along the radial direction and form an azimuthal uniform distribution

24



3.2 ATLAS sub-detectors

of 768 straws per disc. Each wheel of the inner set of the end-cap wheels (12 in total) consist of
8 discs. The distance between the discs is 8 mm. Wheels from the outer set (8 in total) consist
of 8 discs but spacing between them is 15 mm. The construction of barrel and end-cap layers
guaranty that a charged particle (with pr > 0.5 GeV) traverses at least 36 straws within the
pseudo-rapidity coverage of TRT. The exception is the transition regions between barrel and
end-caps, 0.8 < |n| < 1.0, where the minimal number of traversed straws decreases to 22. The
total number of read-out channels is about 351 thousands.

A straw operates by collecting the charge of secondary electrons induced by ionization
of the gaseous mixture, Xe/CO3/O,, which fills the tube. The ionization happens due to the
transition radiation of low energy photons from an initial charged particle, when it penetrates
inside a straw from the inter-straw transition material or vice versa. A charged particle itself
also can ionize the gas and induce a signal. Though its amplitude is smaller than the amp-
litude of the signal due to the transition radiation for the given gaseous mixture. Therefore,
we can distinguish two sorts of signals by imposing low and high thresholds on the integ-
rated signal charge (hits). Existence of the large number of the hits, which integrated charge
is larger than the high threshold, per reconstructed track can serve as a good identification
criterion for electrons, since electrons induce much intensive transition radiation due to their
small mass than other charged particles. The gain of a single straw under nominal operation
is about 2.5 x 10%. The spatial resolution of straws is about 130 um in the R — ¢ bending plane
[108] in both barrel and end-cap segments. The main goal of the TRT detector is to improve
reconstruction and identification of electrons. Besides, it helps to improve tracking in general.

3.2.3 Calorimeter

The ATLAS calorimeter is presented in Figure 3.7, which shows a cut-away view of LAr [109]
and Tile [110] sub-detectors. The total pseudo-rapidity coverage of the calorimeter is 1| < 4.9.
The LAr calorimeter system consist of the barrel segment (EM) and the two end-cap discs
(EMEC) both for the electro-magnetic energy measurement, the two end-cap discs (HEC) for
hadronic energy measurement and the two forward detector barrels (FCal) for a measurement
of the energy of particles scattered at small angles.

The EM barrel [120] covers the range of || < 1.475. It is divided in two equal parts with
axial symmetry. Each half has length of 3.2 m and inner and outer radii of 1.4 m and 2 m
respectively. The absorber material is made of accordion-shaped lead plates (see Figure 3.8).
The gaps between the absorber plates are filled with liquid argon and cathode plates are also
placed. The thickness of the EM barrel corresponds to about 22X, where X is the radiation
length [25]. Therefore, the electro-magnetic energy deposition by electrons and photons is nor-
mally contained within EM, which allows for a high resolution measurement of the energy.
The fine  — ¢ granularity in the read-out segmentation of the accordion like structure [3] al-
lows for a precise measurement of the  and ¢ coordinates of reconstructed energy clusters of
electrons and photons. This structure determines a continuous azimuthal detecting medium
without any cracks. It also helps to have a good discrimination of electrons and photons from
70 — 2v by using electro-magnetic shower shapes. Figure 3.8 shows the read-out granularity
of EM composed of three layers of read-out cells. EM is preceded by the thin 11 mm liquid
argon detector. This presampler is aimed to measure electron and photon energy loss in the
upstream materials (1.7.X¢ thick) in front of EM barrel. EM, the presampler and the solen-
oid of the inner magnet system are all contained within the central cryostat. EM has 101760
read-out channels in total. The presampler granularity implies 7808 read-out channels.
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Figure 3.7: A cut-away view of the ATLAS calorimeter sub-detectors [3].
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Figure 3.8: Schematic view of the geometrical structure of the LAr barrel and the corresponding n — ¢
granularity of the three layer read-out segmentation [3].
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The EMEC [118] discs extend the pseudo-rapidity coverage of the electro-magnetic calori-
meter and cover the range of 1.375 < |n| < 3.2. They also have an accordion-like structure and
are 0.63 m thick and have inner and outer radii 0.33 m and 2.1 m respectively. The depth of an
EMEC disc in terms of the radiation length is about 24.X,. Each disc consists of two co-axial
outer and inner wheels. The outer wheel covers the range of 1.375 < |n| < 2.5 and the inner
one 2.5 < |n| < 3.2. The outer wheel has a fine read-out granularity by n comparable with EM.
Together they cover the same pseudo-rapidity range as the inner detector. Using the tracking
information together with the EM+EMEC outer wheel information allows to have a high effi-
ciency in reconstruction and identification of electrons, matching the designed physics goals
of the detector. Electron and photon energy loss in the transition region, 1.5 < |eta] < 1.8,
between EM and EMEC is measured with the 5 mm thick presampler disc of EMEC. EMEC
has 62208 channels in both end-caps together. The presampler has 1536 channels in both sides
together.
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Figure 3.9: A schematic view of the geometrical structure of a single module of the LAr HEC calori-
meter in the R — ¢ plane (left) and the as-built construction of four single modules (one per disc) in all
four discs (two per wheel) presented in the R — z plane (right). Both radial and axial dimensions are
given in mm [3].

The HEC [121] wheels (two per end-cap) are allocated beyond the EMEC discs in the axial
direction. Each wheel consists of two disc segments made of flat cooper plates (absorber) and
liquid argon gaps (detector material) to form a sampling detector. The absorber plates are
arranged orthogonally to the z-axis. The HEC has quite constant depth of interaction length
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4 )\, which is approximately 10\. Each disc is composed of 32 modules with an identical
trapezoidal shape. A schematic view of one module in the R — ¢ plane as well as the con-
struction of all four disc modules on in the R — z plane is presented in Figure 3.9. HEC covers
the pseudo-rapidity range 1.5 < |n| < 3.2. In total it has 5632 read-out channels.

Two identical segments of FCal [122], which also operate based on the LAr technology,
are located at very closely to the beam axis and cover the pseudo-rapidity region of 3.1 <
In|] < 4.9. A schematic view of one FCal detector in the R — z plane and its arrangement
with respect to the beam pipe, the EMEC and the HEC can be seen in Figure 3.10. One de-
tector consists of one module (FCall) for the electro-magnetic energy measurement and two
modules (FCal2 and FCal3) for the measurement of hadronic energy. Copper is used in FCall
as an absorption material, while it is tungsten in FCal2 and FCal3. The radiation length of
FCall module is about 27.6X,. The total interaction length of FCal2 and FCal3 together is
about 7.3\. Thus, FCal has enough potential for energy measurement with high resolution
and it is a good shield for the muon spectrometer system. FCal has much thinner layers of
liquid argon (filling the matrix of cylindrical tubes with the cathode rods inside and aligned
parallel to the z-axis) than other LAr detectors. This makes its response time shorter, what
is an important requirement to the detector due to the high intensity of charged particles at
large pseudo-rapidity. In total FCal has 3524 read-out channels.

| [ 1 1 I [ [
350 400 450 500 550 600 650 7 (cm)

Figure 3.10: A schematic view of the modules of the FCal detector (located at the positive z-side) in the
R — z plane together with the parts of the other ATLAS sub-detectors [3].

Both end-cap segments of the LAr detector are contained inside the cryostat vessels. Figure
3.11 shows a cut-away view of an end-cap segment inside the cryostat.

The Tile sampling calorimeter [110] consists of the central barrel and two extended barrels
(see Figure 3.7). The central barrel covers the pseudo-rapidity region of || < 1.0. The ex-
tended barrels coverage is 0.8 < || < 1.7. Each of these three barrels consist of 64 identical
azimuthal modules. This structure determines the Tile read-out granularity in the ¢ direction,
A¢ = 0.1, which is the size of one module in the R — ¢ plane.

Each Tile module is made of steel as the absorber and scintillating plates made of poly-
styrene (doped with the wavelength-shifting flours, PTP and POPOP) as the detector me-
dium. Figure 3.12 shows a schematic view of the periodic structure of the absorber-scintillator
plates of a single module. The total interaction length of Tile barrels in the radial direction

*The mean distance travelled by a hadronic particle before undergoing an inelastic nuclear interaction.
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Feed-throughs and front-end crates
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Forward calorimeter

Electromagnetic end-cap calorimeter

Figure 3.11: A cut-away view of one assembled end-cap segment of the LAr detector contained in the
cryostat vessel. Electronic crates, which are hosted around the perimeter of the rear wall of the cryostat
are also shown [3].
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Figure 3.12: Schematic view of a single module of the Tile calorimeter and the zoomed out picture of
its periodic structure of the absorber and scintillator material [3].
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is approximately 7.4\. Scintillators accumulate light as a response to the deposited energy.
This light is transmitted to the photo-multipliers (PMT) using the wavelength-shifting fibers.
Each of the read-out cells are served with two PMTs. The Tile read-out is divided into three
radial layers as shown in Figure 3.13, which presents the read-out scheme for one symmetric
half of the Tile calorimeter in the R — z plane. Scintillators are grouped in read-out cells of
size An = 0.1 (1-st and 2-nd layers) and An = 0.2 (3-rd layer). Each module of the extended
barrel has additionally four read-out scintillator cells mounted from the inner side (see Figure
3.13). Similarly to the LAr presampler detectors, these scintillators are also aimed to measure
the energy loss in the transition region between the central and extended barrels. This region
has a high density of service material that leads to a significant degradation of the energy
resolution. The Tile detector provides good containment for hadronic particle showers and
its read-out granularity is sufficient for the measurement of the energy of hadronic jets and
also, for the measurement of the missing transverse energy.
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Figure 3.13: A Schematic view of the symmetric one half of the Tile read-out structure in the R — z
plane for the central and the extended barrel modules. The gap and crack scintillator modules, each
of which is divided into two read-out cells are also shown at the inner side of the extended barrel.
Boundaries of the pseudo-rapidity regions are shown by the dashed lines [3].

3.2.4 Muon spectrometer

The Muon spectrometer [111] consists of the barrel and two end-cap segments. It covers the
pseudo-rapidity range |n| < 2.7 except of the small rapidity gap, |1 < 0.08, which divides the
barrel segment into two identical parts. Additional acceptance holes in the n — ¢ plane are
due to the feet of the support structure of the detector. Figure 3.14 shows a cut-away view of
the barrel and the end-caps together with the magnet toroids. These segments are built us-
ing different types of muon detectors with different operational tasks. Monitored drift tubes
(MDT) [3] and cathode strip chambers (CSC) [3] are used for the muon track reconstruction
with high resolution capabilities Resistive-plate chambers (RPC) [3] in the barrel and thin-gap
chambers (TGC) [3] are used for triggering muons with the time resolution of 15 — 25 ns that
helps to precisely identify a beam crossing belonging to the triggered muon. RPC and TGC
together cover the pseudo-rapidity region of || < 2.4.

The barrel has three radial layers of MDT rectangular modules (see Figure 3.16) mounted
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Figure 3.14: A cut-away view of the structure of the ATLAS muon spectrometer together with the
toroidal magnet system [3].

in front, in the middle and behind of the central magnet toroids. The modules form eight
azimuthal sectors (octants) of two sets of short and long modules as shown in Figure 3.15.
The majority of modules are arranged in such a way that the perpendicular lines from their
geometrical centers traverse the beam axis.

MDT modules of the barrel middle layer are covered with the rectangular RPC modules
from both inner and outer sides. The third layer of RPC modules are adjusted on the outer
side of the third layer of the long MDT modules (see Figure 3.16) and on the inner side of the
short modules.

Each end-cap segment consists of trapezoidal modules of the MDT and the TGC, which
make seven layers (discs). Figure 3.16 shows a schematic view of the barrel and the end-cap
module layers on the bending R—z plane for the symmetric half of the spectrometer. All seven
layers are perpendicular to the beam axis. Two out of three MDT layers are located behind
the end-cap magnet toroid. They both cover the pseudo-rapidity range of || < 2.7. The
innermost MDT layer consists of two complementary discs aligned in front and co-axially
to the end-cap toroid. This layer covers the pseudo-rapidity range only up to || < 2.0.
The layer of CSC modules extends the MDT innermost layer and re-gains the coverage of
2.0 < |n] < 2.7. CSC modules are not orthogonal to the beam axis rather are inclined towards
the interaction point. This region is special because of intense particle fluxes, which requires
high time resolution and good radiation hardness of the detector. The CSC detector satisfies
these requirements.

The basic building element of the MDT detector is a drift tube [123] of radius of 3 cm. The
length of tubes varies from 1 to 6 m. Figure 3.17 shows the radial cross section of a drift tube
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Figure 3.15: Schematic view of the three layer structure of MDT modules of the barrel segment in the
R — ¢ plane, which includes the nominal interaction point [3].

d 2 , EOL
/ ’ F1
/ RPC's 7 6
10 / / \ // ]
—r T — 1”3 T 7 T T —
BoL T | 5 | 8 [/a[ ¥ 5 [ & o
/ 7 &
8 - ! / eV 2 4
BMLI™4 T 2 [ 3 [ 4 5] [ 6] L
7 7= I/ 1 3
) '/TL //4ﬁ -
7
BIL EI;/ 2
4 _ —
ElL  Eendséap 1
|~  toroid L_|
2 |
csCs _ _ __—
/ - = -
0 le=—7 : ! ! | ! ! ! >z
3] 2 4 ] 8 10 12 14 16 18 20 m

Figure 3.16: Schematic view of the muon detector layers of the half-barrel and the end-cap segments
of the muon spectrometer. One sector of the layers is presented on the R — z plane [3].
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with an incident muon track. Tubes are filled with an Ar/CO; gaseous mixture. The anode
is a tungsten-rhenium wire of 50 ym. Maximal drift time from the tube wall (cathode) to the
anode is 700 ns °.

Cathode tube

Figure 3.17: Schematic view of the radial cross section of
a MDT drift tube together with an incident muon track.

29.970 mm———+

MDT chambers consist of two parallel sets of drift tube layers (3 or 4 layers per set). Figure
3.18 shows a schematic cut-away view of the barrel rectangular chamber. The alignment rays,
which monitor deformations of the chamber frame are also shown in red. Due to the large
geometrical sizes of the chambers, especially of those, which are mounted on the outer layers
of the barrel and the end-cap segments, an additional deformation of the tubes happens due
to the gravitational forces. A special adjustment system corrects the gravitational sag via a
central cross plane of the chamber (see Figure 3.18). The obtained averaged tolerance in the
alignment of the anode wires is < 20 ym in all mounted MDT chambers [124]. This translates
into the < 80 um resolution in the z or R coordinate measurements in the barrel or in the end-
caps respectively. This means that the resolution in the sagitta measurement is about 45 ym
for muon tracks crossing all three MDT chambers. Sagitta of tracks in the barrel chambers is
measured along the z-axis. In the end-caps, it is measured along the radial direction R. Muon
momentum resolution is given with the formula Ap/p = AS x p/500 um. Here, AS is the
sagitta resolution and p is assumed in the TeV units. According to this formula, the obtained
resolution in the muon momentum reconstruction satisfies the design goal of having 10%
resolution for 1 TeV muon tracks. In total, the muon spectrometer has 1088 MDT chambers.
The total number of the MDT read-out channels is 339000.

The system of the CSC detectors consists of eight sets of small and large multi-wired pro-
portional chambers as shown in Figure 3.19. Each chamber is composed of of four CSC seg-
ments, which are able to provide independent measurements of coordinates. Each CSC seg-
ment consists of two parallel cathode planes made of copper. Thus, there are four pairs of
cathode planes in each CSC chamber. Both cathodes consist of strips, which are arranged
orthogonally to each other with a constant pitch in each plane. The anode wires are made of
tungsten and rhenium.

Figure 3.20 shows a schematic view of the CSC structure on the parallel to z-axis (left) and
on the bending R — z (right) planes. Signal is read-out from both cathode plane but not from
the wires. The azimuthal strips provide high spatial resolution, which is 60 ym. In contrast,
the resolution of the radial strips is 5 mm. Time resolution of the CSC detector is rather high,
about 7 ns per CSC segment and about 3.6 ns for the whole chamber. Together in all its 32

*’Slowness’ of the MDT detector is one of the reasons why it is replaced with the faster CSC detector in the region
of 2.0 < |n] < 2.7.
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Figure 3.18: A schematic view of the MDT chamber consisting of two sets of layers of the drift tubes.
The deformation monitoring rays of the chamber frame are also shown [3].

Figure 3.19: Layout of one CSC detector end-cap. The chambers are not perpendicular to the z-axis but
are inclined towards the interaction point [3].
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chambers, the CSC system has 30720 read-out channels.

Anodewires

Cathode strips 1 | S=d=2.5mm

Figure 3.20: A schematic view of the CSC segment on the parallel to z-axis plane (left) and on the
bending R — z plane (right) [3].

A single chamber of the RPC detector consists of two or one rectangular segments. The
segments are contiguous to each other. Each segment is composed of two layers, which are
independent detectors. Each layer consist of two parallel resistive plates and the layer volume
is filled with a gaseous mixture, which is the sensitive material of the detector. Signal from
the layer is read-out from the strip electrodes, which are metallic outer covers of the resistive
plates. The opposite strips are arranged in the ¢ and the z directions on the RPC modules.
The pitch of both sets of strips varies between 23 and 35 mm. The gap between the plates is
2 mm and is filed with a CoHaF,4/Iso-C4Hio/SFs gaseous mixture. At the operation voltage
between the plates, 9.8kV, the incident track induces an electron avalanche towards the anode
plate. The generation time is relatively short, the signal width is about 5 ns, which allows for
a good time resolution for triggering and bunch crossing identification. Three RPC layers
allow to make six independent measurement of ¢ and 7 coordinates (two per layer, since each
chamber consists of two detector layers), when a track passes through all of them. These
measurements of the ¢ coordinate, with the net resolution of 10 mm, is complementary to
the precise z coordinate measurement by MDT. The RPC system covers the pseudo-rapidity
region of |n| < 1.05, which is the region to the comparatively homogeneous magnetic field
throughout the spectrometer barrel volume. Absence of an anode wire makes its performance
in terms of spatial resolution less affected with the small deviations in the alignment precision
of its chambers. The RPC system consist of 544 chambers and has 359000 read-out channels.

The TGC detector operates with same principle of the multi-wired proportional detectors as
the CSC detector. However, in contrast to CSC, the signal is read-out from both anode wires
and cathode strips of the TGC detector layer. Each TGC end-cap consist of four discs (see
Figure 3.16), which join nine layers of the TGC detector. Consequently nine measurements
of coordinates per track are performed. In the TGC octants, which are the building blocks of
each TGC layer, the strips are arranged radially, while the wires have azimuthal alignment.
These allows to measure both ¢ and z coordinates with the strips and the wires respectively.
The ¢ measurement is complementary to the MDT measurement of the R coordinate in the
end-cap regions. The TGC resolution in a coordinate measurement in the azimuthal direction
is about 3 — 7 mm depending on the radial coordinate of a track. The end-caps cover the
pseudo-rapidity region of 1.05 < || < 2.7 but triggering is done only up to |n| < 2.4. The
TGC detectors have good time resolution and are stably working in the conditions of intense
fluxes particles. The TGC system has 3588 chambers in total and 318000 read-out channels.
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3.3 Trigger system

The ATLAS trigger system [3, 125, 126] has three levels of event selection referred to as L1, L2
and EF (event filter). Often, L2 and EF trigger levels together are referred to as a high level
trigger (HLT). HLT uses software algorithms for event selection in contrast to L1, which oper-
ates on hardware-based logics. L1 makes a decision in less than 2.5 ym using only limited in-
put from the detector read-out. This means that the read-out granularity of the sub-detectors
is degraded in order to optimize the signal processing time, when identifying interesting
physics objects like electrons, muons, high missing transverse energy and etc. It is required
to keep the event acceptance rate below 75 kHz. The ATLAS data acquisition system (DAQ)
[127] collects data from the front-end electronics of the sub-detectors and buffers it after L1
accepts an event. Also, L1 defines the detector "regions of interest” (Rol) used for L1 decisions.
L2 is concentrated only on data from Rol, which is a couple of percents of the total detector
data. L2 refines the acceptance criteria and adds other selection criteria if applicable. It fully
utilizes the detector read-out granularity in the Rols for decision making. L2 is required to
have an acceptance rate below 3.5 kHz. The event processing time is about 40 ms. Events
accepted by L2 are further processed with EF, which is able to apply refined selection criteria
of kinematic thresholds on energy and momentum of the interesting physics objects as well as
more detailed object quality requirements. EF reduces the final rate of accepted events down
to 200 Hz. It uses selection criteria for the physics objects, which are reconstructed using the
procedures similar to the offline reconstruction algorithms. The processing of one event takes
about four seconds in average. Both L2 and EF operates in a parallel regime of events pro-
cessing using multi-node computing farms. Figure 3.21 shows a block diagram of the ATLAS
trigger and data acquisition systems (TDAQ) [3, 125].
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Figure 3.21: A block diagram of the trigger, the data acquisition and the data monitoring systems of
the ATLAS detector [3].
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As can be seen from the diagram, the L1 trigger makes a decision based on the information
from the calorimeter and the muon spectrometer. The calorimeter L1 system operates using
data from calorimeter sub-detectors to identify Rol with large electro-magnetic energy depos-
ition. This energy deposition is relatively quickly converted from the calorimeter response
into the electro-magnetic energy scale. The merged read-out channels of the sub-detectors
allows to quickly identify  — ¢ region of Rol. The electro-magnetic shower might indicate
the existence of the interesting electron, tau lepton or hadron. It is also interesting in a search
of events with the high missing transverse energy. The physics studies based on an exist-
ence of muons in the final state need the trigger requirements, which are based on the muon
spectrometer L1 trigger. As it was already described in the previous sections, the muon spec-
trometer uses the RPC system in the barrel region and the TGC system in the end-cap regions
for triggering.

Different trigger requirements are collected in trigger menus. The trigger menus are com-
posed with consideration of an optimal acceptance of the interesting physics processes on
one hand and on the other hand, rates of total accepted events have to be less than the above
threshold values. During the collision data taking runs, ATLAS utilizes several trigger menus
to record data into several streams. For instance, the muon data stream is created from the
events, which pass at least one trigger requirement of the dedicated muon trigger menu. Data
streams can share the same events, since the triggers from the different menus can accept the
same events. For instance, an event with a ¢-quark pair production, where the final particles
are an electron and a muon, can ’fire” both the calorimeter based and the muon spectrometer
based triggers. This event would enter in both the muon and the so called egamma © data
streams. In our study, we use data from the egamma stream, since we are interested in the
events with an electron in a final state.

Tt is the combined word from the two objects, electron and .
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4.1 Data collected in 2010

We use ATLAS data, which has been recorded during the year 2010 under conditions of stable
beams of colliding protons. The instantaneous luminosity of the colliding beams was increas-
ing from 102" em 257! to the peak luminosity 2 - 1032 em~2s~!, which was reached during
the last period of 2010 data taking. Figure 4.1a shows the peak instantaneous luminosity as
a function of the data taking period. Figure 4.1b shows the average multiplicity of collision
events per bunch crossing (BX) as a function of the data taking period. As one can see from
the plot, the event rate was about 1-3 events per BX. We find in our study that a small rate of
additional events has no significant impact on our measurement (see Section 8.6).
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Figure 4.1: Instantaneous luminosity (left) and average number of events per bunch crossing (right) as
functions of the data taking period.

Figure 4.2 present the total integrated luminosity of data recorded by ATLAS as a function
of the data taking period. The plot also presents the integrated luminosity that has been
delivered by the LHC machine. The ATLAS detector was able to maintain a high efficiency
for data recording.

In our study, we select the part of the total recorded 45 pb~! data according to data quality
(DQ) requirements. These are the standard quality requirements [129], which are evaluated
centrally in ATLAS. DQ are evaluated as for sub-detector systems also for the trigger system
and the offline reconstruction of physics objects. The goal is to identify the data blocks, which
are recorded while the hardware and software components of the detector were working
properly and therefore, can be used in physics analysis. The total integrated luminosity of
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Figure 4.2: Total delivered integrated luminosity at LHC and data recorded data recorded by ATLAS
as function of the data taking period in the year 2010.

data, which we select applying DQ requirements is 35.3 pb~! and is known with an 3.4%
uncertainty [130].

4.2 Monte-Carlo event simulation

Monte-Carlo simulation is an inevitable component of the ATLAS experiment in order to
study the detector response to a wide variety of already known or still not observed, Standard
Model or beyond the Standard Model physics processes. It consists of several steps [131] that
should be carried out to produce simulated data to be used for the physics analysis. The first
step is the detector-independent generation of collision events. It can be done by means of
various external Monte-Carlo event generators interfaced by the ATLAS software framework
Athena [132]. A generated event is a set of stable (at the events generation level) particles with
defined four-momenta and flavors and represent our best knowledge of a real collision event.
Development of a generated collision event can include productions and decays of particles,
radiation of other particles and hadronization of strongly interacting particles. A particle is
determined to be stable if it has a chance to reach the detector materials and interact with
them before it decays. In the ATLAS detector Monte-Carlo simulation the “stability” criterion
applies to the lifetime of particles. If the lifetime of a given particle satisfies the requirement
ct > 10 mm, then it is a stable particle at the event generation level. Obviously, all stable
particles are colorless. Generated events are stored in a common HepMC [133] format and
the record is referred to as truth.

The next step of the Monte-Carlo simulation chain is to propagate all these stable particles
through the detector and simulate a realistic picture of the energy deposition in the sensitive
parts of the detector !. Energy is deposited by the generated particles and the cascades of

!Special objects called calibration hits are designed to store energy deposition in any material of the detector and
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secondary particles (normally, a few hundreds of thousands in one event) initiated by them
after the interaction with the detector material. The GEANT4 toolkit [134] is used to perform
this simulation. It relies on the detector geometry, which describe physical constructions and
conditions (e.g. magnetic field, alignment of detector parts, dead read-out channels) of the
detector. The ATLAS detector is built using the GeoModel [135] libraries ? incorporated in
the Athena framework. The detector geometry is translated into the GEANT4 format for the
event simulation. The amount of deposited energy as well as the time and the position of
the energy deposition are recorded in as so-called hits. Hits are associated read-out channels
of any sub-detectors 3. Truth objects of events are extended by including tracks and decays
of the particles created during the detector simulation step. Figure 4.3 shows an example of
the event simulation in the ATLAS detector using VP1 - a visualization software [136]. An
H — 44 event can be viewed as the red tracks of muons passing through all sub-detectors.
They deposit some fraction of their energy in the calorimeter cells presented as yellow boxes
along the muon tracks. Inner detector tracks (green curves) are also visible, which belong
mostly to low pr charged particles.

Figure 4.3: Visualization of the simulated H — 44 event [131] using VP1.

The last step of Monte-Carlo simulation of events is digitization of the simulation hits.
At this step the energy deposited inside the sensitive parts of the detector is translated to an
increase of a voltage or an electric current in a given read-out channel with further digitization

the supporting infrastructure. They are used for a Monte-Carlo based calibration of the calorimeter response
to the incident particles.

2All tasks from the events simulation to the visualization of reconstructed events use GeoModel for building the
detector geometry.

*Hits, which are geometrically contained in one readout cell of the calorimeter are merged into one final hit in
the end of simulation of a given event. In contrast to that, hits in the inner detector and the muon system are
not merged. The reason is that in the case of the calorimeter we are only interested in the amount of deposited
energy, while in the tracking detectors we need every separated hit for reconstruction of particle tracks.
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of this analog electronic signal. The output of digitization is recorded in so-called digits.
Digits are inputs for further emulation of the detector read-out electronics, Read Out Drives
(ROD), which produce the so-called Raw Data Objects (RDO). The digitization step is done
by using algorithms dedicated to the corresponding sub-detectors [131, 137-139].

RDOs are the inputs for the offline reconstruction [140] of physical objects (e.g. tracks, elec-
trons, muons and etc.) and HLT [141]. Data, which is produced by the real detector in the
‘bytestream’ format, is converted (optional) into the RDO format. Thus, after the digitization
step, the Monte-Carlo simulated events and data are equivalently treated by the event recon-
struction algorithms. L1 hardware based trigger is also simulated at the digitization step but
no event rejection is done in contrast with the real situation, where useless collision events
are rejected.

Up to now we were considering only the main and interesting type of collision events,
which is the parton hard scattering occurring in proton-proton collisions. However, the real
events seen by the ATLAS detector are overlaid with several types of background events.
This overlay (superposition) is called pile-up. Proton-proton collision events, which happen
during the same bunch crossing as the interesting collision event are the largest contributors
in the pile-up. They are called the minimum bias events. At the nominal designed luminos-
ity (10! ecm~2s7!) and the c.m. energy (14 TeV) of the LHC machine, the expected average
number of proton-proton collision events in the ATLAS detector is 23 [3]. As we already saw
in Figure 4.1b this number was smaller during the data taking period 2010, which makes less
pile-up for the interesting proton-proton collision events. Minimum bias events from the pre-
ceding and the succeeding bunch crossings also contribute in pile-up, since the time windows
for signal collection from the sub-detectors are usually larger [131] than the time between the
neighbor bunch crossings. The signal collection time windows are determined due to the
finite response time of the sub-detectors to the incident particles.

Neutrons, which are traversing the detector and are thermalized, produce the proton-
electron gas in the cavern of the experiment. It is called the cavern background. The cavern
background induces fake signal in the muon system. Impact on the cavern background on the
other sub-detectors is negligible. Beam gas and beam halo events are the additional sources
of background in the detector. Beam gas events are the collision events of the beam protons
with hydrogen and other gases in the beam pipe. Similarly, beam interaction events with the
material of the upstream infrastructure of the LHC ring and the ATLAS detector are called
beam halo events.

Minimum bias events as well as other types of background events are simulated separ-
ately. They are mixed together with the hard scattering events at the digitization step to form
realistic events with proper pile-up.

All the above described major steps of the Monte-Carlo simulation are brought together in
the simulation software [142] of the Athena framework. Further processing of the simulated
events, which implies reconstruction and identification of the physics objects (see Chapter 5),
is done using the algorithms, which are integrated into the event reconstruction software of
the Athena framework.

4.3 Monte-Carlo samples for the analysis

We use Monte-Carlo simulation for the signal (t-channel) and the SM background processes.
Different Monte-Carlo event generators are used for generation of the samples. Most of the
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samples, except di-bosons, are generated using two generators together. In the first place, the
matrix element generators are used to generate hard scattering events. Further development
of the event including initial/final state radiation and hadronization is done using a general
purpose generator, which is either Herwig [143-145] or Pythia [146]. Herwig is used for gener-
ation of the di-bosons samples. Herwig and Pythia phenomenological hadronization models
are tuned using the ATLAS data itself [147].

The samples are further simulated in the detector and reconstructed using the same ver-
sions of the detector geometry and conditions data bases as for data. Pile-up is added to the
hard scattering events in order to simulate realistic events.

4.3.1 Top quark

All Monte-Carlo samples involving top quarks, t-channel, t¢ and Wt-channel are generated
using the MC@NLO (version 3.41) matrix element generator [145-151]. The t-quark mass was
assumed to be 172.5 GeV. The CTEQ6.6 parton distribution function set [152] is used for the
description of colliding protons. Certain overlap arises between leading order ¢t and the next-
to-leading Wt-channel diagrams in calculations [52, 53] of their cross sections*. MC@NLO
solves the overlap by means of the dedicated diagram removal scheme [151]. Parton shower-
ing (ISR/FSR) and hadronization of the hard scattering events is done by Herwig.

Our study requires a prompt electron from the W decay in order to select the event (see
Chapter 6). Events, where all heavy particles created in the hard scattering decay in hadronic
modes have extremely small probability to fake the prompt leptons after the detector simula-
tion and event reconstruction. In order to save computational time and resources the events
without prompt leptons are not used. For the production of the t-channel sample it is required
that ¢ — bW (— lv), where | = e, p, 7. The tt process has two W’s in events. It is required
that at least one of them decays into leptons in order to be further simulated. No p7 or n cuts
are applied to the leptons in the production of these three samples.

Due to the relatively smaller cross section of Wt-channel, an inclusive sample is produced
for it.

We also use t-channel, Wt-channel and ¢t samples generated with the AcerMC matrix ele-
ment generator [153] interfaced with Pythia for showering and hadronization of the hard scat-
tering events. They are needed in order to study the systematic effect of the ISR/FSR model-
ing on the events selection acceptance, since the number of reconstructed jets (see Section 5.3)
strongly depends on the ISR/FSR activity. AcerMC provides a way to vary the corresponding
steering parameters and control the amount of ISR/FSR. In addition to the samples generated
with the nominal values of the steering parameters, the additional samples are also generated
with variations of these parameters. Selection of the events with prompt leptons (similarly
to the above selection) is used when producing these samples. Table 4.1 summarizes the
Monte-Carlo samples of the physics processes with ¢-quark production, their cross sections
multiplied by the corresponding branching ratios (due to the selection of events with the
prompt leptons) and the corresponding event generators. The NNLO inclusive cross sections
are assumed for t-channel, Wt-channel and ¢¢ productions (see Table 2.1).

*In fact, the overlap exists at any higher order level corrections.
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Table 4.1: Top quark production Monte-Carlo samples used in the study. The inclusive NNLO
cross sections are multiplied by the corresponding branching ratios for t-channel and ¢ samples. For
the Wt-channel sample the inclusive cross section is reported.

Sample o X BR [pb] Generator
t-channel 20.92 MC@NLO+Herwig
Wt-channel 15.74 MC@NLO+Herwig
tt 89.02 MC@NLO+Herwig
t-channel 20.92 AcerMC+Pythia
t-channel ISR/FSR 20.92 AcerMC+Pythia
Wt-channel 15.74 AcerMC+Pythia
Wt-channel ISR/FSR 15.74 AcerMC+Pythia
tt 89.02 AcerMC+Pythia
tt ISR/FSR 89.02 AcerMC+Pythia

4.3.2 W/Z+jets

In general, the largest background to the t-quark signal processes ° is the production of single
vector bosons, W or Z, with accompanying hadronic jets, since they have relatively higher
production cross sections and may have prompt leptons in the final states. The ALPGEN
[154] leading order matrix element generator is used for generation of the hard scattering
events with a single vector boson production. Showering and hadronization of the events
is performed using Herwig. For the sake of an optimal usage of computational resources,
only the events, where a vector boson decays leptonically (e, 1, 7) are further simulated and
reconstructed. Associated partons (quarks and gluons) to a vector boson are generated at
the matrix element level. Samples with different number of associated final partons (at the
matrix element level) are generated separately. They are shown in Table 4.2. Corresponding
cross sections, which consider the branching ratios of W /Z decays to leptons are also presen-
ted. The samples cross sections are normalized to the NLO prediction by multiplying their
LO cross sections with the corresponding k-factors. The MCFM tool [56] is used to estimate
the k-factors. The LO cross sections are provided by ALPGEN using CTEQ6L1 PDF set [152]
in the events generation.

The W samples in the way they are produced have significant overlap between each other
in the phase-space of the final state particles. For instance, an event with W, c-quark and
d-quark in a final state before parton showering can exist in both samples, W — (v +2partons
and the W — /v + ¢ + 1 parton. Parton showering also leads to some degree of duplication
of final states between the listed samples. For instance, the same final state can occur in the
W — fv + 1 parton and the W — (v + bb + 0 parton production samples if in the former one
the extra parton is a gluon and it splits up into a bb-pair. This overlap between the samples is
removed after the events are fully simulated and reconstructed. Then the samples are mixed

*Normally, it is studied in the single or the di-lepton final states with certain multiplicity of hadronic jets in
association.
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at the physics analysis level to form inclusive W+jets sample.

4.3.3 WW, Wz, 2z

Di-boson events are generated using Herwig. Only the events with at least one boson de-
caying into a final state with electrons or muons are selected for further simulation through
the detector. Corresponding branching ratios are calculated. The inclusive LO cross sections
of the di-bosons samples are scaled to the NLO values using the proper k-factors calculated
using the MCFM tool. Table 4.2 presents the inclusive NLO cross sections of these samples
multiplied by the corresponding branching ratios.

4.3.4 QCD multi-jets

We use a data driven method to measure the QCD multi-jets background, which has a sev-
eral orders of magnitude larger event production rate than other processes with t-quark, W
or Z particles in the final states. We use the Monte-Carlo simulation sample called JF17 in
order to test the data driven method (see Section 7.1.2). JF17 is generated using the Pythia
generator and collects all hard scattering events described with 2 — 2 matrix elements in
proton-proton collisions. Subsequent showering of partons and hadronization is performed
by Pythia. Events, where at least one hadronic jet with p7 > 17 GeV are selected for further
simulation through the detector. This sample is not a perfect model of QCD multi-jets pro-
duction, since events with higher jet multiplicity are not well described using only parton
showering and they should be generated at the matrix element level. However, we can still
consider JF17 sample as a good model of the hard scattering events for a small number of jets.
As we will see later, we are interested in this kind of events, since the t-channel signal events
are also characterized with low jet activities.

Given the large expected rate of QCD multi-jets events and finite computational resources
used in the production of the JF17 sample, its available number of produced events corres-
ponds to about one-forth of the integrated luminosity of the collected data (35.3 pb~1!).

45



Chapter 4 ATLAS Data and Monte-Carlo Simulation

Table 4.2: Background non-t-quark samples used in the study. The cross-sections include the corres-

ponding branching ratios (see the text).
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Sample o X BR [pb] Generator
Z — U+ 0 parton 807.5 ALPGEN+Herwig
Z — Ul + 1 parton 162.6 ALPGEN+Herwig
Z — ¢ + 2 partons 49.2 ALPGEN+Herwig
Z — 0l + 3 partons 13.7 ALPGEN+Herwig
Z — Ul + 4 partons 3.3 ALPGEN+Herwig
Z — U+ > 5 partons 1.0 ALPGEN+Herwig
W — lv + 0 parton 8,400 ALPGEN+Herwig
W — lv + 1 parton 1,580 ALPGEN+Herwig
W — fv + 2 partons 460 ALPGEN+Herwig
W — lv 4 3 partons 123 ALPGEN+Herwig
W — lv + 4 partons 31 ALPGEN+Herwig
W — lv+ > 5 partons 8.5 ALPGEN+Herwig
W — {v + bb + 0 parton 55.6 ALPGEN+Herwig
W — v + bb + 1 parton 41.1 ALPGEN+Herwig
W — (v + bb + 2 partons 204 ALPGEN+Herwig
W — fv + bb+ > 3 partons 7.7 ALPGEN+Herwig
W — lv + cc + 0 parton 155.6 ALPGEN+Herwig
W — lv + cc + 1 parton 1259 ALPGEN+Herwig
W — lv + cc + 2 partons 63.1 ALPGEN+Herwig
W — lv + cc+ > 3 partons 20.6  ALPGEN+Herwig
W — lv 4 ¢ + 0 parton 526.2 ALPGEN+Herwig
W — lv 4 c+ 1 parton 195.3 ALPGEN+Herwig
W — lv + c + 2 partons 51.8 ALPGEN+Herwig
W — v 4 c + 3 partons 121 ALPGEN+Herwig
W — v + c+ > 4 partons 2.8 ALPGEN+Herwig
wWw 17.9 Herwig
wZz 5.4 Herwig
Z7Z 1.2 Herwig




Chapter 5
Physics objects reconstruction and selection

In the following chapter details of the selection of the physics objects are discussed. These
objects are used to reconstruct an event out of each proton-proton collision recorded by the
ATLAS detector. Reconstructed events are later classified as signal-like or background-like
based on properties of these objects.

Physics objects are the final products of the ATLAS offline reconstruction software and have
well defined physics meaning. These are the tracks of charged particles and their produc-
tion vertices of the interaction or the decay types, electrons, photons, muons, taus, hadronic
jets, missing transverse energy E;. Reconstruction and identification of these objects in data
is performed in several steps of online and offline processing of proton-proton collisions.
Monte-Carlo simulation of the collisions does not require online event reconstruction steps
but needs Monte-Carlo generation of the events independently of a detector and later, sim-
ulation of further development of these events in the ATLAS detector (see Chapter 4). After
the detector response is simulated the Monte-Carlo events are presented in the same storage
format as data and all objects reconstruction and identification procedures are equivalently
applied to both [155].

In this study the standard procedures of object selection are used. These procedures are
common for the top quark production related searches in the ATLAS experiment, which use
the same data and Monte-Carlo samples. The selection details of electrons, muons, jets and
Fr, which are important in this measurement are provided. The b-tagged jets selection is also
described.

5.1 Electrons

Electrons are reconstructed using information from the calorimeter and the inner detector.
Reconstruction algorithms are defined for two separate regions of the detector. The central
region is defined as || < 2.5, which is the inner detector coverage region and thus, provides a
possibility for tracking. Electron reconstruction in the side regions, defined as 2.5 < |n| < 4.9,
can not use charged particle tracks and have to rely only on the calorimeter information.
Only in those events, which have an electron in the central region are of interest to this study.
Therefore, we will be concentrated only on issues related to the central electrons such as its
reconstruction, identification, energy scale calibration and resolution. Central electrons are
reconstructed and identified with a high efficiency, while keeping the fake electrons rejection
at the order of 10° [156, 157].

Electron reconstruction starts with finding an energy cluster in the electromagnetic calor-
imeter (|n| < 2.47) using a 'sliding window” algorithm [158]. The window is defined in the
n x ¢ space and has a size of (3 * 0.025) x (5 * 0.025). Here, 0.025 is the granularity of the
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EM middle layer in radians for both n and ¢ dimensions. If the cluster with a transverse
energy (in the electromagnetic scale) above 2.5 GeV is found, then the next step is to find a
matching track to the cluster within the range of || < 2.5. The cluster reconstruction has a
very high efficiency. According to Monte-Carlo simulation it is 100% for the central electrons
with Er > 15 GeV [156] Therefore, this is taken as a base for the reconstruction efficiency
measurement (see below).

The distance between a track and a cluster is measured in terms of 7 and ¢. Namely, a
difference between cluster 1 (¢) and 71 (¢) of the impact point of an extrapolated track to the
EM middle layer is taken. A track matches a cluster if An and A¢ are less than a given
threshold value. Thresholds are tightened at the identification stage, when the quality of an
electron candidate is evaluated. If there are several matching tracks, then those tracks, which
have hits in the SCT detector are preferred. The matching track, which has the smallest AR
is associated to an electron candidate. Electron cluster are re-built using a larger window,
nx ¢ =3%0.025 x 7%0.025 (5%0.025 x 5% 0.025) in the barrel (end-caps) region of the electro-
magnetic calorimeter. Once the electron candidate is reconstructed, its energy is corrected due
to the several issues. These are electron energy loss in materials in front of the calorimeter;
energy deposition outside of the cluster (lateral leakage) and behind the cluster (longitudinal
leakage) [155].

After corrections the cluster energy is taken for calculation of a four-momentum of the
electron candidate, while the direction of the electron momentum vector is determined by 7
and ¢ of the matched track at its production vertex.

Calibration of the electro-magnetic calorimeter response to electrons is done using data
from test-beam runs [159-162]. Energy corrections due to the material in front of the sensitive
regions of the electro-magnetic calorimeter and out of cluster energy depositions are derived
using Monte-Carlo simulation. In-situ inter-calibration of the electron energy scale in different
pseudo-rapidity regions is made using a purified sample of Z — ee data [156] assuming the
known mass of the Z boson. The scale accuracy within 1% for all pseudo-rapidity regions for
electrons with Ep > 20 GeV is reached.

The energy resolution of electrons is found to be worse in data then in Monte-Carlo simu-
lation. The constant term, c, of the electron energy resolution parameterization,

oE a b

appears to be underestimated in Monte-Carlo simulation. The sampling term, a/VE is
modeled correctly with 10% uncertainty. This is confirmed by the good agreement between
data and Monte-Carlo simulation for the reconstructed mean and width of the J/1) — ee mass
peak [156], which is sensitive to the sampling term due to the lower kinematic region. The
noise term, b/ E, has no significant impact at energies of interest and besides, it is well known
from the calorimeter calibration. The constant term was estimated from a qualitative com-
parison of the distributions of an invariant mass of two oppositely charged electrons in the
Z — ee samples extracted from data and produced by Monte-Carlo simulation. The res-
ulting values are ¢ = 1.1 + 0.1(stat) & 0.2(syst) for electrons in the || < 1.37 region and
¢ = 1.8 £ 0.4(stat) & 0.2(syst) in the 1.52 < || < 2.47 region.

The electron energy is corrected in data. In the Monte-Carlo samples the energy of elec-
trons is smeared in order to have the same resolution as in data. Later, we vary the energy
scale correction factors and the energy smearing parameterization parameters within their
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measurement uncertainties for the Monte-Carlo electrons. In such a way the corresponding
systematic uncertainties of event yields of the signal and the background are evaluated (see
Chapter 8).

The quality of a reconstructed electron is evaluated by checking against one or two-sided
cuts on variables which characterizes a cluster, a track or both together (e.g. An and A¢
between a cluster and a matching track as defined above). We use the tight quality require-
ments [157] in a selection of electrons.

In addition to the tight requirement for an electron candidate, it is also required to be isol-
ated. This means that the energy deposition in those calorimeter readout cells, which are
aligned around the electron cluster within some AR cone has to be small. Only those cells
that do not belong to the cluster (out-of-cluster cells) are considered. Energy deposited in
those readout cells of the hadronic calorimeter, which fall in the cone is also taken into ac-
count. The reason for this requirement is the aim to select events, where an electron comes
from a W decay, a prompt electron, and reject those events, where a selection electron is a
product of some heavy flavor decay within a hadronic jet, a non-prompt electron, or it is a
hadronic jet itself wrongly reconstructed /identified as an electron. Both the non-prompt and
fake electrons tend to have a higher amount of deposited energy in the vicinity, since they are
products of hadronic jets activity, when the energy deposition expands over a larger region
in the calorimeter. Electron isolation requirement is found to be an effective way of suppress-
ing the QCD multi-jets background. QCD multi-jets production has a large cross section and
because of this it is the main source of non-prompt and fake electrons.

By analogy to the calorimeter isolation definition, the tracking isolation is also defined.
Here the sum of transverse momentum of those inner detector tracks, which are found within
some cone around an electron track is required to be small. We use the isolation criteria
optimal for rejection of fake electrons,

{ ECAafid]'g/ET < 0.1 (5.2)
prof03 ) Br < 0.15 '
Here, Eéf?fog and thAszo.s are the total transverse energy of the out-of-cluster cells and

the total transverse momentum of the extra tracks respectively. Both are calculated within
the cones defined as AR < 0.3. Er is a module of the transverse momentum of an electron
measured in the calorimeter !.

We require that the tight isolated electron has pr > 20 GeV and |n| < 2.47 but not 1.37 <
In| < 1.52 that is the transition region between the central barrel and the end-caps of the
electromagnetic calorimeter.

In order to minimize a possible systematic bias in a cross section measurement the electron
selection efficiency in the Monte-Carlo simulation is corrected by using data-driven meth-
ods. The selection efficiency can be factorized in the reconstruction and the identification
efficiencies. Both efficiencies are measured using the "tag and probe” (I'& P) method [163]. In
general, the method calculates an efficiency for the probe object to pass some requirements
a-priori knowing that it is the interesting sort of object. This prior knowledge is based on
information from the tag object. Purified Z — ee samples extracted from data and samples
produced by Monte-Carlo simulation are used to measure electron reconstruction and iden-
tification efficiencies. If there is an electron in a given event, which passes all above listed

!'Usually, Er denotes the transverse energy defined as Er = y/pr2 — m2. Due to the tiny mass of an electron
E7 value can be replaced with the module of pr but the Er notation is kept.
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requirements, then the T'& P algorithm is looking for the other cluster, which satisfies the re-
quirements |7¢ys| < 2.47 and Er s > 2.5 GeV. If it is found and the invariant mass of these
two objects (the good electron and the cluster) lies within the predefined limits around the Z
mass, then this event is selected as a Z — ee candidate. Thus, the good electron serves as a
tag to the cluster to identify it as a probe electron. The ratio of the number of probes, N2,
which have a matching track satisfying the electron reconstruction requirements (discussed

above) over the total number of probes, N probe s the reconstruction efficiency,

NR&
(5.3)

€reco — N probe

Reconstruction efficiencies averaged over the pseudo-rapidity and the transverse energy of
electrons were measured in both data and Monte-Carlo Z — ee samples and their statistical
and systematic uncertainties ware evaluated as well [156]. The corresponding scale factor,
which will be used for Monte-Carlo events weighting (see Section 6.3) in order to account for
the small observed difference between the reconstructed efficiencies in data and Monte-Carlo
simulation was calculated [156], S Fieco = €382 /eMC — 1,005 4 0.001(stat.) & 0.002(syst.).

In the next step, the electron identification efficiency is calculated in the sample of the re-
constructed probe electrons, N2, using the equation,

Nprobe
_ “'reco+ID+iso
€D = — 5.4)
NI%CO
Were, Nrperffm Liso 18 the number of the probe electrons, which satisfy tight quality require-

ments, are isolated (Equations 5.2) and pass 1 and pr selection cuts (see above). Thus, they
satisfy the same selection requirements as the tag electrons. Identification efficiencies in both
data and Monte-Carlo samples were calculated in 8 bins of pseudo-rapidity and in 6 bins of
Er for the probe electrons. Corresponding scale factors, SFip, were computed similarly to
S Freco With the same binning as the identification efficiencies. We use the identification effi-
ciency scale factors similarly to the reconstruction scale factors for a calculation of the selected
Monte-Carlo event weights (see Section 6.3). The scale factors are varied within their uncer-
tainty ranges in order to asses corresponding systematic uncertainties of the event yields (see
Chapter 8).

5.2 Muons

Muons used in this study are reconstructed using tracks in ID and MS. A muon track is formed
by combining a MS track with an ID one, while both tracks are reconstructed independently
from each other. The algorithm for combined muon reconstruction tries to find a matching MS
track to a given ID track. When such a MS track is found, the algorithm re-fits the muon hits in
ID and MS, which belong to the ID and MS tracks. Some wrongly assigned muon hits in MS
can be dropped from the fit or some missing hits can be recovered. Pseudo-rapidity region,
where combined muons are reconstructed is determined by the inner detector coverage, 1| <
2.5. We apply additional quality requirements [164] to a combined muon track in ID, which
are related to multiplicity of muon hits in each ID sub-detectors, Pixel, SCT and TRT. This
helps to increase the purity of a selection of the prompt muons.

Comparison of Z — 11 samples produced by Monte-Carlo simulation and extracted from
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data showed that the resolution of muon transverse momentum reconstruction is more op-
timistic in Monte-Carlo simulation. Similarly to the electron energy smearing procedure aim-
ing to obtain the same resolution in data and Monte-Carlo simulation, a dedicated muon
transverse momentum smearing algorithm is applied. The smearing procedure is applied to
muons pr after the ID track quality requirements (mentioned above) are applied. The accept-
ance and isolation cuts are applied only after this.

We are interested to select prompt muons in our analysis, which are the W decay products.
Production of non-prompt muons in mainly heavy flavor hadron decay processes in hadronic
jets is the important background. In order to reduce non-prompt muon background, we use
calorimeter and tracking isolation requirements as it was the case of electrons,

{ ELE<03 < 4 GeV 5.5)
PTom > < 4 GeV ‘

Additionally, we apply a requirement that AR > 0.4, where AR is calculated between a
muon and its closest hadronic jet. Only those jets, which have the calibrated (to the hadronic
scale of energy) transverse momentum larger than 20 GeV are considered. If a muon does not
satisfy this requirement we reject the event.

Finally, we require that pr , > 20 GeV and || < 2.5.

Detailed study of the muons reconstruction and identification efficiencies in data and Monte-
Carlo simulation samples were performed [164, 165]. High precision measurements using the
T& P method were performed for the different p ranges of combined muons and with a gran-
ularity in their pseudo-rapidity and azimuthal angle. The granularity is determined by the
detector geometry considering the available amount of data. We do not provide a description
of this study, since our analysis is not affected by the muon selection efficiency corresponding
scale factors as it is in the case of electrons. As it will be shown later, we explicitly veto events
with muons in order to reduce the di-lepton background. Therefore, muon reconstruction,
identification or trigger efficiency related scale factors do not imply any corrections to the
weights of selected events of Monte-Carlo signal and background samples.

5.3 Jets

Hadronic jets are reconstructed using the anti-k7 algorithm [166] with the cone size parameter
0.4. Inputs for the algorithm are the topological clusters [167]. Topological clusters (topo-
clusters) are built by a dedicated algorithm [158], which starts by finding a seed calorimeter
cell for further clustering of the neighbor cells around the seed. A seed is required to have
the deposited energy larger than some threshold number times the noise in the seed cell (in
our case the threshold number is 4). Algorithm is able to split up the already created cluster
if two or more seed cells are found. This helps to improve jet energy scale calibration and
resolution.

Several jet energy calibration schemas have been developed. The goal of calibration is to
have a jet energy, which is an unbiased estimator of the total energy of associated particles
[155]. All algorithms starts calibrating a jet energy, which is already measured at the electro-
magnetic (EM) scale.

We use the simplest jet energy calibration. The EM+JES (electromagnetic plus jet energy
scale) scheme, which is based on the corrections derived from Monte-Carlo simulation of jets
or from single hadron test beam data [168]. Uncertainties of JES are induced by many detector
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or physics related factors. Jet activity covers a large part of the detector and the loss of an
important fraction of its energy in the non-sensitive material of the detector is unavoidable.
Reconstructed topo-clusters can miss some calorimeter cells, which have deposited energy
and should belong to a given jet. This out-of-cluster energy loss needs to be taken into account
when calibrating JES. Also, some fraction of the energy of initial partons are taken away by
neutrinos created in the weak decays of hadrons. Jet constituent hadrons (e.g. neutrons)
interact with the nuclei of the detector material. A significant fraction of energy is lost (or
obtained) as a compensate for the binding energy of nucleons, which are kicked out from the
nuclei of the detector material. The events with high multiplicity of jets suffer from larger
uncertainties of JES because of jets overlapping. On the other hand, jets multiplicity is highly
correlated to the underlying physics processes. Therefore, additional corrections are applied
to jets after a given event is identified as a candidate of a certain physics process. Calibration
of the jet energy scale and related uncertainties were studied in the ATLAS experiment in
details [169].

Jets energy and momentum are computed using the corrected energy and the momentum
direction is taken with respect to the reconstructed collision point (primary vertex).

We apply no pr cut to jets at the object selection level. Jet pseudo-rapidity has to be within
the range, where the JES calibration is available, |7;¢;| < 4.5. The jet reconstruction algorithm
reconstructs also true electrons as jets. Therefore, we remove jets, which spatially overlap
with one of the already selected electrons. This means that a jet is removed from the analysis
if AR(jet, electron) < 0.2.

Jets are reconstructed using the calorimeter cells, where the electronic noise can signific-
antly fluctuate upward (burst). This behavior of the calorimeter has been studied [129] and
the jet reconstruction can tag such jets as ‘bad” quality. The presence of ‘bad’ jets in an event
can introduce significant imbalance in the events kinematics [169]. Events, where such a ‘bad’
quality jet, with pr(electromagnetic scale) > 10 GeV is found are rejected in data.

5.4 b-tagged jets

The top quark related studies benefit by the identification of jets, which contain b-flavored
hadrons. The reason is that t-quark decays almost exclusively into W and b-quark. b-quark
is energetic enough to induce a hadronic jet with high pr in the calorimeter. A possibility to
identify such a jet helps to significantly reduce other background processes characterized by
light quark production. b-jet identification algorithms are based on the fact that the b-flavored
hadrons have relatively long life-time and can fly some distance in the detector before decay-
ing. The ATLAS tracking system is able to distinguish this decay vertex (called secondary)
from the primary vertex. We use the so-called SVO0 algorithm [155] for the identification of
b-jets. It tries to find two or more tracks among those, which are associated to a given jet and
have a common production vertex significantly displaced from the primary vertex. A fitting
procedure is used to reconstruct the secondary vertex, which associates o, the three dimen-
sional uncertainty, to its distance from the primary vertex to the fitted position, denoted as L.
A given jet is assigned a b-tagging weight, wy_tagging, Which is the ratio of L/o.

Requiring wp—tagging > 5.85 corresponds to the 50% tagging efficiency of truth b-jets in the ¢t
Monte-Carlo sample considering all jets with p > 15GeV and |n| < 2.5. The last requirement
is naturally determined by the pseudo-rapidity coverage of the inner detector.
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5.5 Missing transverse energy

The ATLAS detector cannot detect neutrinos and therefore, a vectorial sum of transverse mo-
menta of all detected particles is not (close to) zero in all events as expected. The energy of
jets is corrected for the missing contribution of the neutrinos created in hadrons weak de-
cays inside jets. Therefore, the observed missing transverse energy can be a measure of the
transverse momentum of those neutrinos, which are produced in the W leptonic decays. It
serves as a good discriminating variable between the physics processes with and without W
production 2. Precise reconstruction of missing transverse energy, Fr, is rather challenging
work. Reasons for this are the limited detector coverage, a large amount of insensitive mater-
ial between the different sub-detectors of the calorimeter and its dead readout cells, pile-up,
cosmic-ray and beam-halo muons, detector finite resolution in the energy reconstruction of
physical objects etc.

F'r is reconstructed using the calorimeter and the muon spectrometer information [170]. It
relies on the final selection of objects after they are reconstructed and identified considering
an overlap removal between the objects. Systematic variation of objects energy-momentum is
propagated in calculation of £7. The corresponding uncertainties of the Monte-Carlo event
yields are obtained in such a way.

"Here, we consider only the Standard Model processes.
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Chapter 6
Event selection

In this chapter the details of the event selection of the analysis are discussed. The goal of
the event selection is to achieve the highest possible fraction of t-channel events in data as
predicted by Monte-Carlo simulation. A level of background suppression determines pre-
cision of a signal measurement. The reason is that a background contribution is estimated
from Monte-Carlo simulation or from a dedicated auxiliary measurement and has some un-
certainty. If the background contribution is relatively large, then its uncertainty significantly
affects a signal estimate in data. When signal has smaller cross section with respect to back-
ground often there is a trade-off between purification (in terms of a signal fraction) of data
and a number of selected events. This is due to the fact that the precision of a measurement
is determined by the statistical and systematic uncertainties. By tightening the event selec-
tion criteria one can reach higher purification and thus, the systematic component of the final
uncertainty is reduced. But this can lead to a very small data size, which implies that the
statistical uncertainty of the measurement is large. Therefore, one needs to keep an optimal
balance between the two uncertainties.

Certain types of background processes are not well modeled by Monte-Carlo simulation
or/and their theoretical cross section is not well known. The data driven methods for their
measurement are necessary. In our study, the QCD multi-jets and W+jets production pro-
cesses, which have significant impact on the measurement need to be measured using data.
In parallel to searching for the best signal selection region, we also define the control regions,
where QCD multi-jets contribution is extremely high. Later (see Chapter 7), we propagate the
QCD multi-jets measurement in the control regions to the signal region. This itself helps to
measure the W+jets contribution in in the signal regions.

6.1 Single top t-channel topology

t-channel events are characterized by one isolated lepton with a relatively high transverse
momentum, which is a decay product of W!. An energetic b-tagged jet is expected in the
central region of the detector, which is initiated by the b-quark from the t-quark decay. A
spectator light quark from hard scattering, which tends to have a small transverse momentum
is expected to be reconstructed as a jet in the forward region of the detector. Finally, a neutrino
from the W leptonic decay also tends to be central and therefore, sizable missing transverse
energy is expected. Figure 6.1 shows an illustrative drawing of a Feynman diagram [39] of
a t-channel event. Initial and final state radiation changes the above idealistic configuration

"Hadronic decay modes of W are not considered, since this kind of events would be very difficult to select out
of the QCD multi-jets background.
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of events. Also, bottom quarks from gluon splitting can initiate an additional b-jet as can be
seen in Figure 6.1.

Figure 6.1: t-channel event topology [39].

We base our t-channel signal selection on the above listed characteristic features. The selec-
tion requirements are described in the following sections.

6.2 Trigger and cut selection

A HLT requirement is applied to data and Monte-Carlo events in order to select signal can-
didates. The trigger, which we use in our study selects events with energetic electrons of
a ‘medium’ quality. It utilizes a dedicated L1 trigger decision if an electromagnetic cluster
is reconstructed in the calorimeter with Er > 10 GeV at the electromagnetic energy scale.
For the HLT, the cluster object is required to have a matching track in the inner tracker and
its transverse energy threshold is increased to 15 GeV. The trigger efficiency has a plateau
starting from pr = 20 GeV of reconstructed (offline) electrons. Its efficiency in the plateau
region is found to be ~ 100% and slightly worse in data than in Monte-Carlo simulation. This
difference is accounted for by the scale factor equal to 0.995 + 0.005.

We require that at least one of the reconstructed electrons is matched to the trigger electron
candidate object, which caused the trigger to make a true decision. Matching implies the
spatial coincidence of these two objects with AR < 0.15. The requirement of matching is
needed in a calculation of the trigger efficiency. Thus, in the event selection we do the same
such that we can use the trigger efficiency scale factors to determine the Monte-Carlo event
weights.

The leading (largest transverse momentum) electron in an event is required to have pr >
20 GeV. This threshold is chosen because the trigger efficiency is not constant ? for electrons
with pr < 20 GeV and on the other hand, contribution of fake electrons (originated from
low energy jets) increases at low pr. We also do not choose a higher threshold, since this

This leads to the variable scale factor for the trigger efficiency that is hard to measure.
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would lead to a reduction of signal. This can be seen in Figure 6.2, which shows the electron
pr distribution for Monte-Carlo signal and background after the trigger+matching+leading
electron selection with data superimposed.

e+jets electron selection
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Figure 6.2: Electron pr distribution after the trigger, the electron to trigger matching and the high pr
electron requirements are applied. The last bin contains overflow. QCD multi-jets contribution absents
in the plot due to the lack of its simulated sample.

Further, we define two regions according to the pseudo-rapidity of the electron: 1) central
region, |n.| < 1.37; 2) combined sides, 1.52 < |n.| < 2.47. We use these two regions in order
to account for the electron reconstruction+identification dependence on 7. or the expected
signal and background fractions, which depend on 7, as well (see Table 6.2).

An event is rejected if it has more than one electron or extra muon(s) with pr > 20 GeV.
This helps to reduce the di-lepton background from the production of ¢f, Wt-channel and
di-bosons, while keeping the t-channel event yield unchanged (see Figure 6.8).

After selecting events with proper lepton configuration, we require two different configur-
ations of jets, which have pr jet > 25 GeV. The first selection is based on the expectation for
t-channel, which predicts one central and one forward jet. Here, a jet is defined to be central
if |njet] < 2.5. If 2.5 < |njer| < 4.5, then the jet is forward, where the upper pseudo-rapidity
threshold is determined by the availability of a calibration of the jet energy scale. The central
jet pseudo-rapidity threshold is determined by the inner detector coverage and b-jets can be
identified in this region only. Previous analysis [171] to our study was making use of two
jet requirement without looking at the centrality of the untagged jet. We find that rejecting
events with both jets in the central region significantly reduces the expected event yields of
tt and other background. Comparison of the final event yields with and without the forward
jet requirement can be seen in Table 6.1. The expected signal yield is also reduced but the
advantage is that the measurement precision is less sensitive to the background (except of
Wijets) event rate uncertainties.

The second configuration of jets is a selection of a control region and is aimed to an auxiliary
measurement of QCD multi-jets and W+jets contribution in the signal selection as was already
mentioned above. The requirement is to have exactly one central jet, |n;¢:| < 2.5, in an event.

57



Chapter 6 Event selection

It is required to be a b-jet. Then the selected events are dominated by QCD multi-jets and the
heavy flavored jets component of W+jets. This can be seen in Figure 6.3, which presents a Er
distribution in events with only one b-jet.

e+jets tag selection
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Figure 6.3: Fr distributions in the selected events with one b-tagged jet. The left plot corresponds to
the events, where the electron is in the central region. The right plot corresponds to the events with
the electron is in one of the side regions. QCD multi-jets contribution absents in the plots due to the
lack of its simulated sample.

We find that the b-jet requirement significantly reduces Z+jets and light flavored jets com-
ponent of the W+jets backgrounds. Figure 6.4 presents a comparison between the F distri-
butions before (left plots) and after (right plots) requiring a central jet to be b-tagged in the
events with one central and one forward jet. These plots show that the Z+jets contribution is
significantly suppressed and the W+jets contribution is also reduced.

The last requirement of the selection is a kinematic cut on a variable introduced for QCD
multi-jets suppression. The “triangular variable’ is a sum of £ and the reconstructed W
boson transverse mass and we require it to be higher than 60 GeV. The W boson transverse
mass depends on Fr and is defined as,

myp(W) = [2E7p(e) Er(1 — cosAg)]'/?

Where, Er(e) ~ |pr(e)| is the module of the electron transverse momentum and A¢ =
min[p, — Gpr(e)s 2™ — (Pp.. — Ppr(e))]- Pp, and ¢y () are the azimuthal angles of Fr and
pr(e) vectors.

In Chapter 7 dedicated to the data driven measurements of background, we show that the
triangular variable gives a powerful separation of QCD multi-jets background from the rest
and the region below 60 GeV can be used as a control region. Figure 6.5 shows the two-
dimensional distributions of 7 versus mp(W) in data (left plot) in the simulated W-jets
sample (right plot). These distributions are made in the events after the trigger (with electron
matching) and the high pr electron requirements are applied. We learn from these distribu-
tions that W like events and other events, which do not have W boson can be well separated
with the triangular cut. The cut Er +mpr(W) > 60 GeV is represented on the plots as red
lines.

After the selection requirements are applied, good purification of the signal region is reached.
All background processes except W+jets and QCD multi-jets are well suppressed. Figure 6.6

(6.1)
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Figure 6.4: F' distributions in the selected events with 2 jets (one central and one forward) before
(left plots) and after (right plots) applying the b-jet requirement. The top row plots correspond to the
events, where the electron is in the detector central region. The bottom row plots correspond to the
events with the electron in one of the side regions. QCD multi-jets contribution absents in the plots
due to the lack of its simulated sample.
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shows 1 distributions in the events remaining after all selection requirements are applied.
The left plot corresponds to the selected events with a central electron and the right plot is for
the events with a side electron.

etjets electron selection Data etjets electron selection W+Jets, MC

100 100

TU100 120
£, [GeV] £, [GeV]

(a) Data (b) W+jets, Monte-Carlo simulation

Figure 6.5: F'p versus the W transverse mass distributions in data (left plot) and in the Monte-Carlo
sample of W+jets. Trigger, trigger matching and high pr electron requirements are applied to events.
The red lines represent the triangular cut, By + mq (W) > 60 GeV.
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Figure 6.6: £ distributions for selected events. All selection requirements are applied. The left plot
corresponds to the events, where the electron is in the central region. The right plot corresponds to the
events with the electron in one of the side regions. QCD multi-jets contribution absents in the plots
due to the lack of its simulated sample.

We introduce a notation for the event selection steps, which will be used throughout the
document as shortcuts,

e Electron selection: trigger and electron trigger matching, high pr electron requirements
e Pretag selection: electron selection, veto lepton and jet multiplicity requirements
o Tag selection: pretag selection, b-jet requirement

e Final selection: tag selection, cut on the triangular variable
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Further, we introduce the following notation for the events with different jet configuration
and the electron pseudo-rapidity region:

e 1j/1cj: events with only a central jet
- 1j/1cj/central: electron is in the central region

- 1j/1cj/stides: electron is in one of the side regions

e 2j/1cj: events with two jets one of which is central and the other is forward
- 2j/1cj/central: electron is in the central region

- 2j/1cj/stides: electron is in one of the side regions

We also define other notations for selected events such as 2j/2cj/central, 2j/2cj/sides,
3j/2cj/central, 3j/2cj/sides, 3j/3cj/central and 3j/3cj/sides. Meaning of each of these
definitions is obvious.

Figure 6.7 shows a graphical representation of the allowed configurations of jets in events.
The 1j/1¢j and 2j/1cj events (central jet is b-tagged) are presented on the left and the right
sub-figures respectively.

b-jet

.-~ forward jet
,{\//’L' s " o
(@) 1j/1cj, central jet is b-tagged (b) 2j/1¢j, central jet is b-tagged

Figure 6.7: A graphical illustration of the selected event configuration. The left figure corresponds to
the 1j/1cj events. The right figure corresponds to the 2j/1cj events. In addition, the central jet is
required to be b-tagged.

6.3 Event yields

When giving an event yield (number of selected events) of a certain physical process pre-
dicted from Monte-Carlo simulation, we always use a weighted sum but not a simple count
of the number of accepted events. The weights are computed from the Monte-Carlo gener-
ators, from the scale factors for the object selection efficiencies (see Chapter 5) and are scaled
to the analysis target integrated luminosity, 35 pb~!. Figure 6.8 presents the events selec-
tion ‘cutflow’ for the 2j/1¢j events in data and Monte-Carlo simulation. Monte-Carlo events
are properly weighted. Absolute effects of the different cuts (requirements) on the different
processes can be seen.
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Event cutflow
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Figure 6.8: Data and Monte-Carlo simulation event cutflow for the 2j/1c¢;j events, which are selected
by the jet configuration requirement. QCD multi-jets contribution absents in the plot due to the lack
of its simulated sample.

Table 6.1: Comparison of the expected 2j and 2j/1¢j event yields for signal and background processes
after the final selection. Events are weighted properly. Statistical uncertainties of the expectations
due to limited sizes of the corresponding Monte-Carlo samples are small enough and therefore, not
included here.

t-channel Wt-channel di-bosons ¢t W+jets Z+jets Total bkg. S/B

2j 22.0 57 2.7 26.6 114 54 154 0.14
2j/1c¢j 8.1 0.34 0.17 1.69 109 0.70 13.8 0.59

Table 6.2: Comparison of the expected 2j/1cj event yields for signal and background processes after
the final selection with the electron in the central or in one of the side regions. Events are weighted
properly. Fractions of the expected events of each of the processes in a total event yield are provided in
brackets. Statistical uncertainties of the expected event yields due to limited sizes of the corresponding
Monte-Carlo samples are small enough and therefore, not included here.

t-channel Wt-channel di-bosons ¢t Wjets Z+jets

2j/1cj/central 6.4 (41%) 0.26 (1.7%) 0.12 (0.8%) 1.26 8%) 7.2 (46%) 0.35(2.2%)
2j/1cj/sides 1.7 (27%) 0.08 (1.3%) 0.05(0.9%) 0.43(7%) 3.7 (58%) 0.35 (5.6%)
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Table 6.1 provides a comparison between the 2j and the 2j/1¢;j event yields after the final
selection and the obtained signal over background ratio. The optimized selection helps to re-
duce the overwhelming W+jets background to make its contribution comparable to the signal
event yield. Besides, the contributions of the top quark pair production and the Wt-channel
(not observed yet!) processes are well suppressed as well as other background processes.
Table 6.2 provides additional information about the 2j/1c;j event yield after the final selec-
tion. The event yields of the signal and the background processes are separately estimated
for the central and the side electron events.

Table 6.3 presents the 1j/1cj and 2j/1cj event yields for data, signal and background after
the tag and final selections except of QCD multi-jets, which will be estimated later using a
data driven method. The W+jets event yield is also presented. Later, it will be corrected
for its heavy flavor content using the dedicated data driven measurement. The number of
Monte-Carlo simulated events are properly weighted. The t-channel cross section will be
measured using the 2j/1cj events after the final selection. The predicted number of signal
events is 8.1 and the observed data candidates are 27.

Table 6.3: The 15/1¢j and 2j/1¢j event yields after the tag and final selections. The event yields, which
are expected from Monte-Carlo simulation are properly weighted (see the text). The expected W+jets
event yields are estimated from Monte-Carlo simulation before scaling due to the measured heavy
flavor corrections. The uncertainties of the expectations are due to limited sizes of the Monte-Carlo
samples. The uncertainties of the total background estimates are computed by adding uncertainties of
all background components in quadrature. A QCD multi-jets event yield absents in the table.

1j/1cj events 2j/1cj events
tag final tag final
t-channel 7.7 =£0.1 6.4 40.1 94 #£0.1 8.1 =+£0.1
Wt-channel 1.51 +0.05 1.31 =£0.05 0.40 =£0.03 0.34 40.02
di-bosons 1.72 +£0.05 1.43 4£0.05 0.22 =£0.02 0.17 =+£0.02

tt 4.3 =£0.1 3.8 +£0.1 1.82 £0.09 1.69 =£0.08
Wjets 218 3 177 +£3 13.3 +0.6 109 =0.5
Z+jets 20 #£1 20 =£04 3.6 0.6 0.7 0.3
Total bkg. 246 +3.2 186 +2.7 194 +£08 13.8 0.6
S/B 0.03 0.03 0.48 0.59

Data 899 248 66 27
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Chapter 7

Data driven methods for background
estimation

The t-channel signal is well hidden behind the background. Some of the background pro-
cesses can be significantly reduced down to a small enough contribution with the help of
the optimized signal selection. One can estimate them from Monte-Carlo simulation with
some reliable systematic uncertainties. Another type of background, which is discussed in
this chapter, is first of all not so significantly reducible and on the other hand it is not well
modeled in Monte-Carlo simulation. This means that its contribution into a final signal selec-
tion can be wrong if one relies on Monte-Carlo simulation only. In order to study this kind of
background processes the data driven methods become absolutely necessary. To some extent,
almost all data driven methods rely on some Monte-Carlo based knowledge. The depend-
ence of the data driven methods proposed in this work on Monte-Carlo simulation does not
significantly affect the measurement results and is accounted by systematic uncertainties.

QCD multi-jets and W+jets processes belong to such irreducible type of background. The
strategy of the analysis is to measure the QCD background first. Once this background is
understood and its contribution in the interesting event selection regions is estimated, we will
proceed to measure the W+jets background. However, some mutual dependence between
these two measurements exist and will be also discussed. The methods, which we developed
to measure the QCD multi-jets and W+jets background are described and the obtained results
are presented.

7.1 QCD multi-jets

QCD multi-jets can contribute to the t-channel event selection via the presence of fake or non-
prompt leptons. In case of fake electrons these are mostly the jets, which have a high fraction
of electromagnetic energy. This kind of jets have a higher chance to mimic electrons and
photons, since they are localized within the relatively smaller volume of the calorimeter. The
ATLAS electron identification algorithm has a quite high fake electron rejection rate of the
order of 10° (see Section 5.1). However, the jet production rate in proton-proton collisions is
much higher than the production rates of the processes with real electrons among the final
products of the collision events. This circumstance makes the influence of fake electrons to
be not negligible in many physics analysis. In particular, the fake electron background is
important for those physics analyses, which require only one electron. This is a case for the
t-channel electron+jets analysis. Monte-Carlo simulation of fake electrons requires precise
description of the ATLAS detector and its performance that is impossible to achieve given the
complexity of the construction of the detector and its supporting infrastructure.
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In contrast to the fake lepton background, the non-prompt lepton background has a com-
parable influence on analyses containing both electron or muon. Also, the non-prompt real
leptons in Monte-Carlo simulation can be identified quite accurately. What makes the non-
prompt electron background simulation hard is the poor theoretical knowledge of production
rates of the underlying physics processes and distribution shapes of the key observables.
QCD multi-jets production processes belong to this type of background. Of course, non-
prompt production or fake identification of leptons can happen in events originated from
other physics processes, too. But as it was already outlined above, the rejection efficiency of
the fake leptons is high enough as well as it is for the non-prompt leptons. Thus, only the
QCD multi-jets processes with very large event production rates can give a considerable con-
tribution. For the rest of the discussion the fake and the non-prompt lepton background will
be referred as QCD multi-jets (or simply QCD on the plots) background.

7.1.1 QCD multi-jets background determination with a fit method

QCD multi-jets background is often determined by means of the data driven methods. Usu-
ally, one extrapolates a background measurement in a control region into a signal region. The
selection of events in these two regions has to be orthogonal. This means that the two regions
do not share events. The background has to dominate in the control region. In order to ensure
that the selected control region is really dominated by the background under study the reli-
able Monte-Carlo simulation of the rest of the physics processes contributing into the control
region is necessary. Besides, there is a very important requirement to data driven methods,
which is the homogeneity of the control and signal regions under the observable used for
discrimination of the background. In other words, the background estimate is a function (can
be analytical or empirical) of some observable and this function is equivalently valid in both
the control and the signal selection regions to describe the background. This requirement to
data driven methods needs to be checked by auxiliary studies using Monte-Carlo simulation
or data.

The idea of the proposed method is to use the triangular variable, £ + mp(W), to define
the control and signal regions. This variable was found to be the most helpful one to discrim-
inate between the WW-like events and others (see Section 6.2). Figure 7.1 (left column) shows
the triangular variable distribution after the pretag selection. The distributions correspond
(from top to bottom) to 15/1cj/central, 15/1cj/sides, 2j/1cj/central and 2j/1cj/sides events
respectively after the pretag selection !. Uncertainties in data counts are estimated from a
Poisson distribution, while Monte-Carlo samples have Gaussian uncertainties due to the lim-
ited sizes. Data minus Monte-Carlo distribution (QCD multi-jets templates) uncertainties are
taken as Poissonian, since they are driven by the data uncertainties rather than the smal-
ler statistical uncertainties of the Monte-Carlo samples. The same applies to all plots of this
chapter, where the QCD multi-jets templates are presented. The predictions of Monte-Carlo
simulation for the different physics processes are stacked on top of each other. These plots
show that the lower kinetic region (< 60 GeV) of the triangular variable distribution is dom-
inated by the QCD multi-jets background assuming the reliability of the Monte-Carlo predic-
tions for the rest of background processes 2. In contrast to that, a good matching of the distri-

!The notations for the event selection regions are defined in Section 6.2.
*The assumption applies mostly to the overall normalization of the Monte-Carlo background samples rather
than their distribution shapes.
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Figure 7.1: Triangular variable distributions in the different events after the pretag selection. Plots
on the left column present stacked distribution of the Monte-Carlo simulated samples superimposed
with the QCD multi-jets templates and data. Plots on the right column show the same distributions
without the Monte-Carlo simulated samples, where data is fitted with a Landau distribution in the
Er + mp(W) < 60 GeV control region.
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Figure 7.2: Triangular variable distributions in the different events after the pretag selection. Data
and the corresponding QCD multi-jets template are presented together on each plot. QCD multi-jets
templates are fitted with a Landau distribution in the £ + mp (W) < 60 GeV control region.
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bution shapes in data and Monte-Carlo simulation in higher kinetic region (> 60 GeV) clearly
indicates that the QCD multi-jets contribution is small in there. The right column of Figure
7.1 presents the plots with the triangular variable distributions in data and QCD multi-jets
templates corresponding to the same events as those on the left column. It was found em-
pirically that the lower region (< 60 GeV) of the distribution is well modeled by the Landau
distribution. This can be seen from the fit results, which are included in the plots. The free
parameters of the Landau fit function, the approximate most probable value (MPV) and the
Landau density scale parameter (Sigma), are given in the MeV units. The Landau fit function
is defined by Equation 7.1 [172],

c—100

L(x) —
(z) 0 Sigma = 0

{ Constant - [T exp (s + slog(s))ds ~ Sigma # 0 7.1)

Where, s = (z — MPV)/Sigma. Equation 7.1 without the constant factor (also fit free para-
meter) is a probability density function of a Landau distribution.

Since the fitted region is dominated by QCD multi-jets events, we assume that the triangu-
lar variable in QCD multi-jets obeys the Landau distribution in the lower kinematic region
(< 60 GeV). The assumption is extended to the higher kinematic region where the signal se-
lection is done. It should be noted that the fit region has large contribution of the W+jets and
Z+jets events as predicted by Monte-Carlo simulation. This fact should be taken into account
when fitting. Figure 7.2 shows fit results of the QCD multi-jets templates. The templates
are not well modeled by the Landau distribution. Especially, one can see this on the upper
row plots, which correspond to 1j/1¢j/central and 1j/1cj/sides event selection with larger
numbers of events. The reason for this discrepancy might be that the true QCD multi-jets dis-
tribution is not the Landau distribution or the Monte-Carlo shapes of W+jets and Z+jets dis-
tributions might be incorrectly modeled that affects the derived shapes of the QCD multi-jets
templates. A more discriminative control region for QCD multi-jets event selection is needed.

In order to obtain a cleaner control region for QCD multi-jets, we explore events after the
tag selection (pretag selection plus the b-jet requirement). Figure 7.3 shows the triangular
variable distribution obtained after the events tag selection. Plots correspond (from top to
bottom) to 1j/1cj/central, 1j/1cj/sides, 2j/1cj/central and 2j/1cj/sides events. The left
column shows the distributions of the triangular variable in data and Monte-Carlo simulation
as well as the QCD multi-jets templates obtained in the same way as before. The b-tagged jet
requirement significantly reduces the fraction of W+jets, Z+jets and other processes in the
control region as predicted by Monte-Carlo simulation. The fractions of the total expected
non QCD multi-jets processes below the 60 GeV threshold is less than 10%, 9%, 15% and 27%
inthe 1j/1cj/central, 1j/1cj/sides, 2j/1cj/central and 2j/1cj/sides events respectively. This
makes the QCD multi-jets triangular distribution normalization and shape prediction much
less sensitive to uncertainties of the predictions of Monte-Carlo simulation for W+jets and
Z+jets. The QCD multi-jets templates are fitted with a Landau distribution in the control
region, F'p + mp(W) < 60 GeV. The fit results are extrapolated into the signal region. These
results are shown in the right column plots in Figure 7.3.

We assumed that the triangular variable for QCD multi-jets continues to be Landau dis-
tributed in the signal region. There is no physics reason that the true distribution should
have more contribution in the signal region implying an existence of some peak structure.
This is expected due to the fact that in the QCD multi-jets events there is no internal physics
constraints for a lepton py, B and A¢ between the lepton and E7 vectors like it is in the
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Figure 7.3: Triangular variable distributions in the different events after the tag selection. The left
column shows the plots with data, the stacked samples of Monte-Carlo simulation and the derived
QCD multi-jets template. The right column plots show the QCD multi-jets templates fitted with a
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Landau distribution in the control region. Fit function is extrapolated in the signal region.
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W-like and also to some extent in the Z-like events. Rather a monotonically falling behavior
of the triangular variable distribution is expected in the QCD multi-jets events. Therefore, the
Landau distribution, which describes well this variable in the control region can be consider
as the optimal model of the QCD multi-jets contribution in the signal region. Later (see Sec-
tion 8.1.3), we also consider an exponential model of the distribution in order to explore the
model dependence of the estimated contribution of the QCD multi-jets background into the
signal selection.
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Figure 7.4: Simultaneous fit of two concatenated QCD multi-jets templates of the triangular vari-
able distribution with a Landau distribution. The templates correspond to the 1j/1cj/central and
1j/1cj/sides events after the tag selection. See the text for the description of the free fitparameters.

In order to improve results a simultaneous fit of the QCD multi-jets templates (Figure 7.3,
plots on the right column) is performed. The templates corresponding to the events with the
same jet configuration but the different pseudo-rapidity regions of electrons are coupled in the
fit. Figure 7.4 shows such a simultaneous fit with a Landau distribution of the QCD multi-jets
templates corresponding to the 15/1cj/central and 15/1cj/sides events after the tag selection.
The two distributions are concatenated. The control region parts of the two distributions are
simultaneously fitted and the fit function is extrapolated in both signal regions. In the sim-
ultaneous fit, the fit free parameters, MPV and Sigma, are the same for both concatenated
distributions. The free normalization parameters (the first and the last ones on the plot) of the
fit correspond to the integrals from the fit Landau function in the signal regions (> 60 GeV) of
both concatenated distributions normalized to the z-range of integration. Thus, they are the
QCD multi-jets contribution estimates obtained directly from the fit. These estimates depend
on an upper limit of the integration of the Landau function. Here, the upper limit is chosen to
be 230 GeV, which is suggested by data distribution itself > but remains ambiguous. As it will
be shown later, the data weighting method, which uses the obtained Landau shapes of the
QCD multi-jets background can be used to estimate this background in any range of the tri-
angular variable distribution independently on the exact upper limit of the integration range.

*The upper limit of the highest bin of the corresponding distribution in data, which contains at least one entry is
chosen as the upper limit of the integration.
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Figure 7.5: Simultaneous fit of two concatenated QCD multi-jets templates of the triangular vari-
able distribution with a Landau distribution. The templates correspond to the 2j/1¢j/central and
2j/1cj/sides events after the tag selection. See the text for the description of the free fit parameters.

Figure 7.5 shows the results of the similar simultaneous fit of the concatenated triangular
variable distributions in the 2j/1cj/central and 2j/1cj/sides events after the tag selection.

The obtained Landau fit functions will be used to derive one-dimensional maps of the
QCD multi-jets event weights. These weights are used to obtain the data driven distributions
for the observables of interest (see Section 7.1.3).

A similar measurement of the QCD multi-jets background is performed in those events
with higher multiplicity of central jets, where the measurement is not restricted by the small
amount of data. The control regions in the triangular distribution are plagued by a higher
uncertainty level, since higher fractions of W+jets events are expected in the lower bins of the
distribution. Figure 7.6 presents the triangular variable distribution plots after the tag selec-
tion of events. The distributions correspond to the 2 /2¢j /central, 2j/2cj/sides, 3j/2cj/central
and 3j/3cj/central events, where the available data allow to derive the QCD multi-jets tem-
plates. The fit of these templates with a Landau distribution converges.

Figure 7.7 shows simultaneous fit results of the QCD multi-jets templates for their two com-
binations, 2j/2cj/central together with 2j/2cj/sides events (left plot) and 2j/2¢j /central to-
gether with 3j/2¢j/central events (right plot). The results indicate that the method is valid for
these events. It can be noted that the obtained Landau distribution shapes for QCD multi-jets
events with 2 central jets have larger value for the sigma (limited) parameter than for the
events with 1 central jet (see Figures 7.4 and 7.5). In general, the estimates of sigma (limited)
and MPV are higher for the events with higher multiplicity of jets. This fact causes a bad qual-
ity of the simultaneous fit of the 1j/1cj/central and 2j/2cj/central events shown on Figure
7.8. The template for the QCD multi-jets 2j/2cj/central events is not well described by the fit
function, which free parameters are mainly determined by the 1j/1cj/central events.

72



7.1 QCD multi-jets

Events

Events

e+jets tag selection

40— Jets total/central = 2/2 ]
r J'L =35pb" nel<1.37 4
. processes |
30 r Et-channel o
L Wt ]
r di-bosons
F - }
20— Weets  —|
r W z+Jets B
r @ Data q
C [ SpataMC
107 _—'ﬁ_+ §
00 = g
me(W) + E; [Gev]
(@) 25/2cj/central
e+jets tag selection
F Jets totalfcentral = 3/2
10 IL =35pbt Inl<1.37 ]
s processes |
L Et-channel
r . we B
r di-bosons
6 T -
N Welets
C W Z+Jets ]
a- @ Data 1
L SpataMC ]
2~ .
o=
0

m(W) + E; [GeV]
(c) 3j/2cj/central

Events

Events

etjets tag selection

E Jets total/central = 2/2 E

201~ J'L =35pb? L524p}<247 ]

F processes ]

15— EJt-channel —|

L . wt -

L di-bosons 7|

g B

le -Z+.](:ss |

r @ Data ]

r SpataMCc ]

. bl
0 50 100 150 200

my(W) + & [GeV]

(b) 27 /2¢j/sides

e+jets tag selection

25

2

o
T[T T T[T T[T

Jets total/central = 3/3
J’ L=35pb* n°|<1.37

processes
t-channel
- wt

di-bosons

my(W) + &, [GeV]
(d) 35/3cj/central

Figure 7.6: Triangular variable distributions in the different events after the tag selection. Data, the
stacked samples from Monte-Carlo simulation and the QCD multi-jets templates are superimposed.
The QCD multi-jets templates are fitted with a Landau distribution in the control region.
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selection. See the text for the description of the free fit parameters.
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text for the description of the free fit parameters.

7.1.2 Validation of the fit method with Monte-Carlo simulation

The JF17 Monte-Carlo simulation sample (see Section 4.3.4) of QCD multi-jets produced to-
gether with other QCD processes has been used to check the performance of the fit method.
The low available amount of the simulated events of the JF17 sample limits this study. In or-
der to keep as many as possible events for validating the method, the triangular distribution
is obtained after the event pretag selection. This allowed to select enough events for fitting
the 1-jet events, where the jet is not necessarily in the central region of the detector. As to
the events with 2 jets, only a few passes the pretag selection and due to this reason it is im-
possible to fit them. Besides, purification of the selected 1-jet events has been made regarding
their truth origin. JF17 contains (with the appropriate fraction) W+jets, Z+jets and t¢ events,
which have to be removed from the analysis. Events are classified by an origin of the truth
electron, which matches a reconstructed electron. Matching is done by using the requirement
AR < 0.05 between the two. Sometimes the matching truth electron origin cannot be unam-
biguously identified in the Monte-Carlo truth record. Therefore, the reconstructed electron
remains as unidentified. If the reconstructed electron does not have a matching truth elec-
tron, then it is identified as a fake electron and —1 is assigned to its origin as an identifier.
Table 7.1 provides the list of the electron origin particles or processes with the corresponding
(conventional) digital identifiers. Figure 7.9 presents the distributions of the origins of the
matching truth electrons in the 1-jet events with the central (left plots) and side (right plots)
electrons after the pretag (top plots) and tag (bottom plots) selections . As one can see from
these plots, the central electrons are mainly produced in B-meson decays. The corresponding
events dominate after the tag selection. The side electrons are mainly produced in photon
conversion. However, the b-jet requirement of the tag selection significantly reduces their re-

“The central and side events are selected according to the pseudo-rapidity of the reconstructed electrons.
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Origin Identifier Origin Identifier
Undefined 0 SUSY 22
Single electron 1 Light meson 23
Single muon 2 Strange meson 24
Single photon 3 Charmed meson 25
Single tau 4 Bottom meson 26
Photon conversion 5 cc meson 27
Dalitz decay 6 J/ 28
Electromagnetic process 7 bb meson 29
Muon 8 Light baryon 30
Tau 9 Strange baryon 31
Top quark 10 Charmed baryon 32
Quark weak decay 11 Bottom baryon 33
W boson 12 Pion decay 34
Z boson 13 Kaon decay 35
Higgs 14 Bremsstrahlung photon 36
Higgs, MSSM 15 Prompt photon 37
W /Z, MSSM 16 Underling event photon 38
W, LRSM 17 ISR photon 39
vE 18 FSR photon 40
1/5 19 Nuclear reaction 41
vE 20 7 decay 42
Light quark 21

Table 7.1: Conventional digital identifiers for the origin of truth electrons in Monte-Carlo simulation.
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Figure 7.9: Distributions of an origin of truth electrons matched to the reconstructed electrons in 1-jet

events after the pretag and tag selections.
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7.1 QCD multi-jets

lative contribution in the selected events as this is indicated by the distribution on the right
bottom plot. The bottom row plots predict that after b-tagged jet requirement, the main part
of the QCD multi-jets background should be ascribed to electrons from the B-meson decays.
The top plots show that a large fraction of events has an undetermined origin of a matching
truth electron. These events are not further used. A small fraction of the events with fake
electrons are selected as well.

Figure 7.10 presents the triangular variable distribution in the 1-jet events after the pretag
selection, where the origin of the matched truth electrons is either B-mesons (left column)
or photon conversion (right column). The top row plots correspond to the events with the
central electrons. The bottom row plots correspond to the events with the side electrons. All
distributions are well modeled by a Landau distribution given the statistical uncertainties.
The free fit parameters, MPV and sigma (limited), are provided in the MeV units.
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Figure 7.10: Triangular variable distributions in the 1-jet events after the pretag selection, where match-
ing truth electrons are originated from B-meson decays or photon conversion.

Similarly to the data driven QCD multi-jets templates, the triangular variable distributions
in the JF17 sample are taken as inputs for the simultaneous fit. The upper plot in Figure 7.11
shows the fit result of two concatenated distributions of the 1-jet events. The left part of the
distributions corresponds to the events with the central electrons. The right part corresponds
to the events with the side electrons. In contrast to the fitting procedure of the data templates,
here the whole distributions are fitted. The quality of the fit is good and thus the Landau
distribution models well the triangular variable. In the bottom plot of Figure 7.11 the events
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Figure 7.11: Simultaneous fit of the triangular variable distribution with a Landau distribution in the
Monte-Carlo QCD sample. The distribution corresponds to two concatenated independent regions of
the 1-jet events with central and side electrons after the pretag selection.
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with the matching truth electrons from photon conversion are removed from the distribu-
tions. As it was suggested by the distributions of the truth electron origins shown in Figures
7.9b and 7.9d the fraction of these events is expected to be significantly reduced after the tag
selection. In this case the obtained distributions and the Landau fit function parameters (ex-
cept of the event normalization parameters) are in agreement with the results obtained on the
data driven templates, shown in Figure 7.4. Namely, in both cases the free parameters of the
fit, MPV and sigma (limited) are comparable within the statistical uncertainties. The ratio of
the number of the events with the central electrons estimated in the signal region (< 60 GeV)
over the corresponding number of events with the side electrons is the same within statistical
uncertainties in both cases, 21 + 3.2/8.2 4+ 1.8 (Monte-Carlo simulation) and 84 + 7.8/36 £ 4.1
(data).

7.1.3 QCD multi-jet background estimation with the data event weighting
method

QCD multi-jets shapes for some observables can be derived from data by using the event
weighting technique. The event weights are calculated as a ratio of the QCD multi-jets es-
timate over a data count in a certain kinematic range of the variable, which discriminates the
QCD multi-jets background. Here, we use the triangular variable.
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Figure 7.12: Top row: the data counts and the distributions of the QCD multi-jets event estimates as
functions of the triangular variable. Each QCD multi-jets event estimate is obtained by integrating the
fit Landau function within the corresponding bin limits. The plots correspond to the 1j/1¢j/central
(left) and 1j/1cj/sides (right) events after the tag selection. Bottom row: the event weights corres-
ponding to the 2j/1cj/central (left) and 2j/1cj/sides (right) events after the tag selection.
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Figure 7.13: Top row: the data counts and the distributions of the QCD multi-jets event estimates as
functions of the triangular variable. Each QCD multi-jets event estimate is obtained by integrating the
fit Landau function within the corresponding bin limits. The plots correspond to the 2j/1cj/central
(left) and 2j/1cj/sides (right) events after the tag selection. Bottom row: the event weights corres-
ponding to the 2j/1cj/central (left) and 2j/1cj/sides (right) events after the tag selection.

80



7.1 QCD multi-jets

Figures 7.12 and 7.13 present the details how the event weights are obtained. The top
row plots in both figures show the distribution of the triangular variable in data and in
the estimated QCD multi-jets background with 20 GeV binning. The binned estimate of the
QCD multi-jets background is obtained by integrating the fit Landau function within the lim-
its of the corresponding bins. The symmetric uncertainties on the estimates are due to the
statistical uncertainties of the free parameters of the fit. Figure 7.12 provides the plots for
the 1j/1cj/central (left) and 1j/1cj/sides (right) events after the tag selection while Figure
7.13 includes similar plots for the 2;j/1c¢j/central (left) and 2j/1cj/sides events also after the
tag selection. The bottom row plots in both figures show the calculated event weights from
the corresponding distributions of data and the QCD multi-jets estimate. The plots 7.12¢ and
7.13c correspond to the 1j/1cj/central and 2j/1cj /central events respectively while the plots
7.12d and 7.13d correspond to the 1j/1cj/sides and 2j/1cj/sides events respectively. Each
weight is calculated as a most probable value (MPV) of the distribution of the random ra-
tio of a QCD multi-jets background estimate over the corresponding data count. The dis-
tribution is generated assuming that the data count obey a Poisson distribution while the
QCD multi-jets estimate is taken to be a Gaussian quantity. The obtained MPV values are
constrained, 0 < MPV < 1. The up/down uncertainties of a given weight are calculated as
the minimal up/down deviations from the constrained MPV value so that the integral from a
distribution of the corresponding ratio taken within these up/down deviations covers 68.3%
(one standard deviation) part of the integral from this distribution taken in the range (0,1).
Meanwhile, these up/down deviations are constrained to be within the range (0, 1). Thus, if
a given MPV value is constrained to be 1 (0), then the up (down) uncertainty of the corres-
ponding weight is 0.

In order to derive a distribution of some other variable besides the triangular variable us-
ing the obtained event weights certain conditions should be matched. The event weights
should either depend on the variable, whose distribution is aimed to be derived from data,
or this variable should not carry additional discrimination power agains QCD multi-jets. For
instance, the electron pr distribution of the QCD multi-jets background can be obtained using
event weighting, since the event weights depend on the triangular variable, which itself de-
pends on the electron pr. It should be noted that the opposite statement would be wrong. If
the weights depended on the electron pr only, then applying them to data in order to derive
a distribution of the triangular variable for QCD multi-jets would lead to a wrong result. The
reason is that the triangular variable depends on F' and A¢ between the electron pr and £
directions (see Equation 6.1 for the definition of the W transverse mass). These two variables
carry some discriminative power (between QCD multi-jets and other processes) and cannot
be properly accounted by the weights, which depend on electron pr only. Another example of
a valid weighting approach can be a jet pr, which is sufficiently uncorrelated to the triangular
variable but does not carry any discriminative power for QCD multi-jets events °.

Figure 7.14 shows control plots, where data distributions for some key observables are com-
pared to the corresponding distributions by superimposing data on the sum of Monte-Carlo
samples and the derived QCD multi-jets background. The distributions for QCD multi-jets
are derived from the corresponding distributions in data by weighting the data events using
the weights described above. The plots correspond (from top to bottom) to Fr, electron pr,

°In practice, this is not a priori knowledge about a certain variable but is obtained aposteriori by means of the
control distributions.

81



Chapter 7 Data driven methods for background estimation

etjets tag selection 1j/1cj e+jets tag selection 2j/1cj
" 5
£ 200 - £ E
B processes 7 R processes 1
o J-L:35 pb™* Jt-channel | I IL:35 pb* Jt-channel |
wt i . wt B
150 di-bosons  _| di-bosons
@ ] tt 7
WiJets 4 Dy W+Jets ]
I Z+Jets g W Z+Jets ]
@ QCD fit B @ QCD fit B
FANS+B)  —| EZZAN(S+B) B
-@-Data ] -@- Data -
- R
£ [GeV] £ [GeV]
@) 1j/1cj, Ex (b) 2j/1cj, Er
etjets tag selection 1j/1cj etjets tag selection 2j/1cj
= [2] -
: processes : processes B
o 300 J‘L =35pb" SJt-channel | I IL =35pb" SJt-channel |
Wt Wt il
di-bosons | di-bosons
i ] 204 i3 B
Wi+Jets b W+Jets B
B Z+Jets — B Z+Jets 4
@ QCD fit B 8 QCD fit
ZZAN(S+B) 1 ZAN(S+B) b
-@-Data 4 -@- Data B
i 10 _
- iR \\\-.
%0 40 60 80 100 120 (}0 40 60 80 100 120
Electron P, [GeV] Electron P, [GeV]
(c) 15/1¢j, electron pr (d) 25/1cj, electron pr
etjets tag selection 1j/1cj etjets tag selection 2j/1cj
P T T T e P T B B N B T e e
g processes GE) processes
i Jr=ssp’ S tchannel G 200 [r=ssp’ S tchannel
Wt . wt A4
200 -d_irbosans g/
15 Wedets
|, B Z+Jets
V. (8 QCD fit
ZZAN(S+B) ZZANS+B)
-@- Data 10 -@- Data
100
5
WL \ — 0 [Pt v o iy
-1 -08 -06 -04 -02 0 02 04 06 08 1 -1 -08 -06 -04 -02 0 02 04 1
cos(Ag(electron, ET)) cos(Ag(electron, ET))
(e) 1.7/10]/ Hr (f) 2.7/16.7/ Hr
etjets tag selection 1j/1cj etjets tag selection 2j/1cj
w F = 0 F =
c r =3 L
o 200— ; processes — [ S ; processes g
o L IL:35 pb* Jt-channel | i 20— IL:35 pb* EJt-channel
L . wt i - . wt -
= di-bosons r di-bosons
150 g g @ 1
r +Jets b = —
o . 7+ Jets b 151 ]
L @ QCD fit ] L ]
, gAnss) | L ]
100, -@- Data - 1of =
501 7 s .
ok I | | ! ok WU - AN M= 200 8 e
0 50 100 150 200 250 300 350 400 0 50 100 150 200 250 300 350 400
Reconstructed top mass [GeV] Reconstructed top mass [GeV]
(g) 1j/1cj, t-quark reconstructed mass (h) 25 /1cj, t-quark reconstructed mass

Figure 7.14: Control plots for various simple and derived variable distributions after the tag selection.
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Figure 7.15: Control plots for various simple and derived variable distributions after the final selection.
The QCD multi-jets distributions are obtained by weighting the corresponding data distributions. Left
column: the 1j/1c¢j events selection. Right column: the 2j/1cj events selection. Central and side
regions of selected electrons are merged. The QCD multi-jets estimation uncertainties are combined
with the uncertainties of the Monte-Carlo samples due to their limited sizes.
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A¢ between the electron pr and F vectors and the reconstructed ¢-quark mass °. The plots
on the left column correspond to the 15/1cj events while the right column provides plots,
which correspond to the 2j/1cj events after the tag selection in both cases. Note that the
events with the central and side electrons are combined. As can be seen from the plots the
derived QCD multi-jets distributions together with the Monte-Carlo prediction describe data
well within the uncertainties. Thus, we conclude that the developed fitting method together
with event weighting technique provides a reliable measurement of the QCD multi-jets back-
ground. The uncertainties in each bin of the distributions are calculated by combining of the
uncorrelated uncertainties of the Monte-Carlo samples and the QCD estimates .
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Figure 7.16: Control plots for the unbinned distribution of the triangular variable after the tag
(top row) and final (bottom row) selections of the 1j/1cj (left column) and 2j/1cj (right column)
events. The QCD multi-jets estimation uncertainties are combined with the uncertainties of the limited
Monte-Carlo samples.

Figure 7.15 presents the same distributions as Figure 7.14 but after the final selection of

®The t-quark mass is calculated from its decay products (blv) using W mass constraint for the only unknown J,
calculation.

"The uncertainties of the QCD multi-jets estimates are partially correlated between the different bins of the cor-
responding distributions. This is caused by the fact that the a given event weight might be applied to the
different events, which contribute into the different bins of the interesting distribution. Therefore, up/down
variations of the given event weight leads to the correlated contribution in these bins. In order to properly take
the correlation into account when calculating the uncertainty of the total estimate of QCD multi-jets contribu-
tion after the tag or final selection, the event weighting is done for the unbinned distributions. The sums of
the up/down variations of the weighted events are separately calculated for each event weight. The obtained
net up/down variations are combined in an uncorrelated way at the end of an event selection.
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7.2 W+jets

events. The distributions of the QCD multi-jets background are derived by weighting data as
before. This background is significantly reduced in the 2j/1¢;j events selection (right column)
after the triangular cut is applied. The combined distributions of QCD multi-jets together
with the Monte-Carlo samples agree well with data in the 2j/1cj events. After the final se-
lection of the 1j/1cj events there is an excess of the total prediction (QCD multi-jets together
with Monte-Carlo samples) over data. This indicates some systematic bias, which can be
caused by the overestimation of the QCD multi-jets or simulated W+jets contributions. This
issue will be discussed and taken into account in the study of the systematic uncertainties of
the measurement (see Section 8.1).

Figure 7.16 summarizes the QCD multi-jets measurement results after the tag (top row) and
final (bottom row) selections of the 1j/1cj (left column) and 2j/1c¢j (right column) events. As
can be seen from the plots 7.16a and 7.16¢, the 1j/1cj events selection is dominated by the
QCD multi-jets and W+jets events. Other processes have negligible contribution. The 1j/1cj
events selection can serve as the control region for the data driven measurement of the W+jets
background, since another dominant contribution of QCD multi-jets background is already
estimated.

Table 7.2 provides the estimated contribution of QCD multi-jets in both 15/1¢j and 2j/1cj
events after the tag and final selections. The uncertainties of the event weights are propagated
into the uncertainties of the QCD multi-jets estimates, which are also presented in the table.
The last row of the table presents the estimated fraction of the QCD multi-jets events in data.

Table 7.2: The measured estimates of the QCD multi-jets events and their fractions in data after the tag
and final selections of the 15/1cj and 25/1cj events. The uncertainties are due to the uncertainties of
the event weights used in estimation of the QCD multi-jets background from data.

jet multiplicity 1j/1cj 2j/1cy

events selection  tag final  tag  final
QCD multijets 690737 111711 3575 7.8733
fractionindata  77% 44%  53%  29%

7.2 W+jets

The production rates of W+jets events in proton-proton collisions, where some of the jets
are initiated by heavy flavor quarks are predicted with larger uncertainties in Monte-Carlo
simulation. As heavy flavor quarks we consider the charm and bottom quarks. They can
be produced in particle - antiparticle pairs with or without an additional single heavy flavor
quark. The W+jets production processes with the heavy flavor content used in this study are
Wec+ets, Wbb-+jets and Wc+ets®. Wlight+ets refers to the events where only light quarks are
produced together with a W boson. The phase space of the final states is partially overlapped

SSimulation of the Wb+jets process is not available in Monte-Carlo event generators used by the ATLAS ex-
periment. Therefore, a part of the phase space of the production of events with single W boson and b-quark
together with other types of partons in the final state is missing. However, the Wb+jets process has a relatively
smaller cross section than Wcc+ets, Wbb-+jets and Wc+jets and therefore, we expect that it has no significant
influence on the single-top t-channel measurement.
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Chapter 7 Data driven methods for background estimation

between these samples (see Section 4.3.2). This overlap is removed before using the samples
in the study.

After the tag selection the fraction of the heavy flavor component of W+jets events is signi-
ficantly enhanced (see Figure 7.17 in comparison with Figure 7.20). This leads to an increased
uncertainty of the Monte-Carlo simulation prediction of the contribution of the total W+jets
background in the signal selection. Since we can not rely on this prediction ?, the task here
is to measure W+jets background in the signal selection using a data driven method. Some
theoretically motivated assumptions are used in the proposed method.

Assumption I: the uncertainties of the predictions for production rates of Wcc+jets and
Whbb+jets events are taken to be completely correlated. This allows to combine the two pro-
cesses, which we denote as Whf+jets. The true production rate of the Whf+jets events can be
estimated by applying a scale factor to the predicted rate, where the scale factor is estimated
from data.

Assumption II: the uncertainties of the predicted production rates of a given flavor com-
ponent of the W+jets events with the different jet multiplicities are fully correlated. In other
words, the predicted production rates of the 15/1¢j and 2j/1cj events of a given W+jets flavor
(Whf+jets, Wc+jets or Wlight+jets) need a single scale factor in order to account for possible
bias from the true rates. This means that we rely on the predicted ratios of the production
rates of the 1j/1cj and 2j/1cj events for each W+jets flavor component and the task is to
estimate the overall normalization scale factors for these components. Later, this assumption
is dropped and the scale factors for the 15/1c¢j and 2j/1cj events are varied relative to each
other. The corresponding systematic uncertainties of the estimated yield of W+jets events are
evaluated (see Section 8.1.1).

The tag and final selections of the 1j/1cj events are used for the W+jets background meas-
urement. It was shown in Figures 7.16a and 7.16c that the 1j/1¢j events are dominated by
WHjets and QCD multi-jets. Contributions of other processes are taken from Monte-Carlo
simulation with conservative uncertainties. The proposed method propagates the measured
scale factors in the 1j/1c¢j events to the final selection of the 2j/1cj events. It uses the follow-
ing variables,

o NP _ number of 15/1cj events predicted by Monte-Carlo simulation for the i-th

flavor component of W+jets after the pretag selection, where the index i stands for
Wilight+jets, Wc+jets, Wec+jets or Wbb-+jets

o N/ - same as above after the tag selection
o Nfnal _same as above after the final selection

o Nyi& - sum of the 1j/1cj events of all Monte-Carlo samples except of W+jets after the
tag selection (note: it does not include QCD multi-jets)

° Nggl - same as above after the final selection

The following selection efficiencies are also defined,
° e‘gag — Nitag/Nipretag

° 6?nal — Niﬁnal/Nitag

The reason was explained in the beginning of this Chapter.
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Similar variables for the 2j/1cj events are denoted by the following replacements of the
letters,

o N M

® c— X

The true and estimated (measured) values of the above variables are denoted by putting
the bar and the hat signs respectively. For instance, N’**"*¢ and NP"'*® are respectively the
true and estimated numbers of the 15/1cj events of the i-th flavor component of W+jets after
the pretag selection.

In addition, we introduce corresponding variables for data, QCD multi-jets and W+jets,

o N -1j/1cj events count after the tag selection in data

° Ng‘g - same as above after the final selection

o NéanD - QCD multi-jets 15 /1cj events estimate after the tag selection

o Ag&% - same as above after the final selection

o N‘tf\‘}‘fj ots - WHjets 1j/1cj events estimate after the tag selection (equals to ) N} by defin-
ition)

A‘ﬁi\,{‘}éts - same as above after the final selection (equals to ) | Nf“al by definition)
As before, similar variables for the 2j/1cj events are denoted by replacing N with M.
Using the above notations the N\f\?fjets and N\f/iVI}i—E}‘lets estimates can be related to data through
the equations,

(rtag _ tag _ artag tag
NwZets = Naata — Nocp = Muc (7.2)
(rfinal __ final \rfinal final

Wjets = Ndata — Nocp — Nuc (7.3)

The aim is to measure ) ]\Zfzﬁnal - the net contribution of the W+jets 2j/1cj events after the
final selection. It is the estimate for the true contribution > Mf"3l. This later sum can be
expressed using the true numbers of the 2j/1cj events after the tag selection and the cor-
responding selection efficiencies (which are actually the triangular cut efficiencies) defined
above,

S afnel = 37 gfvel s 7.4
? 7 2 :
Monte-Carlo simulation is used in order to estimate af"®!. Figure 7.17 shows the distri-

butions of the triangular variable in the 1j/1cj (left plot) and 2j/1cj (right plot) events after
the tag selection. According to the definition of the final selection the corresponding distri-
butions are obtained from the distributions shown in Figure 7.17 by selecting events above
60 GeV threshold. Due to the similar shapes of the distributions the obtained selection effi-
ciencies for the triangular cut are equal within statistical uncertainties. Figure 7.18 shows the
selection efficiencies versus the W+jets flavor components for the 15/1cj and 2j/1cj events.
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The distributions are fitted by a constant function. The obtained averaged values of the effi-
ciencies for the 1j/1cj and 2j/1cj events agree to each other within statistical uncertainties.
Then, equation 7.4 can be rewritten as,

Z Jiffinal o gfinal Z M ~ gfinal Z Mt (7.5)

Where, al"l are replaced with their averaged estimate 4" and eventually, the latter is

replaced with the averaged efficiency ¢!, which can be calculated by using Equations 7.2
and 7.3,

final _ arfinal _ arfinal
©ONtee _ Ntae _ ptag '
data QCD MC
e+jets tag selection 1j/1cj etjets tag selection 2j/1cj
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Figure 7.17: The triangular variable distribution for the different flavor components of W+jets in the
1j/1cj and 2j/1cj events after the tag selection.

The task is reduced to the problem of estimating ]\7_1'1t ?¢ - the sum of the true number of
the 2 /1cj events of the different flavor components of W+jets after the tag selection. We have
that,

NIWE = GIR8 NPTV o o128 Pt 7.7)

Where, d;?ag are replaced with their predicted values from Monte-Carlo simulation, afag )

Later, the corresponding uncertainties of this replacement will be taken into account by the
b-tagging uncertainties of jets in Monte-Carlo simulation.

According to assumption II the possible bias of the numbers of the 15/1¢j and 2j/1cj events
after the pretag selection predicted by Monte-Carlo simulation, N***® and MP™'*¢, from
their true values, NP8 and MP"'*¢, can be accounted by one scale factor sf; for both 1;/1c;
and 2j/1¢j events,

Mipfetag NZPretag = sf; (7.8)

~Y
pretag — pretag
M; N;

Equation 7.8 connects the MP****® -unknowns to the NP - unknowns. The latter can
be estimated using the event numbers after the tag selection by considering the following
equalities,
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Figure 7.18: The triangular cut efficiencies for the different flavor components of W+jets in the 15/1cj
and 2j/1cj events, when the cut is applied after the tag selection. The z-axis represents integer identi-
fiers for the W+jets flavor components: 1 - Wlight+jets; 2 - Wc+ets; 3 - Wcc+ets; 4 - Wbb+ets.

Nitag _ E‘;ag]vipretag ~ 6Eag]viplretag (79)

Where, the true selection efficiencies, Egag, are replaced with their Monte-Carlo predicted
values, ezag, similarly to what was done in Equation 7.7. The corresponding uncertainties of
the replacement & — ¢;*® will be accounted for in the measurement by the uncertainties
of the jets b-tagging in Monte-Carlo simulation. The observed equality of & and &, in
Monte-Carlo simulation that we used to derive Equation 7.5 also implies that the equalities

shown by Equation 7.8 are valid for the respective number of events after the tag selection,

NEE g
sy —i_ o~ i (7.10)
Ntag M_tag

3 K3

Now, the problem is reduced to the task to provide the estimates, ]\72-t %  of the true Nit a8
values. This will allow to estimate the scale factors sf; and therefore, to estimate M; % The
latter will be used in Equation 7.5 for the estimation of the total W+jets background in the
2j/1cj events after the final selection. For this goal the estimate N‘t,\?fj ots can be used. Since it is
the estimate for the true net contribution of the different W+jets flavor components, we have

that,

(rtag ~ nrtag \rtag \rtag
N Wijets — N, Wlight+jets + N Wctets + M) Whf+jets (7'11)

Where, Ny, sjets = Ny siets T Ny, siets- A8 it was already assumed in the beginning of the
section (assumption I), the same scale factor is needed to account for the difference between
the predicted and the true numbers of the Wecc+jets and Wbb+jets events. Thus, they can be
combined into one sample. Equation 7.11 has three unknown quantities. We assume that the

true event yields Né\‘r}‘lgight Hets and N‘S\?ﬁf fots AT€ correctly predicted by Monte-Carlo simulation
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. =t . . .
while N\/\?cg+jets is not. This means that sfiightsjets = Sfwhtrjets = 1 due to Equation 7.10. In

other words, the observed discrepancy between N‘t/?fjets calculated using Equation 7.2 and

the total prediction, N"j\?lgight sjets + Nxﬁf sjets T N‘S\",f’ﬂ otes 15 due to N‘t,?fﬂets + N‘t,?fﬂets. Since we
are interested in net contributions of W+jets rather than its flavor components, we assign the
observed discrepancy to the predicted contribution of only one flavor component, Wc+jets,
of W+jets. We choose Wc+jets because it has largest predicted contribution in the events
after the tag selection (see Figure 7.17) and therefore, the measurement is more sensitive to its
contribution. Later, the scale factors of other flavor components, sfwiight+jets and sfwhejets, Will
be varied within conservative uncertainties (determined from data) in order to estimate the
corresponding uncertainty of the measurement. Based on this discussion, Equation 7.11 can

be re-written as,

\rtag ~ Nrtag o tag o tag
N Wctets — N Wjets N Wilight+jets N Whf+jets (712)

By using Equation 7.12 in Equation 7.10 for i = Wc+jets we have the following expression
for Sch+jetS/

rtag tag tag
¢ - NW+jets o NWlight+jets o Nth+jets
SIWc+ets = Nta8 (7.13)
Wc+ets
: : . rtag . . .
Equation 7.10 also allows to derive an expression for My ets considering Equation 7.13,
\rtag _ Ntag _ Ntag
Mtag -~ Mtag Wjets Wlight+jets Whf+jets 714
We+jets — ~""We+ets Ntag ( . )
Wctjets
While,
rtag ~ tag
MWlight+jets - MWlight+jets (7.15)
“rtag ~ tag
Mth+jets - Mth+jets (7.16)

Using Equations 7.16, 7.15, 7.14 and 7.6 in Equation 7.5, and also, considering Equation
7.2 the expression to estimate the sum of the W+jets 2j/1¢j events after the final selection is
derived,

final __ Nﬁnal final

Z Mﬁna] _ Ndata QCD MC
] - tag rtag tag
Nd NQCD - NMC

ata
tag \rtag tag tag tag
Mtag Ndata - NQCD - NMC - NWlight+jets - Nth+jets
X Wc+tjets Ntag (7-17)
Wec+jets
tag
T Miyiightsets
tag
+ Mth+jets

In order to estimate the uncertainty of the result of Equation 7.17 many pseudo experi-

90



7.2 W+jets

ments are performed. The data counts, the QCD multi-jets estimates and the numbers of
Monte-Carlo events have been randomly varied as Gaussian quantities. Uncertainty of each
variable has been taken as the width (o) of the corresponding Gauss distribution '°. Figure
7.19 shows the resulting distribution of the interesting sum, >~ Mf"?!. The maximum probable
value (MPV) of the distribution is taken as an estimate of the W+jets 2j/1cj events after the fi-
nal selection. One standard up and down deviations from MPV are taken as the uncertainties
of the estimate.

e+jets final selection 2j/1cj
— T —

T
60000 — I L=35pb?

Entries

40000~ -t

|_Nom

20000

L

Il
7 8 9 10 11
Estimated total number of W+Jets events

Figure 7.19: Distribution of 3 Mfi*2! - the estimated total number of the 2;j/1¢;j events of W+jets after
the final selection. The distribution is obtained using pseudo experiments.

Table 7.3 presents the results for the measured total contribution of the W-+jets 2 /1¢j events
after the tag and final selections. The measurement uncertainties are also provided.

Table 7.3: Estimated total number of the 2j/1cj events of W+jets after the tag and final selections,
S M;*® and 3" M8, The uncertainties are due to uncertainties of the data counts, the QCD multi-jets
estimates and the predicted number of events used in Equation 7.17.

jet multiplicity 2j/1cj

events selection tag final
Wjets events 125+0.9 88+0.7

tag tag

. . _tag . o
When solving Equation 7.11 for Ny tetsr 1t Was assumed that Nivtightsiets = Nwlightsjets
\rtag _ tag : : _ _
and Nth+j ots = NWMJrj ots IMPlying sfwiightijets = Sfwnesjers = 1. Now, we vary these two

scale factors independently from each other in order to estimate the corresponding system-
atic uncertainty of the measured sum ) Miﬁnal. The variation, dsfwiight+jets, 1S constrained

%Poisson uncertainties on data counts are replaced with Gaussian uncertainties, since the counts are large
enough. The uncertainties of the numbers of Monte-Carlo events are due to limited size of the corresponding
Monte-Carlo samples.
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by the pretag measurement of 1j/1cj events in data. Since W+jets dominates in the tight
signal region (> 70 GeV) of the triangular variable distribution after the pretag selection of
the 1j/1cj events (see Figures 7.1a and 7.1c), we use the data count in the tight signal re-
gion (TSR) in order to determine an upper limit on the true value of the W+jets contribu-

. Cpretag, TSR tag, TSR / tag, TSR . .
tion, N‘f/’\ff]. e ot = NPee + \/ NIe2® 72 Then, dsfwiightsiets is determined from the

\pretag, TSR pretag, TSR . . pretag, TSR . _
Ny Hets, max /NW Hets 1, which gives 0.07. Here, Ny, +ets is the num

ber of the W+jets 15/1cj events in the tight signal region after the pretag selection. Also,
since the W+jets events are dominated by Wlight+jets after the pretag selection (see Figure
7.20), we used the found upper limit as the possible variation of the scale factor for the
1j/1cj events of Wlight+jets after the pretag selection. As it was shown above, the scale
factors are not changed by the b-jet requirement (see Equations 7.8 and 7.10) and therefore,
5iSleight+jets = £7%.

expression ,

e+jets pretag selection 1j/1cj e+jets pretag selection 2j/1cj
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Figure 7.20: The triangular variable distribution for the different flavor components of the W+jets
1j/1cj and 2j/1cj events after the tag selection.

The up variation of the scale factor for Whf+jets is estimated from the final measurement of
the 1j/1cj events. The 15/1¢j events after the final selection are dominated by QCD multi-jets
and W+jets (see Figure 7.16¢c). We take the upper limit of the Whf+jets scale factor the follow-
. . tag, TSR tag, TSR tag, TSR tag, TSR . .
ing ratio, (N, ~ Nivtightsjets — Nweriets )/ Nwit fots 7 where, all N-counts are obtained in
TSR (defined above) of the 1j/1cj events after the tag selection. This leads to the estimate of
the up uncertainty of the Whf+jets scale factor, (5+Sfth+]'ets = +180%. The down variation is
taken to be 0~ sfwhijets = —100%.

For every single variation of sfyiightijets and sfwngsjets within their uncertainties, sfweijets is
calculated in pseudo experiments by using Equation 7.13 1. Figure 7.21 shows the resulting
distributions of sfwcjets: Due to these variations of the scale factors, the MPV (obtained in
the pseudo experiments) of the sum of interest, 3 M|, also varies away from the central
value provided in Table 7.3. The up and down deviations from the central value are com-
bined in an uncorrelated way in order to obtain the total systematic uncertainties. The results
are +2.9(+33%) and —1.6(—18%) events as the up and down deviations from the measured
central value, 8.8 events (see Table 7.3). The obtained results are only the part of the total

" Assuming that now, the predicted number of events, N‘f\'fﬁjets and Nyo& +jets are multiplied by the corresponding

scale factors, sfwiightsjets and sfwnhsjets, in Equation 7.13 as well as in Equation 7.17. Also, Myif, o and Migs ..
are multiplied by sfwiight+jets and sfwnesjets respectively in Equation 7.17.
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Figure 7.21: Distributions of the Wc+ets scale factor, sfcijets, obtained in pseudo experiments carried
out for each up and down variations of other scale factors, sfwiightsjets and sfwhejets-

systematic uncertainty of the W+jets event yield due to the scale factor uncertainties. Addi-
tional contributions come from dismissing assumption II, which was made in the beginning
of this section. It will be discussed in the next chapter (Section 8.1.1) and the total systematic
uncertainty will be evaluated.
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Chapter 8
Systematic uncertainties of event yields

We have studied the sources of systematic uncertainties in the measurement of the t-channel
cross section. Systematic The resulting uncertainties of the signal and background event
yields are estimated and summarized in Table 8.9.

First, systematic uncertainties of the data driven measurement of the QCD multi-jets and
the W+jets background are evaluated. This measurement has systematic uncertainties, since
it rely on some predictions of Monte-Carlo simulation.

We investigated an influence of the systematic uncertainty sources due to the imperfections
in the detector simulation, reconstruction and identification of physics objects on the signal
and background event yields. Pile-up modeling in Monte-Carlo simulation and the luminos-
ity related uncertainties of the event yields are also reviewed.

We also studied systematic uncertainties arising due to the theoretical uncertainties in our
knowledge of the proton PDF and initial/final state radiation in proton-proton collisions.
Furthermore, the alternative Monte-Carlo events generator has been used for the signal and
background ! events generation in order to evaluate the model dependent systematic uncer-
tainties of the event acceptance in Monte-Carlo simulation.

The final uncertainties of the measured t-channel cross section will be discussed in the next
chapter.

8.1 QCD multi-jets and W+jets

8.1.1 W+jets scale factors

Systematic uncertainties of the data driven measurement of W+jets was partially studied in
the previous chapter (see Section 7.2). We considered independent variations of the Wlight+jets
and Whf+jets scale factors from 1. The resulting variation of the Wc+jets scale factor was
shown in Figure 7.21. These variations of the scale factors were evaluated as uncertainties of
the measured 2j/1cj event yield of W+jets after the final selection.

Now, we estimate the total systematic uncertainties of the W+jets event yield due to the
scale factors that means the assumption II (see Section 7.2) is dropped. By this we take into
account the fact that the scale factors for the different flavor components of W+jets might
differ for the 15/1c¢j and 25 /1cj events.

First, the additional uncertainties of the scale factors of the W+jets flavor components for
the 2j/1cj events are estimated. The possible variation of Wlight+jets contribution predicted
by Monte-Carlo simulation is determined in the tight signal region (TSR) of the triangular

'The background processes, which contributions are estimated with the help of Monte-Carlo simulation only
but not with data driven methods are assumed here.
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Chapter 8 Systematic uncertainties of event yields

variable distribution in the 2j/1c¢j events after the pretag selection. TSR is the region above
70 GeV of the triangular variable distribution. Since this region is dominated by W+jets (see
Figures 7.1e and 7.1g), we use the same technique as was used in the case of the estimation of

Osfwiightsjets and sfwneijets for the 1j/1cj events (see Section 7.2). This means that the upper

]\—4pretag7 TSR

limit of the possible contribution of W+jets in the signal region is take to be My, Hets, max =

M g;f;ag’ TSR \/ M é’;f;ag’ TSR 2 where, the data count, MP™'% TSR s obtained in TSR of the

data
2j/1cj events after the pretag selection. Wlight+jets has a dominant contribution in W+jets

after the pretag selection of the 2j/1cj events (see Figure 7.20b). Therefore, the above upper

.. . . ) . . . “rpretag, TSR pretag, TSR
limit can be used to determine dsfwiightijets, Which is defined as My, +ets, max /My +ets 1.

The result is 5istlight+]-ets = +35%. We use the same uncertainty, 35%, for the Whf+jets and
Woec+jets scale factors. This is a more conservative estimate than the result of an independent
measurement [171] using the same data, which showed that the relative differences between
the scale factors for 1j and 2j events are less than 10 — 15%.

e+jets final selection 2j/1cj
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Figure 8.1: Distribution of > M2l - the estimated number of the 2;j/1cj events of W+jets after the
final selection. A distribution for each single variation of the scale factors is obtained using pseudo
experiments.

Equation 7.17 is used in pseudo-experiments to obtain the distributions of > Mf*2! and
also " M} for up and down variation of each scale factor separately. Figure 8.1 shows the
results of the pseudo-experiments. The x-axis represents the estimated sum of 25/1cj events
of the different flavor components of W+jets after the final selection. The distribution ob-
tained by using the nominal scale factors, sfwiightsjets = Sfwntsjets = 1 and sfweijets calculated
with Equation 7.13, is presented with the solid black histogram on the plot and is labeled

as Wllij;g/hlﬂlf + Jets. The distributions corresponding to the correlated variations of the scale

factors between the 1j/1¢j and 2j/1cj events are labeled as WU/19; + Jets, where, the in-
dex 7 stands for only Wlight+jets and Whf+jets flavor components of W+jets. The Wc+jets
scale factor varies accordingly (Equation 7.13). The plot also presents the distributions, which

2The same notations for variables as in Section 7.2 are used.
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8.1 QCD multi-jets and W+jets

are obtained by variation of the scale factors for the 2j/1cj events only. They are labeled
as W2/1d, 4+ Jets, where, the index i stands for all flavor components of W+jets events,
Wilight+jets, Wc+ets and Whf+jets. Deviations of the maximum probable values (MPV) of
the distributions from MPV of the nominal distribution are combined in an uncorrelated way
in order to obtain the up/down systematic uncertainties of the W-+jets event yields. A similar
measurement is also performed for W+jets events after the tag selection. Table 8.1 presents
the resulting uncertainties in percents. They are the uncertainties of the W+jets event yields
presented in Table 7.3 of the previous chapter.

Table 8.1: Systematic uncertainties of the 2j/1¢j event yields, 3" M* and Y Mfi"!, for W+ets due to
the uncertainties of the scale factors for the W+jets flavor components.

2j/1cj events tag selection final selection

AT WHjets +38% +38%
A~ W+jets —27% —28%

8.1.2 QCD multi-jets templates

The systematic uncertainties of the W-+jets event yields in addition to those, which are shown
in Table 8.1 are due to the systematic uncertainty of the measurement of QCD multi-jets in
the 15/1cj events 3. Equation 7.17 shows that the estimated number of the 2j/1cj events of
W+jets depends on the estimated numbers of the 1j/1c¢j events of QCD multi-jets after the
tag and final selections, N&%D and NS‘&%. Therefore, their uncertainties cause the additional

uncertainties of 3 Mfi"®!, On the other hand, the uncertainty of the prediction of W+jets con-
tribution in the 1j/1c¢j events causes an additional uncertainty in the QCD multi-jets meas-
urement. The reason is that the QCD multi-jets templates are obtained after subtracting the
contribution of W-+ets and other processes predicted by Monte-Carlo simulation from data
(see Section 7.1.1). This mutual dependence of the QCD multi-jets and W+jets measurements
leads to the anti-correlated systematic uncertainties of the contribution of these background
processes in the final selection of the 2j/1cj events. Below, we describe the procedure for
calculation of these uncertainties.

First, we determine the possible maximal deviation of the predicted W+jets contribution
in the 1j/1cj events after the tag selection from its true value. For this goal the triangular
variable distributions shown in Figures 7.3a and 7.3c are used. The tight signal region (>
70 GeV) of these distributions are dominated by W+jets events and we can use the already
described technique for putting an upper limit on the true number of W+jets events using

data. Namely, the upper limit is determined as Nio& 15% = ntas TSR o [jytas TSR e

Wiets, max data
estimated maximal variations from the predictions are +49% and +37% for the 15 /1¢j /central

and the 1j/1c¢j/sides events respectively.
Then, we scale the triangular variable distribution in the 1j/1¢j/central and 15/1cj/sides
events of W+jets after the tag selection by +49% and 437% respectively. QCD multi-jets tem-

*The uncertainty of the estimate of the QCD multi-jets contribution due to the uncertainties of the event weights
(see Section 7.1.3) are already considered, however.
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plates are re-calculated for each variation and the fit method is used to measure N&%D and
]\75%%. Figures 8.2a and 8.2b present the nominal and variation QCD multi-jets templates for
the 1j/1cj/central and 1j/1cj/sides events respectively. The resulting systematic uncertain-
ties of the estimated number of the QCD multi-jets events due to the variation of the templates
in the control region (< 60 GeV) are shown in Table 8.2.
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Figure 8.2: QCD multi-jets templates corresponding to the 1j/1cj/central (left) and 1j/1cj/sides
(right) events after the tag selection. Templates obtained by variation of the W+jets normalization
scale factors are presented together with the nominal template.

Table 8.2: Input normalization uncertainties of W+jets after the tag selection of the 15/1¢j/central and
1j/1cj/sides events and the resulting uncertainties of the estimated number of QCD multi-jets events
after the tag and final selections.

events A W+jets, tag A QCD multi-jets, tag A QCD multi-jets, final
1j/1cj/central +49% F4% F8%
1j/1cj/sides +37% F3% F1%

Using equation 7.17 the obtainedAuncertainties ANZE CD and ANSIC‘% are propagated into the
corresponding uncertainties of > M4l The results are provided in table 8.3.

Table 8.3: Systematic uncertainties of the estimated W+jets contribution after the tag and final selection
of the 2j/1cj events, 3 M;* and 3" Mf*2!, due to the anti-correlated systematic uncertainties of the
QCD multi-jets measurement of the 1;/1cj events after the tag selection.

2j/1cj events tag selection final selection
A WHjets +12% +4%

When deriving the QCD multi-jets templates for the 2j/1cj events after the tag selection
the W+jets contribution predicted by Monte-Carlo simulation was subtracted from data. This
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8.1 QCD multi-jets and W+jets

predicted contribution of W+jets is include in Table 6.3, which is 13.3 & 0.6 events. The res-
ults for QCD multi-jets contribution in the 2j/1cj events is provided in Table 7.2. Later, the
Wijets contribution was estimated in the 2j/1¢j events using data. The results of this data
driven measurement are shown in Table 7.3, which provides the estimated number of 2j/1cj
events of W+jets after the tag selection, 12.5 £ 0.9. We also estimated the systematic uncer-
tainties of the W+jets measurement due to the uncertainties of the scale factors of the W+jets
flavor components and also, due to the QCD multi-jets measurement uncertainty in the 15 /1cj
events selection. The results are summarized in Tables 8.1 and 8.3. These data driven results
of the W+jets contribution in the 2j/1cj events affects the QCD multi-jets measurement in
the same events. In order to estimate the effect a new QCD multi-jets template is derived,
where the predicted W+jets contribution is multiplied by the scale factor, 12.5/13.3, before
subtracting it from data. Additional templates of QCD multi-jets are also derived, where the
predicted W+jets contribution is scaled by 12.5/13.3 and then, scaled up or down by the cor-
responding uncertainties shown in Tables 8.1 and 8.3. The fit method is used to perform a
new measurement of the QCD multi-jets contribution in the 2j/1cj events after the final se-
lection. The new templates were used in the fit. The nominal estimate of the number of 2j/1cj
events of QCD multi-jets after the final selection is increased by about 1.1% with respect to to
the previous result (see Table 7.2) and is 7.9733. For each input systematic variation of the
Wjets events after the tag selection the resulting anti-correlated uncertainty of the estimated
QCD multi-jets events after the final selection is provided in 8.4.

Table 8.4: Systematic uncertainties of the estimated number of 2j/1cj events of QCD multi-jets after
the final selection due to the measurement uncertainties of the 2j/1cj events of W+jets after the tag
selection. These uncertainties of the W+jets and QCD multi-jets event yields are anti-correlated.

A W+jets, 25 /1cj, tag selection A QCD multi-jets, 25 /1¢j, final selection

+38% —7.2%
—27% +5.2%
+12% 2%

8.1.3 QCD multi-jets fit model

In the previous chapter of background measurement we show that the triangular variable
distribution of the QCD multi-jets events after the tag selection can be described by a Landau
distribution in the lower energetic (control) region. We estimated the QCD multi-jets events
contribution in the higher energetic (signal) region of the triangular variable distribution by
extrapolating the Landau fit function. This approach assumes that the triangular variable for
the QCD multi-jets events follows the Landau distribution in the signal region as well. This
assumption is supported by the Monte-Carlo study, which was also discussed in the same
chapter (section 7.1.2).

The triangular variable distribution of the QCD multi-jets events can be also fitted with
an exponential function. This is the case for the Monte-Carlo sample of the QCD events,
JF17. Figure 8.3 shows the same distributions as in Figures 7.10a and 7.10c now fitted with an
exponential function. The low kinematic region of the distributions, below 20GeV, is not used
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in the fit. The falling part of the distributions are well described by the exponential function.
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Figure 8.3: Triangular variable distribution in the 1j/1cj/central and the 1j/1cj/sides events after
the pretag selection. Matching truth electrons are originated from B-meson decays or conversion.
Exponential function is used to fit the falling part of the distributions.

In order to estimate the QCD multi-jets events contribution with a given jet multiplicity, we
use the already described (section 7.1.1) the method of the simultaneous fit of concatenated
‘central” and ’sides” templates. Figure 8.4 shows the result of the simultaneous exponential
fit of the 15/1cj/central and 1j/1cj/sides QCD multi-jets templates. The 20 — 60 GeV control
region of both templates are used in the fit.
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Figure 8.4: Simultaneous fit of the triangular variable distribution templates of the QCD multi-jets
1j/1cj/central and 1j/1cj/sides events after the tag selection. Templates are concatenated.

The exponential fit function is used to calculate the binned estimate of QCD multi-jets and
to create maps of the corresponding event weights. The same method as before in Section
7.1.3 was used for this goal. Figure 8.5 show the triangular variable distribution (top row
plots) for the 1j/1cj/central and 15/1cj/sides events in data after the tag selection. The cor-
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8.1 QCD multi-jets and W+jets

responding distribution of the QCD multi-jets estimate is also shown on both plots. Note,
that since the exponential fit function does not cover the first bin of the distributions, the cor-
responding QCD multi-jets estimate is missing from the plots. We know from Monte-Carlo
simulation that contributions of other physics processes such as W+jets and Z+jets are expec-
ted to be negligible in this lowest bin of the distribution. Also, It was shown by using the
fit method with a Landau distribution that the QCD multi-jets contribution estimate is equal,
within the one sigma statistical uncertainties, to data counts in this bin (Figures 7.12a and
7.12b). Therefore, we take the data count in this lowest bin with a Gaussian uncertainty as
the QCD multi-jets estimate and calculate the corresponding event weight as well. The res-
ulting event weight maps for the 1j/1cj/central and 1j/1cj/sides events are shown on the
bottom row plots in Figure 8.5. Similar maps of event weights for the 2j/1cj/central and
2j/1cj/sides events are also created.
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Figure 8.5: Top row: the data counts and the distribution of the QCD multi-jets estimate as functions of
the triangular variable. The QCD multi-jets events estimate is obtained by integrating the exponential
fit function within the corresponding bin limits. The plots correspond to the 1j/1cj/central (left) and
1j/1cj/sides (right) events after the tag selection. Bottom row: the event weights corresponding to the
2j/1cj/central (left) and 25/1cj/sides (right) events after the tag selection.

The event weight maps are used to derive various kinematic distributions of QCD multi-jets
events from data by using the event weighting method (see Section 7.1.3). Asymmetric un-
certainties of the weights are propagated to uncertainties of the interesting distributions. We
estimate the QCD multi-jets contribution in the 15/1cj and 2j/1cj events after the tag and
final selections using corresponding derived distributions of the triangular variable. Table 8.5
provides those estimates with their asymmetric uncertainties. Also, the relative deviations
from the base measurement (Table 7.2). The results show that the estimated contribution of
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the QCD multi-jets events is reduced in both 1j/1cj and 2j/1cj events with respect to the
base measurement. This reduction is more significant for the final selection of events. The
reduced contribution of the estimated number of QCD multi-jets events cause the opposite
excess of the estimated number of the W+jets events with respect to the base measurement
(Table 7.3). Results of the W+jets measurement in the 2j/1cj events after the tag and final
selections are presented in Table 8.6. The symmetric uncertainties are due to the uncertainties
of data counts, asymmetric uncertainties of the QCD multi-jets estimates and the Gaussian
uncertainties of the predicted number of events of the different flavor components of W+jets.
The large asymmetric uncertainties are due to uncertainties of the scale factors for the differ-
ent flavor components of W+jets. The last row of the table presents nominal values of the
relative deviations of the W+jets estimates from the base measurement.

Table 8.5: The measured estimates of the QCD multi-jets events and their fractions in data after the tag
and final selections of the 15/1¢j and 2j/1¢j events. The uncertainties are due to the uncertainties of
the event weights used in estimation of the QCD multi-jets background from data. Relative deviations
from the base measurement (Table 7.2) are presented in the last row.

jet multiplicity 1j/1cy 2j/1cj
events selection tag final  tag final
estimated QCD multi-jets events 64473 45730 3478 33753
fraction in data 2% 18%  52% 12%
relative deviation from the base measurement —7% —59% —-3% —58%

Table 8.6: Estimated total number of the 2j/1cj events of W+jets after the tag and final selec-
tions. The uncertainties are due to uncertainties of the data counts, asymmetric uncertainties of the
QCD multi-jets estimates and the Gaussian uncertainties of the predicted number of events of the dif-
ferent flavor components of W+jets. Relative deviations from the base measurement (Table 7.3) are
presented in the last row.

jet multiplicity 2j/1cj

events selection tag final
estimated W+jets events 15.1 + O.ing 12.9 + O.9Jj§:§
relative deviation from the base measurement +19% +46%

By using an exponential function to model the QCD multi-jets background we obtained the
results for QCD multi-jets and W+jets contributions in the 2j/1¢;j events after the final selec-
tion. The estimated number of events of these background processes deviate from the base
measurement. Namely, a contribution of QCD multi-jets events is estimated to be by 58% less
while the W+jets contribution is increased by 46%. However, the measurement uncertainties
are large enough to cover the estimates of the base measurement. Therefore, we do not intro-
duce additional uncertainties of the estimated event yields of QCD multi-jets and W+jets due
to a choice of a fit model for the triangular variable distribution in QCD multi-jets events.
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8.2 Background normalization in Monte-Carlo simulation

We use Monte-Carlo simulation based estimates of the event yields of the ¢t, Wt-channel,
di-bosons and Z+jets background processes normalized to their theoretical cross sections. It
was shown (Table 6.3) that the contributions of these background processes to the final selec-
tion of events is small. The largest contribution is predicted for the t¢ background at about
6.3% of its fraction in the 2j/1cj event yield after the final selection. Therefore, using data
driven methods for their determination is not as crucial as it is for the W+jets process, which
contribution is estimated (in this study) to be about one third of the 2j/1¢j event yield. The
normalization uncertainties of the Monte-Carlo predicted background is aimed to cover the
uncertainties of the theoretical cross sections of the background processes. This uncertainty is
about 10% for the t¢ production cross section (see Table 2.1). Uncertainties of the differential
cross section, which is reflected in the shape uncertainty of some kinematic distributions is not
estimated using Monte-Carlo simulation. Instead, we take the theoretical total cross section
uncertainty values of the ¢ process and combine it with the corresponding symmetrized un-
certainty of the event yield due to the Monte-Carlo event generator choice. Uncertainties of
the di-bosons and Z+jets event yields are taken +100%, what accounts for the uncertainty of
their theoretical cross sections and for a dependence of their event yields on a Monte-Carlo
generator choice. Since the Wt-channel process was not measured yet, we take a larger upper
uncertainty on its theoretical cross section, which is 400% and —100% as a down uncertainty.
Given the small Monte-Carlo predicted contribution of Wt-channel into the final selection of
the 2j/1cj events, the measurement of the t-channel cross section is not significantly affected
by the large normalization uncertainties of the Wt-channel background.

8.3 Lepton selection

The t-channel selection is impacted by various sources of systematic uncertainties via the
lepton selection. Two different types of lepton related systematic uncertainties can be dis-
tinguished. Uncertainties in the reconstruction of leptons energy and momentum belongs
to one type of systematic uncertainties and are caused by uncertainties of the calibration of
the energy-momentum and the parameterization of the detector resolution. They are directly
propagated into leptons energy and momentum and the impact on an event selection is evalu-
ated. P is re-calculated in order to take into account variation of the energy and momentum
of those leptons, which were originally used in the calculation of F.

The second type collects the lepton selection efficiency uncertainties. In order to match
lepton selection efficiencies between data and Monte-Carlo simulation some scale factors are
needed. Propagation of scale factors implies weighting of the Monte-Carlo event, which was
already described in Section 6.3. Scale factors, which depend on kinematic variables of leptons
are known with some uncertainties. They are varied by their up and down uncertainties and
the impact on the tag and final selection of events is evaluated.

8.3.1 Electron energy calibration and resolution

We use random Gaussian smearing of the Monte-Carlo electron cluster energy in order to
match the resolution between Monte-Carlo simulation and data. The width of the Gaussian
is a function of the cluster energy, in the range [10 GeV,1 TeV] for the cluster transverse
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energy, the cluster |n| and a constant term. The constant term is measured in data with a
certain |7| binning and has associated up and down uncertainties. Systematic uncertainties
of the selected number of Monte-Carlo events are obtained by up and down variation of the
constant term. Resulting relative uncertainties are less than 1%.

Electron energy calibration in Monte-Carlo simulation is tuned by using electrons from the
various processes such as Z — ee and J/1) — ee, which can be selected in data with high sig-
nal purity. Energy scale factors are estimated depending on the electron cluster 7 in the range
[—4.9,4.9] divided in 58 non-equidistant bins. The uncertainty of the energy scale factors are
provided in 8 bins of electron cluster |7| in the range [0, 4.9] and also have a dependence on the
cluster transverse energy. The Monte-Carlo event selection is performed with up and down
varied scale factors for the electron energy in order to estimate the corresponding uncertain-
ties of the event yields.

8.3.2 Electron reconstruction, identification and trigger efficiency scale
factors

We use the electron reconstruction, identification and trigger efficiency scale factors. The scale
factors and the procedure of their propagation into the events weights were described in ded-
icated Sections 5.1 and 6.3. Electron reconstruction scale factor, which does not depend on
the electron kinematic variables is combined with the electron identification scale factor. The
electron identification scale factor is a function of the transverse energy and the cluster 7 of
electrons. Uncertainties of the reconstruction and identification scale factors are combined in
an uncorrelated way. Up and down variation of combined reconstruction and identification
efficiency scale factors are propagated to the Monte-Carlo event weights. Resulting up and
down variation of the number of selected (weighted) events are taken as the systematic un-
certainties of the expected number of events for each Monte-Carlo process considered in this
study. Uncertainty of the Monte-Carlo electron trigger efficiency scale factor is treated the
same way.

The relatively large uncertainty in the acceptance due to the combined uncertainties of the
reconstruction and identification scale factors indirectly affects the data driven measurement
of the QCD multi-jets and W+jets background. This and similar non-negligible indirect influ-
ence on the data driven measurement from other sources of systematic uncertainties will be
determined in Section 8.11. Corresponding quantitative estimates for the relative systematic
uncertainties of the QCD multi-jets and W+jets events yields are provided, too.

8.3.3 Muon transverse momentum resolution

We smear muon pr in the Monte-Carlo events in order to reach an agreement between data
and Monte-Carlo simulation for the resolution of muon pr reconstruction. Muon pr values,
which are independently measured by the inner detector and the muon spectrometer are
used as inputs for the smearing procedure. Uncertainties of these values, which are partially
correlated are propagated into the uncertainty of the combined muon track pr and E7 is
re-calculated. Impact of each variation of the two input pr values on the event selection is
evaluated. Thus, the four estimates for the selected number of events are obtained for each
Monte-Carlo process. The maximum and minimum numbers of the selected events are taken
to calculate the up and down uncertainties of the events after the nominal selection. We found
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that the muon pr resolution uncertainty has a negligible effect on the signal and background
yields of the 2j/1cj events after the final selection.

8.3.4 Muon reconstruction and identification scale factors

We use the muon reconstruction and identification scale factors to propagate them into the
event weights similarly to the electron reconstruction and identification scale factors. Since
our event selection implies rejecting those events, where at least one good muon is found, the
weights of this kind of events can not change the selected number of weighted events after the
final selection. Therefore, the uncertainties of the muon reconstruction and the identification
scale factors do not cause any variation of the event yields.

8.4 Jet energy scale and resolution

Correct calibration of the jet energy scale and resolution in Monte-Carlo simulation is more
challenging than it is in case of leptons. One of the reasons is the relatively larger volumes of
the detector, were the energy deposition happens by the hadron constituents of the collision
events. The fraction of the energy absorbed in the non-sensitive material of the detector and
energy flow out of the detector is larger than in case of electro-magnetic energy deposition by
electrons and photons [155]. This and other effects such as energy looses in the strong interac-
tions of the hadrons with the detector material nuclei or the escaped energy carried away of
the detector mainly by the secondary neutrinos causes larger uncertainties in the calibration of
the jet energy scale and parameterization of the jets energy resolution The uncertainties of all
the scale factors, which are applied to the jets energy in Monte-Carlo simulation are propag-
ated to the 2j/1c¢j event yield after the final selection. The scale factors and their uncertainties
depend on the jets momentum and angular variables. Uncertainties of the jet energy and mo-
mentum are also propagated to J,, which is appropriately re-calculated. Resulting variations
of the nominal yield of the 2j/1cj events are taken as the corresponding uncertainties.

The jet energy resolution uncertainty is estimated as the symmetrized difference between
the event yields with and without smearing of the jets energy and momentum in Monte-Carlo
samples. No additional uncertainties are assigned to the smearing parameters.

Soft jet energy correction uncertainties introduces an additional uncertainty in the £ calcu-
lation. Energy deposited in those detector cells, which are not included in any reconstructed
jet object ('OutOfCell” energy) is not corrected on the hadronic energy scale and hence, can
also bias the F7 calculation if this energy is deposited in hadron activities. The both soft jet
and 'OutOfCell” energy uncertainties are correlated. Their effect on the 2j/1cj event yield for
the signal and background processes via the corresponding uncertainty of Fr is evaluated.

8.5 Jet b-tagging

The b-tagged jet requirement removes a significant part of the background to the t-channel
signal. Therefore, realistic identification of a jet flavor in Monte-Carlo simulation is rather
crucial for our measurement in order to have a reliable event acceptance for the signal and
the background. Scale factors, provided by auxiliary measurements, are introduced in or-
der to match the heavy flavor jet identification and the light jets misidentification efficiencies
between Monte-Carlo simulation and data. Similarly to the lepton identification scale factors,
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these scale factors are also propagated into the event weights as described in Section 6.3. Eval-
uation of the uncertainties of the scale factors for each particular jet in Monte-Carlo events is
done. These uncertainties are found to be one of the largest sources of systematic uncertainties
of the signal and background event yields related to the detector Monte-Carlo simulation.

8.6 Pile-up

The instantaneous luminosity and the beam intensities of the LHC during the data taking
period in 2010 was low (see Section 4.1) so that the small rate of multiple interactions in
proton-proton collisions is observed (Figure 4.1b). Therefore, the related pile-up effect on the
events acceptance is expected to be rather small and sufficiently controlled in Monte-Carlo
simulation. The estimated relative uncertainty of the signal and background event yields is
about 2%.

8.7 Integrated luminosity

The integrated luminosity collected in 2010 by the ATLAS detector and used in our study is
known with a 3.4% overall uncertainty [130]. We apply this uncertainty to those background
event yields, which are measured in Monte-Carlo simulation but not with the data driven
methods. The uncertainty of the integrated luminosity is applied to the final measurement of
the t-channel cross section.

8.8 Signal modeling

In this study we use Monte-Carlo samples of the t-channel signal and its background pro-
cesses, such as the ¢t and Wt-channel production, generated by using the MC@NLO event
generator interfaced to the HERWIG event generator. The latter generator is responsible for
showering and hadronization of partons.

We acknowledge that some uncertainty of the Monte-Carlo based predictions for processes
above exists due to a specific choice of a model of Monte-Carlo. In order to have a quantitative
estimate of this uncertainty we used different Monte-Carlo event generators for production
of signal and background event samples. Namely, we use the AcerMC event generator for
generation of hard scattering events. The PYTHIA event generator is used for showering
and hadronization of partons. These alternative signal and background samples are treated
similarly to the nominal samples, following the full chain of detector simulation and event re-
construction. The choice of a model of Monte-Carlo event generation, MC@NLO +HERWIG
versus AcerMC +PYTHIA, leads to a difference in the 25/1cj event yields. PYTHIA parton
showering model predicts more jet activity than HERWIG as this can be seen in Figure 8.6a,
where the distributions of the jet multiplicity are obtained in the events after the electron se-
lection. Therefore, more events with 2 jets are predicted by HERWIG. However, the number
of 2 jet events with one ore two b-tagged jets is the same in both Monte-Carlo samples as can
be seen in Figure 8.6b. This leads to the same event yield after the tag selection of the 2 jet
events that implies the requirement of exactly one b-tagged jet.

The observed difference in the event yields is due to the pseudo-rapidity distribution of the
second untagged jet. Figure 8.7 shows this distribution in both MC@NLO +HERWIG and
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Figure 8.6: Jet (left) and b-tagged jet multiplicity in the 2 jet events (right) after the electron selection of
the t-channel signal. Distributions obtained from the baseline MC@NLO +HERWIG event sample are
compared with the distributions from the alternative AcerMC +PYTHIA sample.
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Figure 8.7: Pseudo-rapidity of the untagged jet in the 2 jet events with 1 b-tagged jet after the electron
selection of the t-channel signal. The distribution obtained from the baseline MC@NLO +HERWIG
event sample is compared with the distribution from the alternative AcerMC +PYTHIA sample.
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AcerMC +PYTHIA samples. As can be seen from this plot, MC@NLO predicts more forward
untagged jets in the 2 jet events with 1 b-tagged jet. After the selection of 2j/1cj events,
which is done by requiring the untagged jet to be forward, |1;et untaggea| > 2.5, we have a
14% larger event yield in the MC@NLO +HERWIG sample of t-channel with respect to the
AcerMC +PYTHIA sample. We quote this difference as the uncertainty of the signal event
yield due to the choice of the Monte-Carlo model. Similar uncertainties are estimated for ¢t
and Wt-channel using the alternative event samples generated with AcerMC +PYTHIA.

8.9 Initial/final state radiation

Monte-Carlo modeling of the initial and final state radiation of partons in the collision events
introduces an additional uncertainties of our measurement of the t-channel cross section. It
has an impact on the hadron jets multiplicity in the Monte-Carlo simulated events. This can
affect the selected number of events, since the selection depends on the number of jets in
the central and the whole acceptance regions of the detector. In order to evaluate the uncer-
tainty of the event acceptance due to the amount of ISR/FSR, we use t-channel, Wt-channel
and ¢t samples generated with AcerMC interfaced by PYTHIA. PYTHIA provides possibil-
ities to tune the amount of ISR and FSR within their experimentally available uncertainties
independently to each other. Two samples with ISR and two samples with FSR variations of
the tuning parameters are produced for each of the above three processes. The combinations
of the ISR/FSR tuning parameters varied by their measured up and down uncertainties are
selected in such a way to reach a maximum or a minimum deviations of the ISR and FSR
amounts from their nominal values. We use these samples in our analysis in order to measure
the corresponding difference in the event yields of signal and background with respect to to
the nominal event yields. Since the ISR/FSR samples are statistically independent from each
other and the numbers of their available events are restricted, the obtained uncertainty num-
bers are affected by the statistical fluctuations. In order to cover the pure systematic effect we
take the uncertainties, which have the larger absolute values and symmetrize them. At the
same time, we keep the signs of those uncertainties (which have larger absolute values) as
they are. For instance, the corresponding "up” and "down” uncertainties of the t-channel event
yield due to the FSR tuning are —11% and 11% respectively (see Table 8.9).

8.10 Parton density functions

Theoretical cross sections of signal and background processes depend on the choice of PDF.
Consequently, the corresponding event yields as predicted in Monte-Carlo simulation also
depend on the choice. The event kinematics, which might determine some of the distribu-
tions used in an event selection also depends on PDF. This makes an event acceptance to be
sensitive to the choice of PDF that leads to additional uncertainties of in the event yields.

The parameters of a particular PDF are measured with some uncertainties. In order to ac-
count for these uncertainties some PDF sets are provided with so-called error PDFs, which are
provided as ‘up” and "down’ uncertainties for each parameter. The parameters are orthogon-
alized beforehand that means their uncertainties are uncorrelated. A theoretical cross section
and an event yield of a given process depend on the error PDFs as well.

A dependence of the t-channel event acceptance on PDF was investigated. The error PDFs
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of the original PDF set, CTEQ®6.6 [152], which is used in generation of the t-channel events
and also two other sets, MSTW2008nlo68cl [173] and NNPDF21_100 [174], are used to obtain
a distribution of the t-channel event yield. The event weighting technique [175] is used for
evaluating the yield of events generated at the central value PDF (defined at nominal values
of the PDF parameters) for each error PDF of CTEQ6.6 and also for the central value and er-
ror PDFs of MSTW2008nlo68cl and NNPDF21_100. The variation of the vent yield due to the
variation of the event acceptance but not the theoretical cross section of t-channel is estim-
ated. The result is shown in Figure 8.8. The uncertainties of the t-channel event yield due to
the error PDFs are presented on the plot as the dashed areas. The up and down uncertainties
corresponding to the CTEQ6.6 and MSTW2008nlo68cl sets are calculated as the uncorrelated
combination of all up and down variations of the event yield from the nominal value. The
uncertainty corresponding to the NNPDF21_100 set is obtained as a width of Gaussian ap-
proximation of the spread of the event yield.

The final uncertainty of the event yield is calculated as a half of the difference between the
maximum and minimum event yields. The maximum event yield is the yield obtained at
the central value PDF of the NNPDF21_100 set plus the corresponding "up” uncertainty as
suggested by Figure 8.8. Then, the minimal event yield is the yield obtained at the central
value PDF of the CTEQ®6.6 set minus the corresponding "down’ uncertainty.
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Figure 8.8: t-channel event yield obtained for each error PDF of the three different error PDF sets,
CTEQ6.6, MSTW2008nlo68cl and NNPDF21_100. The resulting uncertainties of the event yield are
presented on the plot as dashed areas for all three sets.

The uncertainties of the background event yields due to the choice a PDF set are combined
with other systematic uncertainty sources such as factorization and re-normalization scale
choices and quoted as the systematic uncertainties due the Monte-Carlo based background
normalization.
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8.11 Additional uncertainties in QCD multi-jets and W+jets
measurement

The systematic uncertainties of the signal and background processes evaluated by using the
corresponding Monte-Carlo samples can affect the data driven measurement of QCD multi-jets
and W+jets. The reason is that the QCD multi-jets templates of the triangular variable are de-
rived by subtracting the Monte-Carlo samples from data. It was shown that the contribution
of W+jets and other processes in the dedicated control regions for the QCD multi-jets meas-
urement in the 15/1cj events after the tag selection are small, see Figures 7.3a and 7.3c. Nev-
ertheless, their shape and normalization variations due to systematic uncertainties affect the
templates and therefore, the QCD multi-jets estimate is also affected. We already measured
the similar effect, described in Section 8.1.2, which was initiated due to the W+jets back-
ground normalization uncertainty. We do the same kind of measurement for other systematic
uncertainty sources. QCD multi-jets templates are derived for the ‘up” and "down’ variations
of each systematic uncertainty source.

Table 8.7 presents the 1j/1cj event yields after the tag selection for all Monte-Carlo samples
in the control region (< 60 GeV) of the triangular variable. The corresponding data events
count is 651. The relative uncertainties (given in percents) of these event yields due to various
systematic uncertainty sources are presented as well. The t-channel, Wt-channel, di-bosons
and tt processes have negligible effect on the QCD multi-jets templates, since their contribu-
tion is predicted to be small. The W+jets and Z+jets contribution uncertainties can affect the
templates. Figure 8.9 shows the triangular variable distribution in the 1j/1cj events of W+jets
after the tag selection. The distributions corresponding to the jet energy scale (left plot) and
the jets b-tagging (right plot) systematic ‘up” and ‘"down’ variations are also provided.
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Figure 8.9: Triangular variable distribution in the 1j/1cj events of W+jets after the tag selection as
predicted by Monte-Carlo simulation. The same distributions after the jet energy scale (left) and jets
b-tagging (right) ‘up’ and "down’ systematic variations are superimposed on the nominal distribution.

We found that the considerable effect on the QCD multi-jets measurement comes from the
uncertainties of the jets b-tagging as well as from the electron reconstruction and identification
related uncertainties. The resulting uncertainties of the QCD multi-jets estimate of the 1j/1cj
events after the tag and final selections are provided in Table 8.8. Even though the jet energy
scale uncertainty also leads to the large uncertainties of the W+jets and Z+jets event yields,
as shown in Table 8.7, it has no significant effect on the QCD multi-jets measurement, since

110



8.11 Additional uncertainties in QCD multi-jets and W+jets measurement

the uncertainties of the W+jets and Z+jets event yields are anti-correlated. The uncertainties
of the 2j/1cj event yields of W+jets after the tag and final selection are calculated by using
Equation 7.17.

The resulting up and down uncertainties of the W+jets estimate after the tag selection are
also presented in Table 8.8. They are propagated into the uncertainty of the QCD multi-jets
estimate of the 2j/1cj events after the final selection but the effect was found to be negligible.

Table 8.7: Relative systematic uncertainties of the estimated number of 1j/1cj events of the signal and
background processes in the control region. Uncertainty numbers are provided in percents. These
uncertainties correspond to the ‘up’ and ‘"down’ variation of each source of systematic uncertainties
except of the jet energy resolution.

t-ch. Wt-ch. di-bosons t&  W+jets Z+jets

Expected event yields 1.3 0.2 0.3 0.4 41 19
- enerey res ~06 00 0.0 0.9 0.4 0.0
gy res. 0.0 0.0 0.2 0.9 02 0.0
- enerey scale —08 0.0 —0.1 00 —13 0.1
gy 0.0 1.0 0.5 0.0 09 —14
¢ - reco+ID SF +38  +3.8 +3.8 138 +38  +38
¢ - trig. SF 105 405 +0.5 105 405  +05
11 pr Tes. 0.0 1.1 0.0 0.0 0.0 0.0
Jet energy res. -1.7 3.3 4.7 -9.9 1.5 1.5
Jet energry scale 28 39 19 59 49 3.9
gy 98  —923 —923 _38 3.8 —6.0
Jet b-tagging +10 413 +17 +13  +21 421
) ) —0.7  —1.0 —0.4 —0.7  —03 —04
Soft + 'OutOfCell 06 16 —02 35 03  —1.1

Our study of systematic uncertainties of the t-channel cross section measurement showed
that the main uncertainty on the cross section measurement is caused by the large uncertain-
ties of the QCD multi-jets contribution to the final selection of the 2j/1cj events. These up
and down uncertainties are +54% and —41% respectively. Given the high fraction, ~ 29%, of
the estimated QCD multi-jets background, its large uncertainties significantly affect the signal
cross section measurement (see Section 9.2).
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Table 8.8: Relative systematic uncertainties of the estimated number of 1j/1c;j events of QCD multi-jets
after the tag and final selections and the 2j/1cj events of W+jets after the tag selection presented in
percents. The uncertainties correspond to the “up” and ‘down’ variations of each source of system-
atic uncertainties. The corresponding estimated number of events of QCD multi-jets and W+jets are
provided (copied from Tables 7.2 and 7.3).

QCD multi-jets, 1j/1cj  WH+jets, 25/1cj

tag final tag
Estimated event yields 690 111 12.5
—-04 0.9
e - reco+ID SF 0.9 F0.9 15
Jet energy scale 0 0.2 0
Y —0.14 —0.6 0.3
Jet b-tagging F2.7 F5.0 +6.6
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Table 8.9: Summary of the systematic uncertainties of the 2j/1cj event yields presented in percents.
The uncertainties correspond to the “up’ and ‘"down’ variations of each systematic uncertainty source,
except of the jet energy resolution and the Monte-Carlo generator choice. The asymmetric uncertain-
ties are presented in two rows, where the top row corresponds to the "up’ variation of the given source
and the bottom row corresponds to the ‘down’ variation. All uncertainty numbers are rounded to 0
if they are less than 0.1%. The empty fields in the columns mean that the corresponding uncertainty
sources are either irrelevant to the measurement of a given physics process or they have negligible
effects on it. The content of Tables 6.3, 7.3, 8.1, 8.3 and 8.4 are used.

t-ch. Wt-ch. Di-bosons ttbar Z+jets WHjets QCD

Statistical 8.1 0.34 0.17 1.69 0.7 8.8 7.9
limitations +0.1 £0.02 +0.02 +0.08 0.3 +0.7 +4.3/-32
Luminosity +34 +£34 +3.4 +34 £34
Wjets heavy 38 —7.2
flavor SF —28 5.2
Wjets
norm., CR +4 F2
e - eneroV res 0.0 0.6 0.0 0.0 0.0

BYTES 00 —06 0.1 0.0 00
e - enerov scale 0.3 0.6 0.1 0.0 0.0

24 ~03  —0.6 0.0 —02 00
e - reco+ID SF +3.8 £38 +3.8 +3.8 £3.9 _0(')43
e - trig. SF +0.5 £0.5 +0.5 +0.5 +0.5
Wb pT T€S. 0.0 0.0 0.0 0.0 0.0
Jet energy res. 0.3 4.0 0.9 0.9 12.1
Jet ener al —12 —8.1 —25 10 —62 —0.1
crenergyscale 65 78 48 91 63 0.3
Jet b-tagging +12 413 +19 +14 17 420
Soft + 0.0 1.2 —0.1 -0.7 —13
"OutOfCell’ 0.0 0.0 -0.3 0.0 0.0
Pile-up +2 +2 +2 +2 +2
MC generator —14 —68 n/a -39 n/a

—8.8 47 -6.3
ISR 15 134 n/a 10 n/a
—11 121 —18

FSR 14 -53 n/a g a
PDF effect L5
on acceptance
MC background 400 100 7 100
normalization —100 —100 -10  —100
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Chapter 9
t-channel cross section measurement

The methods to measure the t-channel cross section and its uncertainty are described in this
chapter. Details of the measurement as well as the final results are presented. The impact
of the various systematic uncertainties on the results is studied and evaluated into the final
uncertainties of the measurement.

9.1 Maximum likelihood method

We use the maximum likelihood method [25, 176] to estimate the t-channel cross section and
its measurement uncertainty. In order to estimate the uncertainty or the confidence intervals,
the profile log-likelihood ratio method is used. This method has theoretically known asymp-
totic approximation for determination of confidence intervals when a size of a data sample
increases. We do use the asymptotic formalism in our analysis to estimate uncertainties of the
t-channel cross section. In contrast, the cross section upper limit is estimated using a more
reliable procedure based on pseudo experiments, which utilizes the profile log-likelihood ra-
tio as a test statistics. Both approaches lead to the same result in estimation of confidence
intervals when data statistics reaches asymptotic values.

9.1.1 Likelihood function

In order to fit data we construct a ratio of a t-channel cross section estimate over its theor-
etical value, u = ¢°" / otheory as a free parameter of a likelihood function. This ratio is also
called a signal strength. fi is the global maximum of the likelihood function and describes
the compatibility of the measured cross section to the theoretically expected value. Confid-
ence intervals for 4 obtained using the profiling method allows to extract uncertainties on the
t-channel cross section measurement.

Due to the limited count of the selected events we perform the measurement using an un-
binned likelihood function. The total number of selected events, N°P = 27, is considered
to be distributed according to a Poisson distribution with the expectation value of the total
selected number of events, N.P . Its probability density function (p.d.f.) is denoted as

P(N°>; N&P ). A precision othtta}lle knowledge of N{.” is affected by the various sources
of systematic uncertainties. Below, we determine this dependence on the systematic uncer-
tainty sources introducing the nuisance parameters of the likelihood function and use it in
evaluation of the confidence intervals for the measured t-channel cross section.

NP\ can be re-written in terms of the expectation values for the signal and background
processes as shown by Equation 9.1,
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exp __ exp exp
Ntotal t ch. + Z N (91)
kebkg.

Where, NP, and N are the expectation values for the signal and the k-th background

event yields respectively. They themselves are parameterized as given by Equations 9.2,

N = N5, (Lo)

(9.2)
Nexp lNexp( )

Where, | = L/Lj is the ratio of a variable integrated luminosity over its measured value
and is a nuisance parameter, which accounts for the uncertainty on the integrated luminosity
measurement !. When maximizing the likelihood function, we constrain it with a Gaussian
p-d.f. denoted as G(lo; [, 07), where, [ = 1 and 0; = 0.034 is the uncertainty of the measured
integrated luminosity (see Table 8.9). NV (Lo) and NP (L) are the expectation values
of the selected signal and background normalized to the nominal integrated luminosity Ly.
Their nominal expectation values, Nt—ch.(LO) and Nk(Lo), are predicted from Monte-Carlo
simulation or estimated using the data driven methods and are provided in the first row of
Table 8.9. They have uncertainties due to the data driven measurements or the limited sizes
of Monte-Carlo samples as well as the uncertainties due to the various systematic uncer-
tainty sources affecting their measurement/prediction. We denote the systematic uncertainty
sources as {;}jesyst. Without including the luminosity uncertainty. Below we use «a; to de-
note a nuisance parameter of the likelihood function, which characterizes the j-th source of
the systematic uncertainty. The expectation values of the signal and background processes
are differently affected from a certain source of a systematic uncertainty. From the study
of systematic uncertainties, we know how much the "‘up” and "down’ variations, denoted as

i i where, m € (t — ch.,bkg.) and j € syst., change the given expectatlon value (see Table

8.9). The corresponding expectation values are denoted as N,,, ; (0 i Lo). Deviations of these

values from the nominal values are denoted as AN,, ; (o ;i Lo).
Extrapolation of the expectation values at any variation of each given systematic uncer-
tainty source is done using a linear piece-wise equation system 9.3,
Nin(Lo) + aj(Nin,j(07h, 5 Lo) = Ni(Lo)) — if pm,jerj > 0
N;2(aj; Lo) = § Ny(Lo) if ppm oy =0 (9.3)

m,] ~ ~
Non(Lo) = aj(Nop (07, 5: Lo) = Nm(Lo))  if pm,jerj < 0

Or alternatively, an exponential piece-wise equation system 9.4,

Nin(Lo) (1 + AN (078, 5 Lo)/Nim(Lo))®  if pm,jerj > 0
NZP(aj; Lo) = ¢ Np(Lo) if prja; =0 (9.4)

Now(Lo)(1 + ANy (07 5 Lo)/Non(Lo))%  if pmjarj < 0O

m N

Where, m € (t — ch.,bkg.), j € syst. and p,, ; are the correlation factors and can obtain only
two values, +1 or —1. They are necessary in order to correctly consider correlation or anti-
correlation between the different processes when systematically varying them. The detailed

! Applied to only those background processes, which are estimated from Monte-Carlo simulation.
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procedure is explained below.

Both equation systems imply that the parameterization of the a; nuisance parameters is
done in such a way that the ; = 0,%1 values map to the N,,(Lo) and NmJ(ai’j; Ly) ex-
pectation values respectively. We use a normalized Gaussian p.d.f., G(0;;, 1), in order to
constrain the a;; nuisance parameters and thus, ensure physically meaningful variation of the
expectation values of the event yields.

Different sources of systematic uncertainties are uncorrelated. But the effect of some of
them on the expectation values of the different processes can be correlated or anti-correlated
as was shown in the previous chapter describing the study of systematic uncertainties. Fully
correlated or anti-correlated systematic variation of the signal and background expectation
values can be parameterized in such a way, that the corresponding nuisance parameter, o,
is constrained with a single normalized Gaussian p.d.f.. The correlation sign between any
couple of the processes is taken into account by using p,, j, which was already defined above.
It is always +1 for t-channel. Further, p;; = +1 for all those k-th background processes,
which have fully correlated variation with t-channel due to the given j-th source of systematic
uncertainties. For fully anti-correlated background processes it is —1.

Those systematic uncertainty sources, which have uncorrelated effects on the event yields
of different processes are treated differently. The Monte-Carlo based background normaliz-
ation uncertainty, anorm., is uncorrelated between the different processes. Its effect on each
background process known from Monte-Carlo simulation is parameterized with the separ-
ate normalized Gaussian p.d.f., G(0, @ norm., 1), where, & € MC bkg.. The joint p.d.f. is the
product of all single p.d.f., [ [;.cyic big. G0 @k norm.; 1)-

The uncertainties of the signal and background event yields due to limited sizes of the
Monte-Carlo samples or due to the data driven measurements of some background pro-
cesses are uncorrelated between these processes. We denote them as a, stat., Where, m €
(t — ch., bkg.). They are parameterized with the normalized Gaussian p.d.f., G(0; o stat., 1),
separately for each process. The joint p.d.f. is [ ],,c 4—cn_pikg.) G(0; mstat., 1)-

Having Equations 9.3 and 9.4 and the prescription for proper handling of correlations we
can calculate N*V, (Lo) and N;*P(Lo) at any variation of each of the «; nuisance parameters.
Plugging them into Equations 9.2 and using the results of these later in Equation 9.1, we
calculate NP . Note, that NP, depends on {c;}jcsyst. as well as on I and .

A likelihood function, which depends on g, the parameter of interest, and on the nuisance
parameters [ and {¢; }jcqyst. is given by Equation 9.5,

‘C(:u‘v l7 aj) = P(NObS; N:;ig])

X G(lo; l, UZ)

X H G(Ov Ak norm. s ]-)
keMC bkg.

X H G(07 Qm stat. 1)
mé(t—ch.,bkg.)

X 11 G(0; a;,1)

i€(syst. 2 (stat.,norm.))

(9.5)

Where, o; implies the set of all vy, stat., Ok norm. @and ; nuisance parameters. By maximiz-
ation of the likelihood function with respect to all its parameters (u, [ and o) we obtain the
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maximum likelihood estimate (MLE) for the t-channel cross section deviation from the theory
predicted value, which we denote as fi. It is well-known that MLE is a consistent estimator
that means if a data sample size increases, then i — pu!, where, p! is the true value of p.

9.1.2 Profile likelihood ratio

In order to determine confidence intervals of u' given [ the profile likelihood ratio is con-
structed as given by Equation 9.6,

L(u,1,45)
L(f1,1,é5)

Where, £ (i1, [, &) is the maximum of the likelihood function with respect to all parameters;

A(p) = (9.6)

L, L, &j) is a conditional (profiled) maximum of the likelihood function with respect to the [
and o; nuisance parameters, while holding . fixed at any arbitrary value.

It is common practice in high energy physics to use two times negative natural logarithm of
the profile likelihood ratio, —2inA(u), as a frequentist test statistics for estimating confidence
intervals 2. The reason for this choice is a well-known asymptotic behavior of —2In(x), when
the data sample size increases. Then according to Wald’s results [177, 178]) the following
relation is true,

—2lnA\(u) = </Tl>2 + O(1/V Nobs) (9.7)

if /i is distributed as a Gaussian with a mean equal to the true value p! and a standard
deviation 0. Wald’s equation implies the consistency and asymptotic normality properties of
MLE, when a data sample size is large enough and some general conditions * are matched
[176].

By ’scanning’ the i parameter, one finds its values, pjim,, for which —2InA(uim) = 1. Thus,
one estimates o = |uum — fio|, the standard deviation of fi. It is an ef ficient estimator of the
variance of /i [176]. This means that the interval [—o + /i, i + o] is the smallest one among all
intervals, which have a 68.3% probability to cover the true value '

In practice, we observe that —2In\(y) is not a symmetric function with respect to 1 — f,
which is due to asymmetric systematic uncertainties entering via the nuisance parameters into
the likelihood function. This leads to a non-Gaussian p.d. f.(jt) and therefore, Wald’s equation
is not valid. It can be shown [179, 180] that in the asymptotic regime an interval determined
by the equation —2InA(x) = 1 and leading to non-equal up and down standard deviations
for the /i estimator can be still considered as a good estimator of 68.3% coverage probability
for . However, the right coverage is not always guarantied. It is recommended to validate
an obtained confidence interval with other methods. We discuss such an additional method
in the next section, which we use in our analysis. It still uses a (constrained) profile log-
likelihood ratio (Equation 9.6) as a test statistics but is based on Monte-Carlo simulation of
pseudo-experiments for a construction of a p.d.f. of the test statistics.

“Depending on the type of a problem it can be used for estimation of exclusion limits or discovery significance
as well.

*In practice, we do not explicitly check these conditions rather assume that they are satisfied given the type of
problem described by a likelihood function.
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9.1 Maximum likelihood method

9.1.3 Confidence interval with ;. > 0 constraint

We showed in the previous section that the profile log-likelihood ratio is a powerful test
statistics for estimating confidence intervals for parameters of an assumed model of a data
distribution. From a statistics point of view, there are no constrains on these parameters.
This means that the obtained knowledge about parameters and their confidence intervals is
a measure of the information that one gets from the observed data. On the other hand, when
one deals with a concrete physics problem, these parameters naturally can have physically
allowed regions. For instance, in a cross section measurement (the focus of this study) the
signal strength parameter has a constraint ;x> 0. It can happen that the estimated confidence
interval covers also a negative value region for p based on pure statistical inferences. Putting
constraints on i can be thought of as a distortion of the information (see a discussion in [151])
and special care (depending on the details of a particular problem) should be taken to obtain
still correct estimates for confidence intervals. That is to preserve their statistical meaning in
terms of coverage probability for a parameter (or parameters) true value given the desired
confidence levels.

A non-physical coverage of estimated confidence intervals is characteristic to problems
with low size of a data sample. Also, in such a case the usage of asymptotic formulae for
obtaining confidence intervals for a tested hypothesis is questionable. A solution can be
Monte-Carlo simulation of many pseudo-experiments. One chooses test values of the para-
meters of interest, denoted as 11, and the model nuisance parameter conditional MLE values,
denoted as &(y, obs), in order to generate a statistical ensemble of pseudo-data. If the nuisance
parameter values fluctuate within their estimated uncertainties in each generation cycle of
pseudo-data, then it is called an unconditional ensemble of pseudo-data. Using this pseudo-
data one can construct p.d.f. of the chosen test statistics ¢, denoted as t,, (e.g. t,, = —2InA(p)),
by performing a maximum likelihood fit to every sample of pseudo-data and each time cal-
culating ¢,,. All parameters are allowed to float in a fit considering the possible constraints,
though. The generated p.d.f. of the given test statistics depends on data via the conditional
MLE of nuisance parameters and on the assumed values of the parameters of interest, ;.. We
denote it as f(t,|u, &y, obs)) or simply f (tu|p). It can be used to determine a confidence in-
terval for ;. with a specified confidence level assuming p is the true value. More details of this
procedure will be discussed later based on the specifications of our particular problem.

Obviously, one wants to construct ¢,, in such a way that it considers the physical constraints
on one hand and on the other hand guarantees the same results of the asymptotic approach.
We do this for our problem, where we have only one parameter of interest, which has a
physical constraint to be not negative. It can be shown [178] that

] ) —2in Slt0) >0
t, = —2n\(u) = ‘Z(’ ;&V) (9.8)
—9p—= ) <0

£(0,1(0),65(0))

fulfils the requirement of the asymptotic consistency if its p.d.f. is obtained from pseudo-
experiments with generation of the unconditional ensemble (see the definition above) of pseudo
data. It is assumed that if i < 0, then p = 0 is in best agreement with the data given the phys-
ics constraint on p.

*1t is constructed in such a way that it depends only on the parameters of interest but not on the nuisance
parameters

119



Chapter 9 t-channel cross section measurement

A p.d.f. obtained for #,, can be used to determine a confidence interval for a given confid-
ence level. However, as it often happens due to the lack of data, the lower limit of a confidence
interval can hit an unphysical region and has to be constrained on the boundary ; = 0. Then
the goal is to determine only the upper limit of 1 in such a way that the proper coverage for
the true value is achieved. For this goal, we use a modified version (suggested in [178]) of the
test statistics 9.8,

~_f —2nA(p) a<p
= { 0 fi>p 69

Where, —2In\(y) is defined by Equation 9.8.

By definition higher values of g, correspond to higher disagreement between the tested
value ;1 and data. That is the reason setting it to 0, when the observed data with & > p should
be considered to be well compatible to the tested value p [178]. A p.d.f. of g, distribution is
denoted as f(qu|u).

To estimate the upper limit of ;« we calculate the p-value, which is the probability of having
du,0obs Observed given p is the true value,

o
Pu = X J(@ulp)dg, (9.10)
G obs
Where, the integral lower threshold, G, obs, is calculated on the observed data assuming .
It is a monotonically increasing quantity as y is getting larger. In other words, incompatibility
between data and tested value ;1 increases. Thus, p, monotonically decreases. f(g,|u) also
changes by increasing p but it does not completely compensate the effect of increasing g, obs
in the calculation of p,. For a certain /i, ons Value p,, becomes equal to 0.05. We take 11, obs
as the observed upper limit of . at the 1 — p,, confidence level.
The above method of an upper limit calculation is called the CL,;, method. We use its
modified version called C'L; [182], which is more suitable for our analysis due to the small
size of selected data. In the C'L, method p-value is constructed in the following way,

v Pu
= 9.11
=15 (9.11)

Where, py, also known as C'L;, is calculated with Equation 9.12,

By = / " b G,00)dd, 9.12)

Where, the background only hypothesis corresponding p.d.f., f(,|0) is constructed using
pseudo data generated with (y = 0, a(p = 0, obs)).

CLg upper limit at 95% C.L. is found by scanning . and selecting its value, 1., o1s, for which
ﬁ;zup,obs = 0.05. We also calculate the expected upper limit (median upper limit of background
only experiments) for i and its 10 and 420 error bands.

9.1.4 Software tools

The described mathematical formalism for the maximal likelihood and the profile log-likelihood
ratio methods are implemented in the RooFit/RooStats [183, 184] software package. Fitting
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9.2 Results

of data with a likelihood function and all related calculations is done using the MINOS tech-
nique of the MINUIT [155] software.

9.2 Results

The likelihood function (Equation 9.5) incorporates Gaussian constraints on the a; nuisance
parameters, which determine the variation of the expected event yields. Dependence of the
yields on each of the nuisance parameters is described by Equation 9.3 or 9.4. The former way
of the linear extrapolation of the yields is a sufficiently good approach if the uncertainties
of the yields due to £1o variation of the a; parameters are not large. Then the yields are
distributed according to a Gaussian. If the uncertainties are sizeable, i.e., they are comparable
to the yields themselves, this leads to an unphysical behavior of the profile log-likelihood
ratio. In our study we have such a situation, for instance, with the Wt-channel background
event yield and the large uncertainties, —100% and +400%, assigned to the yield. The linear
extrapolation method leads to a negative yield when aw; norm. < —1 and the yield needs to
be constrained to 0. For the distribution of the expected Wt-channel event yield we would
obtain a shape, which has two maxima at 0 and at 0.34 (the nominal Wt-channel event yield),
which is not realistic. Figure 9.1 shows the Wt-channel event yield as a function of awt norm. -
The results obtained by using both the linear (black solid curve) and the exponential (red
long-dashed curve) extrapolation methods are presented. The left plot 9.1a corresponds to
the downward variation of the awt norm. Nuisance parameter. As one can see from this plot,
the exponential extrapolation method guarantees a positive event yield. Therefore, we use
the exponential extrapolation method for the nuisance parameters. However, this leads to a
significant increase of the yield for the upward variation of awt norm. as can be seen on the
right plot 9.1b. In case of relatively smaller uncertainties the two methods lead to the same
distributions of the event yields °.

The exponential approximation provides a physical shape of an event rate distribution.
This can be seen in Figure 9.2, where two simulated p.d.f. of the expected Wt-channel event
yield are compared to each other. An unconstrained p.d.f. obtained with the linear extrapol-
ation method predicts on one hand a negative expectation of the event yield in a significant
fraction of times and on the other hand has a prominent discontinuity of the first kind at the
nominal expectation value of the event yield. In contrast, the exponential method leads to a
more physically meaningful shape of the p.d.f. in a natural way. This implies the positively
defined expectation for the event yield and smooth transition between the left and right sides
of the p.d.f. with respect to the nominal expectation value.

The negative profile log-likelihood ratio (Equation 9.6) curves of y are presented in Figure
9.3. The plot presents a function corresponding to the final measurement (blue solid curve),
which includes all nuisance parameters in the maximum likelihood fit and in profiling. The
dashed red curve is obtained by fitting data and making a profile with the nuisance paramet-
ers fixed at their nominal values (I = 1 and «; = 0 for all j € syst.). This allows to evaluate
confidence intervals for the measured cross section determined only by the data amount. The
light blue dash-dotted curve is a distribution to illustrate the influence of the main source
of systematic uncertainties, the QCD multi-jets background measurement uncertainty. It is

>This is expected, since the linear extrapolation formulae can be derived from the exponential ones by their
Taylor expansion.
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Figure 9.1: Wt-channel event yield Ny;{ (Lo) (denoted as b(cr)) dependence on the aw norm. NUisance
parameter (denoted as «), which distribution is described by a normalized Gaussian p.d.f.. Two mod-
els, the linear (black solid curve) and the exponential (red long-dashed curve) extrapolation of the b(«)
event yield are compared to each other. The left plot presents the distributions for o < 0 and the right
plot corresponds to o > 0. The legends on the plots provide the extrapolation Equations 9.3 and 9.4
with the actual values of the nominal Wt-channel event yield as well as its uncertainties due to the
Wt-channel normalization up/down uncertainties. The corresponding ratios of these uncertainties
over the nominal yield are provided on the legends for Equation 9.4.
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Figure 9.2: Simulated p.d.f. of the Wt-channel event yield obtained by using with the linear and the
exponential extrapolation methods for the event yield.
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obtained with a condition that the corresponding nuisance parameter is fixed at its nominal
value, aqcp stat. = 0, when constructing Equation 9.6.

The intersection of the curves in Figure 9.3 with the green line representing the 68.3% con-
fidence level gives one standard deviation limits for the measured cross section, which is
59 TI7 (stat. + syst.) pb. Table 9.1 provides detailed information about the measurement un-
certainties.

The observed upper limit for the t-channel signal strength, Mﬁ?,; limit @ 95% C.,. = o6, 18
obtained at the intersection point of the profiled log-likelihood curve (blue solid curve) with
the green line representing the 95% confidence level. More precise determination of the upper
limit is done using the method of pseudo-experiments for obtaining p.d.f. of test statistics (see
below).

The above result for the upper limit is obtained using the asymptotic approach based on
Equation 9.7. We obtain the observed upper limit with more precise methods, C'L;, and CLs.
Both methods give only a little smaller observed upper limit than the asymptotic method °.
We quote the result of the C'L, method, which is a more conservative estimate than the result
of C'Ls.y, as an observed upper limit of the t-channel cross section.

In order to calculate an upper limit of © with CL,,, and CLg; methods, we follow the in-
structions described in Section 9.1.3 for constructing a p.d.f. of the g, test statistics defined
with Equations 9.9 and 9.8. Pseudo-data is generated assuming different values of ; includ-
ing u = 0, which correspond to a background only hypothesis. Figure 9.4 shows examples
of the resulting p.d.f. of ¢, for two particular values of the parameter of interest, n = 1.5
(left plot) and i = 3.5 (right plot). In both cases the p.d.f. is constructed assuming the back-
ground only model (blue dashed histogram) and ;. = 1.5, 3.5 (red solid histogram) when
generating pseudo-data. Black vertical lines are set on the observed values of the test statistic,
Juobs- The dashed areas of the histograms on the right of G, o1,s represent the C Ly, = py,
and the CL, = 1 — p, probabilities, where p,, and pj, are defined by Equations 9.10 and 9.12
respectively. This example shows that by increasing u the observed test statistics becomes less
compatible to observed data that is p,—3.5 < p,—1.5. We find that (see Figure 9.5) for . = 3.5,
P, = 0.05, where j5), is defined by Equation 9.11. Thus, jiup obs = 3.5 is the C'L; upper limit on
the t-channel signal strength at 95% C.L.

Figure 9.5 presents the result of the search in terms of an upper limit. The p-value depend-
ence on test values of o/o'h*"Y = are presented for the C' L, (curve with solid blue circle
markers) and the C'L; (curve with solid black rectangle markers) methods. The values of f,
at which the curves representing the methods cross the red horizontal line, p-value = 0.05,
are the corresponding observed upper limits. The expected upper limit as a function of y is
also presented on the plot (black dashed curve). In order to estimate an expected limit at the
test value of 1, one finds the median, G, median, Of the p.d.f. of background only hypothesis,
£(G,|0) (e.g., blue dashed histograms in Figure 9.4a and Figure 9.4b). The corresponding p-
value is calculated from the p.d.f. of signal+background hypothesis with the value p under
test, f(qu|1) (e.g. the red solid histograms in Figure 9.4a and Figure 9.4b),

Byumedian = / F(@ul)d, 9.13)

qu,median

If i median = 0.05, then the corresponding value of p is the expected upper limit, /1,y median-
Obviously, the larger the incompatibility between data and the background only model is

®This indicates that the cross section uncertainties estimated using the asymptotic method are reliable.
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Figure 9.3: Distribution of the negative profile log-likelihood ratio as a function of the y = o/gtheery
signal strength parameter. The minimum of the distribution corresponds to the measured t-channel
cross section (in terms of its relative deviation from the expected value from theory). The red dashed
distribution corresponds to the case, when all nuisance parameters are fixed at their nominal values.
The solid blue curve is obtained by profiling all nuisance parameters. The light blue dash-dotted
curve is obtained by profiling all but the aqgcp stas. NUisance parameters. It is fixed at the nominal
value, aqcp stas. = 0. Confidence levels corresponding to 68% and 95% are presented on the plot as
two green horizontal lines. Intersections of the curves with these lines determine the corresponding
confidence intervals for the true value of o /o theo™y,
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9.2 Results

Table 9.1: Statistical and systematic uncertainties of the measured cross section of t-channel, 59 pb,
presented in the picobarn units. The uncertainties are obtained with the profile likelihood method.

Uncertainty source Ato,pb A~o,pb
Statistics 44 -39
Luminosity 6.0 0
Monte-Carlo samples size 5.2 0
QCD multi-jets (dd) 36 —32
Wjets (dd) 19 —-21
Electron energy resolution 0 0
Electron energy scale 0 0
Electron reco + id efficiency scale factors 6.0 0
Electron trigger efficiency scale factors 0.8 0
Jet energy resolution 1.3 -1.0
Jet energy scale 17.3 0
Jet b-tagging 18.5 —5.8
Soft jet energy scale + "'OutOfCell” corrections 0.8 0
Pile-up 3.0 -1.0
Monte-Carlo generator for t-channel 15.5 0
Monte-Carlo generator for t¢ 6.7 —4.2
ISR 18.4 -3.9
FSR 15.1 —4.1
t-channel acceptance due to PDFs 6.4 0
Wt-channel normalization 6.1 —4.3
Di-bosons normalization 4.0 0
tt normalization 3.5 0
Z+jets normalization 11.0 —2.2
Total systematics 63 -39
Statistics + systematics 7 —55
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(good evidence of signal) the stronger is the inequality ¢, obs < G,median due to the definition
of g,. That is the two p.d.f. f(gu|p) and f(g.|0) are well separated. Therefore, the expected
upper limit is smaller than the observed one if a signal is presented in data and the analysis
has enough sensitivity to observe it.
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Figure 9.4: P.d.f. of the g, test statistics corresponding to the signal+background (red solid histogram)
and the background only (blue dashed histogram) models. The black solid lines represent the meas-
ured values of the test statistics, G, obs. The dashed areas of the histograms correspond to the observed
CLsyy (signal+background model) and C'L;, (background only model) probabilities.

Uncertainties of p,, median are estimated by evaluating Equation 9.13 at the values of ¢, at
+10 and 20 from G, median- Here o is a generalized notation for upper and lower one stand-
ard deviations of ¢, median, Which might not be equal. Figure 9.5 presents the correspond-
ing +10 (green) and +2o (yellow) uncertainty belts of p-value. Projection of the intersection
points of these belts with the p-value = 0.05 line on the p-axis represents =10 and +20 uncer-
tainties of the expected upper limit.

We assigned a large normalization uncertainty (see Table 8.9) to the Wt-channel event yield
in order to account for the fact that it is not observed yet by ATLAS at the 7 TeV c.m. energy’
as its cross section is not yet measured, while a highly precise theoretical calculation exist (see
Section 2.1). Our event selection significantly reduces expected contribution of Wt-channel in
the 2j/1cj events. Thus, its large normalization uncertainties has little impact on the meas-
ured t-channel cross section. Figure 9.6 shows the dependence of the observed upper lim-
its (equivalently, the exclusion regions) at 68% C.L. (boundary to the yellow dashed region)

and 95% C.L. (boundary to the red dotted region) of the t-channel p on the Wt-channel es-

timate G /oys""”. The limits are calculated using the profile likelihood ratio method for

different fixed values of the G/ o%}\}fory estimator. As can be seen from the plot, there is

a weak dependence for the upper limits of x on this estimator. The observed MLE of the

t-channel signal strength, 60>, / aEEi‘fiy (open circle graph) is also presented on the plot with

one standard deviation uncertainties (vertical error bars). Projection of the graph point on

the z-axis corresponds to MLE of the Wt-channel background strength, o/ a%}\}fory, presen-

ted with the corresponding uncertainties (horizontal error bars). Note, that the lower uncer-
tainty of owt/ a&}fory is much smaller than the input normalization "down’ uncertainty of the

Wt-channel background , —100% (see Table 8.9). The reason is that we use the exponential ex-

"TEVATRON experiments, CDF and DO, also did not measure Wt-channel because of its small production
cross section at 1.96 TeV c.m. energy.
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Figure 9.5: Distribution of the observed C L, (curve with solid blue circle markers) and more con-
servative C'L; (curve with solid black rectangular markers) probabilities as well as the expected C'L,
(black dashed line) probability distribution corresponding to the background only hypothesis. The lat-
ter is presented with 1o (green) and 20 (yellow) uncertainty bands obtained from pseudo-experiments.
The z-axis represents the t-channel cross section upper limit in terms of o/c*h¢°™Y = ;. The red vertical
line represents the value of observed upper limit with 95% C.L., o/t = 3.5, which corresponds
to the x-value of the intersection point of the observed C'L, curve and the threshold p-value = 0.05
represented by the red solid horizontal line.
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trapolation method 9.4 to vary the expectation values of the event yields. The method leads
to the reduced initial values of "down” uncertainties.

The plot also shows the uncertainties, red rectangle, of the theory (NNLO) predicted cross
section values of t-channel and Wt-channel.
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Figure 9.6: Dependence of the observed upper limits of the t-channel cross section (in terms of
Gi—en. /oY) at 68% C.L. and 95% C.L. on the fixed values of the Wt-channel cross section estim-
ator (in terms of /o) used in the maximum likelihood fit with profiling. The observed MLE
of the t-channel cross section, 623, /o9 is presented on the plot as a black open circle with 1o

theory

uncertainties. The horizontal uncertainties are for MLE of the Wt-channel cross section, o /oy,
The theoretical uncertainties of the t-channel and Wt-channel cross sections calculated at NNLO and
normalized to these cross sections are presented as the red solid error bars.

9.3 Summary

In the present study we measured the inclusive cross section of t-channel production in proton-
proton collisions at 7 TeV c.m. energy, using data collected by the ATLAS detector with 35pb~!
of integrated luminosity. The measurement was performed using selected events with an elec-
tron plus two hadronic jets in the final state. One jet was required to be in the central region
of the detector and to be tagged as a b-jet. A second untagged jet was required to be in the
forward region of the detector. Due to the topology of t-channel events the above criteria
of jet selection was found to determine the highest predicted fraction of t-channel events in
data. Additional requirements (selection cuts) were applied to the events in order to maxim-
ize the signal fraction in the selected events and thus, perform an as much as possible precise
measurement. Monte-Carlo simulation of the t-channel signal and the Standard Model back-
ground processes has been used to predict the event rates in selected data. The final selection
resulted in 27 candidates in data, while the expected number is 8.1 (t-channel signal) plus
19.6 (background) events under the assumption of the t-channel theory (approximate NNLO)

predicted cross section, o{ """ = 64.6 33, Production of W bosons with associated hadronic
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jets and QCD multi-jets was found to be the largest background. We developed and used a
data driven template fit method to estimate the contribution of both background processes
to the data in the selected region. All possible systematic effects on the signal and the back-
ground were studied and quantitatively evaluated. The uncertainty of the data driven meas-
urement of QCD multi-jets was found to have largest impact on a precision of the t-channel
cross section measurement.

We used a maximum likelihood method to extract the t-channel inclusive cross section from
the observed data given the Monte-Carlo simulation based or data driven predictions for the
expected signal and background event rates, considering also their systematic uncertainties.
Frequentist confidence intervals for the measured cross section were calculated using the pro-
tile likelihood ratio method. We obtain a measurement of the Standard Model t-channel in-
clusive cross section and its one standard deviation statistical and systematic uncertainties.
An upper limit of the cross section has been also estimated.

UEI—OSch. =99 (J—rgg)stah (tgg)syst- pb
o, (upper limit @ 95% C.L.) = 226 pb

Thus, we can conclude that in our study we found that the observed single top-quark
t-channel production agrees with the Standard Model predicted value within uncertainties.
The obtained results are also in agreement with the t-channel cross section measurement [171]
(preliminary) of the combined electron+jets and muon+jets final states of selected events
and carried out using the same 35 pb~! integrated luminosity of data collected by ATLAS.
The both measurements are presented on the summary plot in Figure 9.7 as the black solid
circle (thesis) and the black open rectangle (ATLAS preliminary). The t-channel cross section
measurement performed using the LHC proton-proton collision data of 36 pb~! of integ-
rated luminosity recorded by the CMS detector [186] is also presented on the plot as the
black solid star. The red open cross represents the t-channel theoretical cross section (see
above) calculated at the approximate NNLO [42]. A dependence of the t-channel theoret-
ical cross section (NLO) on the c.m. energy of proton-proton collisions calculated using the
MCEM tool [56] is presented as the green solid band. These theoretical calculations and the
measurements based on ATLAS data are performed assuming my quark = 172.5 GeV. The
CMS measurement assumed a different mass of t-quark, m; quark = 173 GeV 8 The plot
also presents the t-channel cross section of the single top production in proton-antiproton
collisions [157] as the blue solid band in the TEVATRON range of the c.m. energy of colli-
sions, 1.8 — 2.0 TeV, assuming m quark = 175 GeV. The approximate NNNLO cross section
of the single top production in t-channel in proton-antiproton collisions at /s = 1.96 TeV
and assuming my quark = 173 GeV [188] is presented as the red open star. The latest meas-
urements of the t-channel cross section by the TEVATRON experiments, DO [189] and CDF
[190] (preliminary), using proton-antiproton collision data at /s = 1.96 TeV and assuming
My quark = 172.5 GeV are presented on the plot as the black solid triangles.

All these measurements are in agreement with the Standard Model predictions within un-
certainties.

8 As it was shown in Section 2.1 (see Figure 2.5) the SM t-channel cross section has a negligible dependence on
the t-quark mass.
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Figure 9.7: Summary plot of the cross section measurements of the single top production in t-channel
using the LHC proton-proton collision data at /s = 7TeV recorded by the ATLAS and the CMS detect-
ors in 2010. The t-channel theoretical cross section is also presented on the plot including its depend-
ence on the c.m. energy of proton-proton collisions. The similar measurements from the TEVATRON
experiments, DO and CDF, are also presented together with the corresponding theoretical calculations
of the t-channel cross section. See the text for more information.
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