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#### Abstract

Since quarks are confined inside hadrons, their properties as well as their contributions to hadronic observables can be assessed by indirect methods only. As the strength of the strong interaction increases with the spatial distance, the treatment of quantum chromodynamics at low energies in general requires non-perturbative methods like dispersion relations or lattice gauge theory. Based on the fact that the light quark masses are very small with respect to the typical hadronic mass scales for mesons and baryons, furthermore effective field theories can be constructed to describe low-energy properties and dynamics of hadrons perturbatively. The present work is concerned with two particularly interesting hadronic processes that are closely related to the light quark masses. Although distinct theoretical frameworks utilizing different calculational techniques are applied, in both cases the investigations at hand are prerequisites for high-precision analyses of the respective quark-mass effects.

In the first part of this thesis, we investigate higher-order isospin-breaking effects in $\eta \rightarrow 3 \pi$ decays, namely $\eta \rightarrow \pi^{0} \pi^{+} \pi^{-}$and $\eta \rightarrow 3 \pi^{0}$, in chiral perturbation theory. By evaluating the second-order mixed strong and electromagnetic isospin-breaking corrections, we confirm the picture that the electromagnetic contributions are small. Therefore, $\eta \rightarrow 3 \pi$ is perfectly suited to extract isospin-breaking ratios of light quark masses via comparing theoretical predictions with experimental results. Since for an accurate determination a detailed description of the Dalitz plot distributions is necessary, we study the different effects of higher-order isospin breaking in $\eta \rightarrow 3 \pi$ on a more general basis. In particular, we investigate corrections to isospin relations between both decay channels at the level of Dalitz plot parameters, showing that the branching ratio of the two partial decay widths entails sizeable uncertainties.

In the second part, we develop a dispersive formalism and a solution strategy for a precision determination of the leading partial waves of the $\pi N$ scattering amplitude in the low-energy region. They are specifically important to constrain the pion-nucleon $\sigma$-term, which measures the light-quark contributions to the nucleon mass and is still a subject of discussion. Starting from hyperbolic dispersion relations, we derive a closed system of Roy-Steiner equations that respects analyticity, unitarity, and especially crossing symmetry. Assuming Mandelstam analyticity, we determine the maximal kinematical ranges of validity of the equations for both the scattering process and the crossed annihilation process $\pi \pi \rightarrow \bar{N} N$. To suppress the dependence on the high-energy region, we also introduce subtractions into the Roy-Steiner system, identifying the subtraction constants with $\pi N$ subthreshold parameters. The $S$ - and $P$-waves of the crossed process feature prominently in dispersive analyses of the scalar nucleon form factor that is directly linked to the $\sigma$-term and the electromagnetic nucleon form factors, respectively. As a first step towards solving the full Roy-Steiner system, we study the solution of these partial waves by using Muskhelishvili-Omnès techniques.

Due to the conceptual and methodological differences, both parts are presented in a selfcontained fashion.
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## Part I

## Isospin-breaking effects in $\boldsymbol{\eta} \rightarrow 3 \pi$ decays ${ }^{\dagger}$

[^1]
## Chapter 1

## Introduction

The decay $\eta \rightarrow 3 \pi$ is particularly interesting because it is forbidden by isospin symmetry. While the $\eta$ meson has isospin $I=0$, according to $G$-parity three pions (with zero total angular momentum) can only couple to $I=1$, and thus the decay can only happen via isospin-breaking $\Delta I=1$ operators. In the Standard Model, there are two such sources of isospin violation: on the one hand strong interactions (with quantum chromodynamics (QCD) as the corresponding locally gauge invariant quantum field theory (QFT)) proportional to the light quark mass difference $\delta=m_{d}-m_{u}$ from

$$
\begin{align*}
\mathcal{H}_{\mathrm{QCD}}(x) & =m_{u} \bar{u} u(x)+m_{d} \bar{d} d(x)+m_{s} \bar{s} s(x) & \hat{m}=\frac{m_{d}+m_{u}}{2}, \\
& =\hat{m}(\bar{u} u+\bar{d} d)(x)-\frac{\delta}{2}(\bar{u} u-\bar{d} d)(x)+m_{s} \bar{s} s(x), & \delta=m_{d}-m_{u} \tag{1.1}
\end{align*}
$$

where for convenience we also define the average light quark mass $\hat{m}$, and on the other hand electromagnetic interactions (as described by quantum electrodynamics (QED)) proportional to the electric charge squared $e^{2}$ from

$$
\begin{equation*}
\mathcal{H}_{\mathrm{QED}}(x)=-\frac{e^{2}}{2} \int \mathrm{~d}^{4} y D^{\mu \nu}(x-y) T\left[j_{\mu}(x) j_{\nu}(y)\right] \tag{1.2}
\end{equation*}
$$

where $D^{\mu \nu}(x-y)$ is the photon propagator and $j_{\mu}(x)$ is the current density containing the charged fields of the theory. A long time ago Sutherland and Bell showed by using soft-pion techniques that the electromagnetic contribution at tree level is much too small to account for the observed $\eta \rightarrow 3 \pi$ decay rate, which is also known as Sutherland's (soft-pion) theorem [4,5]. Thus, this decay is very sensitive to the non-vanishing light quark mass difference $\delta$ and hence potentially yields a particularly clean access to the determination of quark mass ratios. More specifically, neglecting purely electromagnetic contributions, the amplitudes for both the charged $\left(\eta \rightarrow \pi^{0} \pi^{+} \pi^{-}\right)$and the neutral $\left(\eta \rightarrow 3 \pi^{0}\right)$ decay channel are proportional to the inverse of the quark mass double ratio $Q^{2}$,

$$
\begin{equation*}
\frac{1}{Q^{2}}=\frac{m_{d}^{2}-m_{u}^{2}}{m_{s}^{2}-\hat{m}^{2}}=2 \frac{\delta}{\hat{m}} \frac{\hat{m}^{2}}{m_{s}^{2}-\hat{m}^{2}} \tag{1.3}
\end{equation*}
$$

so that the $\eta \rightarrow 3 \pi$ decay widths (charged, neutral, and total) are related to $Q$ according to

$$
\begin{equation*}
\Gamma_{\eta \rightarrow 3 \pi} \propto \frac{1}{Q^{4}} \tag{1.4}
\end{equation*}
$$

Moreover, as long as isospin breaking beyond leading order is neglected, both $\eta \rightarrow 3 \pi$ decay channels can be described by only one amplitude due to the $\Delta I=1$ selection rule. As a consequence, the ratio of the partial widths for the neutral and the charged decay

$$
\begin{equation*}
r=\frac{\Gamma_{\eta \rightarrow 3 \pi^{0}}}{\Gamma_{\eta \rightarrow \pi^{0} \pi^{+} \pi^{-}}} \tag{1.5}
\end{equation*}
$$

must satisfy the inequality $r \leq 3 / 2$ up to higher-order isospin-breaking corrections. Neglecting furthermore purely electromagnetic corrections again, the (leading) $Q$-dependence of the amplitude normalizations cancels in the ratio $r$.

In view of Sutherland's theorem, the strong tree-level amplitude was studied using $(S U(3))$ current algebra and partially conserved axialvector current (PCAC) techniques [6, 7, but the (neutral) decay width turned out to be off from the contemporary experimental value by a factor of a few. Already at that time it has been argued that unitarity corrections due to (strong) $\pi \pi$ final-state interaction (FSI) are the driving force behind this blatant discrepancy [8] 9 . The PCAC hypothesis and $(S U(3))$ current algebra were later on generalized and cast into a modern form in the framework of $(S U(3))$ chiral perturbation theory (ChPT) $10-12$, with the results of current algebra corresponding to the leading-order (LO, $\mathcal{O}\left(p^{2}\right)$, tree-level) ChPT results. As one of the first applications, Gasser and Leutwyler (GL) calculated the strong contribution at next-to-leading order (NLO, $\mathcal{O}\left(p^{4}\right)$, one-loop level) [13]. Although they observed large corrections at NLO (in particular due to $I=0 S$-wave $\pi \pi$ FSI), their value for the (charged) decay width still differs from experiment by a factor of two \#1 Using an extension of ChPT including virtual-photon effects [14], Baur, Kambor, and Wyler (BKW) then studied corrections to Sutherland's theorem by evaluating the (purely) electromagnetic contributions in $\eta \rightarrow 3 \pi$ at one-loop level, i.e. at $\mathcal{O}\left(e^{2} p^{2}\right)$, but they found them to be very small [15] \#2 Therefore, strong corrections beyond one loop (see also [16]) were subsequently studied using dispersive methods [17,18, unitarized ChPT [19, 20, and eventually with a complete calculation at next-to-next-to-leading order (NNLO, $\mathcal{O}\left(p^{6}\right)$, two-loop level) [21]; all of them finding considerable enhancement compared to the one-loop calculation. Despite these (and others) valiant theoretical efforts and improvements, it still seemed difficult to achieve agreement between the theoretical description of $\eta \rightarrow 3 \pi$ decays and experimental results for the decay widths and the so-called Dalitz plot parameters of $\eta \rightarrow \pi^{0} \pi^{+} \pi^{-}[22,25]$ and $\eta \rightarrow 3 \pi^{0}[2631]$ This is most noticeable for the case of the neutral Dalitz slope $\alpha$, to which we will refer in the following as the " $\alpha$-puzzle": ChPT basically fails in accurately reproducing its experimental value $\alpha=-0.0315 \pm 0.0015[34$, since the theoretical value for $\alpha$ vanishes at leading $\mathcal{O}\left(p^{2}\right)$ and disagrees in sign both at next-to-leading $\mathcal{O}\left(p^{4}\right)$ (irrespective of isospin-breaking corrections, as will be shown in this work) and at two-loop $\mathcal{O}\left(p^{6}\right)$, the result at NNLO (neglecting isospin breaking beyond $\mathcal{O}(\delta)$ ) at least being compatible with negative values within the given errors $\# 4$ The branching ratio $r$, on the contrary, has turned out to

[^2]be rather stable with respect to the increasing accuracy in both the experimental determinations [32, 33, 35-38] (see references in [35] for older analyses) and the theoretical predictions; even the LO prediction agrees with the current experimental world average $r=1.48 \pm 0.05$ [34], which in turn is close to the upper limit of the inequality $r \leq 3 / 2$ stemming from the $\Delta I=1$ selection rule.

Based on this situation, the motivation for reconsidering the electromagnetic corrections in $\eta \rightarrow 3 \pi$ decays at one-loop chiral order as started in [39] and published in [1], hinged on the fact that the authors of [15] neglected terms proportional to $e^{2} \delta$, arguing that these are of second order in isospin breaking and therefore expected to be suppressed even further. However, by restricting oneself to terms of the form $e^{2} \hat{m}$ and $e^{2} m_{s}$, one excludes some of the most obvious electromagnetic effects, namely real- and virtual-photon contributions as well as effects due to the charged-to-neutral pion mass difference (which is predominantly of electromagnetic origin), both of which scale as $e^{2} \delta$. These mechanisms fundamentally affect the analytic structure of the amplitudes in question: in the charged decay channel $\eta \rightarrow \pi^{0} \pi^{+} \pi^{-}$, there is a Coulomb pole at the boundary of the physical region (i.e. at the $\pi^{+} \pi^{-}$threshold) corresponding to the exchange of a (soft) virtual photon between the charged pions, while in the neutral decay channel $\eta \rightarrow 3 \pi^{0}$, the non-vanishing pion mass difference induces a cusp behavior at the $\pi^{+} \pi^{-}$threshold due to the opening of an additional physical channel [40] (cf. e.g. 41,42], see also [43, 44] for overviews of various examples for threshold cusp phenomena). In contrast, the purely electromagnetic corrections identified in [15] are all polynomials (due to counterterms) or quasi-polynomials (due to kaon loop effects) inside the physical region. Furthermore, Sutherland's soft-pion theorem (assuming $m_{u}=m_{d}$, i.e. purely electromagnetic $\eta \rightarrow 3 \pi$ decays) guarantees that at the so-called soft-pion point these corrections are of $\mathcal{O}\left(e^{2} \hat{m}\right)$ only, and not $\mathcal{O}\left(e^{2} m_{s}\right)$; hence at least in this case, in accordance with (1.3), the relative suppression of the hitherto neglected terms at $\mathcal{O}\left(e^{2} \delta\right)$ (i.e. for $\left.m_{u} \neq m_{d}\right)$ is of the order of $\delta / \hat{m} \approx 2 / 3$ (since $m_{d} \approx 2 m_{u}$ ) and therefore these contributions are not a priori negligible. Moreover, the mixed electromagnetic and strong corrections at $\mathcal{O}\left(e^{2} \delta\right)$ do not spoil the factorization of $1 / Q^{2}$ for both amplitudes and thus enable a consistent application of electromagnetic corrections in the extraction of quark mass ratios from $\eta \rightarrow 3 \pi$ decays, where for precision studies it is of course important to have all electromagnetic corrections under sufficient control. Additional motivation for considering the electromagnetic terms at $\mathcal{O}\left(e^{2} \delta\right)$ arose from two specific features of the neutral decay channel, namely the cusp phenomenon and the " $\alpha$-puzzle", as shall also be discussed in the following.

The threshold cusp in $\eta \rightarrow 3 \pi^{0}$ encodes information on $\pi \pi$ (re-)scattering in principle in much the same way as the decay $K^{+} \rightarrow \pi^{+} \pi^{0} \pi^{0}$, which at the time of [1] had recently been established as a new means for a precision determination of the $\pi \pi S$-wave scattering lengths isospin combination $a_{0}^{0}-a_{0}^{2}$ multiplying the strength of the cusp in the $\pi^{0} \pi^{0}$ invariant mass distribution at the $\pi^{+} \pi^{-}$threshold [45-49] (see also the more recent analysis [50]). This difference of scattering lengths, at the same time, is predicted theoretically with tremendous precision [51] by using dispersive methods (namely Roy equations 52,53] in combination with ChPT [54) and represents a core test of ChPT and our picture of chiral symmetry breaking. However, as in the analogous decay $K_{L} \rightarrow 3 \pi^{0}$ [55], in $\eta \rightarrow 3 \pi^{0}$ the cusp is less pronounced than in $K^{+} \rightarrow \pi^{+} \pi^{0} \pi^{0}$ due to the relative strength of the decays into charged and neutral final states. From an experimental point of view, $\eta \rightarrow 3 \pi^{0}$ decays had therefore not been

[^3]competitive for a $\pi \pi$ scattering length determination, although from the then-upcoming highstatistics experiments [30,56-58] at least in [58] first (however, not yet statistically significant) indications of the cusp effect have been observed. Since the calculation of 1 is performed at $\mathcal{O}\left(p^{4}\right)$ in chiral perturbation theory, and hence includes the rescattering effect leading to the cusp only at leading order in the quark mass expansion, it is not suited to serve for a precision extraction of $\pi \pi$ scattering lengths, but rather illustrates the phenomenon. In principle, the tailor-made theoretical framework to perform a precision analysis of threshold cusp phenomena is (modified) non-relativistic effective field theory (NREFT), which already then had been worked out up to two loops and including radiative corrections for $\eta \rightarrow 3 \pi^{0}$ (along with $K_{L} \rightarrow 3 \pi^{0}$ ) [59] 61] (see also the recent comprehensive analysis [62]). While the NREFT framework is ideally suited to study the FSI dynamics, which are known to be crucial for $\eta \rightarrow 3 \pi$ decays, it does not allow for a prediction of physical observables without matching to some other source of low-energy information like for instance ChPT. Actually, the ChPT calculation of [1] is in a sense dual to a NREFT calculation, as it predicts electromagnetic effects in those parts of the amplitude that are merely parameterized in the latter.

As far as the neutral Dalitz slope $\alpha$ is concerned, more robust theoretical values had been obtained by using either dispersive techniques (by construction fulfilling unitarity and thus incorporating FSIs to all orders) or unitarization schemes like 20. Nevertheless, the disagreement between ChPT calculations for $\alpha$ and the experimental value remained an unsolved problem even after the two-loop calculation [21] had been accomplished \#5 An important shortcoming of both the usual dispersion relations and the existing two-loop calculation, however, is the neglect of higher-order isospin-breaking corrections, especially of electromagnetic contributions entailed in the charged-to-neutral pion mass difference; in particular, it is not yet clear how to consistently incorporate different pion masses in the dispersive machinery. Although presently in fact, there are attempts to deal with this issue either in a new dispersive study [63-65] or using an "analytical" dispersive approach [66, 67] (see [65] for a comparison of the different frameworks) these analyses are not yet finished and the final and/or comprehensive results have not been published yet. This situation directly leads to the question of the size of electromagnetic corrections to the ChPT value of $\alpha$. In fact, also for investigating the " $\alpha$-puzzle" the combination of NREFT and ChPT together with isospin-breaking considerations turns out to be the ideal tool as will be discussed below.

The evaluation of electromagnetic corrections in $\eta \rightarrow 3 \pi$ decays including second-order isospin breaking at $\mathcal{O}\left(e^{2} \delta\right)$ as sketched above and published in [1 constitutes the first part of the analysis of higher-order isospin-breaking corrections in $\eta \rightarrow 3 \pi$ decays presented in this work. For the (chronological) line of argument, here we briefly anticipate the main result of [1]: in general, our investigation confirms the picture, that the $\eta \rightarrow 3 \pi$ decays are predominantly due to isospin breaking in the strong sector and thus can be used as direct measure for (isospin-breaking) quark mass ratios, in particular $Q^{2}$. Although the effects of $\mathcal{O}\left(e^{2} \delta\right)$ are comparable in size to those of $\mathcal{O}\left(e^{2} \hat{m}\right)$ analyzed in [15] and, moreover, the most significant change between these electromagnetic corrections occurs particularly in $\alpha$ as a consequence of the cusp effect in $\eta \rightarrow 3 \pi^{0}$, the total electromagnetic corrections remain at the percent level and thus small throughout for both $\eta \rightarrow 3 \pi$ decays (as long as "trivial" isospin breaking due to the different pion masses is accounted for in the normalization of the Dalitz

[^4]plot parameters) \#6 In particular, the corrections at $\mathcal{O}\left(e^{2} \delta\right)$ that include the cusp effect are by far too small to account for the " $\alpha$-puzzle".

As the total electromagnetic effects turned out to be small and in view of the progress in exploring and applying the NREFT framework in particular concerning the cusp effect in $\eta \rightarrow$ $3 \pi^{0}$ [71,72] as well as $\eta^{\prime} \rightarrow \eta \pi \pi$ [73], subsequently a dedicated study of the rescattering effects in $\eta \rightarrow 3 \pi$ decays was conducted [3], wherein by matching the ChPT results at NLO (including higher-order isospin-breaking effects) to a two-loop (modified) NREFT calculation (using the correct empirical $\pi \pi$ scattering parameters for the $\pi \pi$ FSI) a detailed description of the Dalitz plot distributions for both decays is obtained in reasonable agreement with experimental findings. Since NREFT allows for the direct implementation of isospin breaking particularly in all kinematical (i.e. mass) effects - which is much more involved in ChPT, cf. the first part of the present work, and still unexplored in dispersive analyses - it is perfectly suited for investigating the isospin-breaking and FSI-driven $\eta \rightarrow 3 \pi$ decays. Moreover, compared to potentially very precise but numerically intricate dispersive studies, NREFT calculations yield transparent analytical representations. However, this work is not concerned with the $\eta \rightarrow 3 \pi$ NREFT calculation presented in [3] itself. Rather, the second part of the analysis of the $\eta \rightarrow 3 \pi$ higher-order isospin-breaking corrections to be presented in this work deals with the inclusion of "trivial" kinematical isospin-breaking effects, the electromagnetic corrections at $\mathcal{O}\left(e^{2} \delta\right)$ as derived in [1, and also second-order strong isospin-breaking contributions at $\mathcal{O}\left(\delta^{2}\right)$ derived in addition to [1] in the combined NREFT + ChPT analysis of [3].

As shown in [3], especially for the " $\alpha$-puzzle" it is possible to bridge the gap between the ChPT predictions and the dispersive analyses (and moreover, even experimental findings) by a transparent interpretation of the dispersive results of [17, which were obtained in a similar fashion concerning the matching to ChPT at NLO: the discrepancies between ChPT even at higher orders and experiment can be understood as a consequence of the general importance of the $\pi \pi$ FSIs for $\eta \rightarrow 3 \pi$ decays on the one hand, and the employed value for the $\pi \pi$ scattering lengths parameterizing this rescattering on the other hand. While ChPT calculations at a given chiral order are always restricted to estimates of lower chiral order for these scattering lengths due to the chiral power counting \#7 the NREFT representation allows to use the phenomenological values, which implicitly include arbitrarily high orders in both the chiral expansion and isospin breaking. In particular, the double rescattering graph with $\pi \pi$ vertices beyond LO is responsible for at least half of the discrepancy between the NNLO ChPT prediction for $\alpha$ and experiment; these effects are of $\mathcal{O}\left(p^{8}\right)$ at least, but included in the two-loop NREFT framework (as well as in dispersive analyses, however, without higher-order isospin-breaking). Moreover, calculating both decay amplitudes at NLO in ChPT separately

[^5]and including second-order isospin-breaking effects at $\mathcal{O}\left(e^{2} \delta, \delta^{2}\right)$ consistently, yields access to both strong and electromagnetic isospin-breaking corrections to the $\Delta I=1$ relation between the amplitudes for the charged and the neutral decay channel. More specifically, in the second part of this work isospin-breaking corrections to the $\Delta I=1$ relations between leading Dalitz plot parameters of both decay channels are derived and evaluated; in particular for the ratio $r$, which is reasonably well reproduced even at LO in ChPT, the strong and electromagnetic isospin-breaking effects are expected to be significant in comparison with higher-order chiral corrections. Using these $\Delta I=1$ relations for Dalitz plot parameters, the numerical results for the Dalitz plot parameters of both decay channels within the NREFT + ChPT framework presented in [3] indicate a tension between the recent KLOE experimental analyses for $\eta \rightarrow 3 \pi^{0}$ [30] and $\eta \rightarrow \pi^{0} \pi^{+} \pi^{-}$[25] that, however, cannot be resolved by including isospin-breaking in $\eta \rightarrow 3 \pi$ beyond leading-order as presented in this work, thus calling for further investigations; besides the aforementioned ongoing theoretical efforts, also new experimental studies have already been announced or are planned in the (near) future for both the neutral [74-78] and the charged [76-81] decay.

This work is organized as follows: in Chap. 2 we briefly review those parts of the formalism of ChPT and $\eta \rightarrow 3 \pi$ decays that are relevant for both parts of our investigation of isospinbreaking effects in $\eta \rightarrow 3 \pi$ decays, namely the electromagnetic corrections as discussed in Chap. 3 and the isospin-breaking corrections to the $\Delta I=1$ amplitude relation as presented in Chap. 4, before we conclude with a summary and a short outlook in Chap. 4. Some technical details are relegated to Apps. $A$ and $B$.

## Chapter 2

## Formalism

In this chapter, we collect the formalism and definitions that are needed for the analysis of electromagnetic corrections to the $\eta \rightarrow \pi^{0} \pi^{+} \pi^{-}$and $\eta \rightarrow 3 \pi^{0}$ decay amplitudes as presented in Chap. 3 as well as for the derivation of isospin-breaking corrections concerning the $\Delta I=1$ relation between them as discussed in Chap. 4. Note that, unless explicitly stated otherwise, in the following the terms LO, NLO and so forth always denote orders $p^{2}, p^{4}$ etc. of the chiral expansion, and not orders in isospin breaking.

### 2.1 Chiral perturbation theory preliminaries

A particularly successful approach to describe the interactions of hadrons at low energies is to construct an effective field theory (EFT) which encodes the infrared behavior of QCD. Based upon the approximate chiral symmetry of $\mathcal{L}_{\mathrm{QCD}}$, one can identify the lightest particles in the spectrum with the (pseudo-) Goldstone bosons induced by spontaneous breaking of this symmetry, and their interactions can be written as an simultaneous expansion in small momenta and light quark masses. The corresponding EFT for the strong interactions (of the pseudoscalar mesons) is then chiral perturbation theory [10-12, 82. Moreover, ChPT can be generalized to include electromagnetic effects systematically [14] (cf. [83], see however [84] concerning the non-uniqueness of the splitting of the Hamiltonian into QCD and QED contributions). Since there are several good introductions to ChPT in the literature, see for instance [85-90], in this section we content ourselves with briefly collecting those definitions and results that are needed in the following.

### 2.1.1 Chiral perturbation theory with virtual photons

The mesonic Goldstone boson fields are usually collected in the field $U$ according to \#1

$$
U=\exp \frac{i \phi}{F_{0}}, \quad \phi=\sqrt{2}\left(\begin{array}{ccc}
\frac{\pi^{3}}{\sqrt{2}}+\frac{\eta^{8}}{\sqrt{6}} & \pi^{+} & K^{+}  \tag{2.1}\\
\pi^{-} & -\frac{\pi^{3}}{\sqrt{2}}+\frac{\eta^{8}}{\sqrt{6}} & K^{0} \\
K^{-} & \bar{K}^{0} & -\frac{2 \eta^{8}}{\sqrt{6}}
\end{array}\right)
$$

[^6]The (strong) LO effective Lagrangian invariant under chiral symmetry reads

$$
\begin{equation*}
\mathcal{L}_{\mathrm{str}}^{\mathrm{LO}}=\frac{F_{0}^{2}}{4}\left\langle\left(D^{\mu} U\right)^{\dagger} D_{\mu} U+\chi^{\dagger} U+U^{\dagger} \chi\right\rangle \tag{2.2}
\end{equation*}
$$

where $\langle\ldots\rangle$ denotes the trace in flavor space, $D_{\mu}$ is the covariant derivative, and the external scalar and pseudoscalar sources $s$ and $p$ are conventionally combined intd\#2

$$
\begin{equation*}
\chi=2 B_{0}(s+i p), \quad s=\mathcal{M}+\ldots, \quad \mathcal{M}=\operatorname{diag}\left(m_{u}, m_{d}, m_{s}\right) \tag{2.3}
\end{equation*}
$$

incorporating the quark mass matrix $\mathcal{M}$ together with the LO low-energy constant $B_{0}$, which is related (in combination with $F_{0}$ ) to the chiral quark condensate. The LO LEC $F_{0}$, on the other hand, can be identified with the chiral limit of the pion decay constant $F_{\pi}$,

$$
\begin{equation*}
F_{\pi}=F_{0}\left\{1+\Delta_{F_{\pi}}\right\}, \quad \frac{F_{K}}{F_{\pi}}=1+\Delta_{F} \tag{2.4}
\end{equation*}
$$

where for later convenience we also define the corrections beyond $\mathcal{O}\left(p^{0}\right)$ to both the relations between $F_{0}$ and $F_{\pi}$ as well as between the analogous kaon decay constant $F_{K}$ and $F_{\pi}$. At NLO, loop diagrams with vertices from the above LO Lagrangian generate infinities that can be absorbed by a renormalization of the (strong) NLO LECs

$$
\begin{equation*}
L_{i}=\Gamma_{i} \lambda+L_{i}^{r}(\mu) \tag{2.5}
\end{equation*}
$$

which are introduced by the NLO effective Lagrangian $\mathcal{L}_{\text {str }}^{\mathrm{NLO}}$ given in $[12]$. The (scaledependent) constant $\lambda$ contains a pole in $d=4$ space-time dimensions due to dimensional regularization (cf. (A.3)) and the coefficients $\Gamma_{i}$ are also given in [12]. Correspondingly, the renormalized LECs depend on the regularization scale $\mu$. All physical observables, however, are finite and scale-independent, which serves as a thorough check in explicit calculations.

Following [14], to include electromagnetism in the framework of mesonic ChPT by adding virtual photons as additional dynamical degrees of freedom, the combined effective Lagrangian up-to-and-including NLO can be written as

$$
\begin{equation*}
\mathcal{L}_{\mathrm{eff}}=\mathcal{L}_{\mathrm{str}}^{\mathrm{LO}}+\mathcal{L}_{\mathrm{em}}^{\mathrm{LO}}+\mathcal{L}_{\mathrm{str}}^{\mathrm{NLO}}+\mathcal{L}_{\mathrm{em}}^{\mathrm{NLO}}+\mathcal{O}\left(p^{6}\right) \tag{2.6}
\end{equation*}
$$

where the local electromagnetic interactions entail the quark charge matrix\#3

$$
\begin{equation*}
\mathcal{Q}=\frac{e}{3} \operatorname{diag}(2,-1,-1) \tag{2.7}
\end{equation*}
$$

and the radiative contributions are described by coupling the photon field $A_{\mu}$ to the meson fields $U$ via minimal substitution of the covariant derivative $D_{\mu}$. The additional electromagnetic LO effective Lagrangian then takes the form

$$
\begin{equation*}
\mathcal{L}_{\mathrm{em}}^{\mathrm{LO}}=-\frac{1}{4} F^{\mu \nu} F_{\mu \nu}+Z F_{0}^{4}\left\langle\mathcal{Q} U \mathcal{Q} U^{\dagger}\right\rangle \tag{2.8}
\end{equation*}
$$

where $F_{\mu \nu}$ is the electromagnetic field strength tensor and the dimensionless LO LEC $Z$ determines the purely electromagnetic part of the masses of the charged mesons to leading

[^7]chiral order as will be shown in Sect. 2.1.2. Note that we have omitted the gauge-fixing term. The respective NLO Lagrangian is given in [14] and the corresponding electromagnetic LECs are renormalized in analogy to the strong LECs via
\[

$$
\begin{equation*}
K_{i}=\Sigma_{i} \lambda+K_{i}^{r}(\mu) \tag{2.9}
\end{equation*}
$$

\]

with coefficients $\Sigma_{i}$ also given in [14]. It shall be stressed here, that throughout this work NLO terms proportional to $e^{4}$ (i.e. second-order purely electromagnetic isospin breaking) will be neglected, since they are numerically tiny.

### 2.1.2 Meson masses and $\pi^{0} \boldsymbol{\eta}$ mixing at leading order

In principle, by expanding the LO effective Lagrangian $\mathcal{L}_{\text {eff }}^{\mathrm{LO}}=\mathcal{L}_{\text {str }}^{\mathrm{LO}}+\mathcal{L}_{\mathrm{em}}^{\mathrm{LO}}$ in powers of $\phi$ one can easily derive the LO meson masses. However, the flavor-neutral states $\pi^{3}$ and $\eta^{8}$ are mixed due to a difference in the light quark masses $m_{d}-m_{u}=\delta \neq 0$ according to

$$
\frac{B_{0}}{2}\binom{\pi^{3}}{\eta^{8}}^{T}\left(\begin{array}{cc}
m_{u}+m_{d} & \frac{1}{\sqrt{3}}\left(m_{u}-m_{d}\right)  \tag{2.10}\\
\frac{1}{\sqrt{3}}\left(m_{u}-m_{d}\right) & \frac{1}{3}\left(m_{u}+m_{d}+4 m_{s}\right)
\end{array}\right)\binom{\pi^{3}}{\eta^{8}}
$$

which can be diagonalized by the single rotation angle

$$
\begin{equation*}
\epsilon=\frac{1}{2} \arctan \left(\frac{\sqrt{3}}{2} \frac{m_{d}-m_{u}}{m_{s}-\hat{m}}\right)=\frac{\sqrt{3}}{4} \frac{m_{d}-m_{u}}{m_{s}-\hat{m}}+\mathcal{O}\left(\delta^{3}\right) \tag{2.11}
\end{equation*}
$$

leading to the physical meson mass eigenstates \#4

$$
\binom{\pi^{0}}{\eta}=\left(\begin{array}{cc}
\cos \epsilon & \sin \epsilon  \tag{2.12}\\
-\sin \epsilon & \cos \epsilon
\end{array}\right)\binom{\pi^{3}}{\eta^{8}}
$$

To be explicit, the formulae for the LO meson masses and their expansions in the isospinbreaking parameters $e^{2}$ and $\delta$ up-to-and-including second order read \#5

$$
\begin{align*}
M_{\eta}^{2} & =\frac{B_{0}}{3}\left(4 m_{s}+m_{d}+m_{u}\right)+\frac{B_{0}}{\sqrt{3}}\left(m_{d}-m_{u}\right) \tan \epsilon+\mathcal{O}\left(p^{4}\right)  \tag{2.13}\\
& =\frac{2 B_{0}}{3}\left(2 m_{s}+\hat{m}\right)+\frac{B_{0} \delta^{2}}{4\left(m_{s}-\hat{m}\right)}+\mathcal{O}\left(\delta^{4}, p^{4}\right) \\
M_{\pi^{0}}^{2} & =B_{0}\left(m_{d}+m_{u}\right)-\frac{B_{0}}{\sqrt{3}}\left(m_{d}-m_{u}\right) \tan \epsilon+\mathcal{O}\left(p^{4}\right)=2 B_{0} \hat{m}-\frac{B_{0} \delta^{2}}{4\left(m_{s}-\hat{m}\right)}+\mathcal{O}\left(\delta^{4}, p^{4}\right), \\
M_{\pi}^{2} & =B_{0}\left(m_{d}+m_{u}\right)+2 F_{0}^{2} Z e^{2}+\mathcal{O}\left(p^{4}\right)=2 B_{0} \hat{m}+2 F_{0}^{2} Z e^{2}+\mathcal{O}\left(p^{4}\right) \\
M_{K^{0}}^{2} & =B_{0}\left(m_{s}+m_{d}\right)+\mathcal{O}\left(p^{4}\right) \quad=B_{0}\left(m_{s}+\hat{m}\right)+\frac{B_{0} \delta}{2}+\mathcal{O}\left(p^{4}\right), \\
M_{K}^{2} & =B_{0}\left(m_{s}+m_{u}\right)+2 F_{0}^{2} Z e^{2}+\mathcal{O}\left(p^{4}\right)=B_{0}\left(m_{s}+\hat{m}\right)-\frac{B_{0} \delta}{2}+2 F_{0}^{2} Z e^{2}+\mathcal{O}\left(p^{4}\right),
\end{align*}
$$

[^8]with $M_{\pi}$ and $M_{K}$ denoting the charged-pion and -kaon masses throughout this work. Thereby, we can read off the charged-to-neutral meson mass differences at LO
\[

$$
\begin{align*}
\Delta M_{\pi}^{2} & =M_{\pi}^{2}-M_{\pi^{0}}^{2}=2 F_{0}^{2} Z e^{2}+\frac{B_{0} \delta^{2}}{4\left(m_{s}-\hat{m}\right)}+\mathcal{O}\left(\delta^{4}, p^{4}\right) \\
\Delta M_{K}^{2} & =M_{K}^{2}-M_{K^{0}}^{2}=2 F_{0}^{2} Z e^{2}-B_{0} \delta+\mathcal{O}\left(p^{4}\right) \tag{2.14}
\end{align*}
$$
\]

and it is obvious that the LO electromagnetic contributions to the charged-pion and -kaon masses obey Dashen's theorem [96]

$$
\begin{equation*}
\left(\Delta M_{\pi}^{2}\right)_{\mathrm{em}}=\left(\Delta M_{K}^{2}\right)_{\mathrm{em}}+\mathcal{O}\left(e^{2} m_{q}\right) \tag{2.15}
\end{equation*}
$$

Furthermore, we can easily deduce the Gell-Mann-Okubo (GMO) relation [97, 98] including higher-order isospin breaking

$$
\begin{equation*}
2 M_{K}^{2}+2 M_{K^{0}}^{2}-2 M_{\pi}^{2}+M_{\pi^{0}}^{2}=3 M_{\eta}^{2}-\frac{4 B_{0} \delta}{\sqrt{3}} \tan \epsilon+\mathcal{O}\left(p^{4}\right) \tag{2.16}
\end{equation*}
$$

which at LO in isospin breaking (i.e. neglecting the term of $\mathcal{O}\left(\delta^{2}\right)$ ) is fulfilled in nature to a few percent accuracy ( $\approx 7 \%$ w.r.t. $3 M_{\eta}^{2}$ ) and whose dimensionless discrepancy is defined as

$$
\begin{equation*}
\Delta_{\mathrm{GMO}}=\frac{2 M_{K}^{2}+2 M_{K^{0}}^{2}-2 M_{\pi}^{2}+M_{\pi^{0}}^{2}-3 M_{\eta}^{2}}{M_{\eta}^{2}-M_{\pi^{0}}^{2}}=-4 \sin ^{2} \epsilon+\mathcal{O}\left(p^{2}\right) \tag{2.17}
\end{equation*}
$$

In turn, to replace quark masses and the electromagnetic LEC $Z$ by physical meson masses one may use the relations

$$
\begin{align*}
2 B_{0} m_{s} & =M_{K}^{2}+M_{K^{0}}^{2}-M_{\pi}^{2}+\mathcal{O}\left(p^{4}\right)=\frac{1}{2}\left(3 M_{\eta}^{2}-M_{\pi^{0}}^{2}\right)+\mathcal{O}\left(\delta^{2}, p^{4}\right)  \tag{2.18}\\
2 B_{0} \hat{m} & =\frac{1}{4}\left[3\left(M_{\eta}^{2}+M_{\pi^{0}}^{2}\right)-2\left(M_{K}^{2}+M_{K^{0}}^{2}-M_{\pi}^{2}\right)\right]+\mathcal{O}\left(p^{4}\right)=M_{\pi^{0}}^{2}+\mathcal{O}\left(\delta^{2}, p^{4}\right) \\
2 F_{0}^{2} Z e^{2} & =-\frac{1}{4}\left[3\left(M_{\eta}^{2}+M_{\pi^{0}}^{2}\right)-2\left(M_{K}^{2}+M_{K^{0}}^{2}+M_{\pi}^{2}\right)\right]+\mathcal{O}\left(p^{4}\right)=\Delta M_{\pi}^{2}+\mathcal{O}\left(\delta^{2}, p^{4}\right)
\end{align*}
$$

### 2.1.3 Quark mass ratios

The results of the previous section for the LO meson masses allow to form quark mass ratios determined entirely in terms of observable meson masses, \#6 namely Weinberg's ratios [99]

$$
\begin{align*}
\frac{m_{u}}{m_{d}} & \approx \frac{2 M_{\pi^{0}}^{2}-M_{K^{0}}^{2}+M_{K}^{2}-M_{\pi}^{2}}{M_{K^{0}}^{2}-M_{K}^{2}+M_{\pi}^{2}} \approx 0.56 \\
\frac{m_{s}}{m_{d}} & \approx \frac{M_{K^{0}}^{2}+M_{K}^{2}-M_{\pi}^{2}}{M_{K^{0}}^{2}-M_{K}^{2}+M_{\pi}^{2}} \approx 20.2, \\
\Rightarrow \quad \frac{m_{s}}{\hat{m}} & =2 \frac{m_{s}}{m_{d}}\left[1+\frac{m_{u}}{m_{d}}\right]^{-1} \approx \frac{M_{K^{0}}^{2}+M_{K}^{2}-M_{\pi}^{2}}{M_{\pi^{0}}^{2}} \approx 25.9, \tag{2.19}
\end{align*}
$$

[^9]which are, however, subject to substantial higher-order corrections \#7 Other frequently used ratios (see for example [91]) are the single ratio
\[

$$
\begin{equation*}
R=\frac{m_{s}-\hat{m}}{m_{d}-m_{u}} \quad \Rightarrow \quad \epsilon=\frac{\sqrt{3}}{4 R}+\mathcal{O}\left(\delta^{3}\right) \tag{2.20}
\end{equation*}
$$

\]

that represents the ratio of $S U(3)$ flavor and $S U(2)$ (strong) isospin breaking and naturally appears in the mixing angle $\epsilon(2.11)$ and its expansion in $m_{d}-m_{u}$, as well as the closely related double ratio (cf. (1.3))

$$
\begin{equation*}
Q^{2}=\frac{m_{s}^{2}-\hat{m}^{2}}{m_{d}^{2}-m_{u}^{2}}=\frac{m_{s}-\hat{m}}{m_{d}-m_{u}} \frac{m_{s}+\hat{m}}{m_{d}+m_{u}}=\frac{R}{2}\left\{1+\frac{m_{s}}{\hat{m}}\right\} \tag{2.21}
\end{equation*}
$$

The latter one is preferable, however, since it is particularly stable with respect to strong higher-order corrections 12,

$$
\begin{equation*}
Q^{2}=\frac{M_{K}^{2}-M_{\pi}^{2}}{\left(M_{K^{0}}^{2}-M_{K}^{2}\right)_{\text {str }}} \frac{M_{K}^{2}}{M_{\pi}^{2}}\left\{1+\mathcal{O}\left(m_{q}^{2}, \delta, e^{2}\right)\right\} \tag{2.22}
\end{equation*}
$$

and furthermore at leading order it is invariant under a shift in the quark masses of the form $m_{u} \rightarrow m_{u}+$ const $\times m_{d} m_{s}$ and cyclic for $m_{d}$ and $m_{s}$ 104 \#8 Moreover, neglecting a tiny term proportional to $\left(\hat{m} / m_{s}\right)^{2}, Q$ represents the major semi-axis of Leutwyler's ellipse [105] relating Weinberg's ratios (2.19),

$$
\begin{equation*}
\left(\frac{m_{u}}{m_{d}}\right)^{2}+\frac{1}{Q^{2}}\left(\frac{m_{s}}{m_{d}}\right)^{2}=1+\frac{1}{Q^{2}}\left(\frac{\hat{m}}{m_{d}}\right)^{2} \approx 1 \tag{2.23}
\end{equation*}
$$

since the inverse of the double ratio itself can be written as (cf. (1.3))

$$
\begin{equation*}
\frac{1}{Q^{2}}=2 \frac{\delta}{\hat{m}}\left(\frac{\hat{m}}{m_{s}}\right)^{2}\left[1-\left(\frac{\hat{m}}{m_{s}}\right)^{2}\right]^{-1}=2 \frac{\delta}{\hat{m}}\left(\frac{\hat{m}}{m_{s}}\right)^{2}\left\{1+\mathcal{O}\left(\left(\frac{\hat{m}}{m_{s}}\right)^{2}\right)\right\} \tag{2.24}
\end{equation*}
$$

As the ratio $m_{s} / \hat{m}$ is accurately known from lattice QCD whereas the ratio $m_{u} / m_{d}$ is rather poorly known, cf. [100], a precise determination of $Q^{2}$ would also lead to an accurate value of

$$
\begin{equation*}
\frac{m_{u}}{m_{d}}=\left[4 Q^{2}-\left(\frac{m_{s}}{\hat{m}}\right)^{2}+1\right]\left[4 Q^{2}+\left(\frac{m_{s}}{\hat{m}}\right)^{2}-1\right]^{-1} \tag{2.25}
\end{equation*}
$$

Using Dashen's theorem (2.15) in order to correct (2.22) for the missing electromagnetic kaon mass contributions, i.e. using $\left(M_{K}^{2}-M_{K^{0}}^{2}\right)_{\mathrm{em}}=\left(M_{\pi}^{2}-M_{\pi^{0}}^{2}\right)_{\mathrm{em}}$, the double ratio $Q^{2}$ can

[^10]be calculated at LO yielding a numerical value of $Q_{D} \approx 24.2$, which is in accordance with the LO values of the quark mass ratios (2.19). However, Dashen's theorem is subject to potentially large higher-order corrections, see e.g. 106-108, and different models 109-113 yield a range $1 \lesssim\left(M_{K}^{2}-M_{K^{0}}^{2}\right)_{\mathrm{em}} /\left(M_{\pi}^{2}-M_{\pi^{0}}^{2}\right)_{\mathrm{em}} \lesssim 2.5$, which leads to a rather large uncertainty in the numerical value of $Q$ of $Q_{D} \approx 24.2 \gtrsim Q \gtrsim 20.6$, whereas the recent three-flavor lattice QCD average $Q=22.8 \pm 1.2$ from [100] (see also references therein) agrees remarkably well with the results $Q=22.8 \pm 0.4[114$ and $Q=23.1 \pm 0.7$ [66] based on KLOE data as well as with the dispersive finding $Q=22.7 \pm 0.8$ [18].

Due to Sutherland's theorem [4], the dependence of the decay $\eta \rightarrow 3 \pi$ on the light quark mass difference $m_{d}-m_{u}$ is much less prone to be obscured by electromagnetic effects. As will be shown in the next section, the decay amplitudes can be written (at leading chiral order even exactly) in terms of $Q^{2}$, and hence an accurate study of this decay can lead to an independent determination of the quark mass ratios. The consideration of higher-order isospin-breaking effects (in particular the re-evaluation of electromagnetic corrections) presented in this work thus allows for an increased precision in this determination.

## $2.2 \quad \eta \rightarrow 3 \pi$ basics

In this section, we discuss some basic properties of $\eta \rightarrow 3 \pi$ decays, mostly in terms of the decay amplitudes for both the charged and the neutral channel of $\eta \rightarrow 3 \pi$,

$$
\begin{align*}
\text { out }\left\langle\pi^{0} \pi^{+} \pi^{-} \mid \eta\right\rangle_{\text {in }} & =i(2 \pi)^{4} \delta^{(4)}\left(p_{\eta}-p_{\text {out }}^{c}\right) \mathcal{A}_{c}(s, t, u), \\
\text { out }\left\langle 3 \pi^{0} \mid \eta\right\rangle_{\text {in }} & =i(2 \pi)^{4} \delta^{(4)}\left(p_{\eta}-p_{\text {out }}^{n}\right) \mathcal{A}_{n}(s, t, u) . \tag{2.26}
\end{align*}
$$

These amplitudes are needed in the following at next-to-leading chiral $\mathcal{O}\left(p^{4}\right)$ and including isospin breaking up to $\mathcal{O}\left(e^{2}, e^{2} \delta, \delta^{2}\right)$, which upon neglecting numerically tiny terms at $\mathcal{O}\left(e^{4}\right)$ also corresponds to isospin breaking at next-to-leading order. Since they have been derived in full detail - considering isospin breaking only up to $\mathcal{O}\left(e^{2}, e^{2} \delta, \delta\right)$, however - already in [39] (and published as part of [1), neither their derivation nor their explicit forms shall be reproduced here; only the LO amplitudes (which are valid also up-to-and-including $\mathcal{O}\left(\delta^{2}\right)$ without any changes) are stated explicitly, as this will prove valuable for illustrative reasons. The discussion of the changes at NLO, however, that are necessary to render the amplitudes given in [1] also valid at $\mathcal{O}\left(\delta^{2}\right)$ is relegated to App. A. For the explicit derivation of the amplitudes we thus refer to [1]; even more details of the calculation are given in [39].

In the following, we first specify our kinematical conventions and then give both LO amplitudes. Subsequently, we discuss the important relation between the charged and the neutral decay amplitude, which is based on the $\Delta I=1$ selection rule for $\eta \rightarrow 3 \pi$ decays. Finally, the standard parameterizations for the Dalitz plot distributions of both amplitude squares are discussed with emphasis on "trivial" kinematical isospin breaking.

### 2.2.1 Kinematics

For the generic $\eta \rightarrow 3 \pi$ decay

$$
\begin{align*}
\eta\left(p_{\eta}\right) & \rightarrow \pi_{1}\left(p_{1}\right)+\pi_{2}\left(p_{2}\right)+\pi_{3}\left(p_{3}\right), \\
{ }_{\text {out }}\left\langle\pi_{1} \pi_{2} \pi_{3} \mid \eta\right\rangle_{\text {in }} & =i(2 \pi)^{4} \delta^{(4)}\left(p_{\eta}-p_{\text {out }}\right) \mathcal{A}\left(s_{1}, s_{2}, s_{3}\right), \tag{2.27}
\end{align*}
$$

the on-shell $\left(p^{2}=M^{2}\right)$ kinematics are given by (with $i j k$ as cyclic permutations of 123 )

$$
\begin{align*}
& s_{i}=\left(p_{\eta}-p_{i}\right)^{2}=\left(p_{j}+p_{k}\right)^{2}, \quad p_{i}^{0}=\frac{M_{\eta}^{2}+M_{i}^{2}-s_{i}}{2 M_{\eta}}, \quad T_{i}=p_{i}^{0}-M_{i}, \\
& 3 s_{0}=s_{1}+s_{2}+s_{3}, \quad \quad p_{\text {out }}=p_{1}+p_{2}+p_{3}, \quad \tilde{Q}=T_{1}+T_{2}+T_{3}, \tag{2.28}
\end{align*}
$$

where $T_{i}$ denotes the kinetic energy of the respective pion in the $\eta$ rest frame and $\tilde{Q}$ is the excess energy of the reaction. Taking the first (i.e. always neutral) pion as the odd one, so that the corresponding generic two-by-two scattering amplitude is given by out $\left\langle\pi_{2} \pi_{3} \mid \eta \pi_{1}\right\rangle_{\text {in }}=$ ${ }_{\text {out }}\left\langle\pi_{2} \pi_{3} \mid \eta \pi^{0}\right\rangle_{\text {in }}$, the kinematical variables $s_{i}$ can be identified with the usual Mandelstam variables via \#9

$$
\begin{equation*}
s_{1}=s, \quad s_{2}=t, \quad s_{3}=u \tag{2.29}
\end{equation*}
$$

Since they are related by $3 s_{0}$, only two of them are independent; thus we can choose to work with e.g. $s$ and $t$ or $s$ and $t-u \propto \cos \theta_{s}$ (as $t+u=3 s_{0}-s$ is a function of $s$ again), where $\theta_{s}=\angle\left(\mathbf{p}_{\mathbf{2}}, \mathbf{p}_{\mathbf{3}}\right)$ denotes the angle between the 3-momenta of the two non-odd pions. In fact, defining

$$
\begin{equation*}
\lambda_{a b}(s)=\lambda\left(s, M_{a}^{2}, M_{b}^{2}\right)=\left[s-\left(M_{a}-M_{b}\right)^{2}\right]\left[s-\left(M_{a}+M_{b}\right)^{2}\right] \tag{2.30}
\end{equation*}
$$

based on the fully symmetric Källén function $\lambda(a, b, c)=a^{2}+b^{2}+c^{2}-2(a b+b c+c a)$, and

$$
\begin{equation*}
\sigma_{a}(s)=\frac{\lambda_{a a}^{1 / 2}(s)}{s}=\sqrt{1-\frac{4 M_{a}^{2}}{s}} \tag{2.31}
\end{equation*}
$$

for the case of equal masses, we can write
$t\left(s, \theta_{s}\right)=\frac{1}{2}\left\{3 s_{0}-s+\lambda_{\eta \pi^{0}}^{1 / 2}(s) \lambda_{23}^{1 / 2}(s) \frac{\cos \theta_{s}}{s}\right\}, \quad u\left(s, \theta_{s}\right)=\frac{1}{2}\left\{3 s_{0}-s-\lambda_{\eta \pi^{0}}^{1 / 2}(s) \lambda_{23}^{1 / 2}(s) \frac{\cos \theta_{s}}{s}\right\}$.
Specifically, for the charged decay the corresponding Mandelstam variables \#10

$$
\begin{equation*}
s=\left(p_{\eta}-p_{\pi^{0}}\right)^{2}, \quad t=\left(p_{\eta}-p_{\pi^{+}}\right)^{2}, \quad u=\left(p_{\eta}-p_{\pi^{-}}\right)^{2} \tag{2.33}
\end{equation*}
$$

are related by

$$
\begin{equation*}
3 s_{0}^{c}=s+t+u=M_{\eta}^{2}+M_{\pi^{0}}^{2}+2 M_{\pi}^{2} \tag{2.34}
\end{equation*}
$$

whereas the Mandelstam variables for the neutral decay read

$$
\begin{equation*}
s=\left(p_{\eta}-p_{\pi_{1}^{0}}\right)^{2}, \quad t=\left(p_{\eta}-p_{\pi_{2}^{0}}\right)^{2}, \quad u=\left(p_{\eta}-p_{\pi_{3}^{0}}\right)^{2} \tag{2.35}
\end{equation*}
$$

and obey the relation

$$
\begin{equation*}
3 s_{0}^{n}=s+t+u=M_{\eta}^{2}+3 M_{\pi^{0}}^{2}=3 s_{0}^{c}-2 \Delta M_{\pi}^{2} \tag{2.36}
\end{equation*}
$$

[^11]

Figure 2.1: Leading-order diagrams for the charged (left) and neutral (right) decay.

For given $s$, the limits of the corresponding physical region are given by $\cos \theta_{s}= \pm 1$, so that the charged and neutral $\eta \rightarrow 3 \pi$ decay widths can be calculated via

$$
\begin{equation*}
\Gamma_{c / n}=\frac{S_{c / n}}{256 \pi^{3} M_{\eta}^{3}} \int_{s_{-}^{c / n}}^{s_{+}^{c / n}} \mathrm{~d} s \int_{t_{-}^{c / n}(s)}^{t_{+}^{c / n}(s)} \mathrm{d} t\left|\mathcal{A}_{c / n}(s, t, u(s, t))\right|^{2} \tag{2.37}
\end{equation*}
$$

where the $s$-integration boundaries read

$$
\begin{equation*}
s_{-}^{c}=4 M_{\pi}^{2}, \quad s_{-}^{n}=4 M_{\pi^{0}}^{2}, \quad s_{+}^{c}=s_{+}^{n}=\left(M_{\eta}-M_{\pi^{0}}\right)^{2} \tag{2.38}
\end{equation*}
$$

and the $s$-dependent limits for the $t$-integration are given by

$$
\begin{equation*}
t_{ \pm}^{c}(s)=\frac{1}{2}\left\{3 s_{0}^{c}-s \pm \sigma_{\pi}(s) \lambda_{\eta \pi^{0}}^{1 / 2}(s)\right\}, \quad t_{ \pm}^{n}(s)=\frac{1}{2}\left\{3 s_{0}^{n}-s \pm \sigma_{\pi^{0}}(s) \lambda_{\eta \pi^{0}}^{1 / 2}(s)\right\} \tag{2.39}
\end{equation*}
$$

The symmetry factor $S_{n}=1 / 3$ ! for the neutral decay accounts for the indistinguishable three neutral pions in order to avoid multiple counting of phase space; accordingly $S_{c}=1$.

### 2.2.2 Amplitudes at leading order

At leading chiral $\mathcal{O}\left(p^{2}\right)$ one only has to compute one tree graph each for the charged and the neutral decay, since the fields in the lowest-order Lagrangian are already diagonalized by use of the $\pi^{0} \eta$ mixing angle $\epsilon$. The corresponding Feynman diagrams are shown in Fig. 2.1,

The charged LO amplitude is then given by

$$
\begin{align*}
\mathcal{A}_{c}^{\mathrm{LO}}(s) & =-\frac{\sin (2 \epsilon)(2 s-t-u)}{6 F_{0}^{2}}-\frac{\cos (2 \epsilon) B_{0}\left(m_{d}-m_{u}\right)}{3 \sqrt{3} F_{0}^{2}}-\frac{2 \sin (2 \epsilon) Z e^{2}}{3}+\mathcal{O}\left(p^{4}\right)  \tag{2.40}\\
& =-\frac{B_{0} \delta}{3 \sqrt{3} F_{\pi}^{2}}\left\{2 \cos (2 \epsilon)-1+\frac{3\left(s-s_{0}^{c}\right)+2 \Delta M_{\pi}^{2}}{M_{\eta}^{2}-M_{\pi^{0}}^{2}}\right\}+\mathcal{O}\left(p^{4}\right) \\
& =-\frac{B_{0} \delta}{3 \sqrt{3} F_{\pi}^{2}}\left\{1+\frac{3\left(s-s_{0}^{n}\right)}{M_{\eta}^{2}-M_{\pi^{0}}^{2}}\right\}+\mathcal{O}\left(\delta^{3}, p^{4}\right) \\
& =-\frac{B_{0} \delta}{3 \sqrt{3} F_{\pi}^{2}} \frac{3 s-4 M_{\pi^{0}}^{2}}{M_{\eta}^{2}-M_{\pi^{0}}^{2}}+\mathcal{O}\left(\delta^{3}, p^{4}\right)=-\frac{\left(3 M_{\eta}^{2}+M_{\pi^{0}}^{2}\right)\left(3 s-4 M_{\pi^{0}}^{2}\right)}{Q^{2} 16 \sqrt{3} F_{\pi}^{2} M_{\pi^{0}}^{2}}+\mathcal{O}\left(\delta^{3}, p^{4}\right)
\end{align*}
$$

where we have first inserted the mixing angle $\epsilon$, then expanded in $\delta$, and finally replaced (at leading chiral order) the quark masses $m_{s}$ and $\hat{m}$ as well as the LEC $Z$ by physical meson masses via (2.18) and also $F_{0}$ by the pion decay constant $F_{\pi}$. Note that the additional electromagnetic term at $\mathcal{O}\left(e^{2} \delta\right)$ cancels the pion mass difference implicitly included in $s_{0}^{c}$. Thus, written in terms of $s_{\rho}^{n}$, the charged LO amplitude, which depends linearly on $s$, explicitly displays the Adler zerd \#11 at $4 M_{\pi^{0}}^{2} / 3$ (in terms of the neutral pion mass). Moreover, $\mathcal{A}_{c}^{\text {LO }}$ is completely proportional to $\delta \sim 1 / Q^{2}$ and by using (cf. (2.21) and (2.18))

$$
\begin{equation*}
\frac{1}{Q^{2}}=B_{0} \delta \frac{16 M_{\pi^{0}}^{2}}{3\left(3 M_{\eta}^{2}+M_{\pi^{0}}^{2}\right)\left(M_{\eta}^{2}-M_{\pi^{0}}^{2}\right)}+\mathcal{O}\left(\delta^{3}, p^{4}\right) \tag{2.41}
\end{equation*}
$$

we eventually arrive at the form convenient for the following discussion.
The neutral LO amplitude, on the contrary, contains neither derivatives (i.e. no dependence on Mandelstam variables) nor electromagnetic terms at $\mathcal{O}\left(e^{2} \delta\right)$,

$$
\begin{align*}
\mathcal{A}_{n}^{\mathrm{LO}} & =-\frac{B_{0}}{9 F_{0}^{2}}\left\{\sqrt{3}\left(m_{d}-m_{u}\right)[2 \cos (2 \epsilon)+\cos (4 \epsilon)]-16\left(m_{s}-\hat{m}\right) \cos \epsilon \sin ^{3} \epsilon\right\}+\mathcal{O}\left(p^{4}\right) \\
& =-\frac{B_{0} \delta}{3 \sqrt{3} F_{\pi}^{2}}\{1+2 \cos (4 \epsilon)\}+\mathcal{O}\left(p^{4}\right) \\
& =-\frac{B_{0} \delta}{\sqrt{3} F_{\pi}^{2}}+\mathcal{O}\left(\delta^{3}, p^{4}\right)=-\frac{3\left(3 M_{\eta}^{2}+M_{\pi^{0}}^{2}\right)\left(M_{\eta}^{2}-M_{\pi^{0}}^{2}\right)}{Q^{2} 16 \sqrt{3} F_{\pi}^{2} M_{\pi^{0}}^{2}}+\mathcal{O}\left(\delta^{3}, p^{4}\right) \tag{2.42}
\end{align*}
$$

and therefore is a constant proportional to $\delta$, which means in particular that the Dalitz slope $\alpha$ (to be defined in Sect. [2.2.4) vanishes at LO, as already mentioned in Chap. [1]

Note that the LO amplitudes are closely related according to

$$
\begin{equation*}
\mathcal{A}_{c}^{\mathrm{LO}}(s)=\mathcal{A}_{n}^{\mathrm{LO}} \frac{\hat{a}(s)}{3}+\mathcal{O}\left(\delta^{3}, p^{4}\right), \quad \hat{a}(s)=\frac{3 s-4 M_{\pi^{0}}^{2}}{M_{\eta}^{2}-M_{\pi^{0}}^{2}}=\frac{s-s_{A}}{s_{0}^{n}-s_{A}}, \quad s_{A}=\frac{4 M_{\pi^{0}}^{2}}{3} \tag{2.43}
\end{equation*}
$$

### 2.2.3 Symmetry properties and the $\Delta I=1$ amplitude relation

Both $\eta \rightarrow 3 \pi$ decay amplitudes obey general symmetry constraints: while for the charged decay invariance under charge conjugation for both strong and electromagnetic interactions implies that the amplitude $\mathcal{A}_{c}(s, t, u)$ is symmetric under the exchange of $t$ and $u$ (cf. (2.33)),

$$
\begin{equation*}
\mathcal{A}_{c}(s, t, u)=\mathcal{A}_{c}(s, u, t) \quad \Rightarrow \quad \mathcal{A}_{c}(s, t-u)=\mathcal{A}_{c}(s, u-t) \tag{2.44}
\end{equation*}
$$

the amplitude $\mathcal{A}_{n}(s, t, u)$ for the neutral decay has to be symmetric under exchange of all pions and thus all Mandelstam variables due to Bose symmetry,

$$
\begin{equation*}
\mathcal{A}_{n}(s, t, u)=S_{n}\left\{\mathcal{A}_{n}(s, t, u)+\text { permutations }\right\} . \tag{2.45}
\end{equation*}
$$

Moreover, the charged and neutral amplitudes can be related at leading order in isospin breaking due to the $\Delta I=1$ selection rule, as already mentioned in Chap. $\square$ and as will be shown below. Prior to that, however, it is worthwhile to examine the isospin-violating nature of the $\eta \rightarrow 3 \pi$ decays carefully.

[^12]The most concise argumentation considers $G$-conjugation, which is defined as product of charge conjugation $C$ and a rotation by $\pi$ around the 2 -axis of isospin space, i.e. $G=C e^{-i \pi I^{2}}$ with $e^{-i \pi I^{2}}\left|I, I^{3}\right\rangle=(-1)^{I-I^{3}}\left|I,-I^{3}\right\rangle$. Thus, the neutral isosinglet $\eta$ has positive $G$-parity, $G|\eta\rangle=|\eta\rangle$. Since $G$-parity is a multiplicative quantum number, from $G|\pi\rangle=-|\pi\rangle$ for the isotriplet $\pi \# 12$ it follows $G|3 \pi\rangle=-|3 \pi\rangle$, so that $G$-parity is not conserved in $\eta \rightarrow 3 \pi$ decays. In turn, the definition of $G$-conjugation together with invariance under charge conjugation then yields the selection rule $\Delta I=1$ for the total isospin.

However, $G$-parity is a rather subtle combined quantity: in view of the famous Gell-Mann-Nishijima formula $Q=I^{3}+Y / 2$, which relates the electromagnetic charge to the third component of the isospin and the hypercharge $Y=B+S+\ldots$ containing the baryon number $B$ and all other flavor quantum numbers like for instance the strangeness $S$, it can be viewed as a generalization of $C$-parity for neutral particles (or systems) to isomultiplets with zero average electromagnetic charge. The latter constraint is a direct consequence of the fact that $G$-invariance is strictly valid only for strong interactions in the limit of isospin conservation and thus explicitly broken by electromagnetic interactions. Even though the concept of $G$-parity can be generalized to some extent (e.g. for neutral antiparticle-particle systems), basically it is designed to explain several phenomenological observations in hadron physics by attributing pertinent $G$-eigenvalues to the particles (without leading to obvious contradictions, at least) rather than being based on first principles. As a result, it always needs to be supplemented by additional, more fundamental symmetry constraints, since e.g. the (hypothetical) decays of the neutral isosinglet $\omega$ with negative $G$-parity into either $3 \pi^{+}$or $3 \pi^{0}$ would be perfectly allowed by $G$-invariance, but are of course forbidden by conservation of charge and total isospin, respectively. Therefore, a reasoning for the isospin breaking in $\eta \rightarrow 3 \pi$ in terms of the underlying symmetries might be desirable, although (besides being more extensive) this requires some caution, as there are several misconceptions floating around in the literature.

The basic idea is to show that the $\eta \rightarrow 3 \pi$ decays would be forbidden in the case of isospin conservation: working in the spherical (i.e. charge) basis of the pions where $I^{3}=1,0,-1$ corresponds to $\pi^{+}, \pi^{0}, \pi^{-}$, respectively, the (hypothetical) $3 \pi$ final state with total isospin $I=0$ (as product of single-particle states $|\pi\rangle$, cf. the multiplicativity of $G$-parity) is totally antisymmetric with respect to permutations of the three pions, as can be seen either by explicitly constructing the $3 \pi$ isosinglet or from general group-theoretical considerations (see for instance [117]). Thus, only the combination $\pi^{0} \pi^{+} \pi^{-}$is allowed (in agreement with charge conservation); moreover, already the Clebsch-Gordan coefficient for the coupling of two pions to the antisymmetric $2 \pi$ isotriplet (which is the only possibility to subsequently generate the antisymmetric $3 \pi$ isosinglet) equals zero for $\pi^{0} \pi^{0} \# 13$ so that the $\eta \rightarrow 3 \pi^{0}$ amplitude vanishes. Due to Bose statistics/symmetry the total (i.e. combined isospin/flavor- and space-) $3 \pi$ wave

[^13]function (in terms of single-particle states like for the isospin part) must be fully symmetric and thus the spatial part needs to be totally antisymmetric as well \#14 Choosing the momentumspace representation for the latter, the amplitude for the purely bosonic process $\eta \rightarrow \pi^{0} \pi^{+} \pi^{-}$ thus inherits the total spatial antisymmetry under exchange of the momenta of the three pions. Invariance under charge conjugation, however, implies that the amplitude has to be symmetric with respect to interchanging the momenta of the charged pions, cf. (2.44), thereby ruling out a non-vanishing amplitude also for $\eta \rightarrow \pi^{0} \pi^{+} \pi^{-}$.

The sources for both strong and electromagnetic isospin breaking were already given in Chap. 1, and in App. B it will be explicitly argued that both (1.1) and (1.2) indeed comprise the $\Delta I=1$ operators that are necessary due to the $\Delta I=1$ selection rule for $\eta \rightarrow 3 \pi$; moreover, it turns out that these operators, like the pions themselves, transform as isovectors. Since the $\eta$ is an isoscalar, the combination of such $\Delta I=1$ operators acting on the initial state $|\eta\rangle$ also transforms in analogy to a pion state $|\pi\rangle$. Based on this observation, due to crossing symmetry and neglecting any further isospin breaking, the isospin structure of the generic $\eta \rightarrow 3 \pi$ amplitude is similar to that of the $\pi \pi$ scattering amplitude, as will also be shown in App. B. Therefore, all results for the latter arising from the isospin structure may easily be transferred to the former. Besides the isospin decomposition of the $\eta \rightarrow 3 \pi$ amplitude, which is frequently used in the literature but not needed in this work, this entails the well-known $\Delta I=1$ relation between the charged and the neutral amplitude

$$
\begin{equation*}
\mathcal{A}_{n}(s, t, u)=\mathcal{A}_{c}(s, t, u)+\mathcal{A}_{c}(t, u, s)+\mathcal{A}_{c}(u, s, t)+\mathcal{O}\left(e^{4}, e^{2} \delta, \delta^{2}\right) \tag{2.46}
\end{equation*}
$$

which we will call $\Delta I=1$ amplitude relation in the following and which in turn is pivotal for the analysis of (higher-order) isospin-breaking effects in $\eta \rightarrow 3 \pi$ decays in Chap. 4, its rigorous derivation is also relegated to App. B Using the spherical convention instead (cf. $\# 9$ ) as done in particular in [3], the charged amplitude and thereby the $\Delta I=1$ amplitude relation pick up a relative sign. In the case of $\pi \pi$ scattering, where the amplitudes do not necessarily carry isospin-breaking prefactors, the corresponding relation is already broken at $\mathcal{O}\left(e^{2} \hat{m}\right)$, see [118].

In all calculations of both $\eta \rightarrow 3 \pi$ decay channels performed in ChPT so far [13, 15, 21 , (see also [66, 119]), actually only the amplitude for the charged decay has been calculated explicitly, whereas the neutral one is just deduced by using the relation (2.46), i.e. these calculations are conducted only at leading order in isospin breaking. The fact that (2.46) is not valid in general for isospin breaking beyond leading order, is most easily seen by the fact that e.g. photon loop contributions obviously do not respect this relation. Nevertheless, at leading chiral $\mathcal{O}\left(p^{2}\right)$ (where no such photon loops occur), the relation (2.46) is even fulfilled at $\mathcal{O}\left(e^{2} \delta, \delta^{2}\right)$ by the LO amplitudes (2.40) and (2.42) if the neutral relation (2.36) is used for all Mandelstam variables, cf. (2.43):
$\hat{a}(s)+\hat{a}(t)+\hat{a}(u)=3 \frac{s_{0}^{c}-s_{A}}{s_{0}^{n}-s_{A}} \quad \Rightarrow \quad \mathcal{A}_{c}^{\mathrm{LO}}(s)+\mathcal{A}_{c}^{\mathrm{LO}}(t)+\mathcal{A}_{c}^{\mathrm{LO}}(u) \stackrel{\sqrt{2.36}}{=} \frac{3 \mathcal{A}_{n}^{\mathrm{LO}}}{1+2 \cos (2 \epsilon)}+\mathcal{O}\left(p^{4}\right)$.

[^14]At next-to-leading chiral $\mathcal{O}\left(p^{4}\right)$ and including isospin breaking at $\mathcal{O}\left(e^{2} \delta, \delta^{2}\right)$, however, the amplitude for the neutral decay channel has to be calculated separately (as is proven by explicitly calculating the non-vanishing corrections to (2.46); cf. (2.49) below and Chap. (4).

From the general symmetry properties (2.44) and (2.45) together with the explicit LO formulae (2.40) and (2.42), one can deduce that the NLO amplitudes may be decomposed as

$$
\begin{align*}
& \mathcal{A}_{c}^{\mathrm{NLO}}(s, t, u)=\mathcal{A}_{c}^{\text {const }}+\tilde{\mathcal{A}}_{c}(s)+\overline{\mathcal{A}}_{c}(s, t)+\overline{\mathcal{A}}_{c}(s, u)+\mathcal{O}\left(p^{6}\right) \\
& \mathcal{A}_{n}^{\mathrm{NLO}}(s, t, u)=\mathcal{A}_{n}^{\text {const }}+\tilde{\mathcal{A}}_{n}(s)+\tilde{\mathcal{A}}_{n}(t)+\tilde{\mathcal{A}}_{n}(u)+\mathcal{O}\left(p^{6}\right) \tag{2.48}
\end{align*}
$$

which is particularly useful for the neutral decay amplitude, where the whole kinematical dependence is contained in the fully crossing symmetric rescattering contributions. These terms (especially the $I=0 \pi \pi$ final-state interactions) are very important and yield about half of the total NLO corrections for $\eta \rightarrow 3 \pi$ [13]. Furthermore, loops with on-shell intermediate particles (in the $s$-, $t$-, or $u$-channel) give rise to non-vanishing imaginary contributions at $\mathcal{O}\left(p^{4}\right)$. The occurring kaon loops, either in the form of tadpole graphs or as $\bar{K} K$ rescattering diagrams, are important for the expansions in isospin-breaking parameters $e^{2}$ (or $\Delta M_{\pi}^{2}$ ) and $\delta$ (cf. the illustrative case of the LO amplitudes in Sect. 2.2.2): the kaon loop contributions entail terms without an isospin-breaking prefactor that, however, can always be collected in the form of implicitly isospin-breaking charged-to-neutral differences of kaon loop functions as will be discussed in App. A.2 By expanding the masses inside the loop functions in terms of the charged-to-neutral kaon mass difference $\Delta M_{K}^{2}$ and using (2.14), the isospin-breaking effects of these kaon loop differences can be derived explicitly (cf. (A.11)), although for the discussion of higher-order contributions, namely at $\mathcal{O}\left(\delta^{2}\right)$, it is favorable to avoid these expansions unless it is necessary for the calculation to make the (leading orders in) isospin breaking explicit. In general, we do not expand any loop functions, so that all cuts, even outside the physical region, remain at their exact places; the exceptions to this rule, however, are charged-to-neutral loop differences of pions and kaons at even higher orders in isospin breaking like $\mathcal{O}\left(e^{4}, e^{2} \delta^{2}, \delta^{3}\right)$. Of course, we have checked that our amplitudes $\mathcal{A}_{c / n}^{\mathrm{NLO}}$, which go beyond LO in isospin breaking by considering contributions at $\mathcal{O}\left(e^{2} \delta\right)$ in [1] and additionally at $\mathcal{O}\left(\delta^{2}\right)$ in [3], obey the $\Delta I=1$ amplitude relation for strong and electromagnetic LO isospin breaking at $\mathcal{O}(\delta)$ and $\mathcal{O}\left(e^{2}\right)$ and also reduce to the (charged) NLO amplitudes given in [13] and [15], respectively; the corresponding neutral amplitudes then agree by construction.

As pointed out above, the NLO amplitudes (2.48) beyond leading order in isospin breaking do not obey the $\Delta I=1$ selection rule (2.46). However, it is not a priori clear how to consistently write down or to define the terms violating this rule, since the charged-to-neutral pion mass difference $\Delta M_{\pi}^{2}=\mathcal{O}\left(e^{2}\right)$ affects even the relation between the Mandelstam variables in the two channels at $\mathcal{O}\left(e^{2} \delta\right)$ (as $3 s_{0}^{c}-3 s_{0}^{n}=2 \Delta M_{\pi}^{2}$; cf. (2.36) and Sect. 2.2.4). Just for the purpose of illustration, we show here the part of the deviation at $\mathcal{O}\left(e^{2} \delta\right)$ proportional to the various low-energy constants, using $s+t+u=3 s_{0}^{n}$ :

$$
\begin{align*}
& \left.\mathcal{A}_{n}^{\mathrm{NLO}}\right|^{\mathrm{LEC}}-\left[\mathcal{A}_{c}^{\mathrm{NLO}}(s, t, u)+\mathcal{A}_{c}^{\mathrm{NLO}}(t, u, s)+\mathcal{A}_{c}^{\mathrm{NLO}}(u, s, t)\right]^{\mathrm{LEC}} \\
& =\frac{3 M_{\eta}^{2}+M_{\pi^{0}}^{2}}{\sqrt{3} Q^{2} F_{\pi}^{2} M_{\pi^{0}}^{2}}\left\{\Delta M_{\pi}^{2}\left(M_{\eta}^{2}-3 M_{\pi^{0}}^{2}\right) \frac{L_{3}}{F_{\pi}^{2}}\right. \\
& \left.\quad+e^{2}\left[\frac{3}{4}\left(M_{\eta}^{2}+M_{\pi^{0}}^{2}\right)\left(K_{3}^{r}-K_{4}^{r} / 2\right)-M_{\eta}^{2} K_{6}^{r}+\frac{3}{2}\left(3 M_{\eta}^{2}-M_{\pi^{0}}^{2}\right)\left(K_{10}^{r}+K_{11}^{r}\right)\right]\right\} \\
& =\mathcal{O}\left(e^{2} \delta\right) \tag{2.49}
\end{align*}
$$

The higher-order isospin-breaking corrections to the $\Delta I=1$ amplitude relation will be discussed in detail in Chap. 4.

### 2.2.4 Dalitz plot distributions and the branching ratio

For comparison with experimental analyses of $\eta \rightarrow 3 \pi$ decays, the squared absolute value of the pertinent amplitude is conventionally expanded as a polynomial around the center of the so-called Dalitz plot [120, 121 in terms of the corresponding symmetrized (cf. the general symmetry properties (2.44) and (2.45)) and dimensionless coordinates. Based on the generic $\eta \rightarrow 3 \pi$ kinematics (2.28), we therefore define the convenient abbreviations

$$
\begin{align*}
\tilde{Q}_{c} & =M_{\eta}-M_{\pi^{0}}-2 M_{\pi}, \quad \tilde{Q}_{n}=M_{\eta}-3 M_{\pi^{0}}, \quad \tilde{R}_{c / n}=\frac{2 M_{\eta}}{3} \tilde{Q}_{c / n} \\
\tau & =\frac{\tilde{R}_{n}-\tilde{R}_{c}}{\tilde{R}_{c}}=\frac{\tilde{Q}_{n}-\tilde{Q}_{c}}{\tilde{Q}_{c}}=\frac{2\left(M_{\pi}-M_{\pi^{0}}\right)}{\tilde{Q}_{c}}=\frac{2 M_{\eta}}{M_{\pi}+M_{\pi^{0}}} \frac{s_{0}^{c}-s_{0}^{n}}{\tilde{R}_{c}}=6.86 \times 10^{-2} \tag{2.50}
\end{align*}
$$

For the charged decay channel one conventionally uses

$$
\begin{align*}
& x=\sqrt{3} \frac{T_{\pi^{+}}-T_{\pi^{-}}}{\tilde{Q}_{c}}=\frac{u-t}{\sqrt{3} \tilde{R}_{c}}  \tag{2.51}\\
& y=\frac{3 T_{\pi^{0}}}{\tilde{Q}_{c}}-1=\frac{\left(M_{\eta}-M_{\pi^{0}}\right)^{2}-s}{\tilde{R}_{c}}-1=\frac{s_{0}^{c}-s}{\tilde{R}_{c}}+\tau\left\{1-\frac{M_{\pi}+M_{\pi^{0}}}{2 M_{\eta}}\right\}=\frac{s_{0}^{n}-s}{\tilde{R}_{c}}+\tau,
\end{align*}
$$

while for the fully symmetric neutral decay channel one introduces polar coordinates at the center of the Dalitz plot via

$$
\begin{align*}
z & =\frac{2}{3} \sum_{i=1}^{3}\left[\frac{3 T_{i}}{\tilde{Q}_{n}}-1\right]^{2}=\frac{2}{3} \sum_{i=1}^{3}\left[\frac{s_{i}-s_{0}^{n}}{\tilde{R}_{n}}\right]^{2}=\frac{2}{3} \sum_{i=1}^{3}\left[\frac{s_{i}^{2}-\left(s_{0}^{n}\right)^{2}}{\tilde{R}_{n}^{2}}\right]=x_{n}^{2}+y_{n}^{2} \\
x_{n} & =\sqrt{z} \cos \varphi, \quad y_{n}=\sqrt{z} \sin \varphi \tag{2.52}
\end{align*}
$$

It is important to note that the definitions of $x_{n}$ and $y_{n}$ agree with those of $x$ and $y$ only for $M_{\pi}=M_{\pi^{0}}$, which is, loosely speaking, sometimes referred to as the "isospin limit" for the isospin-breaking $\eta \rightarrow 3 \pi$ decays (i.e. neglecting isospin-breaking corrections due to the charged-to-neutral pion mass difference $\Delta M_{\pi}^{2}=\mathcal{O}\left(e^{2}, \delta^{2}\right)$ beyond the leading strong or electromagnetic effects taken into account, cf. e.g. [13, $15,21,66])$. Experimental data is then fitted to the standard parameterizations of the Dalitz plot distributions for the amplitude squares

$$
\begin{align*}
\left|\mathcal{A}_{c}(x, y)\right|^{2} & =\left|\mathcal{N}_{c}\right|^{2}\left\{1+a y+b y^{2}+d x^{2}+f y^{3}+g y x^{2}+\ldots\right\} \\
\left|\mathcal{A}_{n}(z, \varphi)\right|^{2} & =\left|\mathcal{N}_{n}\right|^{2}\left\{1+2 \alpha z+2 \beta z^{3 / 2} \sin (3 \varphi)+2 \gamma z^{2}+\ldots\right\} \tag{2.53}
\end{align*}
$$

where $\left|\mathcal{N}_{c}\right|^{2}$ and $\left|\mathcal{N}_{n}\right|^{2}$ are the normalizations and $\{a, b, d, f, g, \ldots\}$ and $\{\alpha, \beta, \gamma, \ldots\}$ are the Dalitz plot parameters describing the energy dependence of the observable squares of the charged and the neutral decay amplitude, respectively. Note that for the charged channel odd terms in $x$ are forbidden by charge conjugation symmetry (2.44), while for the neutral channel according to Bose symmetry (2.45) the linear combination of Mandelstam variables must be fully symmetric and is thus just constant due to $s+t+u=3 s_{0}^{n}$, so that any dependence on it can be absorbed in the normalization. For the latter, moreover, the term proportional to $\sin (3 \varphi)$


Figure 2.2: Boundaries of the physical regions for the $\eta \rightarrow 3 \pi$ decays $\eta \rightarrow \pi^{0} \pi^{+} \pi^{-}$(full/red), $\eta \rightarrow 3 \pi^{0}$ (dashed/blue), and $\eta \rightarrow \pi^{0} \pi^{+} \pi^{-}$with an average pion mass $\overline{M_{\pi}^{2}}=\left(M_{\pi^{0}}^{2}+2 M_{\pi}^{2}\right) / 3$ (dotted/magenta). Also shown are the lines with $t=u$ for both the charged and the neutral decay as well as the thresholds at $4 M_{\pi}^{2}$ in all three kinematical channels (dashed-dotted/black).
explicitly reflects the threefold angular symmetry, which also follows from $\mathcal{A}_{n}(s, t, u)$ being fully symmetric in $s, t$, and $u$, whereas the accompanying factor $z^{3 / 2}$ ensures the expected cubic dependence on the Mandelstam variables; the relation $z^{3 / 2} \sin (3 \varphi)=-y_{n}^{3}+3 y_{n} x_{n}^{2}$ then reveals the close analogy to the charged parameterization. Therefore, the neutral parameterization exhibits an "accidental" rotational symmetry only upon neglecting terms of $\mathcal{O}\left(z^{3 / 2}\right)$. Of the parameters beyond quadratic order in $\left(x_{(n)}, y_{(n)}\right)$ for both decays, only the cubic parameters for $\eta \rightarrow \pi^{0} \pi^{+} \pi^{-}$have been measured so far (by the KLOE collaboration [25]) and solely $f$ has been found to differ from zero with statistical significance. Nevertheless, besides the upcoming new analyses of the charged parameters, in view of future very-high-statistics measurements for $\eta \rightarrow 3 \pi^{0}$ (cf. Chap. 1 each), also a determination of $\beta$ and probably even $\gamma$ might not be beyond the realm of possibility.

By using $M_{\pi}=M_{\pi^{0}}$ and thus $\tilde{Q}_{n}=\tilde{Q}_{c}$, however, one neglects "trivial" but sizeable isospin breaking in the normalizations of the Dalitz plot variables for the charged and the neutral channel that - depending on the choice of the isospin limit of the pion mass - are at worst due to $\left(M_{\eta}-2 M_{\pi}-M_{\pi^{0}}\right) /\left(M_{\eta}-3 M_{\pi^{0}}\right)=0.94$ and $\left(M_{\eta}-3 M_{\pi^{0}}\right) /\left(M_{\eta}-3 M_{\pi}\right)=1.11$, respectively. In particular, a theoretical prediction for the (negative) neutral slope $\alpha$ is lowered in absolute value by about $22 \%$ if the charged-pion mass is used. Taking $M_{\pi} \neq M_{\pi^{0}}$ into account, in turn, it is important to take care of the precise definition of the center of the Dalitz plot for the charged decay, since the point $s=t=u=s_{0}^{c}$ does not completely coincide with the point $x=y=0$ (where all kinetic energies $T_{i}$ are equal): $s=t=u=s_{0}^{c / n}$ corresponds to $x_{n}=y_{n}=0$ for the neutral decay, but $x=0$ and $y=5.14 \times 10^{-2}$ for the charged decay [16]. Note that, like for the charged LO amplitude (2.40), the implicit contribution from $\Delta M_{\pi}^{2}$ may be canceled in (2.51) by using $s_{0}^{n}$ in lieu of $s_{0}^{c}$ (which furthermore turns out to be favorable for analyzing higher isospin-breaking corrections to the $\Delta I=1$ amplitude
relation in Chap. (4). Moreover, the different pion masses affect the kinematical boundaries of the $\eta \rightarrow 3 \pi$ Dalitz plots (i.e. of the physical regions) as depicted in Fig. 2.2. in addition to the charged and the neutral decay phase spaces (cf. Sect. 2.2.1) we have also drawn the allowed phase space for the decay $\eta \rightarrow \pi^{0} \pi^{+} \pi^{-}$using an average pion mass $\overline{M_{\pi}^{2}}=\left(M_{\pi^{0}}^{2}+2 M_{\pi}^{2}\right) / 3$, so that $s+t+u=M_{\eta}^{2}+3 \overline{M_{\pi}^{2}}=3 s_{0}^{c}$ is exactly reproduced and the corresponding average excess energy $\overline{Q_{c}}=M_{\eta}-3 \overline{M_{\pi}^{2}}{ }^{1 / 2}$ is a reasonably good approximation of $\tilde{Q}_{c}$ as $\left(\overline{Q_{c}}-\tilde{Q}_{c}\right) / \tilde{Q}_{c}=$ $-4 \times 10^{-4}$. This approximation is sometimes (e.g. [21, 66]) used in the literature, since at leading order in isospin breaking it is, strictly speaking, not possible to consistently account for the different pion masses in both $\eta \rightarrow 3 \pi$ decays (featuring at $\mathcal{O}\left(e^{2} \delta\right)$, cf. the discussion preceding (2.49) , although sizeable deviations at the border of the charged Dalitz plot are clearly visible. For later convenience, in Fig. 2.2 we furthermore indicate the threshold for the production of two charged pions in all three kinematical channels $s, t$, and $u$ as a vertical, horizontal, and diagonal dashed line, respectively, as well as the lines with $t=u$ (separating each the maximal and minimal limits $t_{+}^{c / n}$ and $t_{-}^{c / n}$ of (2.39), respectively). Concerning the derivation of the decay amplitudes in ChPT (cf. Sect. 2.2 .2 and App. A.2), in order to obtain an unambiguous and explicit ordering of the isospin-breaking parameters $\delta$ and $e^{2}$ (or, up to higher-order corrections, $1 / Q^{2}$ and $\Delta M_{\pi}^{2}$ ) together with a minimal set of different meson masses squared (using the GMO relation (2.16) ), we choose the neutral pion mass $M_{\pi^{0}}$ and the $\eta$ mass $M_{\eta}$, since at leading chiral order these masses, in contrast to all other pseudoscalar meson masses, comprise neither strong nor electromagnetic corrections at leading order in isospin breaking, cf. (2.13). In addition to this reasoning and besides the previously observed cancellations of isospin-breaking contributions due to $\Delta M_{\pi}^{2}$ in (2.40) and (2.51) by using $s_{0}^{n}$ for both decays, this choice is also motivated by the fact the these masses correspond to (most of) the asymptotic states in the processes under investigation; furthermore they feature naturally in the next-to-leading order $\pi^{0} \eta$ mixing (see [1]) as well as in the soft-pion considerations in Sect. $3.3 \# 15$ Consequently, for comparison with results for $\eta \rightarrow 3 \pi$ at leading order in isospin breaking, we define the isospin limit of the pion mass to coincide with the neutral-pion mass.

In view of these important "trivial" kinematical isospin breaking effects, especially for the neutral-to-charged ratio $r$ (1.5) of partial decay widths $\Gamma_{n / c}$ (2.37), it is remarkable how well the approximate relation $r \leq 3 / 2$ - and in particular its limiting case $r=3 / 2$ - is actually fulfilled: this approximation arises from the $\Delta I=1$ amplitude relation (2.46), i.e. at LO in isospin breaking, if one applies the "isospin limit" $M_{\pi}=M_{\pi^{0}}$ also to the integrations over the whole phase spaces, which we abbreviate here by $\int \mathrm{d} \Pi_{n / c}$ (excluding symmetry factors $S_{n / c}$ )

$$
\begin{equation*}
r=\frac{\Gamma_{n}}{\Gamma_{c}}=S_{n} \frac{\int \mathrm{~d} \Pi_{n}\left|\mathcal{A}_{n}(s, t, u)\right|^{2}}{\int \mathrm{~d} \Pi_{c}\left|\mathcal{A}_{c}(s, t, u)\right|^{2}} \leq \frac{1}{3!} \frac{\int \mathrm{d} \Pi_{n}\left(3\left|\mathcal{A}_{c}(s, t, u)\right|\right)^{2}}{\int \mathrm{~d} \Pi_{c}\left|\mathcal{A}_{c}(s, t, u)\right|^{2}} \approx \frac{3^{2}}{3!} \frac{\int \mathrm{d} \Pi_{c}\left|\mathcal{A}_{c}(s, t, u)\right|^{2}}{\int \mathrm{~d} \Pi_{c}\left|\mathcal{A}_{c}(s, t, u)\right|^{2}}=\frac{3}{2} \tag{2.54}
\end{equation*}
$$

so a sizeable deterioration is to be expected due to neglecting the different phase space boundaries as shown in Fig. $2.2{ }^{\# 16}$ For the real case $M_{\pi} \neq M_{\pi^{0}}$, in fact, the roughly $12 \%$ smaller

[^15]charged phase space accidentally balances to a large extent the overestimation corresponding to the upper limit of the inequality, since the experimental average $r=1.48 \pm 0.05$ [34] is rather close to $3 / 2$. Taking into account the correct phase spaces, the LO amplitudes of Sect. [2.2.2 yield a value of $r^{\mathrm{LO}}=1.509$, which is even above (and accidentally very close to) the upper limit of the inequality $r \leq 3 / 2 \# 17$ whereas the NLO amplitudes (which will be discussed in Chap. 3k here, we consider the isospin-symmetric (GL) versions of the NLO amplitudes, cf. Tab. 3.3 in Sect. (3.4.3) yield $r^{\mathrm{NLO}}=1.442$ in agreement with $r^{\mathrm{NLO}}=1.43 \pm 0.03$ of [13]. This corresponds to a relative change of more than $4 \%$ between LO and NLO and thus illuminates the importance of different (non-linear) functional dependences of the amplitude squares on Mandelstam variables that are merely estimated in (2.54). When going from NLO to NNLO, on the contrary, the fact that $r$ increases by less than $1 \%$ [21] \#18 indicates that the higher chiral orders affect the normalizations of the $\eta \rightarrow 3 \pi$ amplitudes (which mostly cancel in the ratio $r$ up to combinatorial factors due to the $\Delta I=1$ amplitude relation) rather than the shapes of the Dalitz distributions. Besides these purely kinematical effects of isospin breaking, however, there are also higher-order corrections to $r$ stemming from respective corrections to the $\Delta I=1$ amplitude relation itself that due to the modulus always increase the value of $r$ and thus do not spoil the estimation in (2.54). As the isospin-breaking normalization by the quark mass double ratio $Q^{2}$, which mainly drives the $\eta \rightarrow 3 \pi$ decays, cancels already in the ratio of amplitudes (except for purely electromagnetic contributions, cf. (1.4)), and in view of the rather sizeable changes between $\mathcal{O}\left(p^{2}\right)$ and $\mathcal{O}\left(p^{4}\right)$ on the one hand and the fact that at LO the $\Delta I=1$ amplitude relation (2.46) is accidentally valid even beyond LO in isospin-breaking on the other hand, $r$ is expected to be particularly sensitive on higher-order isospin-breaking effects at NLO (which will be discussed in Chap. (4).

Finally, we wish to comment on the validity of the polynomial expansion (2.53) in particular for the neutral decay channel. The boundary of the Dalitz plot for $\eta \rightarrow 3 \pi^{0}$ in terms of the symmetrized coordinates $x_{n}$ and $y_{n}$ follows from the maximal and minimal values (cf. (2.39))

$$
\begin{equation*}
x_{+}^{n}\left(y_{n}\right)=\frac{1}{\sqrt{3} \tilde{R}_{n}} \sigma_{\pi^{0}}\left(s_{n}\left(y_{n}\right)\right) \lambda_{\eta \pi^{0}}^{1 / 2}\left(s_{n}\left(y_{n}\right)\right)=-x_{-}^{n}\left(y_{n}\right), \quad s_{n}\left(y_{n}\right)=s_{0}^{n}-\tilde{R}_{n} y_{n}, \tag{2.55}
\end{equation*}
$$

within the limits $y_{ \pm}^{n}=y_{n}\left(s_{\mp}^{n}\right)$ and is shown in Fig. [2.3. The dotted lines denote the three symmetry axes at $\varphi \in\{\pi / 6, \pi / 2,5 \pi / 6\}$, which can easily be seen from $y_{n} \propto s-s_{0}^{n}$ defining one of the three symmetry axes and the others being located symmetrically around the $x_{n} \propto$ $\left(u-s_{0}^{n}\right)-\left(t-s_{0}^{n}\right)$ axis; hence, the three kinematical points with $z=1=-y_{-}^{n}$ correspond to one of the pions being at rest and the other two being emitted back-to-back. The dotted circle depicts the beginning of the rapid decrease of pure phase space for radii $\sqrt{z}>y_{+}^{n}=$

[^16]

Figure 2.3: Boundary of the $\eta \rightarrow 3 \pi^{0}$ Dalitz plot. Dotted: symmetry axes and biggest enclosed circle. Dashed: cusps at $s_{i}=4 M_{\pi}^{2}$ and corresponding circle. Arrows indicate specific $z$ values. See main text for details.
$y_{n}\left(4 M_{\pi^{0}}^{2}\right)=0.870=\sqrt{0.756}$. This deviation from the circular shape due to the relativistic kinematics also affects the angular weighting in the integration over the physically allowed ranges of $\varphi$ in order to arrive at the radial distribution $\mathrm{d} \Gamma_{n} / \mathrm{d} z$; since on the one hand $\sin (3 \varphi)$ is odd in $\varphi$ and thus vanishes upon integration over the full range $\varphi \in[0,2 \pi)$, but on the other hand $\varphi=0$ does not coincide with one of the symmetry axes, the term proportional to $\beta$ cancels in the radial distribution only inside the dotted circle. Accordingly, in [3] both the (yet unmeasured) higher-order neutral Dalitz plot parameters $\beta$ and $\gamma$ are predicted to be very small, but different from zero. It is important to note that the cusps due to $\pi^{+} \pi^{-} \rightarrow \pi^{0} \pi^{0}$ final state rescattering occur at $s_{i}=4 M_{\pi}^{2}$ and not at a single $z$ value (see also Fig. (2.2); the smallest and the largest values of $z$ crossing the cusp lines ( $z=0.598$ and $z=0.882$, respectively) are indicated at the corresponding arrows (cf. the discussion in [122]) \#19 Therefore, the polynomial representation for the neutral Dalitz plot distribution (2.53) is only valid for $\sqrt{z}<$ $y_{n}\left(4 M_{\pi}^{2}\right)=0.773=\sqrt{0.598}$, i.e. inside the dashed circle. The importance of $M_{\pi} \neq M_{\pi^{0}}$ especially at the "trivial" kinematical level is also nicely illustrated by the relative size of the annulus between the two circles compared to the total neutral phase space (which is rather small for both $\eta \rightarrow 3 \pi$ decays, cf. the excess energy $\tilde{Q}=M_{\eta}-3 M_{\pi} \approx M_{\pi}$, compared to e.g. $\eta^{\prime} \rightarrow 3 \pi$, where $\tilde{Q}=M_{\eta^{\prime}}-3 M_{\pi} \approx M_{\eta}$; see for instance [123] for a graphical demonstration).

[^17]
## Chapter 3

## Electromagnetic corrections in $\eta \rightarrow 3 \pi$ decays*

As discussed in Chap. 1 in this chapter we investigate the electromagnetic corrections in both $\eta \rightarrow \pi^{0} \pi^{+} \pi^{-}$and $\eta \rightarrow 3 \pi^{0}$ decays at next-to-leading chiral $\mathcal{O}\left(p^{4}\right)$ and including secondorder isospin breaking at $\mathcal{O}\left(e^{2} \delta\right)$. However, in order to avoid overlap with [39] (wherein the corresponding amplitudes have been derived), here we reproduce neither the derivation of these decay amplitudes nor their explicit forms as both published in [1]. In the following we rather present the further analytical improvements and results beyond [39, namely the rigorous treatment of real-photon radiation (i.e. bremsstrahlung) together with the subtraction of the corresponding universal soft-photon corrections (enabling the matching to experimental analyses) in the soft-photon approximation on the one hand and analyzing the corrections to Sutherland's soft-pion theorem [4,5 for the electromagnetic corrections on the other hand, as well as the numerical results published in [1. Nevertheless, the needed loop functions are given explicitly in App. A. 1 for convenience. We want to stress here again, that all results (analytical and numerical) presented in this chapter are solely based on the decay amplitudes at $\mathcal{O}\left(e^{2}, e^{2} \delta, \delta, p^{4}\right)$ - i.e. without terms at $\mathcal{O}\left(\delta^{2}\right)$, cf. Sect. [2.2- in accordance with [1].

### 3.1 Real-photon radiation

For the charged decay at next-to-leading chiral $\mathcal{O}\left(p^{4}\right)$ photon loops occur. More specifically, in addition to the self-energy contributions to the NLO propagators of the charged pions, there are vertex corrections due to the coupling of a virtual photon at the meson vertex and one of the charged pions as well as triangle diagram contributions describing the exchange of a virtual photon in the final state between the charged pions. These virtual-photon contributions typically entail infrared (IR) divergences that we keep track of by introducing a finite photon mass $m_{\gamma}$; alternatively one might use dimensional regularization also in the infrared \#1 The self-energy of the charged pions contributes to both the corresponding IR-finite mass and IRdivergent wave-function renormalization, while the two instantiations of the vertex correction diagram yield the same IR-finite contribution $\mathcal{A}_{c}^{\pi \gamma}(s)$ to the charged amplitude (cf. [1) for
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Figure 3.1: Real-photon radiation diagram.
details). The triangle diagram contribution

$$
\begin{align*}
& \mathcal{A}_{c}^{\pi \pi \gamma}(s)=\frac{e^{2}\left(3 M_{\eta}^{2}+M_{\pi^{0}}^{2}\right)}{Q^{2} 16 \sqrt{3} F_{\pi}^{2} M_{\pi^{0}}^{2}}\left\{\left(3 s-4 M_{\pi^{0}}^{2}\right)\left[2\left(s-2 M_{\pi}^{2}\right) G(s)+J_{\pi \pi}(s)+2 \frac{\Delta_{\pi}}{M_{\pi}^{2}}-\frac{1}{8 \pi^{2}}\right]\right. \\
&\left.+\left(s-2 M_{\pi}^{2}\right)\left[3 \frac{\Delta_{\pi}}{M_{\pi}^{2}}-\frac{1}{4 \pi^{2}}\right]\right\}+\mathcal{O}\left(e^{2} \delta^{2}, p^{6}\right) \tag{3.1}
\end{align*}
$$

contains the triangle loop function $G(s)$ (given in (A.9)), which has some interesting features: both the real and the imaginary part are IR-divergent; while the IR divergence in the real part is canceled against bremsstrahlung contributions, the imaginary part can be resummed in the IR-divergent Coulomb phase. Furthermore, $G(s)$ is finite in the ultraviolet, but it contains a kinematical singularity at the threshold $s=s_{-}^{c}=4 M_{\pi}^{2}$ (i.e. $\sigma_{\pi}=0$, cf. (2.31)), the Coulomb pole. From (3.1) one can infer that its contribution to the full NLO amplitude is given by

$$
\begin{equation*}
\mathcal{A}_{c}^{\text {pole }}=\mathcal{A}_{c}^{\mathrm{LO}} e^{2} \frac{1+\sigma_{\pi}^{2}}{16 \sigma_{\pi}} \tag{3.2}
\end{equation*}
$$

Note that the prefactor of the triangle loop function and hence the Coulomb pole is proportional to the charged LO amplitude (2.40).

In general, infrared divergences due to virtual-photon radiation are canceled by the inclusion of real-photon radiation - so-called bremsstrahlung as depicted in Fig. 3.1- on the cross-section level. For this purpose, we utilize the soft-photon approximation, which amounts to neglecting the real-photon momentum in the overall energy and momentum conservation. The results for general $n$-body decays with the radiation of one additional real photon of maximum energy $E_{\max }$ can be found e.g. in [124], which also uses a finite photon mass as a regulator; radiative corrections for the largely analogous decay $K_{L} \rightarrow \pi^{0} \pi^{+} \pi^{-}$in the framework of ChPT are discussed in [125]. Adapting the results of [124] to $\eta \rightarrow \pi^{0} \pi^{+} \pi^{-} \gamma$ yields an effective bremsstrahlung contribution to the amplitude squared of the form

$$
\begin{equation*}
\left|\mathcal{A}_{c}\right|^{2} \frac{e^{2}}{2 \pi^{2}}\left[\log \frac{m_{\gamma}}{2 E_{\max }}\left\{1-\frac{1+\sigma_{\pi}^{2}}{2 \sigma_{\pi}} \log \frac{1+\sigma_{\pi}}{1-\sigma_{\pi}}\right\}+F(s, t, u)\right] \tag{3.3}
\end{equation*}
$$

Here, the maximum photon energy $E_{\max }$ (in the $\eta$ rest frame) is given by

$$
\begin{equation*}
E_{\max }=\min \left\{E_{\mathrm{kin}}, E_{\mathrm{cut}}\right\}, \quad E_{\mathrm{kin}}=\frac{M_{\eta}^{2}-\left(M_{\pi^{0}}+\sqrt{s}\right)^{2}}{2 M_{\eta}} \tag{3.4}
\end{equation*}
$$

where $E_{\text {kin }}$ is the maximal kinematically allowed limit, and the value of the photon cutoff energy $E_{\text {cut }}$ is set to a typical detector resolution. This kinematical constraint leads to a
logarithmic divergence at the upper limit $s=s_{+}^{c}=\left(M_{\eta}-M_{\pi^{0}}\right)^{2}$, signaling that very close to the boundary of the phase space the $\mathcal{O}\left(e^{2}\right)$ approximation (i.e. the assumption of only one soft photon being radiated) becomes unreliable. The function $F(s, t, u)$ is given by

$$
\begin{align*}
F(s, t, u) & =f(1)+f(-1)-\int_{-1}^{1} \mathrm{~d} z \frac{1+\sigma_{\pi}^{2}}{1-z^{2} \sigma_{\pi}^{2}} f(z) \\
f(z) & =\frac{1+z \nu}{4 \omega(z)} \log \frac{1+z \nu+\omega(z)}{1+z \nu-\omega(z)}, \quad \omega(z)=\sqrt{\kappa^{2}+2 z \nu+z^{2}\left(\varsigma^{2}+\nu^{2}\right)} \\
\nu & =\frac{t-u}{s+M_{\eta}^{2}-M_{\pi^{0}}^{2}}, \quad \kappa=\frac{\sqrt{\lambda_{\eta \pi^{0}}}}{s+M_{\eta}^{2}-M_{\pi^{0}}^{2}}, \quad \varsigma=\frac{2 M_{\eta} \sqrt{s} \sigma_{\pi}}{s+M_{\eta}^{2}-M_{\pi^{0}}^{2}} \tag{3.5}
\end{align*}
$$

and represents contributions that are finite in the limit $m_{\gamma} \rightarrow 0$.
Computing the charged amplitude squared and collecting the IR-divergent parts consistently with respect to both the chiral order and the power counting in $e^{2}$ we obtain

$$
\begin{equation*}
-\left|\mathcal{A}_{c}\right|^{2} \frac{e^{2}}{2 \pi^{2}} \log \frac{m_{\gamma}}{M_{\pi}}\left\{1-\frac{1+\sigma_{\pi}^{2}}{2 \sigma_{\pi}} \log \frac{1+\sigma_{\pi}}{1-\sigma_{\pi}}\right\} \tag{3.6}
\end{equation*}
$$

so that by comparing (3.3) and (3.6) it is clear that the inclusion of real-photon radiation indeed cancels the IR divergences.

We have been intentionally vague above about the amplitude $\mathcal{A}_{c}$ to be inserted in (3.3) and (3.6). As a matter of principle, our calculation is only fully consistent for the lowestorder amplitude $\mathcal{A}_{c}^{\mathrm{LO}}$ to be multiplied with electromagnetic corrections factors. However, as is conventionally done in ChPT calculations, we only chirally expand the amplitudes to a specific chiral order and we do not re-expand their squares. This way, even when disregarding numerically tiny terms of $\mathcal{O}\left(e^{4}\right)$, we do include interference terms of radiative corrections with strong loop corrections. As a consequence, in order to achieve the cancellation of all IR divergences, the bremsstrahlung terms in (3.3) need to be included with the prefactor

$$
\begin{equation*}
\left|\mathcal{A}_{c}\right|^{2} \rightarrow \mathcal{A}_{c}^{\mathrm{LO}}\left\{\mathcal{A}_{c}^{\mathrm{LO}}+\left.\operatorname{Re} \mathcal{A}_{c}^{\mathrm{NLO}}\right|_{e=0}\right\} \tag{3.7}
\end{equation*}
$$

### 3.2 Subtraction of universal soft-photon corrections

The kinematical singularities in the radiative corrections both at $s=4 M_{\pi}^{2}$ for (3.2) and at $s=\left(M_{\eta}-M_{\pi^{0}}\right)^{2}$ for (3.3) are part of the so-called universal (soft-photon) corrections that can even be resummed to all orders in the fine structure constant [124, 126, 127]. In order to perform a meaningful fit of the Dalitz plot distribution (cf. the discussion in Sect. (2.2.4), these universal corrections are usually already applied in the analysis of the experimental data. Thus, in order to enable the matching (or application) of the electromagnetic corrections under consideration to experimental analyses, we also need to account for the universal corrections in the soft-photon approximation by subtracting the corresponding parts of our charged amplitude (square) in the following way before predicting experimental observables:

- The both infrared and kinematically divergent imaginary part of the triangle loop function $G(s)$ can be resummed to the (divergent) Coulomb phase. As an overall phase factor is unobservable, $\operatorname{Im} G(s)$ is omitted.
- We subtract the Coulomb pole, whose leading approximation is given in (3.2).
- Furthermore, we subtract the $e^{2} \log E_{\max }$ singularity of (3.3) in the form

$$
\begin{equation*}
\left|\mathcal{A}_{c}\right|^{2} \frac{e^{2}}{2 \pi^{2}} \log \frac{M_{\eta}}{2 E_{\max }}\left\{1-\frac{1+\sigma_{\pi}^{2}}{2 \sigma_{\pi}} \log \frac{1+\sigma_{\pi}}{1-\sigma_{\pi}}\right\} \tag{3.8}
\end{equation*}
$$

which is the $\mathcal{O}\left(e^{2}\right)$ approximation of the resummed correction factor, see [124, 127].
In this manner, we obtain a charged amplitude square free of kinematical singularities. In particular, $\left.\operatorname{Re} G(s)\right|^{\text {no pole }}$ contains only even powers of $\sigma_{\pi}$ and is hence analytic in $s$, cf. (A.9).

Nevertheless, in order to illustrate the size of the various corrections, it is useful to plot (real and imaginary parts of) amplitudes in Sect. 3.4.1, although, as already discussed in Sect. 3.1, in principle they cannot be made IR-finite in a consistent way. However, we can remedy this problem by hand using the replacement

$$
\begin{equation*}
m_{\gamma} \rightarrow M_{\eta} \tag{3.9}
\end{equation*}
$$

in the charged decay amplitude in order to mimic the net effect of both adding bremsstrahlung and subtracting universal corrections, compare (3.3), (3.6), and (3.8) \#2 Of course, this does not take into account the finite contributions $F(s, t, u)$, which can only be added at the level of squared amplitudes. Furthermore, in Sect. 3.4.1] we retain the threshold divergences (Coulomb pole and phase) for illustrative reasons.

### 3.3 Corrections to Sutherland's soft-pion theorem

As a final analytic result concerning the electromagnetic corrections at $\mathcal{O}\left(e^{2} \delta\right)$, we want to comment on Sutherland's soft-pion theorem [4, 5]. Explicitly, this theorem (assuming $m_{u}=m_{d}$ ) states that for the limit of one of the three pions to be soft, the (electromagnetic) amplitude for $\eta \rightarrow 3 \pi$ is expected to vanish, i.e.

$$
\begin{equation*}
\lim _{p_{i} \rightarrow 0}\left(\mathcal{A}\left(s_{1}, s_{2}, s_{3}\right)\right)_{\mathrm{em}}=\mathcal{O}\left(e^{2} p_{i}^{2}\right)=\mathcal{O}\left(e^{2} M_{i}^{2}\right) \tag{3.10}
\end{equation*}
$$

where $M_{i}$ is understood to denote the (off-shell) mass $M_{i}\left(p_{i}\right)=\left(p_{i}^{2}\right)^{1 / 2}$ that for vanishing 4 -momentum $p_{i}$ also goes to zero. Generalizing the on-shell kinematics (2.28) accordingly, from $p_{i} \rightarrow 0$ immediately follows $s_{i}=M_{\eta}^{2}$ and $p_{i}^{0}=\left|\mathbf{p}_{\mathbf{i}}\right|=T_{i}=0$, which explains the notion of $\pi_{i}$ being soft. Conventionally choosing for convenience the odd pion $\pi_{1}$ (corresponding to a $\pi^{0}$ for both decays, cf. [5]) and using the conservation of 4-momentum in the $\eta$ rest frame, in addition to $s_{1}=M_{\eta}^{2}$ we can infer $p_{2}^{0}=p_{3}^{0}=M_{\eta} / 2$ and thus $s_{2}=s_{3}=\left(M_{2}^{2}+M_{3}^{2}\right) / 2$ so that $s_{1}+s_{2}+s_{3}=M_{\eta}^{2}+M_{2}^{2}+M_{3}^{2} \neq 3 s_{0}$ for $p_{1} \rightarrow 0$ or $M_{1} \rightarrow 0$ (i.e. $M_{\pi^{0}} \rightarrow 0$ for the charged decay if $M_{\pi} \neq M_{\pi^{0}}$ is considered) \#3 In general, soft-pion theorems are solely based on symmetry principles and independent of a specific Lagrangian; e.g. both Sutherland's theorem and Adler's theorem on amplitude zeros [115, 116] have been developed prior to QCD or ChPT. From a modern point of view, however, soft-pion theorems are naturally valid in

[^19]the limit of chiral $S U(2) \otimes S U(2)$ symmetry, where all pions are massless and soft, and the corrections are then given as higher chiral orders in powers of $p^{2}=M_{\left(\pi^{0}\right)}^{2} \# 4$

Accordingly, and also in order to compare with the result of [15] $\# 5$ here we simply define the soft-pion points for both $\eta \rightarrow 3 \pi$ decays via $s=3 s_{0}^{c / n}$ and $t=u=0$, respectively (thus preserving $s+t+u=3 s_{0}^{c / n}$ ), followed by splitting off $\Delta M_{\pi}^{2}$ and then taking the limit $M_{\pi^{0}} \rightarrow 0$. To be more specific, the corrections to the soft-pion theorem (3.10) can therefore be calculated by simultaneously performing the following expansions of both amplitudes (which entail in particular expansions of the corresponding loop functions or directly of their charged-to-neutral differences, cf. (A.11), in the pertinent kinematical regime):

- expansion in all Mandelstam variables around the corresponding soft-pion point,\#6
- expansion in powers of isospin-breaking parameters (rewriting $M_{\pi}, M_{K^{0}}$, and $M_{K}$ in terms of $M_{\pi^{0}}$ and $M_{\eta}$ via the GMO formula (2.16) and consistently neglecting both higher chiral and isospin-breaking orders),
- expansion in $M_{\pi^{0}}$ around the soft-pion limit $M_{\pi^{0}}=0\left(\right.$ effectively expanding in $\left.M_{\pi^{0}}^{2} / M_{\eta}^{2}\right)$.

Alternatively, at a given chiral order, one may work in terms of quark masses and simultaneously expand in isospin-breaking parameters and the average light quark mass $\hat{m}$ (thus effectively expanding in $\hat{m} / m_{s}$ as well as $\delta / m_{s}$ and $e^{2} / m_{s}$ ) by using e.g. at leading chiral order

$$
\begin{equation*}
\frac{M_{\pi^{0}}^{2}}{M_{\eta}^{2}}=\frac{3}{2} \frac{\hat{m}}{m_{s}}+\mathcal{O}\left(\left(\frac{\hat{m}}{m_{s}}\right)^{2},\left(\frac{\delta}{m_{s}}\right)^{2}, p^{2}\right) \tag{3.11}
\end{equation*}
$$

For illustration purposes, we give the particularly important example (cf. (A.11) and (A.7))

$$
\begin{align*}
\bar{J}_{K^{0} K^{0}}\left(3 s_{0}^{c}\right)= & \frac{1}{8 \pi^{2}}\left\{1-\sqrt{2} \arctan \frac{1}{\sqrt{2}}\right\}+\frac{1}{24 \pi^{2}}\left\{1-\frac{3}{\sqrt{2}} \arctan \frac{1}{\sqrt{2}}\right\}\left[\frac{B_{0} \delta}{M_{\eta}^{2}}-3 \frac{\Delta M_{\pi}^{2}}{M_{\eta}^{2}}\right] \\
& +\mathcal{O}\left(\frac{\hat{m}}{m_{s}}, e^{2} \delta, \delta^{2}\right) \tag{3.12}
\end{align*}
$$

which furthermore demonstrates the fact that also $3 s_{0}^{c}=3 s_{0}^{n}+2 \Delta M_{\pi}^{2}$ generates electromagnetic contributions.

[^20]As shown in [15] (also assuming $m_{u}=m_{d}$ ), at chiral $\mathcal{O}\left(p^{4}\right)$ the correction of $\mathcal{O}\left(e^{2} m_{q}\right)$ at the soft-pion point $s=3 s_{0}$ and $t=u=0$ for $\eta \rightarrow 3 \pi$ indeed scales as $e^{2} \hat{m}$, and not as $e^{2} m_{s}$. Explicitly, we find for the purely electromagnetic amplitudes (i.e. neglecting terms of $\mathcal{O}\left(e^{2} \delta\right)$, denoted by BKW) for both decays in this approximation

$$
\begin{align*}
\mathcal{A}_{c}^{\mathrm{BKW}} \stackrel{\mathrm{SP}}{=} & \frac{2 B_{0} \hat{m}}{\sqrt{3} F_{\pi}^{2}}\left\{\frac{5 \Delta M_{\pi}^{2}}{16 \pi^{2} F_{\pi}^{2}}\left(1-\sqrt{2} \arctan \frac{1}{\sqrt{2}}\right)\right. \\
& \left.\quad+\frac{4 e^{2}}{3}\left[3\left(K_{3}^{r}-K_{4}^{r} / 2\right)-\left(K_{5}^{r}+K_{6}^{r}\right)+\left(K_{9}^{r}+K_{10}^{r}\right)\right]\right\}+\mathcal{O}\left(e^{2} \hat{m} \frac{\hat{m}}{m_{s}}\right)  \tag{3.13}\\
\mathcal{A}_{n}^{\mathrm{BKW}} \stackrel{\mathrm{SP}}{=} & \frac{2 B_{0} \hat{m}}{\sqrt{3} F_{\pi}^{2}}\left\{\frac{\Delta M_{\pi}^{2}}{16 \pi^{2} F_{\pi}^{2}}\left(1-\sqrt{2} \arctan \frac{1}{\sqrt{2}}\right)\right. \\
& \left.\quad+\frac{4 e^{2}}{3}\left[3\left(K_{3}^{r}-K_{4}^{r} / 2\right)-\left(K_{5}^{r}+K_{6}^{r}\right)+\left(K_{9}^{r}+K_{10}^{r}\right)\right]\right\}+\mathcal{O}\left(e^{2} \hat{m} \frac{\hat{m}}{m_{s}}\right) \tag{3.14}
\end{align*}
$$

where $\stackrel{\text { SP }}{=}$ denotes the evaluation at the soft-pion point and the $K_{i}^{r}$ are to be evaluated at the scale $\mu=M_{K^{0}}$, which has been chosen here just for convenience. For comparison, the additional terms at $\mathcal{O}\left(e^{2} \delta\right)$ (denoted by DKM) are found to be (again at $\mu=M_{K^{0}}$ )

$$
\begin{align*}
\mathcal{A}_{c}^{\mathrm{DKM} \stackrel{\mathrm{SP}}{=}-} & \frac{2 B_{0} \delta}{\sqrt{3} F_{\pi}^{2}}\left\{\frac { \Delta M _ { \pi } ^ { 2 } } { M _ { \eta } ^ { 2 } } \left[1+\frac{4}{3}\left(\Delta_{\mathrm{GMO}}+\Delta_{F}+\frac{M_{\eta}^{2}}{F_{\pi}^{2}} L_{3}\right)\right.\right. \\
& \left.+\frac{M_{\eta}^{2}}{16 \pi^{2} F_{\pi}^{2}}\left(\frac{2}{3} \log \frac{M_{\pi^{0}}}{M_{K^{0}}}-\frac{9}{2} \log \frac{4}{3}+5+\frac{7}{4 \sqrt{2}} \arctan \frac{1}{\sqrt{2}}+2 \pi i\right)\right] \\
& -\frac{e^{2}}{8 \pi^{2}}\left[\left(1+2 \log \frac{M_{\pi^{0}}}{M_{\eta}}+\pi i\right) \log \frac{m_{\gamma}}{M_{\eta}}\right. \\
& \left.-\log ^{2} \frac{M_{\pi^{0}}}{M_{\eta}}-\frac{\pi^{2}}{3}+\frac{9}{4}+\frac{\pi}{4} i+\log \frac{M_{\pi^{0}}}{M_{K^{0}}}+\frac{1}{4} \log \frac{4}{3}\right] \\
& \left.-\frac{4 e^{2}}{3}\left[\left(K_{1}^{r}+K_{2}^{r}\right)-\frac{7}{2}\left(K_{3}^{r}-K_{4}^{r} / 2\right)+\left(K_{5}^{r}+K_{6}^{r}\right)-\left(K_{9}^{r}-2 K_{10}^{r}-3 K_{11}^{r}\right)\right]\right\} \\
+ & \mathcal{O}\left(e^{2} \delta \frac{\hat{m}}{m_{s}}\right),  \tag{3.15}\\
\mathcal{A}_{n}^{\mathrm{DKM} \mathrm{SP}}= & \frac{2 B_{0} \delta}{\sqrt{3} F_{\pi}^{2}}\left\{\frac{\Delta M_{\pi}^{2}}{M_{\eta}^{2}}\left[\frac{8}{3} \Delta_{F}+\frac{M_{\eta}^{2}}{16 \pi^{2} F_{\pi}^{2}}\left(\log \frac{M_{\pi^{0}}}{M_{K^{0}}}+2 \log \frac{4}{3}+3+\frac{1}{4 \sqrt{2}} \arctan \frac{1}{\sqrt{2}}-\pi i\right)\right]\right. \\
& \left.-\frac{4 e^{2}}{3}\left[\frac{3}{16 \pi^{2}}+\left(K_{1}^{r}+K_{2}^{r}\right)-5\left(K_{3}^{r}-K_{4}^{r} / 2\right)+\left(K_{5}^{r}+K_{6}^{r}\right)-\left(K_{9}^{r}-5 K_{10}^{r}-6 K_{11}^{r}\right)\right]\right\} \\
+ & \mathcal{O}\left(e^{2} \delta \frac{\hat{m}}{m_{s}}\right) . \tag{3.16}
\end{align*}
$$

The comparison of (3.13)-(3.16) demonstrates explicitly that terms of $\mathcal{O}\left(e^{2} \delta\right)$ are relatively suppressed only by $\delta / \hat{m} \approx 2 / 3$ and not by another small isospin-violating parameter. Furthermore, only the terms in (3.15) and (3.16) entail chiral logarithms; the chiral logarithms squared in (3.15) are due to the expansion of the triangle loop function $G(s)$ of (A.9) around the soft-pion point (note that $G(s)$ only occurs with the prefactor $e^{2} \delta$ and that the subtraction
of universal corrections would only be meaningful at the level of squared amplitudes):

$$
\begin{equation*}
G\left(3 s_{0}^{c}\right)=-\frac{1}{8 \pi^{2} M_{\eta}^{2}}\left\{\frac{\pi^{2}}{3}+\log ^{2} \frac{M_{\pi^{0}}}{M_{\eta}}-\log \frac{m_{\gamma}}{M_{\eta}}\left[2 \log \frac{M_{\pi^{0}}}{M_{\eta}}+\pi i\right]\right\}+\mathcal{O}\left(\frac{\hat{m}}{m_{s}}, e^{2}, \delta\right) \tag{3.17}
\end{equation*}
$$

### 3.4 Numerical results

In this section, we present the numerical results for the charged and the neutral decay as published in [1], based on the corresponding NLO amplitudes at $\mathcal{O}\left(\delta, e^{2}, e^{2} \delta\right)$ given therein\#7 and the numerical input collected in App. A.3. Note that for all numerical evaluations, the isospin-breaking kaon loop differences are not expanded (cf. Sect. 2.2.3) and for strong isospin breaking only the parameter $Q$ is employed.

As already mentioned in Chap. 1, throughout this chapter we focus on the electromagnetic contributions to $\eta \rightarrow 3 \pi$ decays and do not aim at a particularly reliable representation of the purely strong amplitude, since it is well known that one has to go beyond one-loop order to obtain a valid representation of the latter [17-21]. The $\mathcal{O}(\delta)$ part in our calculation corresponds precisely to the one-loop representation of [13], which thus serves as a useful reference point to quantify the different electromagnetic corrections in the following. For this purpose, we only consider uncertainties in these electromagnetic contributions and disregard higher-order strong corrections: since the electromagnetic low-energy constants $K_{i}^{r}$ are not very well known, we regard their input (and not unknown corrections of higher order in the chiral expansion) as the dominant source of uncertainty; see App. A. 3 for a description of how we vary the $K_{i}^{r}$. However, for some numbers, which marked by an asterisk in the following, we are forced to deviate from our standard procedure to estimate the errors; the respective details are also relegated to App. A.3. All error bands in this section refer to this variation.

### 3.4.1 Amplitudes

In the following, we compare the results for the one-loop amplitudes of $\mathcal{O}(\delta)$ (henceforth denoted by GL) [13], those with effects of $\mathcal{O}\left(e^{2}\right)$ added (BKW) [15], and the results of the present investigation up-to-and-including effects of $\mathcal{O}\left(e^{2} \delta\right)$ (DKM). The GL and BKW amplitudes are also evaluated with our prescription of the isospin limit (i.e. using the neutral pion mass, cf. the discussion in Sect. 2.2.4) as well as with our choice of numerical input (cf. App. A.3) in order to facilitate comparison with the higher-order DKM corrections. For illustration purposes, in this section we plot the amplitudes along the lines $t=u\left(\right.$ i.e. $\left.x_{(n)}=0\right)$, which thus have also been drawn in Fig. 2.2 ${ }^{\# 8}$

In Fig. 3.2 we separately display the real and the imaginary parts of the charged GL, BKW, and DKM decay amplitudes. The infrared divergences in the amplitude are cured by hand according to (3.9), whereas the kinematical singularities at $s=4 M_{\pi}^{2}$ are retained here for
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Figure 3.2: Real and imaginary parts of the charged amplitudes GL (dashed/black), BKW (dot-dashed/blue), and DKM (full/red) for $t=u$. The inserts show the region close to the two-pion thresholds. The line widths in the real part indicate the error bands due to a variation of the electromagnetic LECs. The vertical lines show the limits of the physical region.
illustration. By our choice of the isospin limit for the pion mass, the threshold cusp in the GL amplitude is artificially removed from the physical threshold energy to $s=4 M_{\pi^{0}}^{2}$. According to (2.40) the leading-order charged decay amplitude is linear in $s$, which also dominates the energy dependence at NLO. The additional BKW contributions are purely real for both decay channels, as no pion rescattering diagrams contribute at that particular order and thus the imaginary parts of GL and BKW coincide with each other for both decays. Furthermore, all imaginary parts are independent of any low-energy constants and are therefore plotted without an error range. Since it is hard to identify cusps or the Coulomb pole in plots over the full kinematically allowed range, Fig. 3.2 also contains inserts where we show the amplitudes close to the two-pion thresholds. Here, the expected features in the amplitudes are clearly visible: the $\pi^{0} \pi^{0}$ cusp at $4 M_{\pi^{0}}^{2}$ outside the physical region as well as the Coulomb pole and phase divergence at the $\pi^{+} \pi^{-}$threshold.

The numerical results for the neutral GL, BKW, and DKM decay amplitudes are shown in an analogous way in Fig. 3.3. The vertical dotted lines indicate the physical region in $s$ for $t=u$ for the neutral decay, hence the lower bound is now at the $\pi^{0} \pi^{0}$ threshold. The leadingorder decay amplitude for $\eta \rightarrow 3 \pi^{0}$ is constant, see (2.42), and also at NLO the dependence on $s$ is weak. Figure 3.3 shows that the size of the additional contributions in DKM is comparable to or even larger than those in BKW. We find the expected cusp at the energy of the $\pi^{+} \pi^{-}$ threshold inside the physical region, although the overall variation is very small. As for the comparable decay $K_{L} \rightarrow 3 \pi^{0}$, the strength of the cusp might be rather small for a very precise determination and an extraction of $\pi \pi$ scattering lengths thereby. However, we wish to point out that the cusp strength, which is proportional to the combination of scattering lengths $a_{0}^{0}-a_{0}^{2}$ parameterizing the $\pi \pi$ FSIs as already mentioned in Chap. $\mathbb{1}$ is underestimated here: while the present one-loop ChPT calculation corresponds to the leading-order value $\left(a_{0}^{0}-a_{0}^{2}\right)^{\mathrm{LO}}=9 M_{\pi}^{2} /\left(32 \pi F_{\pi}^{2}\right)=0.205[128]$,\#9 the matching of the Roy equations solution to
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Figure 3.3: Real and imaginary parts of the neutral amplitudes GL (dashed/black), BKW (dot-dashed/blue), and DKM (full/red) for $t=u$. The hatched regions denote the error bands due to a variation of the electromagnetic LECs. The vertical lines show the limits of the physical region.
the next-to-next-to-leading chiral representation yields $\left(a_{0}^{0}-a_{0}^{2}\right)^{\mathrm{NNLO}}=0.265 \pm 0.004$ [51, 54], thereby increasing the cusp strength considerably. Furthermore, the cusp in $\eta \rightarrow 3 \pi^{0}$ is considerably less pronounced than in $K^{+} \rightarrow \pi^{+} \pi^{0} \pi^{0}$, much as in $K_{L} \rightarrow 3 \pi^{0}$ 60. For these two reasons, we refrain from displaying the decay spectra $\mathrm{d} \Gamma / \mathrm{d} s$, which would be the preferred observable for an extraction of $\pi \pi$ scattering lengths.

From Figs. 3.2 and 3.3 we can conclude that the relative sizes of the electromagnetic corrections in the BKW and DKM amplitudes with respect to the strong GL result are of comparable size, and thus the BKW estimate of the electromagnetic effects, neglecting $m_{u} \neq m_{d}$, is not a very accurate representation. However, the conclusion that the overall electromagnetic contributions remain rather small is still valid.

### 3.4.2 Dalitz plot parameters

As discussed in Sect. 2.2.4, in principle the Dalitz plot parameters are defined by expanding the squared absolute values of both decay amplitudes around the "center" of the corresponding Dalitz plot according to the standard parameterizations (2.53). Here, however, we fit these Dalitz plot distributions to discretized grids (of roughly $200 \times 200$ points) of squared amplitudes over the whole physical region (by using a uniform weighting of the thereby generated "data" points), since such a fitting procedure is usually employed in experimental analyses. In order to quantify the fit quality for the GL, BKW, and DKM amplitudes, we normalize a fictitious $\chi^{2}$ to 1 for the GL amplitudes and only regard the relative changes, with the electromagnetic effects switched on successively. The errors on the corrections to the various Dalitz plot parameters are estimated by again varying the electromagnetic low-energy constants $K_{i}^{r}$ as described in App. A.3. Since the resulting errors are always larger than the fit errors on the extracted parameters, we can safely neglect the latter.

[^23]|  | $\left\|\mathcal{N}_{c}\right\|^{2}$ | $a$ | $b$ |  |
| :---: | :---: | :---: | :---: | :---: |
| GL | 0.0325 | -1.279 | 0.396 |  |
| BKW | $-0.0004 \pm 0.0003$ | $-0.008 \pm 0.001$ | $+0.006 \pm 0.001$ |  |
|  | $=(-1.1 \pm 0.9) \%$ | $=(+0.6 \pm 0.1) \%$ | $=(+1.4 \pm 0.2) \%$ |  |
| DKM | $-0.0008 \pm 0.0002^{*}$ | $-0.009 \pm 0.005$ | $+0.006 \pm 0.003$ |  |
|  | $=\left(-2.4 \pm 0.7^{*}\right) \%$ | $=(+0.7 \pm 0.4) \%$ | $=(+1.5 \pm 0.7) \%$ |  |
| $d$ | $f$ | $g$ | $\chi^{2} / \mathrm{ndf}$ |  |
|  | 0.0744 | 0.0126 | -0.0586 | $\equiv 1$ |
|  | $+0.0011 \pm 0.0004$ | $-0.0003 \pm 0.0001$ | $-0.0010 \pm 0.0003$ | 1.03 |
|  | $=(+1.5 \pm 0.5) \%$ | $=(-2.2 \pm 0.4) \%$ | $=(+1.7 \pm 0.6) \%$ |  |
|  | $+0.0033 \pm 0.0003^{*}$ | $+0.0001 \pm 0.0001$ | $-0.0038 \pm 0.0009^{*}$ | 1.63 |
|  | $=\left(+4.4 \pm 0.4^{*}\right) \%$ | $=(+0.5 \pm 0.6) \%$ | $=\left(+6.4 \pm 1.5^{*}\right) \%$ |  |

Table 3.1: Normalization and Dalitz plot parameters for $\eta \rightarrow \pi^{0} \pi^{+} \pi^{-}$for the GL [13], BKW [15, and DKM (present work) amplitudes. All electromagnetic corrections are given as shifts (both absolute and relative) with respect to the strong result (GL). The asterisk indicates a non-standard error estimation. See main text for details.

The fit results for the normalization and the Dalitz plot parameters $a-g$ of the charged decay channel are shown in Tab. 3.1 for the GL, BKW, and DKM amplitudes, where we quote the successive electromagnetic corrections corresponding to BKW and DKM both as shifts of absolute size and as relative shifts in percent with respect to the strong one-loop result GL [13]. Note that the universal radiative corrections producing kinematical singularities have been subtracted in the DKM amplitude according to the prescription given in Sect. 3.2. In general, Tab. 3.1 shows that electromagnetic corrections affect the Dalitz plot parameters at the percent level; in most cases, the errors given are of the same order as the central shifts. The normalization tends to get reduced compared to the purely strong amplitude, while the various slope parameters $a-g$ are slightly increased in magnitude. The relative shifts in $d$ and $g$ are more sizeable than especially in $a$ and $b$ for the reason that the strong contribution to the $x$-dependent Dalitz plot parameters is suppressed to next-to-leading order in the chiral expansion (as is obvious from the purely $s$-dependent tree-level amplitude (2.40)). While the overall effects are still very small, we note that, throughout, the corrections of $\mathcal{O}\left(e^{2}\right)$ do not represent a valid estimate of the dominant electromagnetic corrections, as those of $\mathcal{O}\left(e^{2} \delta\right)$ are of the same order of magnitude - sometimes with the same sign, sometimes both effects tend to cancel. The quality of the polynomial Dalitz plot fit is comparable throughout.

A few comments concerning the cubic Dalitz plot parameters $f$ and $g$ are in order. In general, $f$ is highly correlated with $a$ in the fits. In the electromagnetic corrections, we observe that the influence of the low-energy constants on $f$ and $g$ is rather small, which is obvious from the fact that the counterterms only lead to terms constant and linear in $s$; we therefore do not consider the electromagnetic shifts thus obtained very reliable. In particular, all errors due to the $K_{i}^{r}$ in the parameters $d, f$, and $g$ are only indirectly induced by the variation in the normalization and by the implicit inclusion of higher-order effects in the squared amplitude.

|  | $\left\|\mathcal{N}_{n}\right\|^{2}$ | $10^{2} \times \alpha$ | $\chi^{2} / \mathrm{ndf}$ |
| :---: | :---: | :---: | :---: |
| GL | 0.269 | 1.27 | $\equiv 1$ |
| BKW | $-0.003 \pm 0.002$ | $+0.05 \pm 0.01$ | 0.99 |
|  | $=(-1.1 \pm 0.9) \%$ | $=(+3.7 \pm 0.5) \%$ |  |
| DKM | $-0.009 \pm 0.005$ | $-0.002 \pm 0.01$ | 6.20 |
|  | $=(-3.3 \pm 1.8) \%$ | $=(-0.2 \pm 1.0) \%$ |  |
| DKM(cusp) | $-0.009 \pm 0.005$ | $+0.06 \pm 0.01$ | 0.35 |
|  | $=(-3.3 \pm 1.8) \%$ | $=(+5.0 \pm 1.1) \%$ |  |

Table 3.2: Normalization and Dalitz plot parameters for $\eta \rightarrow 3 \pi^{0}$ for the GL [13], BKW [15], and DKM (present work) amplitudes. The results for the latter are also shown with the fit of the Dalitz plot region restricted as to exclude the cusps at the charged-pion thresholds (DKM(cusp)). All electromagnetic corrections are given as shifts (both absolute and relative) with respect to the strong result (GL). See main text for details.

Note that, without subtracting the kinematical singularities due to universal corrections (cf. Sect. (3.2), in particular the fit results for $f$ become nonsensical.

We now turn to the neutral channel $\eta \rightarrow 3 \pi^{0}$. The results for the normalization and the Dalitz plot parameter $\alpha$ are collected in Tab. 3.2. Here, in addition to the results using the GL, BKW, and DKM amplitudes, we also discuss a variant of our result taking into account that the DKM amplitude displays features incompatible with a simple polynomial fit - namely the cusps at the charged-pion thresholds: by DKM(cusp) we denote a fit to the part of the Dalitz plot with $z<0.598$ chosen such that the border region from the cusp outward is excluded and a polynomial representation of the Dalitz plot distribution is actually valid, cf. Sect. 2.2.4. In general, the corrections of $\mathcal{O}\left(e^{2} \delta\right)$ are even bigger than those of $\mathcal{O}\left(e^{2}\right)$ and the uncertainties due to the $K_{i}^{r}$ are on the $1 \%$-level throughout. As for the charged decay channel, the normalization is reduced by electromagnetic corrections by a few percent. Concerning the slope $\alpha$, the cusp effect leads to the single biggest modification of any Dalitz plot parameter: trying to fit the cusp with the polynomial parameterization reduces $\alpha$ by $4 \%$ (compare DKM to BKW in Tab. (3.2), while excluding the cusp region increases it again by more than $5 \%$. The latter shift is in qualitative agreement with the findings in [68], where $\alpha$ is determined from the curvature at the center of the Dalitz plot. The significance of this non-analytic structure is also reflected in the fit quality as quantified by the $\chi^{2} /$ ndf values given in Tab. 3.2, with the cusp included, the fit becomes worse by a factor of 6 (DKM), while excluding it makes it even better than the fit of the GL distribution (DKM(cusp)); of course, this is not surprising, as in fact the parameterizations (2.53) are defined as expansions of the squared amplitudes around the respective "center" of the corresponding Dalitz plot, i.e. around $z=0$ for the neutral decay. Taking into account that the cusp strength is underestimated by about $30 \%$ as discussed in Sect. 3.4.1, these numbers should be scaled accordingly. However, the cusp effect is by far too weak to contribute significantly to an explanation of the long-standing sign discrepancy for $\alpha$ between ChPT calculations and experimental determinations, as we had already anticipated in the discussion of the " $\alpha$-puzzle" in Chap. 1


Figure 3.4: $\eta \rightarrow 3 \pi^{0}$ Dalitz plot distribution corresponding to the full NLO amplitude (DKM), including the cusp structures at the $\pi^{+} \pi^{-}$thresholds. Here, $x \equiv x_{n}$ and $y \equiv y_{n}$.

The $\eta \rightarrow 3 \pi^{0}$ Dalitz plot is displayed graphically in Fig. 3.4 for our central result, i.e. the complete one-loop amplitude including electromagnetic corrections up to $\mathcal{O}\left(e^{2} \delta\right)$ (DKM). The cusp structures at the $\pi^{+} \pi^{-}$thresholds are clearly visible, demonstrating that decay spectra with respect to $s, t$, and $u$ are most sensitive to the cusp effect, not with respect to the radial coordinate $z$ (as discussed in Sect. (2.2.4) see Fig. (2.3).

### 3.4.3 Decay widths, branching ratio, and quark mass double ratio

The results for the charged and neutral decay widths calculated according to (2.37) are shown in Tab. 3.3. The strong widths calculated at one loop underestimate the experimental values significantly, so again, the electromagnetic corrections are given as relative corrections to the strong result (GL). For the charged decay, the width is reduced moderately by about $2 \%$. In addition, we also show a variant of the DKM amplitude (denoted by DKM(uc)) where the universal corrections are not subtracted, i.e. the Coulomb pole at $s_{-}^{c}$ and the kinematical bremsstrahlung singularity at $s_{+}^{c}$ are included; in this case, the reduction of the width is only about $1 \%$. In the neutral channel, the shifts in the width are completely dominated by the corrections to the normalization of the amplitude, cf. Tab. 3.2. The total corrections up-to-and-including $\mathcal{O}\left(e^{2} \delta\right)$ are about a factor of 3 larger than those estimated by BKW, and the total reduction of the neutral width by electromagnetic effects is in good agreement with the one found in 68.

From these widths one can determine the $\eta \rightarrow 3 \pi$ branching ratio $r=\Gamma_{n} / \Gamma_{c}$ already defined in (1.5) at the different orders in isospin breaking. The resulting electromagnetic corrections are also given in Tab. 3.3. For the BKW corrections, the ratio is nearly constant compared to the strong result (GL), as both widths are shifted by almost the same amount.

|  | $\Gamma_{c}$ | $\Gamma_{n}$ | $r=\Gamma_{n} / \Gamma_{c}$ |  |
| :---: | :---: | :---: | :---: | :---: |
| $\Gamma^{\mathrm{GL}}$ | 154.5 eV | 222.8 eV | $r^{\mathrm{GL}}$ | 1.442 |
| $\Delta \Gamma^{\mathrm{BKW}}$ | $(-1.5 \pm 1.3) \mathrm{eV}$ | $(-2.5 \pm 2.0) \mathrm{eV}$ | $\Delta r^{\mathrm{BKW}}$ | $-0.002 \pm 0.018$ |
|  | $=(-1.0 \pm 0.9) \%$ | $=(-1.1 \pm 0.9) \%$ |  | $=(-0.1 \pm 1.2) \%$ |
| $\Delta \Gamma^{\mathrm{DKM}}$ | $\left(-2.9 \pm 0.7^{*}\right) \mathrm{eV}$ | $(-7.3 \pm 4.0) \mathrm{eV}$ | $\Delta r^{\mathrm{DKM}}$ | $-0.020 \pm 0.028^{*}$ |
|  | $=\left(-1.9 \pm 0.5^{*}\right) \%$ | $=(-3.3 \pm 1.8) \%$ |  | $=\left(-1.4 \pm 1.9^{*}\right) \%$ |
| $\left.\Delta \Gamma^{\mathrm{DKM}(\text { uc) }}\right)$ | $\left(-1.5 \pm 0.7^{*}\right) \mathrm{eV}$ |  | $\Delta r^{\mathrm{DKM}(\mathrm{uc)}}$ | $-0.033 \pm 0.028^{*}$ |
|  | $=\left(-1.0 \pm 0.5^{*}\right) \%$ |  |  | $=\left(-2.3 \pm 1.9^{*}\right) \%$ |

Table 3.3: Decay widths $\Gamma_{c / n}$ for the charged and neutral decay channel and branching ratio $r=\Gamma_{n} / \Gamma_{c}$. The electromagnetic corrections for the BKW and DKM amplitudes are expressed relative to the strong GL result. The asterisk indicates a non-standard error estimation. DKM(uc) denotes the DKM amplitude without subtraction of the universal corrections.

|  | $\eta \rightarrow \pi^{0} \pi^{+} \pi^{-}$ | $\eta \rightarrow 3 \pi^{0}$ |
| :--- | :---: | :---: |
| $\Delta Q^{\text {BKW }}$ | $(+0.24 \pm 0.22) \%$ | $(+0.28 \pm 0.22) \%$ |
| $\Delta Q^{\text {DKM }}$ | $\left(+0.48 \pm 0.12^{*}\right) \%$ | $(+0.84 \pm 0.46) \%$ |
| $\Delta Q^{\text {DKM(uc) }}$ | $\left(+0.24 \pm 0.12^{*}\right) \%$ |  |

Table 3.4: Electromagnetic corrections to the extraction of the quark mass double ratio $Q^{2}$ for both the charged and neutral decay channel. See main text for details.

Including all radiative corrections (DKM), $r$ is reduced by $1.4 \%$, with an uncertainty of about the same size. Without subtraction of the universal corrections, the effect on $r$ is somewhat larger, about $2.3 \%$.

Finally, as anticipated in Chap. [1 we can read off the corrections for the quark mass double ratio $Q^{2}$ from the relation (1.4), although, strictly speaking, this relation does not hold for the purely electromagnetic terms of $\mathcal{O}\left(e^{2} \hat{m}\right)$, i.e. the BKW contributions and higher-order corrections like those at $\mathcal{O}\left(e^{4}\right)$. Given the smallness of the electromagnetic corrections and the size of the uncertainties, however, the additional error in factorizing $Q^{-2}$ in the complete amplitude can be safely neglected. The resulting shifts in $Q$ as collected in Tab. 3.4 are to be interpreted in the following way: extracted naively according to (1.4), $Q$ would be shifted compared to the purely strong value according to Tab. 3.4, i.e. generally increased. Therefore, the opposite shift has to be applied in order to purify the extraction of $Q$ via (1.4) by comparing a calculated width (e.g. at NLO and assuming Dashen's theorem to be valid) with a real measurement (necessarily including electromagnetic effects) according to

$$
\begin{equation*}
\Gamma_{c / n}=\left(\frac{Q_{D}}{Q}\right)^{4} \Gamma_{c / n}^{D} \tag{3.18}
\end{equation*}
$$

The electromagnetic corrections in Tab. 3.4 are below half a percent for the charged channel, while in the neutral channel applying the electromagnetic corrections reduces $Q$ by about $1 \%$.

## Chapter 4

## Isospin-breaking corrections to the $\Delta I=1$ amplitude relation**

As outlined in Chap. 1 the main motivation for the study to be presented in the following was to recast the results of 1 for the electromagnetic corrections in $\eta \rightarrow 3 \pi$ decays in ChPT at NLO as presented in Chap. 3 in such a way that they can readily be combined with other theoretical frameworks, which yield a more robust description of the $\eta \rightarrow 3 \pi$ decays by accounting for the important $\pi \pi$ FSIs more comprehensively than it is feasible in ChPT. In particular, the goal was to make contact with the (modified) NREFT calculation at two-loop-order, which was finally conducted in [3]. However, some of the isospin-breaking effects considered in [1] can be incorporated equally well or even much better in the NREFT framework employed in [3, namely "trivial" kinematical isospin-breaking effects as discussed in Sect. 2.2.4 (i.e. normalization issues and the use of physical meson masses inside the loop functions) on the one hand, and the possibility to use phenomenological values for the $\pi \pi$ scattering lengths parameterizing the $\pi \pi$ rescattering (which is the key to solve the " $\alpha$-puzzle" as explained in Chap. [1, cf. also the comment on the cusp strength in Sect. 3.4.1) on the other hand. Nevertheless, the normalization of the $\eta \rightarrow 3 \pi$ amplitudes needs to be fixed by other means in order to make predictions for physical observables (which is also true for the ongoing dispersive analyses [63,67]), since it is proportional (up to small purely electromagnetic contributions) to unobservable quark masses in form of the strong isospin-breaking difference $\delta=m_{d}-m_{u}$. The missing information on the quark masses is then usually introduced to the framework by matching to ChPT at some order, and in the case at hand the (modified) NREFT framework is matched to ChPT at NLO. Thus, for combined analyses of both the charged and the neutral decay, it is particularly important to have the isospin-breaking corrections for the normalizations under control - especially when the $\Delta I=1$ amplitude relation shall be used. We want to stress again that this work is not concerned with the NREFT calculation itself, but rather with the "non-trivial" higher-order isospin-breaking contributions to the ChPT amplitudes as well as with their matching to NREFT in order to achieve the combined NREFT + ChPT framework as presented in [3].

More specifically, this chapter deals with isospin-breaking corrections to the $\Delta I=1$ relation (2.46) between the amplitudes for $\eta \rightarrow \pi^{0} \pi^{+} \pi^{-}$and $\eta \rightarrow 3 \pi^{0}$, which is usually employed in combined analyses of both $\eta \rightarrow 3 \pi$ decay channels. As this relation is strictly valid at leading order in strong $(\mathcal{O}(\delta))$ or electromagnetic $\left(\mathcal{O}\left(e^{2}\right)\right)$ isospin breaking, for investigating

[^24]corrections to it, one needs to calculate both amplitudes independently and including higherorder isospin-breaking effects. According to the discussion in Sect. [2.2.3, at chiral $\mathcal{O}\left(p^{4}\right)$ in addition to the mixed strong and electromagnetic effects at $\mathcal{O}\left(e^{2} \delta\right)$ (as considered Chap. 3) also second-order strong effects at $\mathcal{O}\left(\delta^{2}\right)$ must be taken into account, whereas the numerically tiny second-order electromagnetic terms at $\mathcal{O}\left(e^{4}\right)$ are neglected throughout. Therefore, a re-inspection of the derivation of both $\eta \rightarrow 3 \pi$ NLO amplitudes (as published in [1) concerning potential additional contributions at $\mathcal{O}\left(\delta^{2}\right)$ is necessary. While the details of this re-consideration are relegated to App. A, here we briefly summarize the main findings: fortunately, as already indicated in [1, the main sources for such terms are charged-to-neutral differences of kaon loop functions (whose higher-order contributions were not considered therein because they are not predominantly of electromagnetic origin, cf. (A.11)), so that for this purpose only few changes need to be applied to the amplitudes of [1] \#1 However, a thorough derivation of the amplitudes including second-order isospin breaking (except for terms at $\left.\mathcal{O}\left(e^{4}\right)\right)$ raises an additional issue with the meson decay constants that was not foreseen in [1; for details we refer to App. A.2.

Besides the obvious question how strongly the $\Delta I=1$ amplitude relation is violated at second order in isospin breaking, the basic idea for the following is to formulate these higherorder isospin corrections in a way they can easily be employed in a framework allowing for a reliable comparison with phenomenology. In general, the ideal level for matching between experimental analyses on the one side and theoretical descriptions on the other side is provided by the Dalitz plot distributions themselves or, to a somewhat lesser extent, by their expansions and parameters as introduced explicitly in Sect. 2.2 .4 (cf. (2.53), but see also the discussion on the validity of a polynomial representation for $\eta \rightarrow 3 \pi^{0}$ therein). Thus, after first explaining how the $\Delta I=1$ amplitude relation (2.46) can be understood consistently at second-order in isospin breaking at all, in the following we derive the corresponding $\Delta I=1$ relations including isospin-breaking corrections between the lowest Dalitz plot parameters of both decays, namely for the normalizations and the leading slopes. Subsequently, these corrections are worked out analytically based on the enhanced one-loop ChPT amplitude as explained above, and finally, they are evaluated numerically with regard to the application within the combined NREFT + ChPT framework as discussed above and in Chap. $\mathbb{\square}$ (i.e. as published in [3]).

We anticipate here that, according to the scheme explained in the following sections, the higher-order isospin-breaking corrections to the $\Delta I=1$ relation for the Dalitz plot normalizations are going to be of chiral $\mathcal{O}\left(p^{4}\right)$ (i.e. without contributions from the tree-level amplitudes) and therefore small. Accidentally, it turns out that for both the corrections to the $\Delta I=1$ relations between the normalizations and between the lowest Dalitz plot slopes the contributions stemming from $\mathcal{O}\left(\delta^{2}\right)$ cancel completely; even more, due to the convenient form they are eventually given in, these corrections are of purely electromagnetic origin. This is then (besides the decreasing relative numerical importance of higher-order isospin-breaking effects in general) the reason why also from an analytical point of view we regard a re-evaluation of the numerical analysis of [1] with the enhanced amplitudes to be irrelevant, cf. \#7 in Sect. 3.4.

[^25]
## 4.1 $\Delta I=1$ relations for Dalitz plot parameters

The goal of this section is to rewrite the second-order isospin-breaking corrections to the $\Delta I=1$ relation (2.46) between the amplitudes for the neutral and the charged decay at chiral $\mathcal{O}\left(p^{4}\right)$ and up-to-and-including $\mathcal{O}\left(e^{2}, e^{2} \delta, \delta^{2}\right)$ in isospin breaking in terms of corrections for relations between neutral and charged Dalitz plot parameters, which are defined via expansions of the amplitude squares according to (2.53). In particular, we will derive a relation for the normalizations $\mathcal{N}_{c / n}$ as well as a relation concerning the neutral slope $\alpha$. For this purpose, it is important to recall that the symmetry properties of the Dalitz plot distributions $\left|\mathcal{A}_{c / n}\left(x_{(n)}, y_{(n)}\right)\right|^{2}$ in terms of Dalitz plot coordinates $x_{(n)}$ and $y_{(n)}$ as discussed in Sect. 2.2.4 are mere consequences of the general symmetries of the corresponding amplitudes $\mathcal{A}_{c / n}(s, t, u)$ in terms of Mandelstam variables as examined in Sect. 2.2.3 and thus must also be valid for the expansions of these amplitudes.

However, as argued at the end of Sect. 2.2.3, beyond first order in isospin breaking it is not a priori clear how to appropriately relate the Mandelstam variables for the two decay channels (due to contributions from $s_{0}^{c}-s_{0}^{n} \propto \Delta M_{\pi}^{2}=\mathcal{O}\left(e^{2}\right)$, cf. the discussion preceding (2.49)), which in turn is necessary for the expansion around a common "center" of the Dalitz plot as a prerequisite for relating the Dalitz plot expansions of both channels: whereas the $\Delta I=1$ relation (2.46) unambiguously yields the neutral amplitude in terms of the charged one but not the other way round, which suggest using the neutral relation (2.36) for the Mandelstam variables according to the asymptotic particles being $\eta$ and $3 \pi^{0}$ for the neutral decay, the question of consistency arises, as already in the derivation of the charged amplitude the Mandelstam variables have been replaced via the charged relation (2.34). It was also mentioned already in Sect. 2.2 .3 that by using the neutral prescription the LO amplitudes accidentally obey the $\Delta I=1$ relation even at second-order in isospin breaking, so that all corrections to it are necessarily of chiral $\mathcal{O}\left(p^{4}\right)$ and therefore small - provided this consistency problem can be solved. The crucial point now is the fact that the charged amplitude only depends on $s$ and the difference $t-u$, which together with the following observations motivates an expansion of both amplitudes around the kinematical point $s=s_{0}^{n}$ and $t=u$ (i.e. preserving $\left.s+t+u=3 s_{0}^{c / n}\right)$ :

- This common "center" of the Dalitz plot corresponds to $s=t=u=s_{0}^{n}$ or $x_{n}=y_{n}=$ $\sqrt{z}=0$ for the neutral channel, but to $s=s_{0}^{n}$ and $t=u=s_{0}^{n}+\Delta M_{\pi}^{2}$ or $x=0$ and $y=\tau \neq 0$ in the charged case, cf. (2.51); moreover it corresponds to a physical point for both decays in contrast to e.g. $s=t=u=s_{0}^{n}$ for the charged decay.
- This expansion scheme respects the general symmetry properties (2.44) and (2.45). In particular for the charged amplitude, expanding in $t-u$ ensures that any shift in the identical expansion point for $t$ and $u$ away from the expansion point for $s$ cancels at the level of Mandelstam variables (in terms of which the $\Delta I=1$ amplitude relation is actually formulated) irrespective of whether (2.34) or (2.36) is used, thus solving the consistency problem. At the level of Dalitz plot coordinates $x_{(n)}$ and $y_{(n)}$, however, we then have to take care of effects stemming from $y \neq 0$ at the "center".
- Furthermore, this expansion scheme is also in line with our convention for the isospin limit of the pion mass to coincide with $M_{\pi^{0}}$ (leading to an unambiguous ordering in isospin-breaking parameters) as motivated in Sect. 2.2.4 and employed in [1] cf. the partially similar expansion scheme applied in Sect. 3.3.
- Written in terms of $s-s_{0}^{n}$, the implicit contributions of $\Delta M_{\pi}^{2}$ cancel completely in the charged LO amplitude (2.40) (so that the corrections to the $\Delta I=1$ relation between the normalizations $\mathcal{N}_{c / n}$ are of $\mathcal{O}\left(p^{4}\right)$ as anticipated), whereas in the charged Dalitz plot coordinates (2.51) (i.e. the expansion variables of the standard parameterization (2.53)) they cancel up to normalization-related effects due to $\tau \propto \tilde{R}_{n}-\tilde{R}_{c}$.

Thereby, the neutral relation (2.36) can be used consistently for all Mandelstam variables in the $\Delta I=1$ amplitude relation (2.46), after the amplitudes have been expanded according to this scheme. However, we also need to expand in $\tau$ in order to disentangle the "trivial" kinematical isospin-breaking effects due to the definition of this specific "center" for both Dalitz plots from the "non-trivial" isospin-breaking effects entailed in the amplitudes. For this purpose, we define the abbreviations

$$
\begin{equation*}
\tilde{s}=\left(s-s_{0}^{n}\right), \quad \tilde{t}=\left(t-s_{0}^{n}\right), \quad \tilde{u}=\left(u-s_{0}^{n}\right) \tag{4.1}
\end{equation*}
$$

so that by additionally expanding in $\tau$ the amplitudes thereby take the form

$$
\begin{align*}
\mathcal{A}_{c}(s, t, u) & =\tilde{\mathcal{N}}_{c}\left\{1+\tilde{a} \tilde{s}+\tilde{b} \tilde{s}^{2}+\tilde{d}(t-u)^{2}+\tilde{f} \tilde{s}^{3}+\tilde{g} \tilde{s}(t-u)^{2}+\ldots\right\} \\
& =\mathcal{N}_{c}\left\{1+\bar{a} y+\bar{b} y^{2}+\bar{d} x^{2}+\bar{f} y^{3}+\bar{g} y x^{2}+\cdots+\mathcal{O}\left(\tau^{2}\right)\right\} \\
\mathcal{A}_{n}(s, t, u) & =\mathcal{N}_{n}\left\{1+\tilde{\alpha}\left[\tilde{s}^{2}+\tilde{t}^{2}+\tilde{u}^{2}\right]+\tilde{\beta}\left[\tilde{s}^{3}+\tilde{t}^{3}+\tilde{u}^{3}\right]+\tilde{\gamma}\left[\tilde{s}^{4}+\tilde{t}^{4}+\tilde{u}^{4}\right]+\ldots\right\} \\
& =\mathcal{N}_{n}\{1+\bar{\alpha} z+\bar{\beta} \underbrace{z^{3 / 2} \sin (3 \varphi)}_{-y_{n}^{3}+3 y_{n} x_{n}^{2}}+\bar{\gamma} z^{2}+\ldots\} \tag{4.2}
\end{align*}
$$

where the relations between the different sets of expansion parameters for both amplitudes up-to-and-including first order in $\tau$ are given by (for $M_{\pi}=M_{\pi^{0}}$ and thus $\tau=0$, we reproduce the results derived in [21]; note that we do not need to explicitly expand the overall normalization factors according to $\left.\tilde{R}_{c}=\tilde{R}_{n} /(1+\tau)\right)$

$$
\begin{align*}
\mathcal{N}_{c} & =\tilde{\mathcal{N}}_{c} \times \overline{\mathcal{N}}_{c}, & \overline{\mathcal{N}}_{c} & =1+\tau \tilde{R}_{c} \tilde{a}, \\
\bar{b} & =\tilde{R}_{c}^{2} \frac{\tilde{b}+3 \tau \tilde{R}_{c} \tilde{f}}{\overline{\mathcal{N}}_{c}}, & \bar{d} & =-\tilde{R}_{c} \frac{\tilde{a}+2 \tau \tilde{R}_{c} \tilde{b}}{\overline{\mathcal{N}}_{c}}, \\
\bar{\alpha} & =\frac{3}{2} \tilde{R}_{n}^{2} \frac{\tilde{d}+\tau \tilde{R}_{c} \tilde{g}}{\overline{\mathcal{N}}_{c}}, & & \bar{f} \tag{4.3}
\end{align*}=-\tilde{R}_{c}^{3} \frac{\tilde{f}}{\overline{\mathcal{N}}_{c}}, \quad \bar{g}=-3 \tilde{R}_{c}^{3} \frac{\tilde{g}}{\overline{\mathcal{N}}_{c}},
$$

Here, the factor $\overline{\mathcal{N}}_{c}$ with the leading contribution originating from the linear slope $\tilde{a}$ reflects our definition of a common "center" for both Dalitz plots, and the corrections to $\bar{f}$ and $\bar{g}$ would entail higher-order parameters. The relations between these amplitude expansion parameters and the usual Dalitz plot parameters of the amplitude squares as defined in (2.53) are then easily shown to be

$$
\begin{array}{lll}
a=2 \operatorname{Re} \bar{a}, & b=|\bar{a}|^{2}+2 \operatorname{Re} \bar{b}, & d=2 \operatorname{Re} \bar{d} \\
& f=2 \operatorname{Re}\left\{\bar{a} \bar{b}^{*}+\bar{f}\right\}, & \\
\alpha=\operatorname{Re} \bar{\alpha}, & \beta=\operatorname{Re}\{\bar{\beta}, & \left.\bar{d}^{*}+\bar{g}\right\}  \tag{4.4}\\
\alpha=\operatorname{Re} \bar{\gamma}
\end{array}
$$

By virtue of the $\Delta I=1$ amplitude relation (2.46) we thus can write

$$
\begin{align*}
\mathcal{A}_{n}(s, t, u)= & 3 \tilde{\mathcal{N}}_{c}\left\{1+\frac{1}{3}(\tilde{b}+3 \tilde{d})\left[\tilde{s}^{2}+\tilde{t}^{2}+\tilde{u}^{2}\right]+\frac{1}{3}(\tilde{f}-3 \tilde{g})\left[\tilde{s}^{3}+\tilde{t}^{3}+\tilde{u}^{3}\right]+\ldots\right\} \\
& +\mathcal{O}\left(e^{4}, e^{2} \delta, \delta^{2}\right) \tag{4.5}
\end{align*}
$$

so that by comparison with (4.2) we can immediately read off the corresponding $\Delta I=1$ relations at leading-order in isospin-breaking between the normalizations and the leading slope parameters of the amplitudes, namely \#2

$$
\begin{equation*}
\mathcal{N}_{n}=3 \tilde{\mathcal{N}}_{c}, \quad \tilde{\alpha}=\frac{1}{3}(\tilde{b}+3 \tilde{d}), \quad \tilde{\beta}=\frac{1}{3}(\tilde{f}-3 \tilde{g}) \tag{4.6}
\end{equation*}
$$

The generic (i.e. strong and electromagnetic) higher-order isospin-breaking corrections to these lowest $\Delta I=1$ amplitude parameter relations, which we will call $\Delta I=1$ Dalitz relations in the following, can then be written as:\#3

$$
\begin{align*}
& \Delta_{\tilde{\mathcal{N}}}=\mathcal{N}_{n}-3 \tilde{\mathcal{N}}_{c} \quad \Rightarrow \quad \mathcal{N}_{n}=3 \frac{\mathcal{N}_{c}}{\overline{\mathcal{N}}_{c}}\left\{1+\frac{\Delta_{\tilde{\mathcal{N}}}}{\mathcal{N}_{n}}+\mathcal{O}\left(\left(\frac{\Delta_{\tilde{\mathcal{N}}}}{\mathcal{\mathcal { N }}_{n}}\right)^{2}\right)\right\} \\
& \Delta_{\tilde{\alpha}}=\tilde{\alpha}-\frac{1}{3}(\tilde{b}+3 \tilde{d}) \quad \Rightarrow \quad \Delta_{\alpha}=\operatorname{Re} \Delta_{\bar{\alpha}}=\frac{3}{2} \tilde{R}_{n}^{2} \operatorname{Re} \Delta_{\tilde{\alpha}} \tag{4.7}
\end{align*}
$$

where we refrain from explicitly introducing the analogous corrections $\Delta_{\tilde{\beta}}$ and $\Delta_{\beta}$, since $\beta$ is even not yet measured at all.

Using (4.3) and (4.4), from (4.6) one can also derive relations between the usual (real) Dalitz plot parameters, which in general, however, additionally entail contributions from the imaginary parts of the complex amplitude expansion parameters that are not observable directly. Nevertheless, neglecting all higher-order isospin-breaking corrections except for the normalization, the corresponding relation for the neutral slope $\alpha$ can be written as an inequality containing only the usual Dalitz plot parameters according to (reducing to the result of [21], if moreover $\tilde{Q}_{n}=\tilde{Q}_{c}$ is used)

$$
\begin{equation*}
\alpha=\frac{\tilde{Q}_{n}^{2}}{4 \tilde{Q}_{c}^{2}}\left\{b-|\bar{a}|^{2}+d\right\}=\frac{\tilde{Q}_{n}^{2}}{4 \tilde{Q}_{c}^{2}}\left\{b-\frac{a^{2}}{4}+d\right\}-\left(\frac{\tilde{Q}_{n}}{2 \tilde{Q}_{c}} \operatorname{Im} \bar{a}\right)^{2} \leq \frac{\tilde{Q}_{n}^{2}}{4 \tilde{Q}_{c}^{2}}\left\{b-\frac{a^{2}}{4}+d\right\} . \tag{4.8}
\end{equation*}
$$

Here, the equality only holds for $\operatorname{Im} \bar{a}=0$, which is the case at leading chiral $\mathcal{O}\left(p^{2}\right)$ (where $\bar{a}$ is the only non-vanishing $\eta \rightarrow 3 \pi$ amplitude expansion parameter in (4.2), see also \#2) and thus resembles the current algebra prediction $b=a^{2} / 4$, which also follows directly from (4.4). In order to derive the corrections at $\mathcal{O}(\tau)$, we denote the parameters at $\mathcal{O}\left(\tau^{0}\right)$ (i.e. for instance those in (4.8)) by the subscript "iso" and use the replacements at LO in isospin breaking that

[^26]result from (4.3) and (4.4) (keeping $|\bar{a}|^{2}=a^{2} / 4+(\operatorname{Im} \bar{a})^{2}$ just as abbreviation),
\[

$$
\begin{align*}
\bar{a}_{\text {iso }}=\bar{a}+\tau\left(2 \bar{b}-\bar{a}^{2}\right) \Rightarrow & a_{\text {iso }}=a+\tau\left(2 b-a^{2}\right), \quad \operatorname{Im} a_{\mathrm{iso}}=\operatorname{Im} a+\tau[2 \operatorname{Im} \bar{b}-a \operatorname{Im} \bar{a}] \\
\bar{b}_{\text {iso }}=\bar{b}+\tau(3 \bar{f}-\bar{a} \bar{b}) \Rightarrow & b_{\text {iso }}=b+\tau(3 f-a b), \\
& \operatorname{Im} b_{\text {iso }}=\operatorname{Im} b+\frac{\tau}{2}\left[6 \operatorname{Im} \bar{f}-a \operatorname{Im} \bar{b}-\left(b-|\bar{a}|^{2}\right) \operatorname{Im} \bar{a}\right] \\
\bar{d}_{\text {iso }}=\bar{d}+\tau(\bar{g}-\bar{a} \bar{d}) \Rightarrow & d_{\text {iso }}=d+\tau(g-a d) \\
& \operatorname{Im} d_{\text {iso }}=\operatorname{Im} d+\frac{\tau}{2}[2 \operatorname{Im} \bar{g}-a \operatorname{Im} \bar{d}-d \operatorname{Im} \bar{a}] \tag{4.9}
\end{align*}
$$
\]

Thereby, the relation (4.8) - upon neglecting $\mathcal{O}\left(\tau^{2}\right)$ as well as $\Delta_{\alpha}$ - takes the form

$$
\begin{align*}
\alpha & =\frac{1}{4}\left\{b-|\bar{a}|^{2}+d+\tau\left[2(1-a)\left(b-|\bar{a}|^{2}+d\right)+a d-4 \operatorname{Im} \bar{a} \operatorname{Im} \bar{b}+3 f+g\right]\right\} \\
& =\frac{\tilde{Q}_{n}^{2}}{4 \tilde{Q}_{c}^{2}}\left\{b-|\bar{a}|^{2}+d-\tau\left[2 a\left(b-|\bar{a}|^{2}+\frac{d}{2}\right)+4 \operatorname{Im} \bar{a} \operatorname{Im} \bar{b}-3 f-g\right]\right\} \\
& =\frac{\tilde{Q}_{n}^{2}}{4 \tilde{Q}_{c}^{2}}\left\{b-\frac{a^{2}}{4}+d-\tau\left[2 a\left(b-\frac{a^{2}}{4}+\frac{d}{2}\right)-3 f-g\right]\right\}-\left(\frac{\tilde{Q}_{n}}{2 \tilde{Q}_{c}}\{\operatorname{Im} \bar{a}+\tau[2 \operatorname{Im} \bar{b}-a \operatorname{Im} \bar{a}]\}\right)^{2} \\
& \leq \frac{\tilde{Q}_{n}^{2}}{4 \tilde{Q}_{c}^{2}}\left\{b-\frac{a^{2}}{4}+d-\tau\left[2 a\left(b-\frac{a^{2}}{4}+\frac{d}{2}\right)-3 f-g\right]\right\} \tag{4.10}
\end{align*}
$$

where in the first line we have also expanded the overall normalization $\tilde{Q}_{n} / \tilde{Q}_{c}=1+\tau$ for illustration. It is important to note that the inequalities (4.8) and (4.10) are strictly valid at the respective orders in isospin breaking. Therefore, Dalitz plot parameter values from theoretical determinations without higher-order isospin-breaking contributions must obey the inequality (4.8), i.e. in particular the results of ChPT at any chiral order regardless of the " $\alpha$-puzzle" already discussed in Chap. (1) Accordingly, one may easily check that in fact all sets of NLO parameter values given in Tabs. 3.1 and 3.2 indeed fulfill both inequalities - irrespective of the different small electromagnetic corrections, independent of the normalization factor $\tilde{Q}_{n}^{2} / \tilde{Q}_{c}^{2}$ amplifying the RHS of (4.8) by about $14 \%$, and also even for using the largest value of $\alpha$ in Tab. 3.2 (which better represents the definition via an expansion at the "center" of the Dalitz plot rather than fitting the Dalitz plot parameterization to the whole phase space, cf. Sect. 3.4.3) \#4 Throughout, similar to the normalization prefactor, the additional terms at $\mathcal{O}(\tau)$ in (4.10) turn out to loosen the constraint by increasing the RHS with respect to (4.8). Including second-order isospin-breaking corrections consistently by moreover accounting for $\Delta_{\alpha}$ in (4.10), also experimentally determined Dalitz plot parameter values are expected to (approximately) fulfill the corresponding equation. As thoroughly discussed in [3], the imaginary parts of the amplitude expansion parameters (in particular $\operatorname{Im} \bar{a}$ ), which are generated by $\pi \pi$ FSIs on the one hand but also depend on the usual Dalitz plot parameters on the other hand, can be replaced in (4.10) (and (4.8)) using information on $\pi \pi$ scattering as input for the NREFT framework in order to obtain relations between experimentally observable Dalitz

[^27]plot parameters only. As the numerical investigations of [3] shall not be reproduced here, we only want to mention that the analysis in [3] shows a significant tension between the most recent KLOE neutral [30] and charged [25] Dalitz plot parameters, which has been verified subsequently by [66] and is still unresolved.

Finally, in analogy to (4.8) we give the relation for $\beta$ at LO in isospin breaking except for the overall normalization (for $\tilde{Q}_{n}=\tilde{Q}_{c}$ recovering the result of cf. [66]),

$$
\begin{align*}
\beta & =\left(\frac{\tilde{Q}_{n}}{2 \tilde{Q}_{c}}\right)^{3}\left\{g-f+\frac{a}{2}\left(b-|\bar{a}|^{2}-d\right)+2 \operatorname{Im} \bar{a}(\operatorname{Im} \bar{b}-\operatorname{Im} \bar{d})\right\} \\
& =\alpha \frac{\tilde{Q}_{n}}{2 \tilde{Q}_{c}} \frac{a}{2}+\left(\frac{\tilde{Q}_{n}}{2 \tilde{Q}_{c}}\right)^{3}\{g-f-a d+2 \operatorname{Im} \bar{a}(\operatorname{Im} \bar{b}-\operatorname{Im} \bar{d})\} \tag{4.11}
\end{align*}
$$

where the term depending on imaginary parts, however, cannot readily be estimated in order to derive a physically observable inequality in analogy to (4.8), although in principle also Im $\bar{d}$ can be replaced along the lines of [3] as mentioned above. Furthermore, the analog of (4.10) may easily be deduced using the replacements of (4.9).

### 4.2 Isospin-breaking corrections to the $\Delta I=1$ Dalitz relations

In this section, we explicitly derive the higher-order isospin-breaking corrections $\Delta_{\tilde{\mathcal{N}}}$ and $\Delta_{\tilde{\alpha}}$ to the lowest $\Delta I=1$ Dalitz relations defined in (4.7) by expanding both NLO $\eta \rightarrow 3 \pi$ decay amplitudes of [1] - amended by the second-order strong isospin-breaking effects as explained in App. A.2 - around $s=s_{0}^{n}$ and $t=u$ according to (4.2) as motivated and explained in the previous section. As before, numerically tiny terms of $\mathcal{O}\left(e^{4}\right)$ are neglected throughout.

With the application of these results in combination with the NREFT framework in mind, we first briefly comment on the matching procedure between (modified) NREFT and ChPT in [3] (more details can be found e.g. in [62]). The employed NREFT framework is based on expanding in both a formal non-relativistic parameter (in effect expanding in pion 3-momenta and kinetic energies in the $\eta$ rest frame) and the phenomenologically small effective range parameters for $\pi \pi$ (re-)scattering perturbatively with respect to a consistent power counting scheme, thus yielding a Lagrangian framework. Accordingly, the $\pi \pi$ FSIs, which already in the low-energy region above threshold lead to imaginary contributions to the amplitudes by virtue of unitarity cuts, are explicitly accounted for, while all other (meson) loop effects - namely kaon loops, loops involving $\eta$, tadpoles, and self-energy contributions - are parameterized by effective couplings; in fact, the term "non-relativistic" only refers to this subsumption of effects due to inelastic thresholds outside the physical decay region into point-like effective coupling constants, whereas inside the physical region the expressions are fully covariant and exhibit the correct non-analytic low-energy behavior. Comparing the NREFT tree-level amplitudes (i.e. the polynomial parts of the NREFT representations) with the amplitude expansions (4.2), one can derive matching relations for the tree-level couplings in terms of the amplitude expansion parameters. This then allows for matching to ChPT at the "center" of the Dalitz plot via the respective expansions of the ChPT amplitudes at NLO, which in turn contain all the loop effects merely parameterized by the NREFT. For this purpose, however, the following additional steps have to be taken into account on the ChPT side:

- The (non-analytic) imaginary parts due to pion loops in the ChPT and the NREFT amplitudes are identical and by choosing an appropriate matching procedure as explained
in [3] (effectively fixing the NREFT $\pi \pi$ rescattering parameters at their current algebra values) they drop out in the matching relations and can thus be omitted here.
- For the radiative corrections due to real and virtual photons, we have to match the (amended) ChPT result of [1] to the corresponding non-relativistic representation, which is analogous to [61] (for $K \rightarrow 3 \pi$ ). As a result, both the Coulomb pole and phase have to be subtracted from the chiral representation at the amplitude level (cf. the subtraction of universal (soft-photon) corrections as discussed in Sect. 3.2) and no bremsstrahlung contributions are to included at the level of amplitude squares; the finite photon mass $m_{\gamma}$, which was introduced in [1] as regulator for the IR divergences, has to be replaced according to $m_{\gamma} \rightarrow M_{\pi} / \sqrt{e}$ so that $\log \left(m_{\gamma}^{2} / M_{\pi}^{2}\right) \rightarrow-1$.

Here, some remarks concerning the cancellation of IR divergences are in order: as discussed in Sect. 3.1, in ChPT calculations of e.g. cross sections, the IR divergences, which arise at the amplitude level from virtual-photon corrections and can be tamed by using either a finite photon mass as IR regulator or dimensional regularization also in the IR, cancel with corresponding divergences from real-photon radiation (bremsstrahlung) at the level of amplitude squares. Assuming the subtraction of universal corrections (cf. Sect. 3.2) to be applied already on the experimental side as done in [3], however, the explicit inclusion of bremsstrahlung is not necessary when matching ChPT to the (modified) non-relativistic framework, since the virtual-photon diagrams in both theories exhibit the same IR behavior and thus contain the same IR divergences, see 61] (the physical reason for this cancellation being of course the identical IR behavior of both theories). While the present work (as well as the ChPT calculations of virtual-photon contributions in $\pi \pi$ scattering [118, 129] that also go into the analysis of [3]) uses a finite photon mass $m_{\gamma}$, according to 61] NREFT calculations are simplified considerably if the threshold expansion is applied on the basis of dimensional regularization (at the expense, however, of complicating the identification of IR singularities). By comparing the explicit result for the triangle loop function $G(s)$ as given in (A.9) with the one stated in 61 one can infer that the transition between both regularization schemes can be made by replacing\#5

$$
\begin{equation*}
\log \frac{m_{\gamma}^{2}}{M_{\pi}^{2}} \rightarrow-32 \pi^{2} \lambda_{\mathrm{IR}}-1+\log \frac{\mu_{\mathrm{IR}}^{2}}{M_{\pi}^{2}} \tag{4.12}
\end{equation*}
$$

Since both theories are IR-complete, both the infrared divergences $\lambda_{\text {IR }}$ and the dependence on the corresponding scale $\mu_{\mathrm{IR}}$ must ultimately cancel already at the amplitude level and can hence be omitted in this matching prescription on the ChPT side, rendering the relations we are aiming for (as well as the matching relations to $\pi \pi$ scattering given in [3]) IR-finite and independent of the IR scale. Thus, for the NREFT-related calculation of $\Delta_{\tilde{\mathcal{N}}}$ and $\Delta_{\tilde{\alpha}}$, we can simply apply $\log \left(m_{\gamma}^{2} / M_{\pi}^{2}\right) \rightarrow-1$ as already stated above in $G(s)$ of (A.9) as well as in the charged NLO tree-like amplitude (A.17) (which contains the IR-divergent charged-pion wave-function renormalization, cf. App. A.2).

As the following expansion of the amplitudes in particular involves rather lengthy expansions (up to third order) of the various loop functions, it is useful to apply the discussed modifications before expanding: according to the generic formulae for the loop functions given in App. A.1 the respective forms for the case at hand of the two-pion loop function (e.g. for

[^28]$\pi^{+} \pi^{-}$) and the triangle loop function are given by (with $\sigma_{\pi} \in(0,1)$ in the physical decay region and Spence's function Li as defined in (A.10))
\[

$$
\begin{align*}
\tilde{J}_{\pi \pi}(s) & =\operatorname{Re} \bar{J}_{\pi \pi}(s)=\frac{1}{16 \pi^{2}}\left\{2-\sigma_{\pi} \log \frac{1+\sigma_{\pi}}{1-\sigma_{\pi}}\right\}, \\
\tilde{G}(s) & =\left.M_{\pi}^{2} \operatorname{Re} G(s)\right|_{\text {dim. reg. }} ^{\text {no pole }}=\frac{1-\sigma_{\pi}^{2}}{64 \pi^{2} \sigma_{\pi}}\left\{\operatorname{Li} \frac{1-\sigma_{\pi}}{1+\sigma_{\pi}}-\operatorname{Li} \frac{1+\sigma_{\pi}}{1-\sigma_{\pi}}+\log \frac{1+\sigma_{\pi}}{1-\sigma_{\pi}}\right\}, \tag{4.13}
\end{align*}
$$
\]

where for later convenience the representation of the triangle loop function is rescaled by a factor of $M_{\pi}^{2}$ (or, upon neglecting relative corrections of $\mathcal{O}\left(e^{2}\right)$, by $M_{\pi^{0}}^{2}$ ). The other occurring two-meson loop functions just follow from reducing the general forms stated in App. A. 1 to the kinematical regime $s \approx s_{0}^{n}$ (and thus $t=u=\left(3 s_{0}^{c / n}-s\right) / 2 \approx s_{0}^{n}$ ) with

$$
\begin{equation*}
4 M_{\pi^{0}}^{2}<4 M_{\pi}^{2}<s_{0}^{n}=\frac{M_{\eta}^{2}}{3}+M_{\pi^{0}}^{2}<\left(M_{\eta}-M_{\pi^{0}}\right)^{2}<4 M_{K}^{2}<4 M_{K^{0}}^{2} \tag{4.14}
\end{equation*}
$$

which corresponds to the expansion at the common "center" of the Dalitz plot as discussed in the previous section, and are thus all real. Hence, when matching to NREFT, the corrections $\Delta_{\tilde{\mathcal{N}}}$ and $\Delta_{\tilde{\alpha}}$ are going to be real, whereas without this matching prescription they would be complex. More specifically, the calculational scheme consists of two simultaneous expansions up-to-and-including second order for both amplitudes:

- the expansion in Mandelstam variables around the common "center" of the Dalitz plot at $s=s_{0}^{n}$ and $t=u$ in order to determine the normalizations and amplitude expansion parameters according to (4.2), \#6
- and the expansion in isospin-breaking parameters according to the unambiguous ordering scheme discussed in Sect. 2.2.4 (again, neglecting terms of $\mathcal{O}\left(e^{4}\right)$ ), where in particular the $t$ - and $u$-channel loop functions in the charged amplitude require an additional expansion in the argument $t=u=s_{0}^{n}+\Delta M_{\pi}^{2}$.

Together, these expansions then lead to derivatives up to third order of loop functions, which, however, can be rewritten in terms of the original loop functions themselves. Since the calculation of the necessary derivatives is tedious but straightforward, here, we only give one simple example based on (4.13),

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} s} \tilde{G}(s)=-\frac{1}{M_{\pi}^{2}}\left(\frac{1-\sigma_{\pi}^{2}}{4 \sigma_{\pi}^{2}}\right)^{2}\left\{2 \sigma_{\pi}^{2} \frac{1+\sigma_{\pi}^{2}}{1-\sigma_{\pi}^{2}} \tilde{G}(s)+\tilde{J}_{\pi \pi}(s)-\frac{2+\sigma_{\pi}^{2}}{16 \pi^{2}}\right\} \tag{4.15}
\end{equation*}
$$

When taking neutral-to-charged differences in order to derive the corrections $\Delta_{\tilde{\mathcal{N}}}$ and $\Delta_{\tilde{\alpha}}$ via (4.7), corresponding differences of loop functions occur (in addition to the kaon loop

[^29]function differences (A.11) without isospin-breaking prefactors mentioned before), e.g.\#7
\[

$$
\begin{align*}
J_{\eta \pi}(s)-J_{\eta \pi^{0}}(s)= & -\frac{\Delta M_{\pi}^{2}}{M_{\eta}^{2}} \tilde{\lambda}_{\eta \pi^{0}}^{-1}\left\{\left(\frac{s}{M_{\eta}^{2}}+1-\rho\right)\left[\bar{J}_{\eta \pi^{0}}(s)-\frac{1}{16 \pi^{2}}\right]-\frac{\frac{s}{M_{\eta}^{2}}-1+\rho}{1-\rho} \frac{\log \rho}{16 \pi^{2}}\right\} \\
& +\mathcal{O}\left(\left(\Delta M_{\pi}^{2}\right)^{2}, p^{2}\right) \\
\bar{J}_{\eta \pi^{0}}(s)= & \frac{1}{32 \pi^{2}}\left\{2+\left(\frac{1-\rho}{\frac{s}{M_{\eta}^{2}}}-\frac{1+\rho}{1-\rho}\right) \log \rho-\frac{\tilde{\lambda}_{\eta \pi^{0}}^{1 / 2}}{\frac{s}{M_{\eta}^{2}}} \log \frac{\frac{s}{M_{\eta}^{2}}-1-\rho+\tilde{\lambda}_{\eta \pi^{0}}^{1 / 2}}{\frac{s}{M_{\eta}^{2}}-1-\rho-\tilde{\lambda}_{\eta \pi^{0}}^{1 / 2}}\right\} \\
\tilde{\lambda}_{\eta \pi^{0}}\left(\frac{s}{M_{\eta}^{2}}\right)= & \frac{\lambda_{\eta \pi^{0}}(s)}{M_{\eta}^{4}}=\left[\frac{s}{M_{\eta}^{2}}-(1-\sqrt{\rho})^{2}\right]\left[\frac{s}{M_{\eta}^{2}}-(1+\sqrt{\rho})^{2}\right], \quad \rho=\frac{M_{\pi^{0}}^{2}}{M_{\eta}^{2}} \tag{4.16}
\end{align*}
$$
\]

where for convenience we have defined the dimensionless and numerically small ratio $\rho \approx 1 / 16$. Now, we also expand all charged-to-neutral mass differences inside the loop functions and omit any higher-order isospin-breaking corrections, \#8 since besides yielding more compact formulae in general this is particularly useful in the case of $\Delta_{\tilde{\mathcal{N}}}$ : once all isospin-breaking effects are unambiguously disentangled and made explicit by these expansions, the corrections to relations stemming from the $\Delta I=1$ amplitude relation, which is valid at LO in isospin breaking, are necessarily of NLO in isospin breaking, i.e. of $\mathcal{O}\left(e^{2} \delta, \delta^{2}\right)$; due to the accidental validity of the $\Delta I=1$ amplitude relation at leading chiral $\mathcal{O}\left(p^{2}\right)$ also for these terms, the correction $\Delta_{\tilde{\mathcal{N}}}$ is of $\mathcal{O}\left(p^{4}\right)$. As by neglecting terms of $\mathcal{O}\left(e^{4}\right)$ throughout the calculation moreover $\Delta_{\tilde{\mathcal{N}}} \propto \delta$, we can thus conveniently factor out the (real) neutral leading-order normalization $\mathcal{N}_{n}^{\mathrm{LO}}=\mathcal{A}_{n}^{\mathrm{LO}} \propto \delta$, cf. (2.42), and quote the result as the ratio $\Delta_{\tilde{\mathcal{N}}} / \mathcal{N}_{n}$ below. In a similar fashion, the neglect of purely electromagnetic second-order terms proportional to $e^{4}$ allows for easily dividing by the (real) LO normalizations in the derivation of the amplitude expansion parameters $\tilde{\alpha}, \tilde{b}$, and $\tilde{d}$ that are needed for $\Delta_{\tilde{\alpha}}$, which is of $\mathcal{O}\left(p^{-2}\right)$. Explicitly, we thereby find \#9

$$
\begin{align*}
\frac{\Delta_{\tilde{\mathcal{N}}}}{\mathcal{N}_{n}}= & e^{2}\left\{\frac{2(1-3 \rho)}{3 \rho} \tilde{G}\left(s_{0}^{n}\right)+\tilde{J}_{\pi^{0} \pi^{0}}\left(s_{0}^{n}\right)+\frac{3}{16 \pi^{2}}\left(\log \frac{M_{\pi^{0}}^{2}}{\mu^{2}}-1\right)\right. \\
& \left.-\frac{4}{3(1-\rho)}\left[3(1+\rho)\left(K_{3}^{r}-K_{4}^{r} / 2\right)-4 K_{6}^{r}+6(3-\rho)\left(K_{10}^{r}+K_{11}^{r}\right)\right]\right\} \\
+ & \frac{\Delta M_{\pi}^{2}}{3(1-\rho) F_{\pi}^{2}}\left\{\frac{29-111 \rho-9 \rho^{2}+27 \rho^{3}}{8(1+3 \rho)} \bar{J}_{K^{0} K^{0}}\left(s_{0}^{n}\right)+\frac{3 \rho\left(1+22 \rho+9 \rho^{2}\right)}{(1-9 \rho)(1+3 \rho)} \bar{J}_{\eta \pi^{0}}\left(s_{0}^{n}\right)\right. \\
& -\frac{7+21 \rho-495 \rho^{2}+243 \rho^{3}}{(1-9 \rho)(1+3 \rho)} \tilde{J}_{\pi^{0} \pi^{0}}\left(s_{0}^{n}\right)-32 L_{3}+\frac{8(3-\rho)}{1-\rho} \frac{F_{\pi}^{2}}{M_{\eta}^{2}} \Delta_{F} \\
& +\frac{1}{16 \pi^{2}}\left[6(3-2 \rho) \log \frac{M_{\pi^{0}}^{2}}{\mu^{2}}+\frac{2\left(1+2 \rho-\rho^{2}\right)}{1-\rho} \log \frac{3+\rho}{4 \rho}-\frac{3\left(3-26 \rho-\rho^{2}\right)}{(1-9 \rho)(1-\rho)} \log \rho\right. \\
& \left.\left.+\frac{53-357 \rho+351 \rho^{2}+81 \rho^{3}}{4(1-9 \rho)}\right]\right\}+\mathcal{O}\left(e^{2} p^{2}\right) \tag{4.17}
\end{align*}
$$

[^30]which of course comprises the terms proportional to the (finite) strong LEC $L_{3}$ or any of the electromagnetic LECs already stated in (2.49), as well as
\[

$$
\begin{align*}
\Delta_{\tilde{\alpha}}= & \frac{e^{2}}{(1-9 \rho)^{2}(1-\rho)(1+3 \rho)^{2}} \frac{3}{M_{\eta}^{4}}\left\{\frac{7-102 \rho-504 \rho^{2}+1926 \rho^{3}-3375 \rho^{4}}{32 \pi^{2}(1-9 \rho)}\right. \\
& \left.+12 \rho\left(1+63 \rho^{2}\right) \tilde{G}\left(s_{0}^{n}\right)-\frac{1-14 \rho-138 \rho^{2}+234 \rho^{3}-1107 \rho^{4}}{1-9 \rho} \tilde{J}_{\pi^{0} \pi^{0}}\left(s_{0}^{n}\right)\right\} \\
+ & \frac{\Delta M_{\pi}^{2}}{(1-\rho)(1+3 \rho)^{2} F_{\pi}^{2}} \frac{3}{M_{\eta}^{4}}\left\{\frac{3(3+\rho)\left(957-5240 \rho-1398 \rho^{2}-288 \rho^{3}+81 \rho^{4}\right)}{4096(1+3 \rho)} \bar{J}_{K^{0} K^{0}}\left(s_{0}^{n}\right)\right. \\
& +\frac{\rho^{2}\left(221-3612 \rho+32022 \rho^{2}-32076 \rho^{3}-2187 \rho^{4}\right)}{8(1-9 \rho)^{3}(1+3 \rho)} \bar{J}_{\eta \pi^{0}}\left(s_{0}^{n}\right) \\
& -\frac{3 \rho\left(3-124 \rho+1794 \rho^{2}-7596 \rho^{3}+9315 \rho^{4}\right)}{(1-9 \rho)^{3}(1+3 \rho)} \tilde{J}_{\pi^{0} \pi^{0}\left(s_{0}^{n}\right)}^{1-\rho}\left[\frac{\rho^{2}\left(37+237 \rho-2025 \rho^{2}+3159 \rho^{3}\right)}{1-\rho} \log \rho\right. \\
& -\frac{1}{128 \pi^{2}(1-9 \rho)^{3}}[ \\
& -\frac{1}{256}\left(243-39737 \rho+540471 \rho^{2}-729333 \rho^{3}+3630825 \rho^{4}-1810107 \rho^{5}\right. \\
& \left.\left.\left.+85293 \rho^{6}+59049 \rho^{7}\right)\right]\right\}+\mathcal{O}\left(e^{2} p^{-2}\right), \tag{4.18}
\end{align*}
$$
\]

which in turn is free of LECs at this chiral order, being a pure loop effect and thus a prediction in terms of well-known parameters only. First of all, both results (4.17) and (4.18) are divergence-free and independent of the scale $\mu$. While the scale-independence of $\Delta_{\tilde{\alpha}}$ is explicitly seen, that of $\Delta_{\tilde{\mathcal{N}}} / \mathcal{N}_{n}$ can be checked by using the scale-dependence of the electromagnetic LECs $K_{i}^{r}$ as given in App. A.3. Furthermore, as already anticipated before, these corrections turn out to be completely of electromagnetic origin (up to corrections from $\mathcal{O}\left(\delta^{3}\right)$ at the amplitude level), i.e. they are not affected by taking into account the additional terms of $\mathcal{O}\left(\delta^{2}\right)$ in the amplitudes as explained in App. A.2 Note that in both cases we have made extensive use of the Gell-Mann-Okubo relation (2.16) to simplify the results (4.17) and (4.18), thereby neglecting higher-order terms in the isospin-breaking parameters $e^{2}$ and $\delta$.

For the numerical evaluation we employ the same numerical input as in Chap. 3, which is collected in App. A.3. The uncertainties in the electromagnetic LECs completely dominate the error on $\Delta_{\tilde{\mathcal{N}}} / \mathcal{N}_{n}$, in particular in comparison with the alterations induced by using the charged pion mass instead and/or rewriting the mass of the $\eta$ in terms of pion and kaon masses via the GMO relation. For $\Delta_{\tilde{\alpha}}$, being independent of any LECs at NLO, we quote an uncertainty solely due to these different schemes for the evaluation of the meson masses; however, we consider the error thus obtained rather underestimated. In total, we find

$$
\begin{equation*}
\frac{\Delta_{\tilde{\mathcal{N}}}}{\mathcal{N}_{n}}=(-0.7 \pm 1.5) \%, \quad \Delta_{\tilde{\alpha}}=(0.035 \pm 0.003) \mathrm{GeV}^{-4} \quad \Rightarrow \quad \Delta_{\alpha}=(1.4 \pm 0.1) \times 10^{-4} \tag{4.19}
\end{equation*}
$$

We want to stress again that these are the numerical results in the form pertinent for (and used in) the NREFT + ChPT analysis [3], i.e. including the modifications described above, which in particular affect the loop functions and their expansions, leading to $\Delta_{\tilde{\alpha}}$ being real so that $\Delta_{\alpha}=\Delta_{\bar{\alpha}}=(3 / 2) \tilde{R}_{n}^{2} \Delta_{\tilde{\alpha}}$. Therefore, these numbers cannot easily be compared to the numerical ChPT results presented in Sect. 3.4 (irrespective of the additional analytical
difference of $\mathcal{O}\left(\delta^{2}\right)$ at the amplitude level). In view of the small central values for both corrections, however, we refrain from repeating the calculation without the NREFT-motivated changes, which would in particular involve more cumbersome expansions of the two-pion and the triangle loop functions leading to complex numerical results.

Let us first discuss the correction $\Delta_{\alpha}$. When matching to ChPT at NLO without taking second-order isospin-breaking fully into account, the result for $\alpha$ in terms of the charged slopes according to (4.10) is too small even if the "trivial" kinematical effects of isospin breaking and all isospin-breaking contributions of higher charged slopes are included (cf. the discussion in the previous section); the amount $\Delta_{\alpha}$ of this discrepancy, however, is numerically tiny in comparison with the differences between the ChPT results up to two-loop order and experiment (i.e. the " $\alpha$-puzzle"): compared to the experimental world average of $\alpha=-0.0315 \pm 0.0015$ (i.e. $\pm 5 \%$ ) 34], it corresponds to an effect of less than half a percent and thus is very small even for an isospin-breaking correction $\# 10$ By thoroughly accounting for the $\pi \pi$ FSIs in the two-loop (modified) NREFT formalism, the NREFT+ChPT analysis 3 including this tiny correction yields $\alpha=-0.025 \pm 0.005$ (also corresponding to an relative uncertainty of $\pm 5 \%$, whereas the included correction $\Delta_{\alpha}$ amounts to a relative effect of about $0.6 \%$ ), which is in (marginal) agreement with the experimental value and thus finally solves the " $\alpha$-puzzle".

The situation is quite different, however, as far as the correction $\Delta_{\tilde{\mathcal{N}}} / \mathcal{N}_{n}$ between the normalizations is concerned. As already discussed in Chap. (1) in contrast to the individual partial decay widths $\Gamma_{n / c}$, the neutral-to-charged ratio $r$ of these partial widths turns out to be relatively stable with respect to the chiral order, one reason being the fact that the quark-mass-dependent normalization as a major source of uncertainties in the determination of the decay widths drops out up to the correction $\Delta_{\tilde{\mathcal{N}}} / \mathcal{N}_{n}$ (in the "isospin limit" $M_{\pi}=M_{\pi^{0}}$ of $\eta \rightarrow 3 \pi$ decays). Since the widths are proportional to the squared absolute values of the normalizations, according to (4.7) the normalization correction $\Delta_{\tilde{\mathcal{N}}} / \mathcal{N}_{n}$ gives rise (in this limit) to a correction factor of approximately $\left[1+2 \Delta_{\tilde{\mathcal{N}}} / \mathcal{N}_{n}\right]$ for the ratio $r$ so that the central value of $\Delta_{\tilde{\mathcal{N}}} / \mathcal{N}_{n}$ leads to a decrease of $r$ by about $1.4 \%$. This correction is also included in the final result $r=1.40 \pm 0.01(\pi \pi) \pm 0.04\left(\Delta_{\tilde{\mathcal{N}}}\right)$ of [3], which is in agreement with the experimental findings (see below) and moreover shows that for $r$ the total uncertainty in the NREFT + ChPT framework is dominated by the uncertainty in $\Delta_{\tilde{\mathcal{N}}} / \mathcal{N}_{n}$ as the error induced by the parameterization of $\pi \pi$ rescattering (for the two-loop NREFT representation) is very small. In this context, however, it is remarkable that with $r=1.432 \pm 0.026$ (fit) and $r=1.48 \pm 0.05$ (average) two rather different "experimental" values are given by [34]. In fact, the impact of the uncertainty in $\Delta_{\tilde{\mathcal{N}}} / \mathcal{N}_{n}$ on the ratio $r$ is one of the key results here: while e.g. in [66] a value of $r=1.475 \pm 0.015$ (i.e. $\pm 1 \%$, resembling $r^{\text {NNLO }}=1.47$ of [21] due to matching to two-loop ChPT ) is reported and the authors claim that this result be stable against isospin-breaking corrections, the present analysis on the contrary shows that - based on the present knowledge of low-energy strong and electromagnetic interactions - any calculation of $r$ inevitably entails an uncertainty in $r$ of about $2 \%$ to $3 \%$. Admittedly, one might argue that for the numerical evaluation of $\Delta_{\tilde{\mathcal{N}}} / \mathcal{N}_{n}$ one should divide by the NLO value of the neutral normalization rather than only by the LO one as analytically done here due to the chiral power counting; according to $\Gamma_{c}^{\mathrm{LO}} \approx 66 \mathrm{eV}$ and $\Gamma_{c}^{\mathrm{NLO}} \approx 160 \mathrm{eV}$ (both evaluated at $Q=Q_{D}$ as employed in the present work) the numerical result for $\Delta_{\tilde{\mathcal{N}}} / \mathcal{N}_{n}$ would then be divided by a factor of $\sqrt{160 / 66} \approx 1.5$ so

[^31]that the rescaled relative error of $\Delta_{\tilde{\mathcal{N}}} / \mathcal{N}_{n}$ is about $1 \%$, leading to an uncertainty in $r$ of $2 \%$ at least \#11 Nevertheless, we prefer the more conservative error estimate, which is consistent with the chiral power counting for the relative correction $\Delta_{\tilde{\mathcal{N}}} / \mathcal{N}_{n}$. A comparison with the averaged experimental error then shows that presently both experiment and theory can determine $r$ with a precision of about $\pm 3 \%$ only. In view of the differences between the "experimental" values as well as between the results of distinct theoretical frameworks like e.g. [3] and 66] on the one hand and the relative changes between predictions of ChPT at different orders (while going from LO to NLO yields a decrease of about 4\%, the additional effects at NNLO amount to an increase of less than $1 \%$, as discussed in Sect. (2.2.4) this uncertainty proves to be substantial.

[^32]
## Chapter 5

## Conclusion

In the first part of this work, we have re-evaluated the electromagnetic contributions to $\eta \rightarrow 3 \pi$ decays at next-to-leading $\mathcal{O}\left(p^{4}\right)$ in ChPT, thus calculating the corrections to Sutherland's theorem [4, 5] and extending an earlier analysis [15], which neglected terms of $\mathcal{O}\left(e^{2} \delta\right)$. Terms of this order, however, contain essential non-analytic structures affecting the Dalitz plot distribution, in particular real- and virtual-photon corrections in $\eta \rightarrow \pi^{0} \pi^{+} \pi^{-}$as well as the cusps due to $\pi^{+} \pi^{-}$intermediate states in the $\pi \pi$ FSIs for $\eta \rightarrow 3 \pi^{0}$; furthermore, the terms at $\mathcal{O}\left(e^{2} \delta\right)$ are of second order in isospin breaking and hence violate the $\Delta I=1$ relation between the charged and the neutral decay amplitude that is usually employed in combined analyses of both $\eta \rightarrow 3 \pi$ decay channels. At the soft-pion point, we have explicitly shown that these additional terms are not suppressed by an additional small isospin-breaking parameter, but only by a factor of $\delta / \hat{m} \approx 2 / 3$. Numerically, we have calculated the respective corrections to the various Dalitz plot parameters, the partial decay widths $\Gamma_{n / c}$, and thereby the branching ratio $r$; moreover, we derived the resulting correction for an extraction of the quark mass double ratio $Q^{2}$. In order to facilitate comparison with experimental results or application to experimental studies, for the charged decay both bremsstrahlung and the subtraction of universal corrections have explicitly been taken into account (in the soft-photon approximation), since in experimental analyses these effects are inevitable or usually applied, respectively. Although the effects at $\mathcal{O}\left(e^{2} \delta\right)$ are of the same size as those at $\mathcal{O}\left(e^{2} \hat{m}\right)$ analyzed in [15], the total electromagnetic corrections remain small (i.e. at the percent level) throughout, provided that "trivial" kinematical isospin breaking due to the charged-to-neutral pion mass difference is accounted for. The most significant changes occur in the $\eta \rightarrow 3 \pi^{0}$ Dalitz plot slope $\alpha$, which is slightly more affected by the presence of the cusps than the other parameters. However, the cusp effect is by far not sufficient to explain the sign discrepancy between chiral predictions and experimental results (i.e. the " $\alpha$-puzzle"), as especially in this case the purely electromagnetic and the mixed strong and electromagnetic contributions almost cancel. Nevertheless, the results can serve as electromagnetic correction factors in precision studies of $\eta \rightarrow 3 \pi$ decays and in particular for the determination of the quark mass double ratio $Q^{2}$.

In [3], we subsequently bridged the gap between ChPT and phenomenology (as well as dispersive analyses) by using the (modified) NREFT formalism: at two-loop accuracy and with the correct empirical $\pi \pi$ scattering parameters for the FSIs, we obtained a reasonable approximation to the full dispersive resummation of rescattering effects, so that by matching to ChPT at $\mathcal{O}\left(p^{4}\right)$ we found a transparent interpretation of the dispersive results obtained in a similar fashion [17] and thus eventually solved the long-standing " $\alpha$-puzzle". In the second part of this work, concretely, we have discussed how the electromagnetic corrections derived
in [1] (together with additional second-order strong isospin breaking at $\mathcal{O}\left(\delta^{2}\right)$ ) can be included in the NREFT calculation of [3]. Although the non-relativistic framework itself provides access to investigating most of the isospin-breaking effects even beyond leading order, due to the necessary matching to ChPT the results of the first part of this work are complementary to the NREFT machinery, as they predict the polynomial terms and their higher-order isospin-breaking corrections in the NREFT amplitudes. After explaining how to amend the ChPT amplitudes at NLO as given in [1] by including also the terms at $\mathcal{O}\left(\delta^{2}\right)$, we have thoroughly investigated the effect of "trivial" kinematical isospin breaking in the expansion of the amplitudes that correspond to the usual parameterizations of the Dalitz plot distributions, where special care needs to be taken of the definition of the "center" of the charged Dalitz plot. Starting from the well-known and usually employed $\Delta I=1$ amplitude relation between the neutral and the charged amplitude, we have then derived (in a self-consistent fashion) relations between the amplitude expansion parameters and therefrom between the usual Dalitz plot parameters on the one hand as well as the respective isospin-breaking corrections to these relations on the other hand. Based on the (amended) ChPT amplitudes at NLO, we have analytically calculated the corrections to both the relations between the normalizations and between the parameters at quadratic order in Mandelstam variables (i.e. concerning the neutral slope $\alpha$ ) in the form needed for the combined NREFT + ChPT framework; remarkably, both corrections turn out to be purely electromagnetic effects. The numerical evaluation of these "non-trivial" isospin-breaking contributions has shown that the relative effect on the normalization and on $\alpha$ is both of the order of $1 \%$. Thereby, in [3] we were able to conclude in summary that, apart from the important "trivial" kinematical effects mentioned before, higher-order isospin-breaking corrections to the $\eta \rightarrow 3 \pi$ Dalitz plot parameters are very small. However, as far as the ratio $r$ of the partial decay widths is concerned, we have demonstrated that any current theoretical analysis necessarily entails an relative error on $r$ of about $3 \%$.

A future improvement on the theoretical side would be to combine the NREFT + ChPT analysis of [3] with dispersive techniques, for instance with the upcoming dispersive analysis [64, 65]: as already indicated in Chap. 1] in combined dispersive analyses for both $\eta \rightarrow 3 \pi$ decay channels, which are in principle well suited for extracting e.g. the Dalitz plot parameters as they entail elastic $\pi \pi$ rescattering to all orders by construction, it is at least very difficult (if possible at all) to accommodate the different pion masses. Therefore, it would be extremely useful to match the dispersive machinery to the non-relativistic representation in order to obtain a reliable description of the whole physical Dalitz plot, since the latter allows to implement higher-order isospin breaking comprising in particular the non-analytic cusp effect near the boundaries of the $\eta \rightarrow 3 \pi^{0}$ Dalitz plot. More specifically, the NREFT + ChPT representation can be used in a two-step procedure to first "purify" experimental data from isospin-breaking effects in order to produce isospin-symmetric input for a subsequent dispersive analysis. This combination should then provide the best-possible representation of the $\eta \rightarrow 3 \pi$ decay amplitude also for a precision extraction of the quark mass double ratio $Q^{2}$.

On the experimental side, of course, new high-statistics measurements of both $\eta \rightarrow \pi^{0} \pi^{+} \pi^{-}$ and $\eta \rightarrow 3 \pi^{0}$ (preferably combined in order to reduce systematic uncertainties) are called for: since for the charged decay channel only one modern determination of Dalitz plot parameters exists up to now [25], new precise experimental information should allow to settle the controversy concerning the internal consistency of the KLOE results on the Dalitz plot parameters, i.e. the tension between the direct experimental determination of $\alpha$ [30] and a determination in terms of the charged parameters based on the $\Delta I=1$ amplitude relation including second-order isospin-breaking corrections as discussed in the present work. In principle, a
similar analysis is also possible for the higher-order Dalitz plot parameters that have not been measured yet, e.g. in particular the neutral higher slope $\beta$ (which is not influenced by $\mathcal{O}\left(p^{6}\right)$ LECs). This together with the cusp effect, which starts to show up in current experimental analyses, justifies also an investigation of the neutral decay channel; the combination of both channels, finally, would then be able to yield a more robust and precise value for the branching ratio $r$. Fortunately, for both processes new experimental studies are in progress, upcoming, or at least envisaged [74-81].

Due to the fact that the standard polynomial Dalitz plot parameterizations are not able to account for non-analytic effects like the cusps in $\eta \rightarrow 3 \pi^{0}$, a matching/comparison between experiment and theory on the level of the Dalitz plot distributions themselves will be strongly favorable (especially for the future theoretical high-precision program mentioned above), as soon as the respective data are provided by experiments.

## Appendix A

## $\eta \rightarrow 3 \pi$ decay amplitudes at next-to-leading order

As already mentioned in Sect. 2.2, in this appendix, we do not explicitly state the complete formulae for the $\eta \rightarrow 3 \pi$ decay amplitudes at next-to-leading chiral $\mathcal{O}\left(p^{4}\right)$ and considering isospin breaking up-to-and-including $\mathcal{O}\left(e^{2}, e^{2} \delta, \delta^{2}\right)$, but rather discuss in detail the changes that need to be applied to the amplitudes as given in [1] in order to include also second-order strong isospin breaking at $\mathcal{O}\left(\delta^{2}\right)$. Note that, upon neglecting numerically tiny terms of $\mathcal{O}\left(e^{4}\right)$, the amended amplitudes are thus valid at next-to-leading order both in the chiral expansion and in isospin breaking. Prior to that for convenience, we collect the basic loop functions needed in this work, whereas after this investigation of the additional contributions at $\mathcal{O}\left(\delta^{2}\right)$, we specify the numerical input used throughout the numerical evaluations.

## A. 1 Loop functions

The basic meson loop functions are defined by \#1

$$
\begin{align*}
\Delta_{a} & =\frac{1}{i} \int \frac{\mathrm{~d}^{d} k}{(2 \pi)^{d}} \frac{1}{M_{a}^{2}-k^{2}}, \\
J_{a b}(s)=J_{b a}(s) & =\frac{1}{i} \int \frac{\mathrm{~d}^{d} k}{(2 \pi)^{d}} \frac{1}{\left[M_{a}^{2}-k^{2}\right]\left[M_{b}^{2}-(k-q)^{2}\right]}, \quad s=q^{2} . \tag{A.1}
\end{align*}
$$

The tadpole "function" $\Delta_{a}$ (in terms of the number of dimensions $d$ and the renormalization scale $\mu$ ) is given by

$$
\begin{equation*}
\Delta_{a}=2 M_{a}^{2}\left\{\lambda+\frac{1}{16 \pi^{2}} \log \frac{M_{a}}{\mu}\right\} \tag{A.2}
\end{equation*}
$$

with the scale-dependent constant $\lambda$ containing the part that is divergent in $d-4$,

$$
\begin{equation*}
\lambda=\frac{\mu^{d-4}}{16 \pi^{2}}\left\{\frac{1}{d-4}-\frac{1}{2}\left(\log (4 \pi)+\Gamma^{\prime}(1)+1\right)\right\} \tag{A.3}
\end{equation*}
$$

where $-\Gamma^{\prime}(1)=\gamma_{E} \approx 0.5772$ is the Euler-Mascheroni constant. The symmetric two-point loop function $J_{a b}(s)$ can be split up according to

$$
\begin{equation*}
J_{a b}(s)=\bar{J}_{a b}(s)+J_{a b}(0), \quad J_{a b}(0)=-2 \lambda-2 k_{a b} \tag{A.4}
\end{equation*}
$$

[^33]with the scale-dependent constant ("function") $k_{a b}$ and the scale-independent function $\bar{J}_{a b}(s)$,
\[

$$
\begin{align*}
k_{a b}= & \frac{1}{16 \pi^{2} \Delta_{a b}}\left\{M_{a}^{2} \log \frac{M_{a}}{\mu}-M_{b}^{2} \log \frac{M_{b}}{\mu}\right\}, \\
\bar{J}_{a b}(s)= & -\frac{1}{16 \pi^{2}}\left\{\left(\frac{\Delta_{a b}}{s}-\frac{\Sigma_{a b}}{\Delta_{a b}}\right) \log \frac{M_{a}}{M_{b}}-1\right. \\
& +\frac{\sqrt{\lambda_{a b}}}{s}\left[\frac{1}{2} \log \frac{s-\Sigma_{a b}+\sqrt{\lambda_{a b}}}{s-\Sigma_{a b}-\sqrt{\lambda_{a b}}}-\pi i \theta\left(s-\left(M_{a}+M_{b}\right)^{2}\right)\right] \theta\left(\lambda_{a b}\right) \\
& \left.+\frac{\sqrt{-\lambda_{a b}}}{s}\left[\arctan \frac{\Delta_{a b}+s}{\sqrt{-\lambda_{a b}}}-\arctan \frac{\Delta_{a b}-s}{\sqrt{-\lambda_{a b}}}\right] \theta\left(-\lambda_{a b}\right)\right\}, \tag{A.5}
\end{align*}
$$
\]

where besides $\lambda_{a b}(s)$ of (2.30) and the usual Heaviside function $\theta(x)$ we used the abbreviations

$$
\begin{equation*}
\Sigma_{a b}=M_{a}^{2}+M_{b}^{2}, \quad \Delta_{a b}=M_{a}^{2}-M_{b}^{2} . \tag{A.6}
\end{equation*}
$$

In the case of equal masses $M_{a}^{2}=M_{b}^{2}$, the above relations simplify to (cf. (2.31))

$$
\begin{align*}
k_{a a}= & \frac{1}{16 \pi^{2}}\left(\log \frac{M_{a}}{\mu}+\frac{1}{2}\right), \\
\bar{J}_{a a}(s)=- & \frac{1}{16 \pi^{2}}\left\{-2+\sigma_{a} \log \frac{\sigma_{a}+1}{\sigma_{a}-1} \theta(-s)+\sigma_{a}\left[\log \frac{1+\sigma_{a}}{1-\sigma_{a}}-\pi i\right] \theta\left(s-4 M_{a}^{2}\right)\right. \\
& \left.+2 \sqrt{-\sigma_{a}^{2}} \operatorname{arccot} \sqrt{-\sigma_{a}^{2}} \theta\left(-\sigma_{a}^{2}\right)\right\} . \tag{A.7}
\end{align*}
$$

The triangle loop function $G(s)$ corresponding to the loop integral involving two chargedpion propagators and one virtual-photon propagator (introducing a finite photon mass here),

$$
\begin{equation*}
\frac{1}{i} \int \frac{\mathrm{~d}^{d} k}{(2 \pi)^{d}} \frac{1}{\left[M_{\pi}^{2}-\left(k+q_{a}\right)^{2}\right]\left[M_{\pi}^{2}-\left(k-q_{b}\right)^{2}\right]\left[k^{2}-m_{\gamma}^{2}\right]}, \tag{A.8}
\end{equation*}
$$

evaluated in the relevant kinematical region $s>4 M_{\pi}^{2}$ above the $\pi \pi$ threshold (i.e. $\sigma_{\pi} \in(0,1)$ ) and up to corrections at $\mathcal{O}\left(m_{\gamma}^{2}\right)$, can be written as $\# 2$

$$
\begin{align*}
G(s) & =-\frac{1}{8 \pi^{2} s \sigma_{\pi}}\left\{\frac{\pi^{2}}{3}+\operatorname{Li} \frac{2 \sigma_{\pi}}{1+\sigma_{\pi}}+\frac{1}{4} \log ^{2} \frac{1-\sigma_{\pi}}{1+\sigma_{\pi}}-\frac{1}{2} \log \frac{m_{\gamma}^{2}}{s \sigma_{\pi}^{2}}\left[\log \frac{1-\sigma_{\pi}}{1+\sigma_{\pi}}+\pi i\right]\right\}  \tag{A.9}\\
& =-\frac{1}{16 \pi^{2} s \sigma_{\pi}}\left\{\pi^{2}+\operatorname{Li} \frac{1+\sigma_{\pi}}{1-\sigma_{\pi}}-\operatorname{Li} \frac{1-\sigma_{\pi}}{1+\sigma_{\pi}}+\pi i \log \frac{4 \sigma_{\pi}^{2}}{1-\sigma_{\pi}^{2}}+\log \frac{m_{\gamma}^{2}}{M_{\pi}^{2}}\left[\log \frac{1+\sigma_{\pi}}{1-\sigma_{\pi}}-\pi i\right]\right\}
\end{align*}
$$

using either the usual dilogarithm $\mathrm{Li}_{2}$ or Spence's function Li (cf. e.g. [130]) according to

$$
\begin{equation*}
\operatorname{Li}(z)=-\int_{1}^{z} \mathrm{~d} t \frac{\log t}{t-1}=\operatorname{Li}_{2}(1-z), \quad \operatorname{Li}_{2}(z)=-\int_{0}^{1} \mathrm{~d} t \frac{\log (1-z t)}{t} . \tag{A.10}
\end{equation*}
$$

In the second representation of $G(s)$ given in (A.9), the real part of the Coulomb pole, i.e. the kinematical divergence at the $\pi \pi$ threshold (where $\sigma_{\pi}=0$ ), resides solely in the term proportional to $\pi^{2}$; furthermore, it is convenient for the comparison of different IR regularization schemes as discussed in Sects. 3.1 and 4.2 .

[^34]
## A. 2 Amplitudes at second order in isospin breaking

In order to derive the additional contributions at $\mathcal{O}\left(\delta^{2}\right)$, in principle one needs to reconsider all contributions to the charged and the neutral NLO amplitudes as given in [1]. However, based on the important observation that the LO amplitudes (2.40) and (2.42) are valid up to corrections of $\mathcal{O}\left(\delta^{3}\right)$, already in [1 it was pointed out that corrections at second-order in strong isospin breaking are to be expected solely from expanding the implicitly isospinbreaking charged-to-neutral kaon loop differences (mentioned already in Sect.[2.2.3) in terms of the isospin-breaking parameters as needed in order to achieve an explicit and unambiguous disentanglement of strong and electromagnetic isospin breaking up to the desired orders (at a given chiral order), cf. Sects. 2.2.2 and 2.2.4 According to the generic meson loop functions given in App. A.1, the expansions of the kaon loop function differences for the tadpole functions $\Delta_{K}-\Delta_{K^{0}}$ and the two-point functions $J_{K K}-J_{K^{0} K^{0}}$ read (cf. (A.2) and (A.5))

$$
\begin{align*}
\Delta_{K}-\Delta_{K^{0}}= & \Delta M_{K}^{2}\left[\frac{\Delta_{K^{0}}}{M_{K^{0}}^{2}}+\frac{1}{16 \pi^{2}}\right]+\frac{\left(\Delta M_{K}^{2}\right)^{2}}{32 \pi^{2} M_{K^{0}}^{2}}+\mathcal{O}\left(e^{2} \delta^{2}, \delta^{3}, p^{4}\right) \\
J_{K K}(s)-J_{K^{0} K^{0}}(s)= & -2 \frac{\Delta M_{K}^{2}}{s-4 M_{K^{0}}^{2}}\left[\bar{J}_{K^{0} K^{0}}(s)-\frac{1}{8 \pi^{2}}\right] \\
& -2\left[\frac{\Delta M_{K}^{2}}{s-4 M_{K^{0}}^{2}}\right]^{2}\left[\bar{J}_{K^{0} K^{0}}(s)+\frac{s-8 M_{K^{0}}^{2}}{32 \pi^{2} M_{K^{0}}^{2}}\right]+\mathcal{O}\left(e^{2} \delta^{2}, \delta^{3}, p^{2}\right), \tag{A.11}
\end{align*}
$$

where the charged-to-neutral kaon mass difference $\Delta M_{K}^{2}$ is understood to be evaluated at leading chiral order via (2.14). Since the terms of $\mathcal{O}\left(\delta^{2}\right)$ are not of electromagnetic origin, they have been disregarded in the analysis of [1] nevertheless, it was noted therein that their suppression with respect to the leading isospin-breaking terms is never enhanced compared to $\Delta M_{K}^{2} / M_{K^{0}}^{2}$. We want to stress again, however, that in general we do not expand in charged-to-neutral mass differences (or, effectively, replace masses) inside loop functions, unless this is inevitable like in Sect. 4.2. Thereby, using the physical meson masses, all cuts (even outside the physical region) remain at their exact places, which is important for instance for the cusp effect in $\eta \rightarrow 3 \pi^{0}$, see Sect. 2.2.4 furthermore, no implicit higher-order isospin-breaking effects are neglected without need in numerical evaluations. Moreover, as already indicated in Sect. [2.2.3, especially for the kaon loop differences it is favorable not to perform these expansions until it is necessary: besides yielding shorter formulae, most of the amplitude contributions given in [1] are therefore also valid at $\mathcal{O}\left(\delta^{2}\right)$. Unfortunately, it turned out that the full amplitudes of [1] are neither finite nor scale-independent at this particular second order in strong isospin breaking. Therefore, a thorough re-analysis of all contributions was necessary, which eventually revealed an inconsistency concerning the definition of the isospin limit for the meson decay constants in ChPT at NLO to be discussed below.

Accordingly, we initially collect all parts of the $\eta \rightarrow \pi^{0} \pi^{+} \pi^{-}$and $\eta \rightarrow 3 \pi^{0}$ amplitudes that - in the explicit form they are given in [1] - are also valid up-to-and-including $\mathcal{O}\left(\delta^{2}\right)$ in Tab. A.1, where we also indicate the terms containing differences of kaon loop functions without isospin-breaking prefactors $\$ 3$ Here, we merely skip through these contributions very cursorily; for the precise definitions of these quantities as well as their relations to the full

[^35]| quantity | valid up to $+\mathcal{O}\left(e^{4}, \ldots\right)$ | $\Delta_{K}-\Delta_{K^{0}}$ | $J_{K K}-J_{K^{0} K^{0}}$ |
| :---: | :---: | :---: | :---: |
| $Z_{\eta}, Z_{\pi^{0}}$ | $+\mathcal{O}\left(e^{2} \delta, \delta^{2}, p^{4}\right)$ |  |  |
| $Z_{\pi}$ | $+\mathcal{O}\left(\delta^{2}, p^{4}\right)$ |  |  |
| $\Delta_{M}, \Delta_{Z}$ | $+\mathcal{O}\left(e^{2} \delta, \delta^{2}, p^{6}\right)$ |  |  |
| $\Delta_{Q}$ | $+\mathcal{O}\left(e^{2} \delta, \delta^{2}, p^{4}\right)$ |  |  |
| $\epsilon_{4}, Z_{\pi^{0} \eta}$ | $+\mathcal{O}\left(e^{2} \delta^{2}, \delta^{3}, p^{4}\right)$ | $\times$ |  |
| $\mathcal{A}_{\pi^{0} \eta}^{\text {LO }}$ | $+\mathcal{O}\left(\delta^{2}, p^{4}\right)$ |  |  |
| $\mathcal{A}_{c / n}^{\text {t }}$ | $+\mathcal{O}\left(e^{2} \delta^{2}, \delta^{3}, p^{6}\right)$ |  |  |
| $\Delta_{\text {GMO }}$ | $+\mathcal{O}\left(\delta^{2}, p^{4}\right)$ |  |  |
| $\mathcal{A}_{c / n}^{\text {tad }}$ | $+\mathcal{O}\left(e^{2} \delta^{2}, \delta^{3}, p^{6}\right)$ | $\times$ |  |
| $\mathcal{A}_{c}^{s}, \mathcal{A}_{n}^{s t u}$ | $+\mathcal{O}\left(e^{2} \delta^{2}, \delta^{3}, p^{6}\right)$ | $\times$ | $\times$ |
| $\mathcal{A}_{\pi^{0} \pi}^{t}, \mathcal{A}_{K^{0} K}^{t}$ | $+\mathcal{O}\left(e^{2} \delta^{2}, \delta^{3}, p^{6}\right)$ |  |  |
| $\mathcal{A}_{\eta \pi}^{t}$ | $+\mathcal{O}\left(\delta^{3}, p^{6}\right)$ |  |  |
| $\mathcal{A}_{c}^{\pi \gamma}, \mathcal{A}_{c}^{\pi \pi \gamma}$ | $+\mathcal{O}\left(e^{2} \delta^{2}, p^{6}\right)$ |  |  |

Table A.1: Validity of the NLO contributions to the $\eta \rightarrow 3 \pi$ decay amplitudes as given in [1]. Marks denote contributions of corresponding kaon loop function differences without isospin-breaking prefactors. See main text for details.
amplitudes we refer to [1]: first of all, there are no $\mathcal{O}(\delta)$ contributions to the NLO wave function renormalization $Z$-factors (following from the full/dressed NLO propagators, the implicit $\pi^{0} \eta$ mixing contained in $Z_{\pi}$ being of higher order in isospin breaking) that multiply the LO amplitudes (2.40) and (2.42), which in turn are already proportional to $\delta$. Similarly, the NLO renormalization corrections $\Delta_{M}, \Delta_{Z}$, and $\Delta_{Q}$ to the LO amplitudes (due to the replacement of quarks masses and the LO electromagnetic LEC $Z$ by meson masses), which hence also carry a prefactor of $\delta$, do not entail terms at $\mathcal{O}(\delta)$. The quantities $\epsilon_{4}$ and $Z_{\pi^{0} \eta}$ that multiply the isospin-conserving leading-order amplitudes

$$
\begin{equation*}
\mathcal{A}_{\pi^{0} \eta}^{\mathrm{LO}} \in\left\{\mathcal{A}_{\pi^{0} \rightarrow \pi^{0} \pi^{+} \pi^{-}}^{\mathrm{LO}}, \mathcal{A}_{\eta \rightarrow \eta \pi^{+} \pi^{-}}^{\mathrm{LO}}, \mathcal{A}_{\pi^{0} \rightarrow 3 \pi^{0}}^{\mathrm{LO}}, \mathcal{A}_{\eta \rightarrow \eta 2 \pi^{0}}^{\mathrm{LO}}\right\} \tag{A.12}
\end{equation*}
$$

in order to account for $\pi^{0} \eta$ mixing at next-to-leading chiral order, in contrast, do not contain purely strong $\mathcal{O}\left(\delta^{2}\right)$ terms except those already implicitly included via the kaon tadpole difference. The counter-term contributions $\mathcal{A}_{c / n}^{c t}$ (corresponding to tree graphs with NLO vertices and thereby introducing NLO strong and electromagnetic LECs) give rise only to higher-order corrections \#4 and the Gell-Mann-Okubo correction $\Delta_{\text {GMO }}$ defined in (2.17), which is used to eliminate the dependence on some strong LECs in the previously addressed parts and thus goes always along with some isospin-breaking prefactor, does not yield additional corrections at $\mathcal{O}(\delta)$. The remaining loop contributions can be divided into purely mesonic diagrams and

[^36]loops involving virtual photons, which in any case do not lead to effects at $\mathcal{O}\left(\delta^{2}\right)$ beyond those comprised in kaon loop differences: while $\mathcal{A}_{c}^{\text {tad }}$ corresponds to summing up all pertinent diagrams with a meson tadpole at the (LO) vertex, for the rescattering contributions (denoted by Mandelstam variables as superscripts) we employ the respective symmetry properties of the amplitudes as discussed in Sect. [2.2.3, so that we can identify $\mathcal{A}_{n}^{s t u}=\tilde{\mathcal{A}}_{n}$ for the fully symmetric neutral amplitude, compare (2.48), whereas for the $t \leftrightarrow u$ symmetric charged decay one needs to consider the $s$-channel and one of the other two kinematical channels, e.g. the $t$-channel (again, there is no implicit $\pi^{0} \eta$ mixing for $\mathcal{A}_{\eta \pi}^{t}$ at this order in isospin breaking, cf. $Z_{\pi}$ ), separately \#5 Finally, the photon loop contributions $\mathcal{A}_{c}^{\pi \gamma}$ and $\mathcal{A}_{c}^{\pi \pi \gamma}$, which have already been discussed in Sect. 3.1, are necessarily proportional to $e^{2}$ at least.

Now, we are prepared to discuss the necessary changes at $\mathcal{O}\left(\delta^{2}\right)$ that are not simply accounted for by just expanding the kaon loop function differences up to this order as discussed above. Obviously, we still need to consider those contributions to the full amplitudes that are not listed in Tab. A.1, namely the NLO renormalization corrections to the meson decay constants, i.e. $\Delta_{F_{\pi}}$ and $\Delta_{F}$ as defined in (2.4), which enter the full tree-like amplitudes $\mathcal{A}_{c / n}^{\text {tree }}$. As it turns out, special care needs to be taken of these quantities: while $\Delta_{F_{\pi}}$ is needed in order to renormalize the replacement of the bare Goldstone boson decay constant $F_{0}$ by the pion decay constant $F_{\pi}$ in the LO amplitudes, the correction $\Delta_{F}$ to the ratio of the kaon and the pion decay constants is introduced to eliminate further LECs \#6 Consequently, both quantities always carry a prefactor of $\delta$. As the physical value of $F_{\pi}\left(F_{\pi}=92.2 \mathrm{MeV}\right.$ [131], cf. Sect. (A.3) has been extracted from decays of charged pions with electromagnetic corrections already taken into account (and in analogy for $F_{K}$, see also [132] and [93]), we use the chargedpion decay constant in the absence of electromagnetism, so that in [1] the relation of $F_{\pi}$ to $F_{0}$ is as given in Ref. [12] (where electromagnetic corrections are neglected as well) for the isospin limit; accordingly, we also use the correction $\Delta_{F}$ without isospin breaking as given therein. More specifically, in [12] these quantities are defined to be isospin-symmetric at the level of quark masses, i.e. using only $\hat{m}$ and $m_{s}$, whereas the tadpole loop contributions to them are written therein in terms of meson masses for convenience. Neglecting terms proportional to $e^{2}$ or $\delta$, according to (2.13) one can easily identify at leading chiral order $M_{\pi}^{2}=2 B_{0} \hat{m}$ and $M_{K}^{2}=B_{0}\left(m_{s}+\hat{m}\right)$ both for the charged meson masses and the meson masses in the isospin limit, when replacing these quark-mass isospin-symmetric meson masses inside the loop functions by physical meson masses. If one were to neglect only electromagnetic corrections at LO, the charged pion mass is fine, whereas for the kaons only the average mass excludes strong corrections. However, as soon as such corrections to the meson masses are considered as in [1, one is forced to use the neutral masses (cf. the discussion of or conventions for the isospin limit and the ordering scheme in isospin-breaking parameters in Sect.2.2.3), which in turn lead to strong effects at $\mathcal{O}\left(\delta^{2}\right)$ and $\mathcal{O}(\delta)$ for the pions and the kaons, respectively. While these effects, in combination with the prefactor of $\delta$ mentioned above, are beyond the scope of [1] , this prescription for the kaon tadpoles contained in $\Delta_{F_{\pi}}$ and $\Delta_{F}$ affects the amplitudes at $\mathcal{O}\left(\delta^{2}\right)$ : in fact, without the following amendment, both amplitudes are neither finite nor independent of the renormalization scale at this order.

[^37]According to the relation (cf. (2.18))

$$
\begin{align*}
B_{0}\left(m_{s}+\hat{m}\right) & =\frac{1}{8}\left[3\left(M_{\eta}^{2}+M_{\pi^{0}}^{2}\right)+2\left(M_{K}^{2}+M_{K^{0}}^{2}-M_{\pi}^{2}\right)\right]+\mathcal{O}\left(p^{4}\right) \\
& =\frac{1}{2}\left[M_{K}^{2}+M_{K^{0}}^{2}-2 F_{0}^{2} Z e^{2}\right]+\mathcal{O}\left(p^{4}\right) \\
& =\frac{1}{4}\left[3 M_{\eta}^{2}+M_{\pi^{0}}^{2}\right]+\mathcal{O}\left(\delta^{2}, p^{4}\right) \tag{A.13}
\end{align*}
$$

these effects at $\mathcal{O}\left(\delta^{2}\right)$ - spuriously introduced in [1] can be avoided by using the (however unphysical) tadpole function (cf. (A.2))

$$
\begin{equation*}
\Delta_{K^{0}} \rightarrow \Delta_{3 \eta \pi^{0}}=\left.\Delta_{a}\right|_{4 M_{a}^{2}=3 M_{\eta}^{2}+M_{\pi^{0}}^{2}} \tag{A.14}
\end{equation*}
$$

which is isospin-symmetric and finite at $\mathcal{O}(\delta)$, in the definitions of $\Delta_{F_{\pi}}$ and $\Delta_{F}$ instead of $\Delta_{K^{0}}$ as used in [1]. Thereby, contrary to [1] we have to use

$$
\begin{align*}
\Delta_{F_{\pi}} & =\frac{1}{F_{\pi}^{2}}\left\{6\left(M_{\eta}^{2}+M_{\pi^{0}}^{2}\right) L_{4}+4 M_{\pi^{0}}^{2} L_{5}-\Delta_{\pi^{0}}-\frac{\Delta_{3 \eta \pi^{0}}}{2}\right\}+\mathcal{O}\left(e^{2}, \delta^{2}, p^{4}\right) \\
\Delta_{F} & =\frac{1}{F_{\pi}^{2}}\left\{3\left(M_{\eta}^{2}-M_{\pi^{0}}^{2}\right) L_{5}+\frac{1}{8}\left[5 \Delta_{\pi^{0}}-3 \Delta_{\eta}-2 \Delta_{3 \eta \pi^{0}}\right]\right\}+\mathcal{O}\left(e^{2}, \delta^{2}, p^{4}\right) \tag{A.15}
\end{align*}
$$

leading to slightly modified NLO tree-like amplitudes $\mathcal{A}_{c / n}^{\text {tree }}$, which are stated explicitly in the two following sections. Of course, we have explicitly verified that the correspondingly modified full NLO amplitudes $\mathcal{A}_{c / n}^{\mathrm{NLO}}$ (see [1] for the precise definitions) are both finite and scale-independent also at $\mathcal{O}\left(\delta^{2}\right)$.

## A.2.1 $\quad \eta \rightarrow \pi^{0} \pi^{+} \pi^{-}$decay amplitude

In comparison with the formula for the total NLO tree-like amplitude $\mathcal{A}_{c}^{\text {tree }}$ as given as equation (A.22) in [1] applying the corrections to include all contributions at $\mathcal{O}\left(\delta^{2}\right)$ as discussed in the previous section amounts to changing the seventh line according to

$$
\begin{align*}
& \left(11 M_{\eta}^{2}-3 M_{\pi^{0}}^{2}\right) \frac{\Delta_{K}}{2}+\left(5 M_{\eta}^{2}+7 M_{\pi^{0}}^{2}\right) \frac{\Delta_{K^{0}}}{2} \\
= & \frac{1}{2}\left(3 M_{\eta}^{2}-5 M_{\pi^{0}}^{2}\right)\left(\Delta_{K}-\Delta_{K^{0}}\right)+\left(4 M_{\eta}^{2}+M_{\pi^{0}}^{2}\right)\left(\Delta_{K}+\Delta_{K^{0}}\right) \\
\rightarrow & \frac{1}{2}\left(3 M_{\eta}^{2}-5 M_{\pi^{0}}^{2}\right)\left(\Delta_{K}+\Delta_{K^{0}}-2 \Delta_{3 \eta \pi^{0}}\right)+\left(4 M_{\eta}^{2}+M_{\pi^{0}}^{2}\right)\left(\Delta_{K}+\Delta_{K^{0}}\right) \\
= & \frac{1}{2}\left(11 M_{\eta}^{2}-3 M_{\pi^{0}}^{2}\right)\left(\Delta_{K}+\Delta_{K^{0}}\right)-\left(3 M_{\eta}^{2}-5 M_{\pi^{0}}^{2}\right) \Delta_{3 \eta \pi^{0}} \tag{A.16}
\end{align*}
$$

Moreover, the tadpole function $\Delta_{3 \eta \pi^{0}}$ enters in lines 10 and 17 both via $\Delta_{K^{0}} \rightarrow \Delta_{3 \eta \pi^{0}}$. Although the latter changes only affect even higher orders in isospin breaking, so that one could also just keep the original $\Delta_{K^{0}}$ up to corrections of $\mathcal{O}\left(e^{2} \delta^{2}\right)$, we use $\Delta_{3 \eta \pi^{0}}$ throughout for the sake of clarity.

The full formula for the charged decay then reads

$$
\begin{align*}
& \mathcal{A}_{c}^{\text {tree }}=\frac{\Delta_{K}-\Delta_{K^{0}}}{6 \sqrt{3} F_{\pi}^{4}}\left[\frac{\left(3 s-4 M_{\pi^{0}}^{2}\right) 2 M_{\eta}^{2}}{M_{\eta}^{2}-M_{\pi^{0}}^{2}}-\left(2 M_{\eta}^{2}-M_{\pi^{0}}^{2}\right)\right] \\
& +\frac{e^{2}\left(3 s-4 M_{\pi^{0}}^{2}\right) 4 M_{\pi^{0}}^{2}}{9 \sqrt{3} F_{\pi}^{2}\left(M_{\eta}^{2}-M_{\pi^{0}}^{2}\right)}\left[3\left(K_{3}-K_{4} / 2\right)-\left(K_{5}+K_{6}\right)+\left(K_{9}+K_{10}\right)\right] \\
& -\frac{1}{Q^{2} 2 \sqrt{3} F_{\pi}^{2} M_{\pi^{0}}^{2}}\{ \\
& \times\left(3 s-4 M_{\pi^{0}}^{2}\right)\left[\frac{3 M_{\eta}^{2}+M_{\pi^{0}}^{2}}{8}+\frac{M_{\eta}^{2}}{2} \Delta_{\mathrm{GMO}}+\frac{\left(3 M_{\eta}^{2}+M_{\pi^{0}}^{2}\right) M_{\pi^{0}}^{2}+\Delta M_{\pi}^{2} 6 M_{\eta}^{2}}{3\left(M_{\eta}^{2}-M_{\pi^{0}}^{2}\right)} \Delta_{F}\right. \\
& +\frac{1}{24 F_{\pi}^{2}}\left(\left(\Delta_{\pi}-\Delta_{\pi^{0}}\right)\left(21 M_{\eta}^{2}+M_{\pi^{0}}^{2}\right)+\frac{3 M_{\eta}^{2}+M_{\pi^{0}}^{2}}{M_{\eta}^{2}-M_{\pi^{0}}^{2}}\left\{\frac{1}{2}\left(11 M_{\eta}^{2}-3 M_{\pi^{0}}^{2}\right)\left(\Delta_{K}+\Delta_{K^{0}}\right)\right.\right. \\
& \left.-\left(3 M_{\eta}^{2}-5 M_{\pi^{0}}^{2}\right) \Delta_{3 \eta \pi^{0}}-\left(M_{\eta}^{2}+M_{\pi^{0}}^{2}\right)\left(\Delta_{\pi}+\Delta_{\pi^{0}}\right)-3\left(3 M_{\eta}^{2}-M_{\pi^{0}}^{2}\right) \Delta_{\eta}\right\} \\
& \left.\left.+\frac{\Delta M_{\pi}^{2} 6 M_{\eta}^{2}}{M_{\eta}^{2}-M_{\pi^{0}}^{2}}\left\{4\left(\Delta_{K}-\Delta_{\pi}\right)+2 \Delta_{3 \eta \pi^{0}}-5 \Delta_{\pi^{0}}+3 \Delta_{\eta}\right\}\right)\right] \\
& -\left(3 M_{\eta}^{2}+M_{\pi^{0}}^{2}\right)\left[\frac{M_{\pi^{0}}^{2}}{3} \Delta_{\mathrm{GMO}}+\frac{\Delta M_{\pi}^{2}\left(M_{\eta}^{2}+M_{\pi^{0}}^{2}\right)}{M_{\eta}^{2}-M_{\pi^{0}}^{2}} \Delta_{F}\right. \\
& -\frac{L_{3}}{2 F_{\pi}^{2}}\left(\left(s-M_{\eta}^{2}\right)\left(s-2 \Delta M_{\pi}^{2}\right)+2 t u-\left(3 s+2 \Delta M_{\pi}^{2}\right) M_{\pi^{0}}^{2}\right) \\
& +\frac{1}{96 F_{\pi}^{2}\left(M_{\eta}^{2}-M_{\pi^{0}}^{2}\right)}\left(\left(\Delta_{\pi}-\Delta_{\pi^{0}}\right)\left(5 M_{\eta}^{4}-40 M_{\eta}^{2} M_{\pi^{0}}^{2}-13 M_{\pi^{0}}^{4}\right)\right. \\
& +4\left(M_{\eta}^{4}+11 M_{\eta}^{2} M_{\pi^{0}}^{2}+4 M_{\pi^{0}}^{4}\right)\left(\Delta_{K}+\Delta_{K^{0}}\right)-2\left(M_{\eta}^{4}+48 M_{\eta}^{2} M_{\pi^{0}}^{2}-M_{\pi^{0}}^{4}\right) \Delta_{\eta} \\
& -\left(M_{\eta}^{4}+15 M_{\pi^{0}}^{4}\right)\left(\Delta_{\pi}+\Delta_{\pi^{0}}\right)+\Delta M_{\pi^{2}}^{2} 4\left\{3\left(M_{\eta}^{2}+M_{\pi^{0}}^{2}\right)\left(2 \Delta_{3 \eta \pi^{0}}-5 \Delta_{\pi^{0}}+3 \Delta_{\eta}\right)\right. \\
& \left.\left.\left.-2\left(3 M_{\eta}^{2}-11 M_{\pi^{0}}^{2}\right) \Delta_{K}-4\left(3 M_{\eta}^{2}+M_{\pi^{0}}^{2}\right) \Delta_{\pi}\right\}\right)\right] \\
& -e^{2}\left(3 s-4 M_{\pi^{0}}^{2}\right)\left[\frac{15 M_{\eta}^{2}+M_{\pi^{0}}^{2}}{64 \pi^{2}}-3 M_{\eta}^{2} \frac{\Delta_{K}-\Delta_{\pi}}{M_{\eta}^{2}-M_{\pi^{0}}^{2}}+\frac{3 M_{\eta}^{2}+M_{\pi^{0}}^{2}}{3}\left(\frac{3}{64 \pi^{2}} \log \frac{m_{\gamma}^{2}}{M_{\pi}^{2}}\right.\right. \\
& \left.+\frac{3}{4} \frac{\Delta_{\pi}}{M_{\pi}^{2}}+\left(K_{1}+K_{2}\right)+K_{5}-\frac{M_{\pi^{0}}^{2}}{3} \frac{3\left(K_{3}-K_{4} / 2\right)-\left(K_{5}+K_{6}\right)+\left(K_{9}+K_{10}\right)}{M_{\eta}^{2}-M_{\pi^{0}}^{2}}\right) \\
& \left.-\left(2 M_{\eta}^{2}-\frac{M_{\pi^{0}}^{2}}{3}\right)\left(K_{3}-K_{4} / 2\right)-M_{\eta}^{2}\left(K_{9}-5 K_{10}-6 K_{11}\right)\right] \\
& +e^{2}\left(3 M_{\eta}^{2}+M_{\pi^{0}}^{2}\right)\left[\frac{M_{\pi^{0}}^{2}}{16 \pi^{2}}-2 M_{\pi^{0}}^{2} \frac{\Delta_{K}-\Delta_{\pi}}{M_{\eta}^{2}-M_{\pi^{0}}^{2}}+\frac{3}{4} \Delta_{\pi}+\frac{3}{2}\left(M_{\eta}^{2}-M_{\pi^{0}}^{2}\right)\left(K_{3}-K_{4} / 2\right)\right. \\
& \left.\left.-\frac{M_{\pi^{0}}^{2}}{3} K_{5}-M_{\eta}^{2} K_{6}+3\left(M_{\eta}^{2}+M_{\pi^{0}}^{2}\right)\left(K_{10}+K_{11}\right)\right]\right\}+\mathcal{O}\left(e^{2} \delta^{2}, \delta^{3}, p^{6}\right) . \tag{A.17}
\end{align*}
$$

## A.2.2 $\quad \eta \rightarrow 3 \pi^{0}$ decay amplitude

For the neutral decay in analogy, the amplitude $\mathcal{A}_{n}^{\text {tree }}$ given as equation (A.25) in [1] needs to be modified in the sixth line according to

$$
\begin{equation*}
\left(\Delta_{K}-\Delta_{K^{0}}\right) \rightarrow\left(\Delta_{K}+\Delta_{K^{0}}-2 \Delta_{3 \eta \pi^{0}}\right) \tag{A.18}
\end{equation*}
$$

Together with the related optional (higher-order) change $\Delta_{K^{0}} \rightarrow \Delta_{3 \eta \pi^{0}}$ in line 10, the complete formula takes the form

$$
\begin{align*}
& \mathcal{A}_{n}^{\text {tree }}= \frac{\left(\Delta_{K}-\Delta_{K^{0}}\right) M_{\pi^{0}}^{2}}{2 \sqrt{3} F_{\pi}^{4}}+\frac{e^{2} 4 M_{\pi^{0}}^{2}}{3 \sqrt{3} F_{\pi}^{2}}\left[3\left(K_{3}-K_{4} / 2\right)-\left(K_{5}+K_{6}\right)+\left(K_{9}+K_{10}\right)\right] \\
&- \frac{1}{Q^{2} 2 \sqrt{3} F_{\pi}^{2} M_{\pi^{0}}^{2}}\{ \\
& \times\left(3 M_{\eta}^{2}+M_{\pi^{0}}^{2}\right)\left[\frac{3}{8}\left(M_{\eta}^{2}-M_{\pi^{0}}^{2}\right)+M_{\pi^{0}}^{2} \Delta_{F}\right. \\
&+ \frac{1}{32 F_{\pi}^{2}\left(M_{\eta}^{2}-M_{\pi^{0}}^{2}\right)}\left(\left(\Delta_{\pi}-\Delta_{\pi^{0}}\right) 3 \frac{27 M_{\eta}^{6}-47 M_{\eta}^{4} M_{\pi^{0}}^{2}+69 M_{\eta}^{2} M_{\pi^{0}}^{4}+15 M_{\pi^{0}}^{6}}{3 M_{\eta}^{2}+M_{\pi^{0}}^{2}}\right. \\
&-2 \frac{51 M_{\eta}^{6}-199 M_{\eta}^{4} M_{\pi^{0}}^{2}-51 M_{\eta}^{2} M_{\pi^{0}}^{4}+7 M_{\pi^{0}}^{6}}{3 M_{\eta}^{2}+M_{\pi^{0}}^{2}} \Delta_{\eta}-\left(3 M_{\eta}^{4}-19 M_{\pi^{0}}^{4}\right)\left(\Delta_{\pi}+\Delta_{\pi^{0}}\right) \\
&\left.-4\left(M_{\eta}^{2}-M_{\pi^{0}}^{2}\right)\left(3 M_{\eta}^{2}-5 M_{\pi^{0}}^{2}\right) \Delta_{3 \eta \pi^{0}}+2\left(9 M_{\eta}^{4}-36 M_{\eta}^{2} M_{\pi^{0}}^{2}-5 M_{\pi^{0}}^{4}\right)\left(\Delta_{K}+\Delta_{K^{0}}\right)\right) \\
&-\frac{e^{2}}{3}\left(3\left(M_{\eta}^{2}-M_{\pi^{0}}^{2}\right)\left(K_{1}+K_{2}\right)-6\left(M_{\eta}^{2}+M_{\pi^{0}}^{2}\right)\left(K_{3}-K_{4} / 2\right)\right. \\
&\left.\left.+\left(3 M_{\eta}^{2}+M_{\pi^{0}}^{2}\right)\left(K_{5}+K_{6}\right)-7 M_{\pi^{0}}^{2}\left(K_{9}+K_{10}\right)\right)\right] \\
&+\left(3 M_{\eta}^{4}-9 M_{\eta}^{2} M_{\pi^{0}}^{2}-2 M_{\pi^{0}}^{4}\right)\left[\frac{\Delta_{\mathrm{GMO}}}{2}\right. \\
&+\frac{\Delta M_{\pi}^{2}}{M_{\eta}^{2}-M_{\pi^{0}}^{2}}\left(2 \Delta_{F}+\frac{1}{4 F_{\pi}^{2}}\left\{4\left(\Delta_{K}-\Delta_{\pi}\right)+2 \Delta_{3 \eta \pi^{0}}-5 \Delta_{\pi^{0}}+3 \Delta_{\eta}\right\}\right) \\
&\left.\left.+e^{2}\left(3 \frac{\Delta_{K}-\Delta_{\pi}}{M_{\eta}^{2}-M_{\pi^{0}}^{2}}-\frac{3}{16 \pi^{2}}+3\left(K_{3}-K_{4} / 2\right)+\left(K_{9}-5 K_{10}-6 K_{11}\right)\right)\right]\right\} \\
&+\mathcal{O}\left(e^{2} \delta^{2}, \delta^{3}, p^{6}\right) . \tag{A.19}
\end{align*}
$$

## A. 3 Numerical input

Here, we give the input data as used for the numerical evaluation of the $\eta \rightarrow 3 \pi$ decay


For the meson masses and decay constants we employ the values given in Tab. A.2 \#7 where for the kaon decay constant in fact we use $F_{K}=1.193 F_{\pi}$ relying on Standard Model

[^38]| $p$ | $\pi^{0}$ | $\pi$ | $K$ | $K^{0}$ | $\eta$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $M_{p}[\mathrm{MeV}]$ | 134.98 | 139.57 | 493.68 | 497.61 | 547.85 |
| $F_{p}[\mathrm{MeV}]$ |  | 92.2 | $110.0^{*}$ |  |  |

Table A.2: Meson masses and decay constants according to [131]. See main text for details.

| $i$ | 1 | 2 | 3 | 4 | 5 | 6 | 9 | 10 | 11 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $10^{3} \times K_{i}^{r}$ | -2.7 | 0.7 | 2.7 | 1.4 | 11.6 | 2.8 | $0^{*}$ | 4.0 | 1.3 |
| $4 \times \Sigma_{i}$ | 3 | $4 Z$ | -3 | $8 Z$ | -9 | $6 Z$ | -1 | $1+6 Z$ | $1 / 2$ |

Table A.3: Electromagnetic LECs at NLO and scaling coefficients. See main text for details.
electroweak couplings (133] (also being in agreement with recent three-flavor lattice QCD averages $[100-102]$ ). The electric charge and the quark mass double ratio are evaluated using

$$
\begin{equation*}
e^{2}=\frac{4 \pi}{137.036}, \quad Q=24.2 \approx Q_{D} \tag{A.20}
\end{equation*}
$$

and the photon cutoff energy $E_{\text {cut }}$ is set to a typical detector resolution of 10 MeV . For the only strong LEC not expressed in terms of physical observables, we use the (finite) value [134] \#8

$$
\begin{equation*}
L_{3}=-3.5 \times 10^{-3} \tag{A.21}
\end{equation*}
$$

As we concentrate on the electromagnetic corrections in this article, we do not consider uncertainties for $L_{3}$. For the remaining next-to-leading order electromagnetic low-energy constants $K_{i}^{r}$, we rely on the estimates in [112, 113, 136] (cf. [137] and see also [110, 138] for further alternatives; for the recent status of lattice $\mathrm{QCD}(+\mathrm{QED})$ results on strong and electromagnetic LECs see [100]) using the Feynman gauge and given at the scale $\mu=M_{\rho}=0.770 \mathrm{GeV}$ as collected in Tab. A.3 \#9 Since no number for $K_{9}^{r}$ is offered, we use $K_{9}^{r}=0$ according to the earlier evaluation [137].

The uncertainties in the $K_{i}^{r}$ are difficult to assess, but they are the dominant sources of uncertainties for the electromagnetic corrections. Hence, we adopt the following procedure: since the values of the renormalized LECs at two different scales are related by

$$
\begin{equation*}
K_{i}^{r}\left(\mu_{2}\right)=K_{i}^{r}\left(\mu_{1}\right)+\frac{\Sigma_{i}}{16 \pi^{2}} \ln \frac{\mu_{1}}{\mu_{2}} \tag{A.22}
\end{equation*}
$$

it appears natural to use correlated errors due to a variation of scale according to

$$
\begin{equation*}
K_{i}^{r} \rightarrow K_{i}^{r} \pm \frac{\Sigma_{i}}{16 \pi^{2}} \tag{A.23}
\end{equation*}
$$

where the respective coefficients according to [14] are also displayed in Tab. A.3. This procedure has the advantage that the resulting error estimate is invariant under a redefinition

[^39]of the effective electromagnetic NLO Lagrangian, in contrast to a more naive uncorrelated variation of all $K_{i}^{r}$ according to $K_{i}^{r} \pm 1 / 16 \pi^{2}$. However, in some cases (most notably for the normalization of the DKM amplitude for $\eta \rightarrow \pi^{0} \pi^{+} \pi^{-}$), an accidental cancellation between the various $\Sigma_{i}$ when applying (A.23) leads to an unrealistically small error. In those cases, we have replaced the $\Sigma_{i}$ by 1 in (A.23) and marked the corresponding errors, thus obtained in a non-standard way, by an asterisk in Tables 3.1, 3.3, and 3.4]

## Appendix B

## Derivation of the $\Delta I=1$ amplitude relation

In this appendix, we derive the important $\Delta I=1$ amplitude relation (2.46) by explicitly proving the corresponding necessary statements made in Sect. 2.2.3 (cf. [13, 139, 140]).

To begin with, we explicitly demonstrate that the sources for both strong and electromagnetic isospin breaking as given in Chap. 1 comprise the necessary $\Delta I=1$ operators. For this purpose, let us recall the fact that the pions transform like (iso-)vectors under isospin rotations; more specifically, in the Cartesian basis $\pi^{k} \mapsto R^{k a} \pi^{a}$ with $R \in O(3)$ (i.e. under the representation $\mathcal{D}^{1}$ of $\left.S U(2)\right)$.

The strong isospin-breaking operator from $\mathcal{H}_{\mathrm{QCD}}=\bar{q} \mathcal{M} q$ in (1.1) entails the difference $(\bar{u} u-\bar{d} d)=\bar{q} \lambda^{3} q$, where $\mathcal{M}$ denotes the quark mass matrix defined in (2.3), $\lambda^{3}=\operatorname{diag}(1,-1,0)$ is the third Gell-Mann matrix, and $q=(u, d, s)^{T}$ collects the light and strange quark field operators. The latter transform as $q \mapsto U q$ with $U \in S U(3)$, so that $\bar{q} \lambda^{n} q \mapsto \bar{q} U^{\dagger} \lambda^{n} U q$. For pure $u-d$ isospin rotations, i.e. $\lambda^{n}=\operatorname{diag}\left(\tau^{n}, 0\right)$ with Pauli matrices $\tau^{n}$ for $n \in\{1,2,3\}$ and $U=\operatorname{diag}(V, 1)$ with $V \in S U(2)$, one has

$$
\begin{equation*}
\left(U^{\dagger} \lambda^{n} U\right)^{\dagger}=U^{\dagger} \lambda^{n} U=\operatorname{diag}(\tilde{V}, 0)=\tilde{R}^{n d} \lambda^{d} \tag{B.1}
\end{equation*}
$$

where $\tilde{V} \in S U(2), \operatorname{tr} \tilde{V}=0, d \in\{1,2,3\}$, and some real $3 \times 3$ coefficient matrix $\tilde{R}$, since the Gell-Mann (Pauli) matrices form a basis of the traceless $S U(3)(S U(2))$ matrices. From

$$
\begin{equation*}
\operatorname{tr}\left\{U^{\dagger} \lambda^{k} U U^{\dagger} \lambda^{l} U\right\}=\operatorname{tr}\left\{\lambda^{k} \lambda^{l}\right\}=2 \delta^{k l} \tag{B.2}
\end{equation*}
$$

which is valid for all $\lambda^{a}$ with $a \in\{1,2, \ldots, 8\}$, on the one hand and

$$
\begin{equation*}
\operatorname{tr}\left\{U^{\dagger} \lambda^{k} U U^{\dagger} \lambda^{l} U\right\}=\operatorname{tr}\left\{\tilde{R}^{k m} \lambda^{m} \tilde{R}^{l n} \lambda^{n}\right\}=\tilde{R}^{k m} \tilde{R}^{l n} 2 \delta^{m n}=2\left(\tilde{R} \tilde{R}^{T}\right)^{k l} \tag{B.3}
\end{equation*}
$$

on the other hand, one can conclude that $\tilde{R} \tilde{R}^{T}=\mathbb{1}$ and hence $\tilde{R} \in O(3)$, too. Thus, these pure isospin rotations can be uniformly described by a matrix $R \in O(3)$ both for the pions and the light quarks, i.e. the operator $\bar{q} \lambda^{n} q$ transforms exactly as a pion, $\bar{q} \lambda^{n} q \mapsto R^{n d} \bar{q} \lambda^{d} q$, and carries the quantum numbers $I=1$ and $I^{3}=0$ (the latter following from $\bar{q} q$ being neutral, cf. the Gell-Mann-Nishijima formula $Q=I^{3}+Y / 2$ discussed in Sect. 2.2.3). Accordingly, it generates transitions between states with $\Delta I=1$ and $\Delta I^{3}=0$, thus violating the conservation of the total isospin but conserving its third component (i.e. the electromagnetic charge).

The electromagnetic isospin-breaking operator corresponding to $\mathcal{H}_{\mathrm{QED}}$ in (1.2), in turn, comprises a virtual-photon propagator and two electromagnetic currents, which in terms of the quark field operators and the quark charge matrix defined in (2.7) read $j_{\mu}=\bar{q} \frac{\mathcal{Q}}{e} \gamma_{\mu} q$, thus also containing the difference $\bar{q} \lambda^{3} q$. Furthermore, according to the Gell-Mann-Nishijima formula these currents can be decomposed into an isovector component $j_{\mu}^{3}$ and an isoscalar component $j_{\mu}^{Y}$ as $j_{\mu}=j_{\mu}^{3}+j_{\mu}^{Y} / 2$. Since the product $j_{\mu} j_{\nu}$ is even under charge conjugation, only the interference term $\left(j_{\mu}^{3} j_{\nu}^{Y}+j_{\mu}^{Y} j_{\nu}^{3}\right)$ (corresponding to $I=1$ ) carries the proper $G$-parity of -1 . Moreover, from charge conservation it is clear that it must have $I^{3}=0$, so that again $\Delta I=1$ and $\Delta I^{3}=0$.

Therefore, we can conclude that for both strong and electromagnetic leading-order isospin breaking the corresponding operator transforms as an isovector like the pions and is neutral, which means that it carries the isospin component index 3 (referring to the Cartesian basis). Since the pion states in the charge basis and the Cartesian basis are simply linear combinations of each other, see $\# 1$ of Chap. 2, we can generically write (cf. (2.27))

$$
\begin{equation*}
i(2 \pi)^{4} \delta^{(4)}\left(p_{\eta}-p_{\text {out }}\right) \mathcal{A}^{k l m}\left(s_{1}, s_{2}, s_{3}\right)=\left\langle\pi_{1}^{k} \pi_{2}^{l} \pi_{3}^{m} \mid \eta\right\rangle=\left\langle\pi_{1}^{k} \pi_{2}^{l} \pi_{3}^{m}\right| \widehat{\mathcal{O}}_{e^{2}, \delta}^{n=3}|\eta\rangle+\mathcal{O}\left(e^{4}, e^{2} \delta, \delta^{2}\right) \tag{B.4}
\end{equation*}
$$

where the three outgoing pions have to be in a state with total $I=1$ and $I^{3}=0$. Neglecting isospin-breaking corrections beyond the leading order already contained in $\widehat{\mathcal{O}}_{e^{2}, \delta}^{n=3}$, we have invariance under isospin rotations, \#1
$A^{k l m, n}=i(2 \pi)^{4} \delta^{(4)}\left(p_{\eta}-p_{\text {out }}\right) \mathcal{A}^{k l m, n}\left(s_{1}, s_{2}, s_{3}\right)=\left\langle\pi_{1}^{k} \pi_{2}^{l} \pi_{3}^{m}\right| \widehat{\mathcal{O}}_{e^{2}, \delta}^{n}|\eta\rangle=R^{k a} R^{l b} R^{m c} R^{n d} A^{a b c, d}$.
Defining row vectors of the rotation matrix $R$ via $w^{a}=R^{k a}, x^{b}=R^{l b}, y^{c}=R^{m c}$, and $z^{d}=R^{n d}$ depending on the isospin indices $k, l, m, n \in\{1,2,3\}$ (thus at least two of the four vectors $\mathbf{w}, \mathbf{x}, \mathbf{y}, \mathbf{z}$ are identical), the previous equation can be rewritten as

$$
\begin{equation*}
f(\mathbf{w}, \mathbf{x}, \mathbf{y}, \mathbf{z})=w^{a} x^{b} y^{c} z^{d} A^{a b c, d} \tag{B.6}
\end{equation*}
$$

Another rotation by $R$ then amounts to the inverse rotation $R^{T}$ acting on each of the four argument vectors,

$$
\begin{align*}
f(\mathbf{w}, \mathbf{x}, \mathbf{y}, \mathbf{z}) \mapsto w^{a} x^{b} y^{c} z^{d} R^{a o} R^{b p} R^{c q} R^{d r} A^{o p q, r} & =\left(R^{T} \mathbf{w}\right)^{o}\left(R^{T} \mathbf{x}\right)^{p}\left(R^{T} \mathbf{y}\right)^{q}\left(R^{T} \mathbf{z}\right)^{r} A^{o p q, r} \\
& =f\left(R^{T} \mathbf{w}, R^{T} \mathbf{x}, R^{T} \mathbf{y}, R^{T} \mathbf{z}\right) \tag{B.7}
\end{align*}
$$

and since $f$ is required to be invariant under such rotations, it can only depend on scalar products of these vectors. As $f$ depends linearly on all of its arguments, moreover, we can decompose it according to

$$
\begin{equation*}
f(\mathbf{w}, \mathbf{x}, \mathbf{y}, \mathbf{z})=(\mathbf{z} \cdot \mathbf{w})(\mathbf{x} \cdot \mathbf{y}) A_{1}+(\mathbf{z} \cdot \mathbf{x})(\mathbf{w} \cdot \mathbf{y}) A_{2}+(\mathbf{z} \cdot \mathbf{y})(\mathbf{w} \cdot \mathbf{x}) A_{3} \tag{B.8}
\end{equation*}
$$

where the scalar products reduce to e.g.

$$
\begin{equation*}
(\mathbf{z} \cdot \mathbf{w})(\mathbf{x} \cdot \mathbf{y})=\left(R^{n d} R^{k d}\right)\left(R^{l b} R^{m b}\right)=\left(R R^{T}\right)^{n k}\left(R R^{T}\right)^{l m}=\delta^{n k} \delta^{l m} \tag{B.9}
\end{equation*}
$$

and in analogy for the others, so that

$$
\begin{equation*}
A^{k l m, n}=\delta^{n k} \delta^{l m} A_{1}+\delta^{n l} \delta^{m k} A_{2}+\delta^{n m} \delta^{k l} A_{3} \tag{B.10}
\end{equation*}
$$

[^40]With the definitions $A_{i}=i(2 \pi)^{4} \delta^{(4)}\left(p_{\eta}-p_{\text {out }}\right) \mathcal{A}_{i}$ (cf. (B.5) $)$ we therefore have

$$
\begin{align*}
\left\langle\pi_{1}^{k}\left(p_{1}\right) \pi_{2}^{l}\left(p_{2}\right) \pi_{3}^{m}\left(p_{3}\right)\right| & \widehat{\mathcal{O}}_{e^{2}, \delta}^{n}\left|\eta\left(p_{\eta}\right)\right\rangle=i(2 \pi)^{4} \delta^{(4)}\left(p_{\eta}-\left(p_{1}+p_{2}+p_{3}\right)\right)  \tag{B.11}\\
& \times\left[\delta^{n k} \delta^{m} \mathcal{A}_{1}\left(s_{1}, s_{2}, s_{3}\right)+\delta^{n l} \delta^{m k} \mathcal{A}_{2}\left(s_{1}, s_{2}, s_{3}\right)+\delta^{n m} \delta^{k l} \mathcal{A}_{3}\left(s_{1}, s_{2}, s_{3}\right)\right] .
\end{align*}
$$

From the invariance of the full amplitude $\mathcal{A}^{k l m, n}\left(s_{1}, s_{2}, s_{3}\right)$ under permutations of the outgoing pions we can conclude for each pion $\pi_{i}$ with $i \in\{1,2,3\}$ by simultaneously interchanging both the isospin indices and the 4 -momenta of the other two pions (thus also interchanging the respective Mandelstam variables), that $\mathcal{A}_{i}$ is invariant under this operation whereas the other two amplitudes are interchanged, e.g. for $i=1$

$$
l \leftrightarrow m \quad \text { and } \quad p_{2} \leftrightarrow p_{3} \quad\left(s_{2} \leftrightarrow s_{3}\right) \quad \Rightarrow \quad \begin{align*}
& \mathcal{A}_{1}\left(s_{1}, s_{2}, s_{3}\right)=\mathcal{A}_{1}\left(s_{1}, s_{3}, s_{2}\right) \quad \text { and } \\
& \mathcal{A}_{2}\left(s_{1}, s_{2}, s_{3}\right)=\mathcal{A}_{3}\left(s_{1}, s_{3}, s_{2}\right) \tag{B.12}
\end{align*}
$$

and in analogy for the cyclic permutations of 123. Combining these relations yields

$$
\begin{equation*}
\mathcal{A}^{k l m, n}\left(s_{1}, s_{2}, s_{3}\right)=\delta^{n k} \delta^{l m} \mathcal{A}_{1}\left(s_{1}, s_{2}, s_{3}\right)+\delta^{n l} \delta^{m k} \mathcal{A}_{1}\left(s_{2}, s_{3}, s_{1}\right)+\delta^{n m} \delta^{k l} \mathcal{A}_{1}\left(s_{3}, s_{1}, s_{2}\right) \tag{B.13}
\end{equation*}
$$

resembling the structure of the $\pi \pi$ scattering amplitude for general $n$, and for the special case $n=3$ corresponding to $\eta \rightarrow 3 \pi$ we can read off (cf. (B.4))

$$
\begin{align*}
& \mathcal{A}^{311}\left(s_{1}, s_{2}, s_{3}\right)=\mathcal{A}^{322}\left(s_{1}, s_{2}, s_{3}\right)=A_{1}\left(s_{1}, s_{2}, s_{3}\right)+\mathcal{O}\left(e^{4}, e^{2} \delta, \delta^{2}\right) \\
& \mathcal{A}^{333}\left(s_{1}, s_{2}, s_{3}\right)=A_{1}\left(s_{1}, s_{2}, s_{3}\right)+\mathcal{A}_{1}\left(s_{2}, s_{3}, s_{1}\right)+\mathcal{A}_{1}\left(s_{3}, s_{1}, s_{2}\right)+\mathcal{O}\left(e^{4}, e^{2} \delta, \delta^{2}\right) \tag{B.14}
\end{align*}
$$

With $\left|\pi^{0}\right\rangle=\left|\pi^{3}\right\rangle$ (up to isospin breaking corrections, cf. Sect. [2.1.2] and \#1 of Chap. (2) and

$$
\begin{equation*}
\left|\pi^{ \pm}\right\rangle=\frac{1}{\sqrt{2}}\left\{\left|\pi^{1}\right\rangle \pm i\left|\pi^{2}\right\rangle\right\} \quad \Rightarrow \quad\left|\pi^{0}\right\rangle\left|\pi^{+}\right\rangle\left|\pi^{-}\right\rangle=\frac{1}{2}\left|\pi^{3}\right\rangle\left\{\left|\pi^{1}\right\rangle\left|\pi^{1}\right\rangle+\left|\pi^{2}\right\rangle\left|\pi^{2}\right\rangle\right\} \tag{B.15}
\end{equation*}
$$

leading to the identifications \#2

$$
\begin{equation*}
\mathcal{A}_{n}\left(s_{1}, s_{2}, s_{3}\right)=\mathcal{A}^{333}\left(s_{1}, s_{2}, s_{3}\right), \quad \mathcal{A}_{1}\left(s_{1}, s_{2}, s_{3}\right)=A_{c}\left(s_{1}, s_{2}, s_{3}\right), \tag{B.16}
\end{equation*}
$$

we thus can eventually infer the $\Delta I=1$ amplitude relation (2.46).

[^41]
## Part II

## Roy-Steiner equations for $\boldsymbol{\pi} \boldsymbol{N}$ scattering $\ddagger$

[^42]
## Chapter 6

## Introduction

Pion-nucleon $(\pi N)$ scattering is one of the most basic and fundamental processes in hadron physics. On the theoretical side it serves as the prototype reaction of meson-baryon scattering, and on the experimental side its good accessibility has enabled the collection of a large data basis. Consequently, a cornucopia of methods (e.g. dispersion relations, resonance models, quark models, and chiral perturbation theory (ChPT), just to name a few) have been utilized in a multitude of investigations for many decades. Nevertheless, the $\pi N$ scattering amplitude is still not known to sufficient precision in the low-energy region \#1 This imbalance is most evident in the scalar-isoscalar sector, which features the so-called pion-nucleon $\sigma$-term $\sigma_{\pi N}$, whose value is a measure of the light quark contribution to the nucleon mass (and it can also be related to its strange-quark contribution), see e.g. the classical paper [146]. To be specific, $\sigma_{\pi N}$ is defined as the value of the nucleon form factor $\sigma(t)$ of the scalar quark current $\hat{m}(\bar{u} u+\bar{d} d)$, which is thus also called the scalar form factor of the nucleon, at zero momentum transfer $t$ and hence explicitly reads

$$
\begin{align*}
\sigma_{\pi N} & =\sigma(0), & \hat{m} & =\frac{m_{u}+m_{d}}{2}, \\
\sigma(t) & =\frac{1}{2 m}\left\langle N\left(p^{\prime}\right)\right| \hat{m}(\bar{u} u+\bar{d} d)|N(p)\rangle, & t & =\left(p^{\prime}-p\right)^{2}, \tag{6.1}
\end{align*}
$$

where $\hat{m}$ denotes the average light quark mass and $m$ the nucleon mass. Besides its pivotal role in accounting for quark-mass effects in low-energy hadron physics, the $\pi N \sigma$-term has also gained renewed interest as it parameterizes the spin-independent cross section for possible dark matter candidates scattering off nuclei [147,148] (for a recent review cf. [149]). In principle, lattice quantum chromodynamics (QCD) would be the method of choice to pin down $\sigma_{\pi N}$ via a precise ab initio calculation - however, a direct computation of the scalar form factor necessarily involves contributions from quark-line disconnected diagrams (that feature importantly in isoscalar quantities in general) which is not yet under sufficient control. Similarly, the indirect extraction of the $\sigma$-term from the derivative of the nucleon mass is still hampered with systematic uncertainties related to the chiral extrapolations utilized, see e.g. [150]. Therefore, in this work we follow an alternative approach, namely setting up the powerful, dispersive machinery of Roy-Steiner (RS) equations, that will ultimately allow for a precise determination of the $\pi N$ scattering amplitude in the low-energy region.

[^43]Roy-Steiner equations, more specifically, are coupled integral equations for partial-wave amplitudes (partial waves) interrelated by crossing symmetry and unitarity relations, that are based on hyperbolic dispersion relations (HDRs), a particular kind of dispersion relations along hyperbolae in the Mandelstam plane. Generally, dispersion relations are a widely used tool that is built upon very general principles, such as Lorentz invariance, unitarity, crossing symmetry, and analyticity (the latter being closely related to causality). There are multiple uses of dispersion relations - they can be used for instance to stabilize extrapolation of experimental data to threshold and allow for a continuation into unphysical regions, as it is e.g. required for the extrapolation of the $\pi N$ scattering amplitude to the so-called Cheng-Dashen point [151], which in turn is crucial for the extraction of the $\sigma$-term. Unitarity constraints, as a matter of principle, can most conveniently be formulated in terms of partial waves. Combining the dispersive concepts with the formalism of partial-wave decomposition leads to the framework of partial-wave dispersion relations (PWDRs), which together with unitarity constraints allows to study processes at low energies with high precision. We just mention a few examples. The most prominent example is of course pion-pion $(\pi \pi)$ scattering, which is intimately linked to the spontaneous and explicit chiral symmetry breaking in QCD. Moreover, the pion-pion system, is special as all three channels are identical (i.e. $\pi \pi \rightarrow \pi \pi$ ). Roy equations 52] are the appropriate PWDRs (based on so-called fixed- $t$ dispersion relations), that make explicit use of the full crossing symmetry. They have been extensively studied in the last years $53,152-156]$, leading to a determination of the fundamental $\pi \pi$ scattering amplitude at low energies with unprecedented precision. The crossing properties are different, however, for the simplest scattering process in QCD involving strange quarks, namely pion-kaon ( $\pi K$ ) scattering, where only two channels are identical and one needs to account for both $\pi K \rightarrow$ $\pi K$ and $\pi \pi \rightarrow \bar{K} K$. Generally, processes involving non-identical particles (so that crossing symmetry intertwines different physical processes) cannot be tackled using conventional Roy equations. For this reason, a combination of fixed- $t$ and hyperbolic dispersion relations was used in 157158 to construct PWDRs for all channels of $\pi K$ scattering, which are also referred to as Roy-Steiner equations. As far as crossing symmetry and isospin quantum numbers are concerned, the pion-kaon system is similar to the pion-nucleon case considered here: crossing symmetry relates the $s$-/u-channel $(\pi N \rightarrow \pi N)$ and the $t$-channel $(\pi \pi \rightarrow \bar{N} N)$ amplitudes, with the $s$-channel amplitudes being relevant e.g. for $\sigma$-term physics, while the $t$-channel amplitudes feature prominently in the dispersive analysis of the nucleon form factors. In this work, however, we solely consider HDRs, an approach that has already proven useful in the recent construction of RS equations for $\gamma \gamma \rightarrow \pi \pi$ [159].

In the low-energy region, the pion-nucleon amplitude is well represented by its projections onto the lowest partial waves, i.e. its $S$ - and $P$-waves projections, in each channel. Due to the spin of the nucleon, in this approximation one has six partial waves in the $s$ - and $u$-channel, commonly denoted as $f_{0+}^{ \pm}(s), f_{1+}^{ \pm}(s)$, and $f_{1-}^{ \pm}(s)$, where the superscript $I= \pm$ refers to the isospin, $l \in\{0,1\}$ in the subscript to the orbital angular momentum, and the $\pm$ to the total angular momentum $j=l \pm 1 / 2$. Similarly, there are three $t$-channel $S$ - and $P$-waves, called $f_{+}^{0}(t)$ and $f_{ \pm}^{1}(t)$, where the superscript refers to total angular momentum $J$ and the subscript $+/-$ to parallel/antiparallel antinucleon-nucleon helicities, such that there is one wave with even and two with odd isospin due to Bose symmetry. It was pointed out in [160] how to generalize the Roy equations for $\pi \pi$ scattering to these nine lowest partial waves of the $\pi N$ system based on fixed- $t$ dispersion relations. Here, we follow a somewhat different path by utilizing hyperbolic dispersion relations as pioneered by Hite and Steiner a long time ago [161]. The main advantage of HDRs is that they combine the $s$ - and the $t$-channel (i.e. all three)
physical regions, which is obviously not true for e.g. usual fixed- $t$ dispersion relations. This is most important, since it is known that a reliable continuation to the subthreshold region in dispersion theory can only be made by using input information also from the $t$-channel, cf. e.g. 162165 . Furthermore, the knowledge of the absorptive (i.e. imaginary) parts in the hyperbolic dispersion relations is needed only in regions where the corresponding partial-wave expansions converge, and HDRs are considered the best choice fulfilling these requirements that yields still manageable angular kernels without introducing kinematical cuts into the amplitudes [161]. In addition, the underlying hyperbolic relation $(s-a)(u-a)=b$ (with $a$ and $b$ real-valued parameters) also explicitly respects the $s \leftrightarrow u$ crossing symmetry of the $\pi N$ amplitude. Moreover, examining the domain of validity of the dispersion relations based on the assumption of Mandelstam analyticity, better convergence properties can be achieved with HDRs due to the tunable parameters $a$ and $b$. Last but not least, HDRs are found to be especially powerful for determining the $\sigma$-term [162].

Another important issue is the possibility to subtract dispersion relations. This can be advantageous for various reasons: first, in some cases the asymptotic behavior of the integrand is such that subtractions have to be performed to ensure convergence of the dispersive integral. Similarly, if the high-energy behavior is not known, it can be subsumed in subtraction constants, which are a priori unknown. In some cases, these subtraction constants can be related to phenomenology or the parameters of a low-energy effective field theory like e.g. ChPT. Second, one can even introduce subtractions that are not necessarily required by the asymptotic behavior in order to lessen the dependence on high-energy input, however, at the expense of introducing the corresponding subtraction polynomials. Third, subtracting the dispersion relations is especially useful in the $\pi N$ case, since subtracting at the so-called subthreshold point allows for a relation to the subthreshold expansion (the subtraction constants can be identified with the subthreshold parameters in this case) and is convenient for the continuation to the Cheng-Dashen point. Additionally, such subtractions are particularly well suited for the $t$-channel subproblem to be discussed later on. In what follows, we will consider unsubtracted as well as subtracted versions of the RS equations.

The derivation of the (subtracted) RS equations for the $\pi N$ system is given by a series of steps: first, one expands the $s$ - $/ t$-channel absorptive parts of the (subtracted) HDRs in $s$-/t-channel partial waves, respectively. Second, one projects the full, partial-wave-expanded HDRs onto both $s$ - and $t$-channel partial waves, resulting in a closed system of coupled integral equations in the form of partial-wave hyperbolic dispersion relations (PWHDRs) for both channels - the RS equations. The corresponding subset of the RS equations for either the $s$-channel partial waves $f_{l \pm}^{I}(s)$ or the $t$-channel partial waves $f_{ \pm}^{J}(t)$ together with the according unitarity relation then constitutes what we will refer to as the $s$ - and $t$-channel part of the RS system in the following, respectively. The closed system of RS equations exhibits the following general structure: it features the nucleon-pole-term (i.e. Born-term) contributions, integrals over the imaginary parts of the $s$-(and $u$-)channel as well as integrals over $t$-channel absorptive parts, both from the corresponding threshold to infinity $\# 2$ The generic properties of the equations are then determined by the integral kernels, that result from the original HDR kernels via this successive partial-wave expansion and projection scheme. In particular, these kernel functions automatically incorporate the analytic properties expected for general PWDRs: in the equation for each partial wave, the corresponding kernels for the given channel

[^44]

Figure 6.1: Recoupling structure of the $s$ - and $t$-channel partial waves in the Roy-Steiner system for $\pi N$ scattering. Left: $s$-channel, integral kernels only. Center: $s$-channel, integral kernels and unitarity relations. Right: $t$-channel, independent of unitarity relations. See main text for details.
consist of the self-coupling, singular Cauchy kernel corresponding to the right-hand cut and an analytic remainder involving in addition the coupling to (at least in principle) all other partial waves of the given channel, while the coupling to the partial waves of the other channel is always analytic. The remainder (together with these crossed-channel terms) contains all left-hand-cut contributions for the channel at hand, especially the contributions from all higher partial waves (i.e. those partial waves not taken into account dynamically) usually called driving terms. The recoupling structure of the partial waves of a particular channel as encoded in the integral kernels turns out to be quite different for $s$ - and $t$-channel, see Fig. 6.1 while in the $s$-channel (left) basically all partial waves are coupled with each other (only the even and odd isospin states $I=+$ and $I=-$ are not intertwined by the kernels), for the $t$-channel (right) the recoupling scheme is much simpler, since Bose symmetry enforces the separation of partial waves with even and odd $J$ (corresponding in our case to $t$-channel isospin states $I_{t}=0$ and $I_{t}=1$, respectively, which in turn relate to $I=+$ and $I_{t}=1$ ). Moreover, only higher partial waves contribute to lower ones (thereby qualifying the recoupling scheme also as an ordering scheme), and the $f_{+}^{J}(t)$ do not affect the $f_{-}^{J}(t)$. However, the interrelation of the partial waves of a given channel is not only determined by the integral kernels but also by the corresponding unitarity relations. In fact, the $s$-channel unitarity relations are diagonal only in the $s$-channel isospin basis $I_{s} \in\{1 / 2,3 / 2\}$ and thus they mix up the $I= \pm$ states yielding the complicated (though symmetric) scheme displayed in Fig. 6.1 (center) ${ }^{[33}$ Fortunately, for the $t$-channel the unitarity relations are diagonal already for the $f_{ \pm}^{J}(t)$ so that the recoupling structure shown in Fig. 6.1 (right) is also valid for the complete $t$-channel part of the RS system, which will enable us to recast the $t$-channel subproblem into the form of a Muskhelishvili-Omnès (MO) problem [166, 167]. Once the $t$-channel MO problem is solved, the remaining $s$-channel RS equations take the form of Roy-type equations, so that known results concerning existence and uniqueness of solutions [168, 169 may be transferred as well.

Next, we will outline the strategy to solve the (subtracted) RS system as depicted in Fig. 6.2\} generally, in both the $s$ - and $t$-channel part of the RS system one actually solves the equations in the low-energy region (not necessarily physical) and for the lowest partial waves only, while the amplitudes in the high-energy region as well as higher partial waves are needed as input. The separation between both energy regions occurs at the so-called matching points $s_{\mathrm{m}}$ and $t_{\mathrm{m}}$ in the $s$ - and $t$-channel, respectively. Here, we generically introduce $l_{\mathrm{d}}$ and $J_{\mathrm{d}}$ to specify the partial waves that are taken into account dynamically (i.e. those with $l \leq l_{\mathrm{d}}$
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Figure 6.2: Flowchart of the solution strategy for the Roy-Steiner system for $\pi N$ scattering. Double arrows denote iteration (third step). See main text for details.
and $J \leq J_{\mathrm{d}}$ are solved for). In practice, also the sums over all partial waves in the highenergy regions need to be truncated at some maximal values of $l$ and $J$. Alternatively, in the asymptotic regions the amplitudes may not be decomposed into partial waves but rather modeled by Regge theory. While the $s$-channel partial waves are needed as input only in the physical region, where they are well known, the $t$-channel partial waves are needed already above the $\pi \pi$ threshold and thus far in the unphysical region. Thus, one first solves the $t-$ channel part of the (subtracted) RS system by solving the corresponding MO problem for the lowest, less well determined $t$-channel partial waves using the better known $s$-channel partial waves and $\pi \pi$ phase shifts as input (along with starting values for the $\pi N$ coupling constant as well as the pertinent subtraction constants that enter the subtracted HDRs as parameters) in order to arrive at reasonable solutions for $t$-channel partial waves as a starting point. Then, one uses these $t$-channel MO solutions to solve the $s$-channel part, thereby determining new values for the constants at hand. Subsequently, the preceding steps are iterated until selfconsistency of the partial wave solutions and the according parameters is reached and the results have converged. Eventually, the final aim of solving the full (subtracted) RS system for pion-nucleon scattering is a precise determination of the lowest partial waves for both channels in the low-energy region as well as the pertinent low-energy parameters, such as the $\pi N$ coupling constant and the subthreshold parameters, and to provide reliable theoretical errors for the fundamental $\pi N$ scattering amplitude for the first time \#4

Due to the complexity of the full problem, we will not yet solve the whole set of RS equations in this work, but concentrate on the $t$-channel part of the RS system as a first step. The solution of this $t$-channel subproblem is interesting by itself, as it features in the dispersive analysis of the nucleon electromagnetic form factors as well as the scalar form factor, which

[^46]is, in turn, essential for the extraction of the $\sigma$-term. At present, in the unphysical region only the KH80 solution [170, 171] (which is by now more than thirty years old) has been used. It is, however, well-known that this solution does not include more recent and precise data and that the $\pi N$ coupling constant used there differs significantly from more modern determinations. Furthermore, no analysis of the theoretical uncertainties is performed (apart from an iteration uncertainty, cf. Sect. (15.2.2), which is an absolute requirement for any modern theoretical investigation. In fact, it has even been pointed out that the KH80 analysis seems to suffer from internal inconsistencies [162, 165, 172]. Finally, a consistent set of partialwave amplitudes for all channels is especially important as far as the $\sigma$-term determination is concerned \#5 Therefore, a new $t$-channel solution is needed as a first step for solving the full, closed system of coupled PWHDRs.

Our solution strategy for the $t$-channel MO equations follows [158], however, there is a major difference between $\pi \pi \rightarrow \bar{K} K$ and $\pi \pi \rightarrow \bar{N} N$ as far as inelasticities in the unitarity relation are concerned, since the pseudophysical region in the $\pi N$ case is much larger due to the large nucleon mass. In both cases, the first non-negligible contribution besides $\pi \pi$ intermediate states originate from $\bar{K} K$, which play an important role for the $S$-wave in view of the occurrence of the $f_{0}(980)$ resonance. For $\pi \pi \rightarrow \bar{K} K$ the inelasticities can simply be accounted for by using phase-shift solutions for the corresponding partial waves, while physical input for $\pi \pi \rightarrow \bar{N} N$ is only available above the two-nucleon threshold. In this work we will content ourselves with the single-channel approximation of the MO problem. Although we derive a generalized (single-channel) MO formalism with a finite matching point to include also inelastic effects, it turns out that for $P_{-}, D_{-}$, and higher partial waves even the additional approximation of elasticity (beyond $\pi \pi$ ) yields reasonable results, while the $S$-wave turns out to require a full solution of the underlying two-channel Omnès problem, which is discussed in [173].

This work is organized as follows: in Chap. 7 we specify our basic conventions and review the specific HDRs for the Lorentz-invariant amplitudes of $\pi N$ scattering. The explicit derivation of the $s$ - and $t$-channel RS equations is then described in full detail in Chaps. 8 and 9, respectively. In Chap. 10 we determine the range of convergence of the RS equations, while Chap. 11 contains a discussion of the treatment of the asymptotic regions in the dispersion integrals. In Chap. 12 we derive the partial-wave unitarity relations for both the $s$ - and $t$ channel and collect the previous results to state the complete RS system of $\pi N$ scattering. Subsequently, we explain how the $t$-channel part of the RS system can be cast into the form of a MO problem by virtue of the threshold behavior of the $t$-channel partial waves. Chap. 13 deals with the issue of introducing pertinent subtractions to the RS system and thereby the $t$-channel MO problem. Subtracting at and expanding around the subthreshold point leads to sum rules for the corresponding subthreshold parameters as well as once- and twice-subtracted HDRs, based on which the pertinent analytic results of the previous chapters are also extended to the once- and twice-subtracted cases. In Chap. 14 we derive the generalized (single-channel) MO formalism with both non-vanishing inelasticities and a finite matching point. Chap. 15 is dedicated to the explicit solution of the $t$-channel MO problem: first, we derive the explicit analytical solutions for the lowest $t$-channel partial waves. Then we collect all necessary input and discuss the numerical results, including their application to nucleon form factors. Finally, we conclude this work by summarizing the results and giving a short outlook in Chap. 16.
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## Chapter 7

## Preliminaries

### 7.1 Kinematics

In general, we take the $s$-channel reaction to be $a+b \rightarrow c+d$ and the $t$-channel reaction to be $a+\bar{c} \rightarrow \bar{b}+d$ (or equivalently $\bar{b}+d \rightarrow a+\bar{c}$ due to time reversal invariance of strong interactions) with the usual Mandelstam variables

$$
\begin{align*}
& s=\left(p_{a}+p_{b}\right)^{2}=\left(p_{c}+p_{d}\right)^{2}, \\
& t=\left(p_{a}-p_{c}\right)^{2}=\left(p_{d}-p_{b}\right)^{2}, \\
& u=\left(p_{a}-p_{d}\right)^{2}=\left(p_{c}-p_{b}\right)^{2}, \tag{7.1}
\end{align*}
$$

which are interrelated by the sum of all masses according to

$$
\begin{equation*}
s+t+u=m_{a}^{2}+m_{b}^{2}+m_{c}^{2}+m_{d}^{2}=\Sigma . \tag{7.2}
\end{equation*}
$$

Hence, unless stated otherwise, $u$ is always to be understood as a function of $s$ and $t$ via

$$
\begin{equation*}
u(s, t)=\Sigma-s-t \tag{7.3}
\end{equation*}
$$

The cosines of the center-of-mass-system (CMS) scattering angles for $s$ - and $t$-channel read

$$
\begin{align*}
& z_{s}=\cos \theta_{s}=\frac{1}{\nu_{s}}\left\{(t-u)+\frac{\left(m_{a}^{2}-m_{b}^{2}\right)\left(m_{c}^{2}-m_{d}^{2}\right)}{s}\right\},  \tag{7.4}\\
& z_{t}=\cos \theta_{t}=\frac{1}{\nu_{t}}\left\{(s-u)+\frac{\left(m_{a}^{2}-m_{c}^{2}\right)\left(m_{b}^{2}-m_{d}^{2}\right)}{t}\right\}, \tag{7.5}
\end{align*}
$$

with the definitions

$$
\begin{equation*}
\nu_{s}=4 p_{s}^{f} p_{s}^{i}, \quad \nu_{t}=4 p_{t}^{f} p_{t}^{i}, \tag{7.6}
\end{equation*}
$$

where $p^{i}=\left|\mathbf{p}^{i}\right|$ and $p^{f}=\left|\mathbf{p}^{f}\right|$ are the magnitudes of the corresponding initial and final CMS 3 -momenta. Note that for translating $a+b \rightarrow c+d$ into a Feynman diagram, we use the noncyclic convention (pictorially: ${ }_{b}^{a} \times{ }_{d}^{c}$, with time going rightwards) yielding (7.1) in order to stick to the usual $\pi N$ conventions of [171] rather than using the cyclic convention (pictorially: ${ }_{b}^{a} \times{ }_{c}^{d}$ ) which leads to symmetric kinematical relations for the $s-, t$-, and $u$-channel and is therefore sometimes used in the literature. The cyclic convention is especially favorable when all four particles are identical like e.g. in the case of $\pi \pi$ scattering. It leads for example to a minus
sign in front of the mass term for $z_{s}$ in (7.4) (cf. [174]) but also to different isospin crossing matrices (compare [174] with [52], see also Sect. (7.2). The non-cyclic convention, on the other hand, is well-suited for $s \leftrightarrow u$ crossing symmetric situations like e.g. $\pi N$ scattering, with $t=0$ corresponding to an undeflected pion (i.e. forward scattering) in both the $s$ - and $u$-channel and thus $z_{s}(t=0)=1=z_{u}(t=0)$ rather than $z_{s}(t=0)=1=-z_{u}(t=0)$ for the cyclic convention (cf. [174]). The physical regions for the $s$-, $t$-, and $u$-channel reactions are restricted to kinematical regions yielding a non-negative value of the Kibble function [175]

$$
\begin{equation*}
\Phi=s t u-\Sigma^{2}\left(\phi_{s} s+\phi_{t} t+\phi_{u} u\right)=\frac{s}{4} \nu_{s}^{2}\left(1-z_{s}^{2}\right)=\frac{t}{4} \nu_{t}^{2}\left(1-z_{t}^{2}\right) \tag{7.7}
\end{equation*}
$$

where the three coefficients are given by

$$
\begin{align*}
\Sigma^{3} \phi_{s} & =\left(m_{a}^{2} m_{b}^{2}-m_{c}^{2} m_{d}^{2}\right)\left(m_{a}^{2}+m_{b}^{2}-m_{c}^{2}-m_{d}^{2}\right) \\
\Sigma^{3} \phi_{t} & =\left(m_{a}^{2} m_{c}^{2}-m_{b}^{2} m_{d}^{2}\right)\left(m_{a}^{2}+m_{c}^{2}-m_{b}^{2}-m_{d}^{2}\right) \\
\Sigma^{3} \phi_{u} & =\left(m_{a}^{2} m_{d}^{2}-m_{b}^{2} m_{c}^{2}\right)\left(m_{a}^{2}+m_{d}^{2}-m_{b}^{2}-m_{c}^{2}\right) \tag{7.8}
\end{align*}
$$

Furthermore, based on the totally symmetric Källén function

$$
\begin{equation*}
\lambda(a, b, c)=a^{2}+b^{2}+c^{2}-2(a b+b c+c a) \tag{7.9}
\end{equation*}
$$

we can define the generic kinematical function

$$
\begin{equation*}
\lambda_{x}^{P Q}=\lambda\left(x, M_{P}^{2}, M_{Q}^{2}\right)=\left[x-\left(M_{P}-M_{Q}\right)^{2}\right]\left[x-\left(M_{P}+M_{Q}\right)^{2}\right] \tag{7.10}
\end{equation*}
$$

and for equal masses

$$
\begin{equation*}
\sigma_{x}^{P}=\sigma\left(x, M_{P}^{2}\right)=\frac{\sqrt{\lambda_{x}^{P P}}}{x}=\sqrt{1-\frac{4 M_{P}^{2}}{x}} \tag{7.11}
\end{equation*}
$$

In the case of $\pi N$ scattering, we have $m_{a}=m_{c}=M_{\pi}$ for the pion and $m_{b}=m_{d}=m_{N}=m$ for the nucleon and introduce the general definitions \#1

$$
\begin{align*}
\Sigma & =2\left(m^{2}+M_{\pi}^{2}\right)=2 s_{0}, & \nu(s, t) & =\frac{s-u}{4 m}=\frac{2 s+t-\Sigma}{4 m}=\frac{2\left(s-s_{0}\right)+t}{4 m} \\
W^{2} & =s, & \nu_{B}(t) & =-\frac{s+u-2 m^{2}}{4 m}=\frac{t-2 M_{\pi}^{2}}{4 m}=\nu\left(s=m^{2}, t\right) \tag{7.12}
\end{align*}
$$

with $W$ as the total CMS energy, as well as the abbreviation

$$
\begin{equation*}
\lambda_{x}=\lambda_{x}^{\pi N}=\lambda\left(x, m^{2}, M_{\pi}^{2}\right)=\left[x-s_{-}\right]\left[x-s_{+}\right], \quad s_{ \pm}=W_{ \pm}^{2}=\left(m \pm M_{\pi}\right)^{2} \tag{7.13}
\end{equation*}
$$

where $W_{-}$and $W_{+}$denote the pseudothreshold and threshold energies, respectively. Note that we will always use the masses of [176], where the isospin limit is defined via the charged particles, i.e. $M_{\pi} \equiv M_{\pi^{ \pm}}$for the pion mass and $m \equiv m_{\mathrm{p}}$ for the nucleon mass (later also $M_{K} \equiv M_{K^{ \pm}}$for the kaon mass). Further related useful definitions and relations read
$\Sigma_{ \pm}=m^{2} \pm M_{\pi}^{2}, \quad \Sigma_{+}=s_{0}, \quad \Sigma_{-}=W_{+} W_{-}, \quad \Sigma_{-}^{2}=s_{+} s_{-}, \quad \Sigma=s_{+}+s_{-}=2 s_{0}$.

[^48]For the elastic $s$-channel reaction $\pi N \rightarrow \pi N$ with CMS momentum $p_{s}^{f}=q=p_{s}^{i}$, CMS total energy $W$, and CMS nucleon energy $E$ the kinematics above threshold (i.e. for $s \geq s_{+}$) are given by

$$
\begin{align*}
\nu_{s}(s) & =4 q^{2}=s-\Sigma+\frac{\Sigma_{-}^{2}}{s}, & q(s) & =\sqrt{\frac{\lambda_{s}}{4 s}} \\
z_{s}(s, t) & =1-\frac{s+u-\Sigma}{2 q^{2}}=1+\frac{t}{2 q^{2}}, & E( \pm W) & = \pm \sqrt{m^{2}+q^{2}}=\frac{s+\Sigma_{-}}{2( \pm W)}= \pm E(W) . \tag{7.15}
\end{align*}
$$

For the $t$-channel reaction $\pi \pi \rightarrow \bar{N} N$ (or equivalently $\bar{N} N \rightarrow \pi \pi$ ) with CMS momenta $p_{t}^{i}=q_{t}$ (pions) and $p_{t}^{f}=p_{t}$ (nucleons) the kinematics above threshold (i.e. for $t \geq 4 m^{2}=t_{N}$ ) simplify to

$$
\begin{array}{rlrl}
\nu_{t}(t) & =4 p_{t} q_{t} \\
z_{t}(s, t) & =\frac{s-u}{\nu_{t}}=\frac{2 s+t-\Sigma}{4 p_{t} q_{t}}=\frac{m \nu}{p_{t} q_{t}}, & p_{t}(t) & =\sqrt{\frac{t}{4}-M_{\pi}^{2}}=\frac{\sqrt{t}}{2} \sigma_{t}^{\pi}=+i q_{-}
\end{array}
$$

where below the corresponding two-particle thresholds $t_{\pi}$ and $t_{N}$ one has to use the quantities

$$
\begin{equation*}
q_{-}(t)=\sqrt{M_{\pi}^{2}-\frac{t}{4}} \geq 0 \quad \forall t \leq t_{\pi}=4 M_{\pi}^{2}, \quad p_{-}(t)=\sqrt{m^{2}-\frac{t}{4}} \geq 0 \quad \forall t \leq t_{N}=4 m^{2} \tag{7.17}
\end{equation*}
$$

whose phases are constrained in general to $p_{t} q_{t}=-p_{-} q_{-}$and fixed here by convention. In order to be able to write down relation that are valid in all kinematical ranges we can use the general, always real but potentially negative quantities

$$
\begin{equation*}
q_{t}^{2}(t)=\frac{t-t_{\pi}}{4}=-q_{-}^{2}(t), \quad p_{t}^{2}(t)=\frac{t-t_{N}}{4}=-p_{-}^{2}(t) \tag{7.18}
\end{equation*}
$$

from which roots in the corresponding regimes may be taken.
The Kibble function $\Phi$ describing the boundaries between physical (real) and unphysical (imaginary) CMS scattering angles simplifies for $\pi N$ scattering to

$$
\begin{equation*}
\frac{\Phi}{t}=s u-\Sigma_{-}^{2}=4 s q^{2}\left(1+z_{s}\right)=4 p_{t}^{2} q_{t}^{2}\left(1-z_{t}^{2}\right) \tag{7.19}
\end{equation*}
$$

such that the boundaries are given by

$$
\begin{align*}
\Phi & =-s[u-(\Sigma-s)]\left[u-\frac{\Sigma_{-}^{2}}{s}\right] \\
& =\frac{t}{4}\left[t-\left(\Sigma-2 \sqrt{(2 m \nu)^{2}-\Sigma_{-}^{2}}\right)\right]\left[t-\left(\Sigma+2 \sqrt{(2 m \nu)^{2}-\Sigma_{-}^{2}}\right)\right]=0 \tag{7.20}
\end{align*}
$$

and the corresponding physical regions are shown in Fig. 7.1 which also clearly shows the $s \leftrightarrow u$ crossing symmetry.

The four Lorentz-invariant amplitudes $A^{ \pm}(s, t)$ and $B^{ \pm}(s, t)$ describing $\pi N$ scattering in the isospin limit, as well as the related amplitudes $D^{ \pm}(s, t)$ convenient for low-energy theorems are defined in (7.22). These amplitudes are real inside the Mandelstam subthreshold triangle defined by the lines $s=s_{+}, u=s_{+}$, and $t=t_{\pi}$, i.e. below the thresholds for the physical $s$ - and $u$-channel reactions and below the $\pi \pi$ scattering threshold, including in particular the small


Figure 7.1: Physical regions for $s^{-}$, $t$-, and $u$-channel reactions of $\pi N$ scattering (shaded) and subthreshold triangle (dot-dashed) enclosing subthreshold lens.
on-mass-shell (on-shell) but unphysical lens-shaped low-energy region close to ( $\nu=0, t=0$ ) (so-called subthreshold lens, cf. Fig. 7.1) especially important for $\pi N$ scattering low-energy theorems \#2

The analytic structure of the invariant amplitudes governs the analytic structure of both the $s$ - and $t$-channel partial-wave amplitudes, for details we refer to [171] and references therein. Here, we only mention the different analytic structures of the $s$-channel $\pi N$ scattering invariant amplitudes (in the complex $s$-plane)

- right-hand cut (RHC):
physical $s$-channel cut along $s \geq s_{+}$,
- nucleon pole:
at $s=m^{2}$ from $s$-channel nucleon-exchange pole term $1 /\left(s-m^{2}\right)$,
- crossed cut:
along $s \leq s_{-}$as combination of $u$-channel cut $s \leq s_{-}$and $t$-channel cut $s \leq-\Sigma_{-}$,
- left-hand cut (LHC):
collective name for all cuts in the unphysical region, i.e. for $\operatorname{Re}\{s\}<s_{+}$.

[^49]In addition, the mapping between the complex $s$ - and $q^{2}$-planes involves a circular cut in the complex $s$-plane at $|s|=\Sigma_{-}=s_{(+)} s_{(-)}$, where $s_{(+)}\left(q^{2}\right)$ and $s_{(-)}\left(q^{2}\right)$ are the two solutions

$$
\begin{equation*}
s_{( \pm)}\left(q^{2}\right)=2 q^{2}+\Sigma_{+} \pm 2 \sqrt{\left(q^{2}+m^{2}\right)\left(q^{2}+M_{\pi}^{2}\right)} \tag{7.21}
\end{equation*}
$$

for a given $q^{2}$ (note the cut for $-m^{2} \leq q^{2} \leq-M_{\pi}^{2}$ ) with $s_{(+)}(0)=s_{+}$and $s_{(-)}(0)=s_{-}$. This circular cut becomes relevant once amplitudes are considered as functions of $q^{2}$ rather than $s$, e.g. for the partial waves. The additional analytic structures of the $s$-channel partial-wave amplitudes due to the partial-wave projection ar \#3

- kinematical cuts:
for $s \leq 0$ from terms depending on $W=\sqrt{s}$ in the partial-wave projection formula,
- short nucleon cut \#4
along $\Sigma_{-}^{2} / m^{2} \leq s \leq m^{2}+2 M_{\pi}^{2}$ from evaluating the $u$-channel nucleon-exchange pole term $1 /\left(u\left(s, z_{s}\right)-m^{2}\right)$ for $z_{s}= \pm 1$,
- circular-cut contributions:
due to $t$-channel exchange of particles with mass $m_{t} \geq 2 M_{\pi}$, i.e. from evaluating $1 /\left(t\left(s, z_{s}\right)-m_{t}^{2}\right)$ for $z_{s}= \pm 1$ and $m_{t}^{2}=t_{\pi}$,
- crossed-cut contributions for $s \leq 0$ and singularities at $s=0$ : from the partial-wave projection of the aforementioned $u$ - and $t$-channel exchanges.

Finally, some kinematical points of specific interest for low-energy $\pi N$ scattering are (see for instance [171] and [179])

- $(s$-channel $)$ threshold point at $\left(s=s_{+}, t=0, u=s_{-}\right) \equiv\left(\nu=M_{\pi}, \nu_{B}=-M_{\pi}^{2} /(2 m)\right)$ : expansion point for the threshold expansion yielding e.g. the scattering lengths,
- Cheng-Dashen point at $\left(s=u=m^{2}, t=2 M_{\pi}^{2}\right) \equiv\left(\nu=0, \nu_{B}=0\right)$ :
pivotal for pion-nucleon $\sigma$-term physics, since the Born-term-subtracted amplitud \#5 $\bar{D}^{+}\left(\nu=0, t=2 M_{\pi}^{2}\right)=A^{+}\left(\nu=0, t=2 M_{\pi}^{2}\right)-g^{2} / m$ is related to $\sigma_{\pi N}$ by a low-energy theorem [151, 160, 180-182, \#\#
- ( $s$-channel) subthreshold point at $\left(s=u=s_{0}, t=0\right) \equiv\left(\nu=0, \nu_{B}=-M_{\pi}^{2} /(2 m)\right)$ : expansion point for the subthreshold expansion yielding the subthreshold parameters (cf. Sect. (13.1); w.r.t. corresponding soft-pion theorems also called Adler-Weisberger 180, [183, 184] or "anti Cheng-Dashen" [115, 116, 151, 185, point, the latter due to the phenomenological observation $\bar{D}^{+}(\nu=0, t=0) \approx-\bar{D}^{+}\left(\nu=0, t=2 M_{\pi}^{2}\right)$ which is also in line with assuming both pions to be soft \#7

[^50]
### 7.2 Isospin structure

The most general Lorentz-invariant and parity-conserving $T$-matrix element for the process $\pi^{a}(q)+N(p) \rightarrow \pi^{b}\left(q^{\prime}\right)+N\left(p^{\prime}\right)$ with isospin indices $a$ and $b$ is given in terms of Lorentz-invariant amplitudes $A, B$, and $D$ according to (in the conventions of [171])

$$
\begin{align*}
T_{f i}^{b a}(s, t) & =\frac{1}{2}\left\{\tau^{b}, \tau^{a}\right\} T_{f i}^{+}(s, t)+\frac{1}{2}\left[\tau^{b}, \tau^{a}\right] T_{f i}^{-}(s, t)=\delta^{b a} T_{f i}^{+}(s, t)+i \epsilon_{b a c} \tau^{c} T_{f i}^{-}(s, t), \\
T_{f i}^{I}(s, t) & =\bar{u}_{f}\left(p^{\prime}\right)\left\{A^{I}(s, t)+\frac{q^{\prime}+q}{2} B^{I}(s, t)\right\} u_{i}(p)=\bar{u}_{f}\left(p^{\prime}\right)\left\{D^{I}(s, t)-\frac{\left[q^{\prime}, q\right]}{4 m} B^{I}(s, t)\right\} u_{i}(p), \\
D^{I}(s, t) & =A^{I}(s, t)+\nu(s, t) B^{I}(s, t), \quad I \in\{+,-\}, \tag{7.22}
\end{align*}
$$

where we have introduced the isospin index $I=+/-$ for the part that is even/odd under interchange of $a$ and $b$ and the normalization is fixed via the spin-averaged CMS differential cross section (see also the discussion in Sect. (7.3)

$$
\begin{equation*}
\frac{\mathrm{d} \bar{\sigma}_{\pi N \rightarrow \pi N}^{I}}{\mathrm{~d} \Omega}=\frac{1}{2} \sum_{f, i}\left|\frac{T_{f i}^{I}}{8 \pi W}\right|^{2} \tag{7.23}
\end{equation*}
$$

Furthermore, the $\pi N$ scattering amplitudes $\mathcal{A}$ have definite crossing properties under interchange of $s$ and $u$ for fixed $t$, i.e. under change of sign of $\nu$, such that one can work with amplitudes according to

$$
\tilde{\mathcal{A}}= \begin{cases}\mathcal{A}=\mathcal{A}_{\mathrm{ev}} & \text { if } \mathcal{A}(\nu, t)=+\mathcal{A}(-\nu, t)  \tag{7.24}\\ \frac{\mathcal{A}}{\nu}=\frac{\mathcal{A}_{\mathrm{od}}}{\nu} & \text { if } \mathcal{A}(\nu, t)=-\mathcal{A}(-\nu, t)\end{cases}
$$

which are even functions of $\nu$ and thus free of kinematical square root branch cuts in the complex $t$-plane originating from $\nu_{t}$. The invariant amplitudes $A$ and $B$ are then related to $\mathcal{A}_{\text {ev } / \text { od }}$ via

$$
\mathcal{A}_{\mathrm{ev}}\left(\nu^{2}, t\right)=\left\{\begin{array}{l}
A^{+}\left(\nu^{2}, t\right),  \tag{7.25}\\
B^{-}\left(\nu^{2}, t\right),
\end{array} \quad \mathcal{A}_{\mathrm{od}}(\nu, t)=\left\{\begin{array}{l}
A^{-}(\nu, t), \\
B^{+}(\nu, t),
\end{array}\right.\right.
$$

where the isospin even and odd parts have definite parity under pion-crossing

$$
\begin{equation*}
A^{ \pm}(\nu, t)= \pm A^{ \pm}(-\nu, t), \quad B^{ \pm}(\nu, t)=\mp B^{ \pm}(-\nu, t), \tag{7.26}
\end{equation*}
$$

which is why the isospin index $I \in\{+,-\}$ will be called crossing index, too. Therefore, the amplitudes $A^{I}$ and $B^{I}$ can be written as linear combinations

$$
\begin{equation*}
\mathcal{A}^{ \pm}=\frac{1}{2}\left(\mathcal{A}_{-} \pm \mathcal{A}_{+}\right) \quad \text { for } \mathcal{A} \in\{A, B\} \tag{7.27}
\end{equation*}
$$

of the amplitudes for the accurately measurable reactions with a proton as target particle

$$
\begin{equation*}
\mathcal{A}_{ \pm}=\mathcal{A}\left(\pi^{ \pm} p \rightarrow \pi^{ \pm} p\right), \quad \mathcal{A}_{0}=\mathcal{A}\left(\pi^{-} p \rightarrow \pi^{0} n\right) \tag{7.28}
\end{equation*}
$$

Due to isospin invariance and by virtue of the Wigner-Eckart theorem (here the special case for tensors of rank zero)

$$
\begin{equation*}
\left\langle I, I_{3}\right| \mathcal{A}\left|I^{\prime}, I_{3}^{\prime}\right\rangle=\mathcal{A}^{I} \delta_{I I^{\prime}} \delta_{I_{3} I_{3}^{\prime}}, \tag{7.29}
\end{equation*}
$$

where $I=\sqrt{\mathbf{I}^{2}}$ denotes the total isospin and $I_{3}=(\mathbf{I})_{3}$ its third component, the amplitudes of all ten $\pi N$ scattering reactions can be written in terms of only two independent matrix elements with total $s$-channel isospin index $I_{s} \in\{1 / 2,3 / 2\}$. In agreement with [171] (i.e. using the usual Condon-Shortley phase convention for the Clebsch-Gordan coefficients [176], but the non-cyclic kinematical convention according to Sect. (7.1) we assign the isospin-doublets of both the nucleons and antinucleons according to the fundamental (2-dimensional) representation of the Lie-algebra of $S U(2)$

$$
\begin{equation*}
|p\rangle=\left|\frac{1}{2}, \frac{1}{2}\right\rangle, \quad|n\rangle=\left|\frac{1}{2},-\frac{1}{2}\right\rangle, \quad|\bar{n}\rangle=\left|\frac{1}{2}, \frac{1}{2}\right\rangle, \quad|\bar{p}\rangle=\left|\frac{1}{2},-\frac{1}{2}\right\rangle \tag{7.30}
\end{equation*}
$$

and the isospin-triplet of the pions (i.e. their charge/spherica) \#8 eigenstates) according to

$$
\begin{equation*}
\left|\pi^{+}\right\rangle=|1,1\rangle, \quad\left|\pi^{0}\right\rangle=|1,0\rangle, \quad\left|\pi^{-}\right\rangle=|1,-1\rangle \tag{7.31}
\end{equation*}
$$

which leads to the following properties under charge conjugation $C$

$$
\begin{equation*}
C|p\rangle=|\bar{p}\rangle, \quad C|n\rangle=-|\bar{n}\rangle, \quad C\left|\pi^{ \pm}\right\rangle=-\left|\pi^{\mp}\right\rangle, \quad C\left|\pi^{0}\right\rangle=\left|\pi^{0}\right\rangle \tag{7.32}
\end{equation*}
$$

Thus, the relations between the spherical and the Cartesian components of the pion-multiplet are given by

$$
\begin{equation*}
\left|\pi^{ \pm}\right\rangle=\mp \frac{1}{\sqrt{2}}\left(\left|\pi_{1}\right\rangle \pm i\left|\pi_{2}\right\rangle\right), \quad\left|\pi^{0}\right\rangle=\left|\pi_{3}\right\rangle \tag{7.33}
\end{equation*}
$$

Note that the standard ChPT conventions for the pions

$$
\begin{equation*}
\left|\pi^{ \pm}\right\rangle=\frac{1}{\sqrt{2}}\left(\left|\pi_{1}\right\rangle \pm i\left|\pi_{2}\right\rangle\right), \quad\left|\pi^{0}\right\rangle=\left|\pi_{3}\right\rangle \tag{7.34}
\end{equation*}
$$

which follow from the alternative assignment

$$
\begin{equation*}
\left|\pi^{+}\right\rangle=-|1,1\rangle, \quad\left|\pi^{0}\right\rangle=|1,0\rangle, \quad\left|\pi^{-}\right\rangle=|1,-1\rangle \quad \Rightarrow \quad C|\pi\rangle=|\bar{\pi}\rangle \tag{7.35}
\end{equation*}
$$

corresponding to the adjoint (3-dimensional) representation of the Lie-algebra of $S U(2)$, differ by an additional sign for the $\left|\pi^{+}\right\rangle$wave function from the spherical convention which we will adopt in the following. By decomposing the initial and final isospin states of the $\pi N$ system into linear combinations of eigenstates $\left|I_{s},\left(\mathbf{I}_{s}\right)_{3}\right\rangle$ in the spherical convention, e.g.

$$
\begin{align*}
\left|\pi^{+} p\right\rangle=\left|\frac{3}{2}, \frac{3}{2}\right\rangle, \quad\left|\pi^{-} p\right\rangle & =\sqrt{\frac{1}{3}}\left|\frac{3}{2},-\frac{1}{2}\right\rangle-\sqrt{\frac{2}{3}}\left|\frac{1}{2},-\frac{1}{2}\right\rangle \\
\left|\pi^{0} n\right\rangle & =\sqrt{\frac{2}{3}}\left|\frac{3}{2},-\frac{1}{2}\right\rangle+\sqrt{\frac{1}{3}}\left|\frac{1}{2},-\frac{1}{2}\right\rangle \tag{7.36}
\end{align*}
$$

we can readily obtain the relations between the $\pi N$ isospin amplitudes

$$
\begin{align*}
\mathcal{A}_{+}=\mathcal{A}\left(\pi^{+} p \rightarrow \pi^{+} p\right)=\mathcal{A}\left(\pi^{-} n \rightarrow \pi^{-} n\right)=\mathcal{A}^{+}-\mathcal{A}^{-} & =\mathcal{A}^{3 / 2} \\
\mathcal{A}_{-}=\mathcal{A}\left(\pi^{-} p \rightarrow \pi^{-} p\right)=\mathcal{A}\left(\pi^{+} n \rightarrow \pi^{+} n\right)=\mathcal{A}^{+}+\mathcal{A}^{-} & =\frac{1}{3}\left(2 \mathcal{A}^{1 / 2}+\mathcal{A}^{3 / 2}\right) \\
\mathcal{A}_{0}=\mathcal{A}\left(\pi^{-} p \rightarrow \pi^{0} n\right)=\mathcal{A}\left(\pi^{+} n \rightarrow \pi^{0} p\right)=-\sqrt{2} \mathcal{A}^{-}= & =-\frac{\sqrt{2}}{3}\left(\mathcal{A}^{1 / 2}-\mathcal{A}^{3 / 2}\right) \\
\mathcal{A}\left(\pi^{0} p \rightarrow \pi^{0} p\right)=\mathcal{A}\left(\pi^{0} n \rightarrow \pi^{0} n\right)=\mathcal{A}^{+} & =\frac{1}{3}\left(\mathcal{A}^{1 / 2}+2 \mathcal{A}^{3 / 2}\right) \\
\mathcal{A}^{+}+2 \mathcal{A}^{-} & =\mathcal{A}^{1 / 2} \tag{7.37}
\end{align*}
$$

[^51]From these we can infer the so-called isospin triangle relation

$$
\begin{equation*}
\mathcal{A}_{+}-\mathcal{A}_{-}=\sqrt{2} \mathcal{A}_{0} \tag{7.38}
\end{equation*}
$$

and the relations for the isospin even/odd amplitudes with $I=+/-$ and the amplitudes in the $s$-channel isospin basis $I_{s} \in\{1 / 2,3 / 2\}$ can be summarized in matrix notation as

$$
\binom{\mathcal{A}^{+}}{\mathcal{A}^{-}}=C_{\nu s}\binom{\mathcal{A}^{1 / 2}}{\mathcal{A}^{3 / 2}}, \quad\binom{\mathcal{A}^{1 / 2}}{\mathcal{A}^{3 / 2}}=C_{s \nu}\binom{\mathcal{A}^{+}}{\mathcal{A}^{-}}, \quad C_{\nu s}=\frac{1}{3} C_{s \nu}=\frac{1}{3}\left(\begin{array}{rr}
1 & 2  \tag{7.39}\\
1 & -1
\end{array}\right)
$$

The $s$-channel isospin amplitudes with $I_{s} \in\{1 / 2,3 / 2\}$ and the corresponding $u$-channel isospin amplitudes with $I_{u} \in\{1 / 2=N, 3 / 2=\Delta\}$ can be shown to obey the $s \leftrightarrow u$ crossing isospin relations (cf. [174])

$$
\binom{\mathcal{A}^{1 / 2}}{\mathcal{A}^{3 / 2}}=C_{s u}\binom{\mathcal{A}^{N}}{\mathcal{A}^{\Delta}}, \quad\binom{\mathcal{A}^{N}}{\mathcal{A}^{\Delta}}=C_{u s}\binom{\mathcal{A}^{1 / 2}}{\mathcal{A}^{3 / 2}}, \quad C_{s u}=C_{u s}=\frac{1}{3}\left(\begin{array}{rr}
-1 & 4  \tag{7.40}\\
2 & 1
\end{array}\right)
$$

and combining this with (7.39) yields

$$
\binom{\mathcal{A}^{+}}{\mathcal{A}^{-}}=C_{\nu u}\binom{\mathcal{A}^{N}}{\mathcal{A}^{\Delta}}, \quad C_{\nu u}=C_{\nu s} C_{s u}=\frac{1}{3}\left(\begin{array}{rr}
1 & 2  \tag{7.41}\\
-1 & 1
\end{array}\right), \quad C_{u \nu}=C_{\nu u}^{-1}=\left(\begin{array}{rr}
1 & -2 \\
1 & 1
\end{array}\right)
$$

For the $t$-channel reactions, the $|\bar{N} N\rangle$ isospin states are superpositions of the four states $\left|I_{t}=1,\left(\mathbf{I}_{t}\right)_{3}\right\rangle$ and $\left|I_{t}=0,0\right\rangle$

$$
\begin{array}{ll}
|\bar{n} p\rangle=|1,1\rangle, & |\bar{p} p\rangle=\frac{1}{\sqrt{2}}(|1,0\rangle-|0,0\rangle), \\
|\bar{p} n\rangle=|1,-1\rangle, & |\bar{n} n\rangle=\frac{1}{\sqrt{2}}(|1,0\rangle+|0,0\rangle), \tag{7.42}
\end{array}
$$

from which follows $\# 9$

$$
\begin{equation*}
|1,0\rangle=\frac{1}{\sqrt{2}}(|\bar{n} n\rangle+|\bar{p} p\rangle), \quad|0,0\rangle=\frac{1}{\sqrt{2}}(|\bar{n} n\rangle-|\bar{p} p\rangle), \tag{7.43}
\end{equation*}
$$

whereas the decomposition of the $|\pi \pi\rangle$ isospin states reads

$$
\begin{array}{rlrl}
\left|\pi^{+} \pi^{0}\right\rangle & =\frac{1}{\sqrt{2}}(|2,1\rangle+|1,1\rangle), & \left|\pi^{+} \pi^{-}\right\rangle & =\frac{1}{\sqrt{6}}|2,0\rangle+\frac{1}{\sqrt{2}}|1,0\rangle+\frac{1}{\sqrt{3}}|0,0\rangle, \\
\left|\pi^{-} \pi^{0}\right\rangle=\frac{1}{\sqrt{2}}(|2,-1\rangle-|1,-1\rangle), & \left|\pi^{0} \pi^{0}\right\rangle & =\sqrt{\frac{2}{3}}|2,0\rangle-\frac{1}{\sqrt{3}}|0,0\rangle, \tag{7.44}
\end{array}
$$

but since $\bar{N} N$ only couples to $I_{t}=0$ and $I_{t}=1$, the $I_{t}=2$ terms do not contribute here and we are left with a symmetric isosinglet

$$
\begin{equation*}
|0,0\rangle=\frac{1}{\sqrt{3}}\left(\left|\pi^{+} \pi^{-}\right\rangle+\left|\pi^{-} \pi^{+}\right\rangle-\left|\pi^{0} \pi^{0}\right\rangle\right), \tag{7.45}
\end{equation*}
$$

[^52]and an antisymmetric isotriplet
\[

$$
\begin{align*}
|1,1\rangle & =\frac{1}{\sqrt{2}}\left(\left|\pi^{+} \pi^{0}\right\rangle-\left|\pi^{0} \pi^{+}\right\rangle\right), \quad|1,0\rangle=\frac{1}{\sqrt{2}}\left(\left|\pi^{+} \pi^{-}\right\rangle-\left|\pi^{-} \pi^{+}\right\rangle\right) \\
|1,-1\rangle & =\frac{1}{\sqrt{2}}\left(\left|\pi^{0} \pi^{-}\right\rangle-\left|\pi^{-} \pi^{0}\right\rangle\right) \tag{7.46}
\end{align*}
$$
\]

By strictly using the non-cyclic kinematical convention together with the properties under charge conjugation (7.32) we can get the $t$-channel amplitudes from the $s$-channel ones via crossing

$$
\begin{equation*}
\mathcal{A}_{ \pm}=-\mathcal{A}\left(\bar{p} p \rightarrow \pi^{ \pm} \pi^{\mp}\right), \quad \mathcal{A}_{0}=\mathcal{A}\left(\pi^{+} n \rightarrow \pi^{0} p\right)=-\mathcal{A}\left(\bar{n} p \rightarrow \pi^{+} \pi^{0}\right)=\mathcal{A}\left(\bar{n} p \rightarrow \pi^{0} \pi^{+}\right) \tag{7.47}
\end{equation*}
$$

which together with the $s$-channel isospin relations (7.37) on the one hand and the $t$-channel isospin decompositions above on the other hand yields the following relations for the reactions with a proton as target particle

$$
\begin{array}{rlrl}
\mathcal{A}\left(\bar{p} p \rightarrow \pi^{+} \pi^{-}\right)=-\mathcal{A}_{+} & =-\mathcal{A}^{+}+\mathcal{A}^{-} & =-\mathcal{A}^{3 / 2} & =-\frac{1}{\sqrt{6}} \mathcal{A}^{0}+\frac{1}{2} \mathcal{A}^{1} \\
\mathcal{A}\left(\bar{p} p \rightarrow \pi^{-} \pi^{+}\right)=-\mathcal{A}_{-} & =-\mathcal{A}^{+}-\mathcal{A}^{-} & =-\frac{1}{3}\left(2 \mathcal{A}^{1 / 2}+\mathcal{A}^{3 / 2}\right)=-\frac{1}{\sqrt{6}} \mathcal{A}^{0}-\frac{1}{2} \mathcal{A}^{1} \\
\mathcal{A}\left(\bar{n} p \rightarrow \pi^{+} \pi^{0}\right)=-\mathcal{A}_{0} & =\sqrt{2} \mathcal{A}^{-} & =\frac{\sqrt{2}}{3}\left(\mathcal{A}^{1 / 2}-\mathcal{A}^{3 / 2}\right) & =\frac{1}{\sqrt{2}} \mathcal{A}^{1} \\
\mathcal{A}\left(\bar{p} p \rightarrow \pi^{0} \pi^{0}\right)=\frac{1}{2}\left(\mathcal{A}_{+}+\mathcal{A}_{-}\right) & =\mathcal{A}^{+} & =\frac{1}{3}\left(\mathcal{A}^{1 / 2}+2 \mathcal{A}^{3 / 2}\right) & =\frac{1}{\sqrt{6}} \mathcal{A}^{0} \tag{7.48}
\end{array}
$$

Thereby we can easily deduce the $s \leftrightarrow t$ crossing isospin relations (cf. [174])

$$
\begin{align*}
\binom{\mathcal{A}^{1 / 2}}{\mathcal{A}^{3 / 2}} & =C_{s t}\binom{\mathcal{A}^{0}}{\mathcal{A}^{1}}, & C_{s t} & =\left(\begin{array}{cc}
\frac{1}{\sqrt{6}} & 1 \\
\frac{1}{\sqrt{6}} & -\frac{1}{2}
\end{array}\right) \\
\binom{\mathcal{A}^{0}}{\mathcal{A}^{1}} & =C_{t s}\binom{\mathcal{A}^{1 / 2}}{\mathcal{A}^{3 / 2}}, & C_{t s} & =\frac{2}{3}\left(\begin{array}{cc}
\frac{\sqrt{6}}{2} & \sqrt{6} \\
1 & -1
\end{array}\right) \tag{7.49}
\end{align*}
$$

and the fact that $\mathcal{A}^{+}$and $\mathcal{A}^{-}$have well-defined quantum number $I_{t}=0$ and $I_{t}=1$, respectively,

$$
\binom{\mathcal{A}^{+}}{\mathcal{A}^{-}}=C_{\nu t}\binom{\mathcal{A}^{0}}{\mathcal{A}^{1}}, \quad C_{\nu t}=C_{\nu s} C_{s t}=\left(\begin{array}{cc}
\frac{1}{\sqrt{6}} & 0  \tag{7.50}\\
0 & \frac{1}{2}
\end{array}\right), \quad C_{t \nu}=C_{\nu t}^{-1}=\left(\begin{array}{cc}
\sqrt{6} & 0 \\
0 & 2
\end{array}\right)
$$

Combining charge conjugation $C$ with a rotation by $\pi$ around the 2 -axis of isospin space

$$
\begin{equation*}
e^{ \pm i \pi I_{2}}\left|I, I_{3}\right\rangle=(-1)^{I-I_{3}}\left|I,-I_{3}\right\rangle \tag{7.51}
\end{equation*}
$$

one can define $G$-conjugation as (again in the conventions of [171])

$$
\begin{equation*}
G=C e^{-i \pi I_{2}} \tag{7.52}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
G|\pi\rangle=-|\pi\rangle \quad \Rightarrow \quad G|\pi \pi\rangle=|\pi \pi\rangle \tag{7.53}
\end{equation*}
$$

and hence the antinucleon-nucleon initial state in the reaction $\bar{N} N \rightarrow \pi \pi$ that we are interested in has to be an eigenstate $\# 10$ of $G$ with eigenvalue ( $G$-parity) +1 , i.e. it can only couple to states with an even number of pions. The result for charge conjugation of an antifermionfermion or antiboson-boson pair

$$
\begin{equation*}
C|\bar{f} f\rangle=(-1)^{L+S}|\bar{f} f\rangle, \quad C|\bar{b} b\rangle=(-1)^{L}|\bar{b} b\rangle \tag{7.54}
\end{equation*}
$$

together with (7.51) yields

$$
\begin{equation*}
G|\bar{N} N\rangle=(-1)^{J+I_{t}}|\bar{N} N\rangle \tag{7.55}
\end{equation*}
$$

from which we can conclude that for reactions with a two-pion final state (i.e. $G=+1$ ) only the combinations ( $J$ even, $I_{t}=0$ ) and $\left(J\right.$ odd, $\left.I_{t}=1\right)$ are allowed. The same combinations arise from the symmetry properties of the isosinglet (7.45) and the isotriplet (7.46) due to the fact that the exchange of two pions in an orbital state with total angular momentum $J=L$ yields a factor of $(-1)^{J}$. According to (7.50) this leads to the following selection rules for the partial wave decomposition of the $t$-channel amplitudes: the partial-wave expansion of the amplitudes $\mathcal{A}^{I=+/-}$ or $\mathcal{A}^{I_{t}=0 / 1}$ contains only partial waves with even/odd $J$, respectively, and the transition between the two sets of amplitudes involves the isospin crossing coefficients $c_{J}=1 / \sqrt{6}$ and $c_{J}=1 / 2$ with

$$
c_{J}= \begin{cases}\frac{1}{\sqrt{6}} & \text { if } J \text { is even }  \tag{7.56}\\ \frac{1}{2} & \text { if } J \text { is odd }\end{cases}
$$

### 7.3 Unitarity and partial-wave amplitudes

In this section we will combine the principle of unitarity with the general helicity partial-wave formalism in order to consolidate the ground on which the partial-wave unitarity relations for $\pi N$ scattering will be derived later on (cf. Sect. 12.1) \#11 Especially for the additional inelastic contributions to the so-called extended $t$-channel unitarity relation it will prove essential to take care of the prefactors due to kinematics and indistinguishability of particles accompanying the partial-wave amplitudes $\# 12$

From the unitarity of the $S$-matrix

$$
\begin{equation*}
S^{\dagger} S=\mathbb{1}, \quad S=\mathbb{1}+i T \quad \Rightarrow \quad T-T^{\dagger}=i T^{\dagger} T \tag{7.57}
\end{equation*}
$$

by taking matrix elements and inserting a complete set of intermediate states one can easily obtain the general unitarity relation

$$
\begin{equation*}
\langle f| T|i\rangle-\langle f| T^{\dagger}|i\rangle=i \sum_{\{j\}} \int \mathrm{d} \Pi_{n_{j}}^{(j)}\langle f| T^{\dagger}|j\rangle\langle j| T|i\rangle \tag{7.58}
\end{equation*}
$$

where $\mathrm{d} \Pi_{n_{j}}^{(j)}$ denotes the $n_{j}$-particle Lorentz-invariant phase space (LIPS) for intermediate state $j$ which in the case of $n_{j}$ identical intermediate particles implicitly includes an additional

[^53]symmetry factor $1 / S_{n_{j}}^{(j)}=1 / n_{j}$ ! in order to avoid multiple counting in the phase space integral. From 4-momentum conservation
\[

$$
\begin{equation*}
\langle f| T|i\rangle=(2 \pi)^{4} \delta^{(4)}\left(\Sigma p_{f}-\Sigma p_{i}\right) T_{f i} \tag{7.59}
\end{equation*}
$$

\]

one can immediately infer the generalized optical theorem for the invariant amplitudes $T_{f i}$

$$
\begin{equation*}
T_{f i}-T_{i f}^{*}=i \sum_{\{j\}} \int \mathrm{d} \Pi_{n_{j}}^{(j)}(2 \pi)^{4} \delta^{(4)}\left(\Sigma p_{j}-\Sigma p_{i}\right) T_{j f}^{*} T_{j i} \tag{7.60}
\end{equation*}
$$

where overall 4-momentum conservation $\delta^{(4)}\left(\Sigma p_{f}-\Sigma p_{i}\right)$ is implicitly imposed. If the process is invariant under time reversal, as it is the case for strong interactions, (7.60) takes the form

$$
\begin{equation*}
2 i \operatorname{Im} T_{f i}=i \sum_{\{j\}} \int \mathrm{d} \Pi_{n_{j}}^{(j)}(2 \pi)^{4} \delta^{(4)}\left(\Sigma p_{j}-\Sigma p_{i}\right) T_{f j}^{*} T_{j i} \tag{7.61}
\end{equation*}
$$

Under the additional assumption of hermitian analyticity of the $S$-matrix (i.e. that the amplitudes $T_{f i}$ obey the Schwarz reflection principle $T_{f i}^{*}(s)=T_{f i}\left(s^{*}\right)$ and are real on part of the real axis; this property is therefore also called real analyticity in the literature) it follows

$$
\begin{align*}
\operatorname{Disc} T_{f i}(s) & =\lim _{\epsilon \rightarrow 0}\left[T_{f i}(s+i \epsilon)-T_{f i}(s-i \epsilon)\right]=i \lim _{\epsilon \rightarrow 0}\left[\operatorname{Im} T_{f i}(s+i \epsilon)-\operatorname{Im} T_{f i}(s-i \epsilon)\right] \\
& =2 i \lim _{\epsilon \rightarrow 0} \operatorname{Im} T_{f i}(s+i \epsilon) \tag{7.62}
\end{align*}
$$

which corresponds to the physical limit for the $s$-channel process (defined as usual as approaching the physical cut from above in the complex plane; the dependence on $t$ being suppressed here) $\# 13$ Hence, (7.61) can also be proven in the framework of perturbation theory to all orders via the Cutkosky cutting rules [187, 188].

We are interested in two-by-two scattering $a+b \rightarrow c+d$ for the case that only twoparticle on-shell intermediate states $j_{1}+j_{2}$ contribute to the sum in (7.58). Thus we need the integration over the intermediate two-particle LIPS and the corresponding intermediate 4 -momentum conservation $\# 14$ In the CMS the momenta are given by $\left|\mathbf{p}_{a}\right|=\left|\mathbf{p}_{b}\right|=\left|\mathbf{p}_{i}\right|=p_{i}$ for the initial and $\left|\mathbf{p}_{1}\right|=\left|\mathbf{p}_{2}\right|=\left|\mathbf{p}_{j}\right|=p_{j}$ for the intermediate particles and the energies $\left(p_{P}\right)^{0}=E_{P}$ obey $E_{a}+E_{b}=\sqrt{s}=E_{1}+E_{2}$. The CMS result of this integration, which is valid for both elastic $p_{i}=p_{j}$ and inelastic $p_{i} \neq p_{j}$ two-particle intermediate contributions to two-by-two scattering unitarity, then reads

$$
\begin{align*}
& \int \mathrm{d} \Pi_{2}^{(j)}(2 \pi)^{4} \delta^{(4)}\left(p_{1}+p_{2}-p_{a}-p_{b}\right) \\
& =\frac{1}{S_{2}^{(j)}} \int \frac{\mathrm{d}^{4} p_{1} \mathrm{~d}^{4} p_{2}}{(2 \pi)^{4}(2 \pi)^{4}} \delta\left(p_{1}^{2}-m_{1}^{2}\right) 2 \pi \theta\left(E_{1}\right) \delta\left(p_{2}^{2}-m_{2}^{2}\right) 2 \pi \theta\left(E_{2}\right)(2 \pi)^{4} \delta^{(4)}\left(p_{1}+p_{2}-p_{a}-p_{b}\right) \\
& =\frac{1}{S_{2}^{(j)}} \int \frac{\mathrm{d}^{3} p_{1} \mathrm{~d}^{3} p_{2}}{2 E_{1}(2 \pi)^{3} 2 E_{2}(2 \pi)^{3}}(2 \pi)^{4} \delta^{(4)}\left(p_{1}+p_{2}-p_{a}-p_{b}\right)=\frac{1}{S_{2}^{(j)}} \frac{1}{8 \pi} \frac{2 p_{j}}{\sqrt{s}} \int \frac{\mathrm{~d} \Omega_{j}}{4 \pi}, \tag{7.63}
\end{align*}
$$

[^54]where the CMS quantities for the on-shell intermediate state are given by
\[

$$
\begin{equation*}
p_{j}=\frac{\lambda^{1 / 2}\left(s, m_{1}^{2}, m_{2}^{2}\right)}{2 \sqrt{s}}>0, \quad E_{1}=\frac{s+m_{1}^{2}-m_{2}^{2}}{2 \sqrt{s}}>0, \quad E_{2}=\frac{s+m_{2}^{2}-m_{1}^{2}}{2 \sqrt{s}}>0 \tag{7.64}
\end{equation*}
$$

\]

and the 4-momentum states are normalized according to

$$
\begin{equation*}
\left\langle p^{\prime} \mid p\right\rangle=2 E_{\mathbf{p}}(2 \pi)^{3} \delta^{(3)}\left(\mathbf{p}^{\prime}-\mathbf{p}\right) \tag{7.65}
\end{equation*}
$$

for both bosons and fermions, which corresponds to the following normalization of spinors

$$
\begin{equation*}
\bar{u}^{r}(p) u^{s}(p)=2 m \delta^{r s}, \quad \bar{v}^{r}(p) v^{s}(p)=-2 m \delta^{r s} \tag{7.66}
\end{equation*}
$$

Hence, with one particular intermediate state $j$ the optical theorem (7.61) takes the form

$$
\begin{equation*}
\operatorname{Im} T_{f i}=\frac{1}{S_{2}^{(j)}} \frac{1}{16 \pi} \frac{2 p_{j}}{\sqrt{s}} \int \frac{\mathrm{~d} \Omega_{j}}{4 \pi} T_{f j}^{*} T_{j i} \tag{7.67}
\end{equation*}
$$

where for equal masses $m_{j}=m_{1}=m_{2}$ the kinematical phase space factor simplifies to

$$
\begin{equation*}
\frac{2 p_{j}}{\sqrt{s}}=\frac{\lambda^{1 / 2}\left(s, m_{j}^{2}, m_{j}^{2}\right)}{s}=\sqrt{1-\frac{4 m_{j}^{2}}{s}}=\sigma\left(s, m_{j}^{2}\right)=\sigma_{s}^{j} \tag{7.68}
\end{equation*}
$$

The differential cross section for two-by-two scattering $a+b \rightarrow c+d$ is given by

$$
\begin{equation*}
\mathrm{d} \sigma_{f i}=\frac{1}{2 E_{a} 2 E_{b}\left|\mathbf{v}_{a}-\mathbf{v}_{b}\right|} \mathrm{d} \Pi_{2}^{(f)}(2 \pi)^{4} \delta^{(4)}\left(p_{c}+p_{d}-p_{a}-p_{b}\right)\left|T_{f i}\right|^{2} \tag{7.69}
\end{equation*}
$$

where the invariant amplitude $T_{f i}$ is dimensionless and the final-state two-particle LIPS $\mathrm{d} \Pi_{2}^{(f)}$ is completely analogous to (7.63) (with particles $c+d$ instead of $j_{1}+j_{2}$ and thus replacing $\mathbf{p}_{j}$ by $\mathbf{p}_{f}$ with $\left.\left|\mathbf{p}_{c}\right|=\left|\mathbf{p}_{d}\right|=\left|\mathbf{p}_{f}\right|=p_{f}\right)$. The preceding flux factor, that is related to the relative velocity $\left|\mathbf{v}_{a}-\mathbf{v}_{b}\right|$ and thus frame-dependent, reads in the CMS

$$
\begin{equation*}
\frac{1}{2 E_{a} 2 E_{b}\left|\mathbf{v}_{a}-\mathbf{v}_{b}\right|}=\frac{1}{4 \sqrt{\left(p_{a} \cdot p_{b}\right)^{2}-m_{a}^{2} m_{b}^{2}}}=\frac{1}{4 p_{i} \sqrt{s}}, \quad p_{i}=\frac{\lambda^{1 / 2}\left(s, m_{a}^{2}, m_{b}^{2}\right)}{2 \sqrt{s}} \tag{7.70}
\end{equation*}
$$

This leads to the usual CMS-form of the differential cross section (assuming here the particles $c$ and $d$ to be distinguishable; $p_{f}=p_{i}$ for elastic scattering)\#15

$$
\begin{equation*}
\frac{\mathrm{d} \sigma_{f i}}{\mathrm{~d} \Omega}=\frac{p_{f} p_{i}}{\pi} \frac{\mathrm{~d} \sigma_{f i}}{\mathrm{~d} t}=\frac{p_{f}}{p_{i}} \frac{\left|T_{f i}\right|^{2}}{64 \pi^{2} s}=\frac{p_{f}}{p_{i}}\left|\frac{T_{f i}}{8 \pi \sqrt{s}}\right|^{2} \tag{7.71}
\end{equation*}
$$

Including the spin $s_{P}$ for all involved particles, the general spin-averaged differential cross section reads

$$
\begin{equation*}
\frac{\mathrm{d} \bar{\sigma}_{f i}}{\mathrm{~d} \Omega}=\frac{1}{\left(2 s_{a}+1\right)\left(2 s_{b}+1\right)} \sum_{s_{c}, s_{d} ; s_{a}, s_{b}}\left|\sqrt{\frac{p_{f}}{p_{i}}} \frac{T_{f i}^{s_{c}, s_{d} ; s_{a}, s_{b}}}{8 \pi \sqrt{s}}\right|^{2} . \tag{7.72}
\end{equation*}
$$

[^55]Now consider the problem of partial wave decomposition in the presence of spin. The $T$ operator for two-by-two scattering can be diagonalized by using the eigenstates of total angular momentum $J$ as basis, which can be achieved most easily in the CMS via the helicity formalism [189]. With $\lambda_{P}$ denoting the helicity of the corresponding particle, one can take the $T$-matrix elements in the basis of single particle momenta and helicities

$$
\begin{equation*}
\left\langle p_{c}, p_{d} ; \lambda_{c}, \lambda_{d}\right| T(s)\left|p_{a}, p_{b} ; \lambda_{a}, \lambda_{b}\right\rangle=(2 \pi)^{4} \delta^{(4)}\left(p_{c}+p_{d}-p_{a}-p_{b}\right) T_{f i}^{\lambda_{c}, \lambda_{d} ; \lambda_{a}, \lambda_{b}}(s, t) \tag{7.73}
\end{equation*}
$$

and with respect to our normalization of 4 -momentum states (7.65) and by applying the respective phase space integration (7.63), these matrix elements and thereby the differential cross section for a specific reaction can be written in terms of states of relative motion in the CMS for both incoming and outgoing particle pairs (cf. (7.72) and [189])

$$
\begin{align*}
& T_{f i}^{\lambda_{c}, \lambda_{d} ; \lambda_{a}, \lambda_{b}}(s, t)=\frac{(4 \pi)^{2} \sqrt{s}}{\sqrt{p_{f} p_{i}}}\left\langle\theta, \varphi ; \lambda_{c}, \lambda_{d}\right| T(s)\left|\theta_{0}, \varphi_{0} ; \lambda_{a}, \lambda_{b}\right\rangle \\
& \left.\frac{\mathrm{d} \sigma_{f i}^{\lambda_{c}, \lambda_{d} ; \lambda_{a}, \lambda_{b}}(s)}{\mathrm{d} \Omega}=\left|\frac{2 \pi}{p_{i}}\left\langle\theta, \varphi ; \lambda_{c}, \lambda_{d}\right| T(s)\right| 0,0 ; \lambda_{a}, \lambda_{b}\right\rangle\left.\right|^{2}=\left|\sqrt{\frac{p_{f}}{p_{i}}} \frac{T_{f i}^{\lambda_{c}, \lambda_{d} ; \lambda_{a}, \lambda_{b}}(s, t)}{8 \pi \sqrt{s}}\right|^{2} \tag{7.74}
\end{align*}
$$

where the $z$-axis is chosen along the incident momentum $\mathbf{p}_{a}$ (i.e. $\theta_{0}=0$ and w.l.o.g. one can also choose $\varphi_{0}=0$ ) and $\theta, \varphi$ are the polar angles of $\mathbf{p}_{c}$ in this frame. These new matrix elements then can be expanded in partial waves of the $T$-matrix in the helicity basis

$$
\begin{align*}
\left\langle\theta, \varphi ; \lambda_{c}, \lambda_{d}\right| T(s)\left|0,0 ; \lambda_{a}, \lambda_{b}\right\rangle & =\frac{\sqrt{S_{f} S_{i}}}{4 \pi} \sum_{J}(2 J+1)\left\langle\lambda_{c}, \lambda_{d}\right| T^{J}(s)\left|\lambda_{a}, \lambda_{b}\right\rangle D_{\lambda_{a}-\lambda_{b}, \lambda_{c}-\lambda_{d}}^{J *}(\varphi, \theta,-\varphi) \\
\left\langle\lambda_{c}, \lambda_{d}\right| T^{J}(s)\left|\lambda_{a}, \lambda_{b}\right\rangle & =T_{\lambda_{c}, \lambda_{d} ; \lambda_{a}, \lambda_{b}}^{J}(s) \tag{7.75}
\end{align*}
$$

where $D_{m m^{\prime}}^{j *}(\varphi, \theta,-\varphi)=e^{i\left(m-m^{\prime}\right) \varphi} d_{m m^{\prime}}^{j}(\theta)$ are the Wigner functions \#16 and we have added explicit symmetry factors $S_{i}$ and $S_{f}$ to the partial-wave expansion of [189] in order to take care of identical particles in the initial and final state. The sum runs over integer/half-integer values of $J$ for an even/odd number of half-integer spins present in the initial or final state and the scattering plane is conventionally fixed at $\varphi=0$ (cf. e.g. [171]). Due to the invariance of strong interactions under time reversal and parity these helicity partial waves obey the symmetry properties

$$
\begin{equation*}
T_{\lambda_{a}, \lambda_{b} ; \lambda_{c}, \lambda_{d}}^{J}(s)=T_{\lambda_{c}, \lambda_{d} ; \lambda_{a}, \lambda_{b}}^{J}(s)=T_{-\lambda_{c},-\lambda_{d} ;-\lambda_{a},-\lambda_{b}}^{J}(s) \tag{7.76}
\end{equation*}
$$

Writing for a generic two-by-two reaction $a b \rightarrow c d$

$$
\begin{equation*}
\left[S_{\{\lambda\}}^{J}(s)\right]_{a b \rightarrow c d}=S_{\lambda_{c}, \lambda_{d} ; \lambda_{a}, \lambda_{b}}^{J}(s)=\delta_{\lambda_{a}, \lambda_{c}} \delta_{\lambda_{b}, \lambda_{d}}+i T_{\lambda_{c}, \lambda_{d} ; \lambda_{a}, \lambda_{b}}^{J}(s)=\mathbb{1}_{\{\lambda\}}+i\left[T_{\{\lambda\}}^{J}(s)\right]_{a b \rightarrow c d} \tag{7.77}
\end{equation*}
$$

where the unity operator has to be removed for inelastic reactions, one obtains for the differential cross section (cf. (7.72), (7.74), and (7.75))

$$
\begin{align*}
\mathcal{M}_{a b \rightarrow c d}^{\{\lambda\}} & =\frac{\sqrt{S_{f} S_{i}}}{2 p_{i}} \sum_{J}(2 J+1)\left[T_{\{\lambda\}}^{J}(s)\right]_{a b \rightarrow c d} d_{\{\lambda\}}^{J}(\theta) \\
\frac{\mathrm{d} \sigma_{a b \rightarrow c d}^{\{\lambda\}}}{\mathrm{d} \Omega} & =\left|\mathcal{M}_{a b \rightarrow c d}^{\{\lambda\}}\right|^{2}, \quad \frac{\mathrm{~d} \bar{\sigma}_{a b \rightarrow c d}}{\mathrm{~d} \Omega}=\frac{1}{\left(2 s_{a}+1\right)\left(2 s_{b}+1\right)} \sum_{\{\lambda\}}\left|\mathcal{M}_{a b \rightarrow c d}^{\{\lambda\}}\right|^{2} \tag{7.78}
\end{align*}
$$

[^56]This normalization ensures that no symmetry factors occur in the elastic unitarity relations for the partial waves (cf. e.g. (7.81)), since they always cancel with the symmetry factor implicitly included in (7.58) \#17 We will consider explicitly the example of $\pi \pi \rightarrow \pi \pi$ with $\bar{K} K$ and $\bar{N} N$ intermediate states in Sect. 12.1. Expanding already the single particle momentum matrix elements (7.73), which reproduces the standard normalizations for spinless processes and $\pi N \rightarrow \pi N$, the partial-wave expansion reads

$$
\begin{equation*}
T_{f i}^{\lambda_{c}, \lambda_{d} ; \lambda_{a}, \lambda_{b}}(s, t)=\sqrt{S_{f} S_{i}} 16 \pi \sum_{J}(2 J+1) \tilde{T}_{\lambda_{c}, \lambda_{d} ; \lambda_{a}, \lambda_{b}}^{J}(s) d_{\lambda_{a}-\lambda_{b}, \lambda_{c}-\lambda_{d}}^{J}(\theta) \tag{7.79}
\end{equation*}
$$

In the case of spinless particles, with $d_{00}^{J}(\theta)=P_{J}(\cos \theta)$ and $J=l$ the expansion simplifies to

$$
\begin{equation*}
T_{f i}(s, t)=\sqrt{S_{f} S_{i}} 16 \pi \sum_{J=0}^{\infty}(2 J+1) \tilde{T}_{f i}^{J}(s) P_{J}(\cos \theta) \tag{7.80}
\end{equation*}
$$

For elastic scattering $a b \rightarrow a b$ (hence $S_{i}=S_{f}$ and $p_{i}=p_{f}=p$ ), below the inelastic threshold only the initial two-body channel contributes to the sum over physical intermediate states in (7.58) and the partial-wave expansion (7.79) together with the angular integration (7.63) and time reversal invariance (7.76) leads to the general elastic unitarity relation for the corresponding partial waves

$$
\begin{equation*}
\tilde{T}^{J}(s)-\tilde{T}^{J \dagger}(s)=2 i \operatorname{Im} \tilde{T}^{J}(s)=2 i \frac{2 p}{\sqrt{s}} \tilde{T}^{J \dagger}(s) \tilde{T}^{J}(s) \tag{7.81}
\end{equation*}
$$

where $\tilde{T}^{J}(s)$ is a $\left(2 s_{a}+1\right)\left(2 s_{b}+1\right) \times\left(2 s_{a}+1\right)\left(2 s_{b}+1\right)$ matrix in helicity space and all potential symmetry factors cancel. If the particles are spinless or if the matrix $\tilde{T}^{J}(s)$ is diagonal in some appropriate basis (as it is e.g. for $\pi N \rightarrow \pi N$ in the isospin basis $I_{s} \in\{1 / 2,3 / 2\}$ ), we arrive at

$$
\begin{equation*}
\operatorname{Im} \tilde{T}_{f i}^{J}(s)=\frac{2 p}{\sqrt{s}}\left|\tilde{T}_{f i}^{J}(s)\right|^{2} \tag{7.82}
\end{equation*}
$$

which is solved by a parameterization of $\tilde{T}_{f i}^{J}(s)$ via the real phase shift $\delta_{f i}^{J}(s)$

$$
\begin{equation*}
\tilde{T}_{f i}^{J}(s)=\frac{\sqrt{s}}{2 p} \sin \delta_{f i}^{J}(s) e^{i \delta_{f i}^{J}(s)} \tag{7.83}
\end{equation*}
$$

where (7.82) and (7.83) are valid for each diagonal element $\tilde{T}_{f i}^{J}(s)$ of $\tilde{T}^{J}(s)$. For $s$ above the lowest inelastic threshold $s_{\text {inel }}$ these equations have to be modified by introducing real inelasticities $0 \leq \eta_{f i}^{J}(s) \leq 1$ via

$$
\begin{equation*}
\tilde{T}_{f i}^{J}(s)=\frac{\sqrt{s}}{2 p} \frac{\eta_{f i}^{J}(s) e^{2 i \delta_{f i}^{J}(s)}-1}{2 i}, \quad \operatorname{Im} \tilde{T}_{f i}^{J}(s)=\frac{2 p}{\sqrt{s}}\left|\tilde{T}_{f i}^{J}(s)\right|^{2}+\frac{\sqrt{s}}{8 p}\left[1-\left(\eta_{f i}^{J}(s)\right)^{2}\right] \tag{7.84}
\end{equation*}
$$

with $\eta_{f i}^{J}(s)<1$ for $s>s_{\text {inel }}$ due to additional intermediate states contributing in (7.58). These partial waves are then related to the diagonal elements of the corresponding $S$-matrix according to

$$
\begin{equation*}
S_{f i}^{J}(s)=\eta_{f i}^{J}(s) e^{2 i \delta_{f i}^{J}(s)}=1+i \frac{4 p}{\sqrt{s}} \tilde{T}_{f i}^{J}(s) \tag{7.85}
\end{equation*}
$$

Note the kinematical factor between the $\tilde{T}_{f i}^{J}$ and the $T$-matrix partial waves (7.77).

[^57]
### 7.4 Hyperbolic dispersion relations

There are several excellent general introductions to $S$-matrix theory and dispersion theory $\# 18$ available in the literature, see for instance [174, 192 197]. Even specific processes are extensively studied in the literature: see e.g. [174, 196, 198 for the simple and thus pedagogical case of $\pi \pi$ scattering, [174, 196, 197] for $\pi N$ scattering, and 199 particularly for $\pi \pi \rightarrow \bar{N} N$. Hence, before reviewing the formalism for the particular case at hand, i.e. hyperbolic dispersion relations for $\pi N$ scattering, we will content ourselves with a very brief synopsis of the basic underlying ideas in the following (see [191] for the corresponding references)
$S$-matrix theory started to become popular in the late $1950 \# 19$ as a program for (dynamically) determining the $S$-matrix for strong interactions by starting from very general first principles and assumptions, since at that time strong interactions were thought to become uncontrollably strong at short distances in (local) quantum field theory (QFT). For this purpose also observations of (quantum) field theory and perturbation theory were generalized to postulates (e.g. that imaginary parts of scattering amplitudes correspond to the propagation of on-mass-shell intermediate states). With the advent of QCD and especially asymptotic freedom in the early to mid 1970s, however, the interest in the $S$-matrix program waned rapidly, although it should be stressed that there is no contradiction whatsoever between QFT/QCD and $S$-matrix theory. In fact, the latter can generally be thought of as an on-mass-shell field theory and many of its concepts and assumptions are frequently used hitherto \#20 Besides further symmetry principles of the specific scattering process under consideration (e.g. isospin), the foundations of $S$-matrix theory are given by the postulates of

- Lorentz invariance,
- unitarity,
- crossing symmetry,
- and "maximal" hermitian analyticity
for the $S$-matrix and thus the Lorentz-invariant scattering amplitudes. While unitarity, which amounts to nothing else but probability conservation, can easily be implemented in the formalism (in particular for partial-wave amplitudes, cf. Sect. (7.3), it is difficult to precisely formulate

[^58]the assumption of so-called "maximal" hermitian analyticity, which is linked to the physical principle of causality and is crucial for the possibility of analytic continuation and thus for the validity of dispersion relations. More specifically, it is assumed that the $S$-matrix elements for a given channel of a scattering process are functions that are analytic (actually: hermitian analytic, cf. Sect. (7.3) in the corresponding (squared CMS) energy except for those singularity structures that are enforced by the other principles, namely particle poles (corresponding to the exchange of stable particles, as motivated by leading-order perturbation theory) and unitarity (i.e. physical) cuts as well as crossed-channel cuts (as already mentioned in Sect. (7.1), hence the term "maximal" (hermitian) analyticity. In principle, there are rigorous derivations of analyticity properties of scattering amplitudes based on quantum field theoretical microcausality, however, such proofs are straightforward only for the forward scattering of massless particles; for e.g. $\pi N$ elastic scattering analyticity in $s$ is only proven at fixed (physical) momentum transfer $t$ for a limited range of $t$ [200] (see also [201] for a review of rigorous proofs of analyticity properties). In the most optimistic scenario of the $S$-matrix program, these fundamental principles - together with suitable asymptotic boundary conditions needed for the convergence of the dispersion relations - would be sufficient to (uniquely) specify the scattering amplitudes. After these general remarks, we now will turn to the case at hand.

For invariant amplitudes with definite $s \leftrightarrow u$ crossing properties (for fixed $t$, i.e. $(\nu, t)$ are the "natural" variables) like $\pi N$ scattering, it was shown in [161] (and references therein) that the requirements that the parameterizations of the integration paths in the dispersive integrals correspond to curves in the Mandelstam plane so that

- the curves pass through both the direct and all crossed channels
(enabling the lowest partial waves to catch most of the important contributions),
- the curves do not enter the double spectral regions
(ensuring the convergence of the partial-wave expansions/projections, cf. Chap 10),
- the parameterization does not introduce kinematical cuts into the invariant amplitudes,
- and the resulting integral kernels are reasonably simple
inevitably lead to equilateral hyperbolae in the $(s, u)$ Mandelstam plane with hyperbola parameter $b$ and asymptotes $s=a$ and $u=a$,

$$
\begin{equation*}
(s-a)(u-a)=b \tag{7.86}
\end{equation*}
$$

To be specific, considering $t$ as the independent variable and $\nu=(s-u) /(4 m)$ to be a function of $t$ and the curve parameters yields the relation (the linearity in $b$ being a consequence of the last of the above requirements)

$$
\begin{equation*}
t=g(s ; a) b+h(s ; a), \quad g(s ; a)=-\frac{1}{s-a}, \quad h(s ; a)=\Sigma-s-a \tag{7.87}
\end{equation*}
$$

from which besides (7.86) also follows

$$
\begin{align*}
s(t ; a, b) & =\frac{1}{2}(\Sigma-t+4 m \nu(t ; a, b)), & \nu(t ; a, b) & =\frac{1}{4 m} \sqrt{(t-\Sigma+2 a)^{2}-4 b} \\
u(t ; a, b) & =\frac{1}{2}(\Sigma-t-4 m \nu(t ; a, b)), & t_{( \pm)}(\nu ; a, b) & =\Sigma-2 a \pm 2 \sqrt{(2 m \nu)^{2}+b} \tag{7.88}
\end{align*}
$$

defining two hyperbola branches in the real $(s, u)$ Mandelstam plane \#21
Under the assumption that no subtractions are necessary (cf. Chap. 11), one may thus straightforwardly write down generic HDRs for $\nu$-even invariant amplitudes as functions of $(t ; a, b)$ (cf. (7.24), hence no kinematical square root cuts are introduced by $\nu(t ; a, b))$ according to

$$
\begin{align*}
& \mathcal{A}_{\mathrm{ev}}(t ; a, b)=\mathcal{A}_{\mathrm{ev}}^{B}(t ; a, b)+\frac{1}{\pi} \int_{-\infty}^{\tilde{t}_{\mathrm{th}}} \mathrm{~d} t^{\prime} \frac{\operatorname{Im} \mathcal{A}_{\mathrm{ev}}\left(t^{\prime} ; a, b\right)}{t^{\prime}-t}+\frac{1}{\pi} \int_{t_{\mathrm{th}}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} \mathcal{A}_{\mathrm{ev}}\left(t^{\prime} ; a, b\right)}{t^{\prime}-t}, \\
& \frac{\mathcal{A}_{\mathrm{od}}}{\nu}(t ; a, b)=\frac{\mathcal{A}_{\mathrm{od}}^{B}}{\nu}(t ; a, b)+\frac{1}{\pi} \int_{-\infty}^{\tilde{t}_{\mathrm{th}}} \mathrm{~d} t^{\prime} \frac{\operatorname{Im} \frac{\mathcal{A}_{\mathrm{od}}}{\nu}\left(t^{\prime} ; a, b\right)}{t^{\prime}-t}+\frac{1}{\pi} \int_{t_{\mathrm{th}}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} \frac{\mathcal{A}_{\mathrm{od}}}{\nu}\left(t^{\prime} ; a, b\right)}{t^{\prime}-t}, \tag{7.89}
\end{align*}
$$

where $\mathcal{A}^{B}$ denotes possible Born term contributions and the dispersive integrals represent the crossed-channel (now: $s$-/ $u$-channel) and direct-channel (now: $t$-channel) contributions, respectively. Accordingly, the RHC starts at the physical threshold $t_{\mathrm{th}}$, while the finite branch point of the LHC $\tilde{t}_{\text {th }}$ is a function of the corresponding crossed-channel threshold $s_{\text {th }}$. Moreover, the physical $t$-channel limit is defined in the complex- $t$ plane as approaching the RHC from above (i.e. replacing $t \rightarrow t+i \epsilon$ and taking the limit $\epsilon \rightarrow 0$ ) while due to $s \propto-t$ the LHC needs to be approached from below. Applying Cauchy's theorem as usual in the derivation of dispersion relations - i.e. integrating over a full circle with radius $r$ in the complex- $t$ plane circumventing both cuts by $\pm \epsilon_{c}$ and taking the limits $\epsilon_{c} \rightarrow 0$ (hermitian analyticity relating the discontinuities along the cuts with the pertinent imaginary parts, cf. (7.62)) as well as $r \rightarrow \infty$ (assuming the contributions of the arcs to vanish due to the asymptotic behavior of the amplitude) - then leads to the HDRs as given above \#22

It turns out advantageous, however, to replace the dependence on $b$ by dependences on $a$ and the Mandelstam variables. To this end, one rewrites $b$ as a function of $s$ and $t$ for a given value of $a$,

$$
\begin{equation*}
b(s, t ; a)=(s-a)(\Sigma-s-t-a) \tag{7.90}
\end{equation*}
$$

and hence for given $s$ and $a$ one considers a family of hyperbolae wherein all members are uniquely defined by $t$. Effectively, this replacement amounts to introducing the variables $s$ and $s^{\prime}$ outside and inside the integrals, respectively. Due to the hyperbolic parameterization both the unprimed external kinematics $(s, t, u)$ and the primed internal kinematics $\left(s^{\prime}, t^{\prime}, u^{\prime}\right)$ are related by

$$
\begin{equation*}
(s-a)(u-a)=b=\left(s^{\prime}-a\right)\left(u^{\prime}-a\right), \quad s+t+u=\Sigma=s^{\prime}+t^{\prime}+u^{\prime} \tag{7.91}
\end{equation*}
$$

where $u(s, t)$ and $u^{\prime}\left(s^{\prime}, t^{\prime}\right)$ are only used for convenience and symmetry reasons. Repeatedly using the linearity of $t$ in $b$ (cf. (7.87), in analogy for the primed Mandelstam variables) yields

$$
\begin{align*}
\frac{\mathrm{d} t^{\prime}}{\mathrm{d} s^{\prime}}=\frac{\mathrm{d}}{\mathrm{~d} s^{\prime}}\left[g\left(s^{\prime} ; a\right) b+h\left(s^{\prime} ; a\right)\right] \Rightarrow \frac{\mathrm{d} t^{\prime}}{t^{\prime}-t} & =\frac{\mathrm{d} s^{\prime}}{s^{\prime}-a} \frac{b-\left(s^{\prime}-a\right)^{2}}{-b+\left(s^{\prime}-a\right)\left(\Sigma-s^{\prime}-a-t\right)} \\
& =\mathrm{d} s^{\prime}\left[\frac{1}{s^{\prime}-s}+\frac{1}{s^{\prime}-u}-\frac{1}{s^{\prime}-a}\right] \tag{7.92}
\end{align*}
$$

[^59]so that by taking care of the sign conventions for the physical limits one can recast the first HDR of (7.89) in the explicitly $s \leftrightarrow u$ crossing symmetric form
\[

$$
\begin{align*}
\mathcal{A}_{\mathrm{ev}}(s, t ; a)= & \mathcal{A}_{\mathrm{ev}}^{B}(s, t ; a)+\frac{1}{\pi} \int_{s_{\mathrm{th}}}^{\infty} \mathrm{d} s^{\prime}\left[\frac{1}{s^{\prime}-s}+\frac{1}{s^{\prime}-u}-\frac{1}{s^{\prime}-a}\right] \operatorname{Im} \mathcal{A}_{\mathrm{ev}}\left(s^{\prime}, t^{\prime} ; a\right) \\
& +\frac{1}{\pi} \int_{t_{\mathrm{th}}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} \mathcal{A}_{\mathrm{ev}}\left(s^{\prime}, t^{\prime} ; a\right)}{t^{\prime}-t} \tag{7.93}
\end{align*}
$$
\]

where under the integrals one has to use

$$
\begin{align*}
t^{\prime}\left(s^{\prime}, s, t ; a\right) & =g\left(s^{\prime} ; a\right) b(s, t ; a)+h\left(s^{\prime} ; a\right) \\
s^{\prime}\left(t^{\prime}, s, t ; a\right) & =\frac{1}{2}\left[\Sigma-t^{\prime}+\sqrt{\left(t^{\prime}-\Sigma+2 a\right)^{2}-4 b(s, t ; a)}\right] \tag{7.94}
\end{align*}
$$

respectively. By eliminating $b$ one in particular simply recovers $\nu(s, t)=(s-u) /(4 m)$ and in analogy $\nu\left(s^{\prime}, t^{\prime}\right)=\left(s^{\prime}-u^{\prime}\right) /(4 m)$, which both are obviously real and thus can be factorized out of the pertinent imaginary parts in (7.89). Thereby, defining the convenient abbreviation

$$
\begin{equation*}
\nu^{\prime}\left(s^{\prime}, t^{\prime}\right)=\nu\left(s^{\prime}, t^{\prime}\right)=\frac{2 s^{\prime}+t^{\prime}-\Sigma}{4 m} \tag{7.95}
\end{equation*}
$$

and noting that

$$
\begin{equation*}
\frac{\nu}{\nu^{\prime}}\left[\frac{1}{s^{\prime}-s}+\frac{1}{s^{\prime}-u}-\frac{1}{s^{\prime}-a}\right]=\frac{1}{s^{\prime}-s}-\frac{1}{s^{\prime}-u}, \tag{7.96}
\end{equation*}
$$

the second HDR of (7.89) eventually can be rewritten in analogy as
$\mathcal{A}_{\mathrm{od}}(s, t ; a)=\mathcal{A}_{\mathrm{od}}^{B}(s, t ; a)+\frac{1}{\pi} \int_{s_{\mathrm{th}}}^{\infty} \mathrm{d} s^{\prime}\left[\frac{1}{s^{\prime}-s}-\frac{1}{s^{\prime}-u}\right] \operatorname{Im} \mathcal{A}_{\mathrm{od}}\left(s^{\prime}, t^{\prime} ; a\right)+\frac{1}{\pi} \int_{t_{\mathrm{th}}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} \mathcal{A}_{\mathrm{od}}\left(s^{\prime}, t^{\prime} ; a\right)}{t^{\prime}-t}$.
For $\pi N$ scattering, the corresponding HDRs for the Lorentz-invariant amplitudes thus read (161]

$$
\begin{align*}
& A^{+}(s, t ; a)=\frac{1}{\pi} \int_{s_{+}}^{\infty} \mathrm{d} s^{\prime}\left[\frac{1}{s^{\prime}-s}+\frac{1}{s^{\prime}-u}-\frac{1}{s^{\prime}-a}\right] \operatorname{Im} A^{+}\left(s^{\prime}, t^{\prime}\right)+\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} A^{+}\left(s^{\prime}, t^{\prime}\right)}{t^{\prime}-t}, \\
& A^{-}(s, t ; a)=\frac{1}{\pi} \int_{s_{+}}^{\infty} \mathrm{d} s^{\prime}\left[\frac{1}{s^{\prime}-s}-\frac{1}{s^{\prime}-u}\right] \operatorname{Im} A^{-}\left(s^{\prime}, t^{\prime}\right)+\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\nu}{\nu^{\prime}} \frac{\operatorname{Im} A^{-}\left(s^{\prime}, t^{\prime}\right)}{t^{\prime}-t}, \\
& B^{+}(s, t ; a)=N^{+}(s, t)+\frac{1}{\pi} \int_{s_{+}}^{\infty} \mathrm{d} s^{\prime}\left[\frac{1}{s^{\prime}-s}-\frac{1}{s^{\prime}-u}\right] \operatorname{Im} B^{+}\left(s^{\prime}, t^{\prime}\right)+\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\nu}{\nu^{\prime}} \frac{\operatorname{Im} B^{+}\left(s^{\prime}, t^{\prime}\right)}{t^{\prime}-t}, \\
& B^{-}(s, t ; a)=N^{-}(s, t ; a)+\frac{1}{\pi} \int_{s_{+}}^{\infty} \mathrm{d} s^{\prime}\left[\frac{1}{s^{\prime}-s}+\frac{1}{s^{\prime}-u}-\frac{1}{s^{\prime}-a}\right] \operatorname{Im} B^{-}\left(s^{\prime}, t^{\prime}\right)+\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} B^{-}\left(s^{\prime}, t^{\prime}\right)}{t^{\prime}-t} . \tag{7.98}
\end{align*}
$$

Here, only the amplitudes $B^{ \pm}$contain Born term contributions $N^{ \pm}$due to the nucleon poles given by (cf. [171] for $\bar{N}^{ \pm}$, i.e. the Born contributions without the term depending on $a$ ) $\square$

$$
\begin{align*}
& N^{+}(s, t)=\bar{N}^{+}(s, t), \\
& \bar{N}^{+}(s, t)=g^{2}\left[\frac{1}{m^{2}-s}-\frac{1}{m^{2}-u}\right]=\frac{g^{2}}{m} \frac{\nu}{\nu_{B}^{2}-\nu^{2}}, \\
& N^{-}(s, t ; a)=\bar{N}^{-}(s, t)-\frac{g^{2}}{m^{2}-a}, \quad \bar{N}^{-}(s, t)=g^{2}\left[\frac{1}{m^{2}-s}+\frac{1}{m^{2}-u}\right]=\frac{g^{2}}{m} \frac{\nu_{B}}{\nu_{B}^{2}-\nu^{2}}, \tag{7.99}
\end{align*}
$$

where the usual pseudoscalar $\pi N$ coupling constant $g$ and thereby the pseudovector $\pi N$ coupling constant $f$ are given by $\# 24$

$$
\begin{equation*}
\frac{g^{2}}{4 \pi}=\frac{4 m^{2} f^{2}}{M_{\pi}^{2}} \approx 13.7 \tag{7.100}
\end{equation*}
$$

In order to express the integrands in terms of the corresponding CMS scattering angles according to

$$
\begin{equation*}
X\left(s^{\prime}, z_{s}^{\prime}\right)=\left.X\left(s^{\prime}, t^{\prime}\right)\right|_{t^{\prime}=t^{\prime}\left(s^{\prime}, z_{s}^{\prime}\right)}, \quad X\left(t^{\prime}, z_{t}^{\prime}\right)=\left.X\left(s^{\prime}, t^{\prime}\right)\right|_{s^{\prime}=s^{\prime}\left(t^{\prime}, z_{t}^{\prime}\right)}, \quad X \in\left\{A^{ \pm}, B^{ \pm}\right\} \tag{7.101}
\end{equation*}
$$

we define

$$
\begin{align*}
& z_{s}^{\prime}\left(s^{\prime}, t^{\prime}\right)=z_{s}\left(s^{\prime}, t^{\prime}\right)=1+\frac{t^{\prime}}{2 q^{2}}, \quad q^{\prime}\left(s^{\prime}\right)=q\left(s^{\prime}\right)  \tag{7.102}\\
& z_{t}^{\prime}\left(s^{\prime}, t^{\prime}\right)=z_{t}\left(s^{\prime}, t^{\prime}\right)=\frac{m \nu^{\prime}}{p_{t}^{\prime} q_{t}^{\prime}}, \quad p_{t}^{\prime}\left(t^{\prime}\right)=p_{t}\left(t^{\prime}\right)=i p_{-}^{\prime}\left(t^{\prime}\right), \quad q_{t}^{\prime}\left(t^{\prime}\right)=q_{t}\left(t^{\prime}\right)=i q_{-}^{\prime}\left(t^{\prime}\right)
\end{align*}
$$

which leads to the relations

$$
\begin{array}{ll}
t^{\prime}\left(s^{\prime}, z_{s}^{\prime}\right)=-2 q^{\prime 2}\left(1-z_{s}^{\prime}\right), & z_{s}^{\prime}\left(s^{\prime}, s, t ; a\right)=1-\frac{1}{2 q^{\prime 2}}\left[s^{\prime}-\Sigma+a+\frac{b(s, t ; a)}{s^{\prime}-a}\right] \\
s^{\prime}\left(t^{\prime}, z_{t}^{\prime}\right)=\frac{1}{2}\left(\Sigma-t^{\prime}+4 p_{t}^{\prime} q_{t}^{\prime} z_{t}^{\prime}\right), & z_{t}^{\prime}\left(t^{\prime}, s, t ; a\right)=\frac{1}{4 p_{t}^{\prime} q_{t}^{\prime}} \sqrt{\left(t^{\prime}-\Sigma+2 a\right)^{2}-4 b(s, t ; a)}
\end{array}
$$

Note that $b$ is linearly related to $z_{s}^{\prime}$ for the $s$-channel, but only to $z_{t}^{\prime 2}$ for the $t$-channel, which will have important consequences in Chap. 10, where it will be shown that the HDRs (7.98) incorporate contributions from the direct channel as well as from the crossed channels, but not from double spectral regions, provided the parameters are chosen appropriately. Furthermore, starting from the defined $\nu$-parity (7.26) of the amplitudes $A^{ \pm}$and $B^{ \pm}$due to crossing

[^60]symmetry together with (7.99) as special case for $s^{\prime}=m^{2}$ of the relations
\[

$$
\begin{align*}
\frac{1}{s^{\prime}-s}+\frac{1}{s^{\prime}-u} & =\frac{2 s^{\prime}-(s+u)}{\left(s^{\prime}-s\right)\left(s^{\prime}-u\right)}=\frac{2\left(s^{\prime}-m^{2}\right)+4 m \nu_{B}}{\left(s^{\prime}-m^{2}\right)\left\{\left(s^{\prime}-m^{2}\right)+4 m \nu_{B}\right\}+4 m^{2}\left(\nu_{B}^{2}-\nu^{2}\right)} \\
& =4 \frac{2 s^{\prime}-\Sigma+t}{\left(2 s^{\prime}-\Sigma+t\right)^{2}-(4 m \nu)^{2}}=\frac{2\left(s^{\prime}-s_{0}\right)+t}{\left(s^{\prime}-s_{0}+\frac{t}{2}\right)^{2}-4 p_{t}^{2} q_{t}^{2} z_{t}^{2}} \\
\frac{1}{s^{\prime}-s}-\frac{1}{s^{\prime}-u} & =\frac{s-u}{\left(s^{\prime}-s\right)\left(s^{\prime}-u\right)}=\frac{4 m \nu}{\left(s^{\prime}-m^{2}\right)\left\{\left(s^{\prime}-m^{2}\right)+4 m \nu_{B}\right\}+4 m^{2}\left(\nu_{B}^{2}-\nu^{2}\right)} \\
& =4 \frac{4 m \nu}{\left(2 s^{\prime}-\Sigma+t\right)^{2}-(4 m \nu)^{2}}=\frac{4 p_{t} q_{t} z_{t}}{\left(s^{\prime}-s_{0}+\frac{t}{2}\right)^{2}-4 p_{t}^{2} q_{t}^{2} z_{t}^{2}} \tag{7.104}
\end{align*}
$$
\]

one can easily check also for the dispersive integral representations in (7.98) that $A^{+}$and $B^{-}$ are indeed functions of $\nu^{2}$, while $A^{-}$and $B^{+}$are completely proportional to $\nu$

$$
\begin{align*}
& \frac{A^{-}(s, t ; a)}{4 m \nu}=\frac{1}{\pi} \int_{s_{+}}^{\infty} \mathrm{d} s^{\prime} \frac{\operatorname{Im} A^{-}\left(s^{\prime}, z_{s}^{\prime}\right)}{\left(s^{\prime}-s\right)\left(s^{\prime}-u\right)}+\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} A^{-}\left(t^{\prime}, z_{t}^{\prime}\right)}{4 p_{t}^{\prime} q_{t}^{\prime} z_{t}^{\prime}\left(t^{\prime}-t\right)} \\
& \frac{B^{+}(s, t ; a)}{4 m \nu}=\frac{g^{2}}{\left(m^{2}-s\right)\left(m^{2}-u\right)}+\frac{1}{\pi} \int_{s_{+}}^{\infty} \mathrm{d} s^{\prime} \frac{\operatorname{Im} B^{+}\left(s^{\prime}, z_{s}^{\prime}\right)}{\left(s^{\prime}-s\right)\left(s^{\prime}-u\right)}+\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} B^{+}\left(t^{\prime}, z_{t}^{\prime}\right)}{4 p_{t}^{\prime} q_{t}^{\prime} z_{t}^{\prime}\left(t^{\prime}-t\right)} \tag{7.105}
\end{align*}
$$

which will be used in Chap. 13. Note that since $4 p_{t}^{\prime} q_{t}^{\prime} z_{t}^{\prime}=4 m \nu^{\prime}=s^{\prime}-u^{\prime}=2\left(s^{\prime}-s_{0}\right)-$ $2 q^{\prime 2}\left(1-z_{s}^{\prime}\right)$ is always real, one may rewrite the HDRs (7.105) in terms of reduced amplitudes $A^{-}\left(s^{\prime}, t^{\prime}\right) / \nu^{\prime}=\frac{A^{-}}{\nu^{\prime}}\left(\nu^{\prime 2}, t^{\prime}\right)$ and $B^{+}\left(s^{\prime}, t^{\prime}\right) / \nu^{\prime}=\frac{B^{+}}{\nu^{\prime}}\left(\nu^{\prime 2}, t^{\prime}\right)$ that are even in $\nu^{\prime}$ according to

$$
\begin{align*}
& \frac{A^{-}}{\nu}\left(\nu^{2}, t ; a\right)=\frac{2}{\pi} \int_{s_{+}}^{\infty} \mathrm{d} s^{\prime} \frac{\left(s^{\prime}-s_{0}+\frac{t^{\prime}}{2}\right) \operatorname{Im}\left[\frac{A^{-}}{\nu^{\prime}}\left(\nu^{\prime 2}, t^{\prime}\right)\right]}{\left(s^{\prime}-s_{0}+\frac{t}{2}\right)^{2}-4 m^{2} \nu^{2}}+\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im}\left[\frac{A^{-}}{\nu^{\prime}}\left(\nu^{\prime 2}, t^{\prime}\right)\right]}{t^{\prime}-t} \\
& \frac{B^{+}}{\nu}\left(\nu^{2}, t ; a\right)=\frac{g^{2}}{m} \frac{1}{\nu_{B}^{2}-\nu^{2}}+\frac{2}{\pi} \int_{s_{+}}^{\infty} \mathrm{d} s^{\prime} \frac{\left(s^{\prime}-s_{0}+\frac{t^{\prime}}{2}\right) \operatorname{Im}\left[\frac{B^{+}}{\nu^{\prime}}\left(\nu^{\prime 2}, t^{\prime}\right)\right]}{\left(s^{\prime}-s_{0}+\frac{t}{2}\right)^{2}-4 m^{2} \nu^{2}}+\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im}\left[\frac{B^{+}}{\nu^{\prime}}\left(\nu^{\prime 2}, t^{\prime}\right)\right]}{t^{\prime}-t} \tag{7.106}
\end{align*}
$$

yielding, however, more involved angular kernels for the $s$-channel integrals, $\# 25$
In contrast, for usual fixed- $t$ dispersion relations external and internal kinematics are related by

$$
\begin{equation*}
t=t^{\prime}, \quad s+t+u=\Sigma=s^{\prime}+t^{\prime}+u^{\prime} \tag{7.107}
\end{equation*}
$$

It is remarkable that the HDRs have the simple form of (7.98) and (7.99), which by neglecting the terms depending on $a$ (or equivalently for $|a| \rightarrow \infty$ ) reduce to the usual fixed- $t$ dispersion relations [205] (cf. [171] for the standard notation), provided, however, that the $t$-channel integrals are discarded. Moreover, the hyperbolae then reduce to fixed- $t$ lines, and thus we will refer to the limit $|a| \rightarrow \infty$ as "fixed- $t$ limit" in the following, \#26

[^61]
## Chapter 8

## Partial-wave projection for the $s$-channel amplitudes

In this chapter, for the sake of completeness and convenience, we will collect some results of [161] and references therein [206-208] for the PWDRs for the $s$-channel partial waves derived from the HDRs (7.98), that we will need in the following as part of the full Roy-Steiner system \#1

The $s$-channel partial-wave amplitudes are conventionally denoted by $f_{l \pm}^{I}(W)$ with isospin (i.e. crossing) index $I \in\{+,-\}$ and total angular momentum $j=l \pm 1 / 2=l \pm \geq 1 / 2$, whereby the orbital angular momentum can take the values $l \geq 0$ for $j=l+$ and $l \geq 1$ for $j=l-$. They obey the MacDowell symmetry relation [209] in the complex $W$-plane

$$
\begin{equation*}
f_{l+}^{I}(W)=-f_{(l+1)-}^{I}(-W) \quad \forall l \geq 0 \tag{8.1}
\end{equation*}
$$

due to which only half of the $W$-plane is actually needed (corresponding to the full $s=( \pm W)^{2}$ plane), or which can be used the other way round to derive the partial waves with $j=l-$ from the ones with $j=l+$ via $W \rightarrow-W$

$$
\begin{equation*}
f_{l-}^{I}(W)=-f_{(l-1)+}^{I}(-W) \quad \forall l \geq 1 \tag{8.2}
\end{equation*}
$$

As will be shown in the following, expanding the absorptive parts into $s$-channel and $t$-channel partial-wave amplitudes, respectively, and projecting onto the $s$-channel partial waves yields the result

$$
\begin{align*}
f_{l+}^{I}(W)= & N_{l+}^{I}(W) \\
& +\frac{1}{\pi} \int_{W_{+}}^{\infty} \mathrm{d} W^{\prime} \sum_{l^{\prime}=0}^{\infty}\left\{K_{l l^{\prime}}^{I}\left(W, W^{\prime}\right) \operatorname{Im} f_{l^{\prime}+}^{I}\left(W^{\prime}\right)+K_{l l^{\prime}}^{I}\left(W,-W^{\prime}\right) \operatorname{Im} f_{\left(l^{\prime}+1\right)-}^{I}\left(W^{\prime}\right)\right\} \\
& +\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \sum_{J}\left\{G_{l J}\left(W, t^{\prime}\right) \operatorname{Im} f_{+}^{J}\left(t^{\prime}\right)+H_{l J}\left(W, t^{\prime}\right) \operatorname{Im} f_{-}^{J}\left(t^{\prime}\right)\right\} \\
= & -f_{(l+1)-}^{I}(-W) \quad \forall l \geq 0 \tag{8.3}
\end{align*}
$$

[^62]Here, $N_{l \pm}^{I}(W)$ represent the contributions due to the nucleon pole terms in the amplitudes $B^{ \pm}$ as given in (7.98). Each $s$-channel partial wave $f_{l \pm}^{I}(W)$ is coupled to the absorptive parts of all other $s$-channel partial waves via the kernels $K_{l l^{\prime}}^{I}\left(W, W^{\prime}\right)$, which contain the usual Cauchy kernel responsible for the physical cut and an analytically known remainder (denoted by dots below) containing only left-hand cut contributions

$$
\begin{equation*}
K_{l l^{\prime}}^{I}\left(W, W^{\prime}\right)=\frac{\delta_{l l^{\prime}}}{W^{\prime}-W}+\ldots \quad \forall l, l^{\prime} \geq 0 \tag{8.4}
\end{equation*}
$$

as well as to the absorptive parts of the $t$-channel partial waves $f_{ \pm}^{J}(t)$ via the kernels $G_{l J}\left(W, t^{\prime}\right)$ and $H_{l J}\left(W, t^{\prime}\right)$, where the lower index $\pm$ denotes parallel $(+)$ or antiparallel $(-)$ antinucleonnucleon helicity and the total ( $t$-channel) angular momentum $J$ can take the values $J \geq 0$ or $J \geq 1$, respectively. Due to Bose statistics (i.e. crossing symmetry), the summations over $J$ in (8.3) run over even/odd values of $J$ for the crossing even/odd partial waves (upper index $I=+/-$ ), respectively, as explained in Sect. 7.2. Hence, the useful definitions

$$
\epsilon^{I}=\left\{\begin{array}{l}
\epsilon^{+}=+1,  \tag{8.5}\\
\epsilon^{-}=-1,
\end{array} \quad \tilde{\epsilon}_{ \pm}=\frac{1 \pm \epsilon^{I}}{2}, \quad \tilde{\epsilon}_{+}=\left\{\begin{array}{l}
1, \\
0,
\end{array} \quad \tilde{\epsilon}_{-}=\left\{\begin{array} { l } 
{ 0 , } \\
{ 1 , }
\end{array} \quad \text { for } \left\{\begin{array}{l}
I=+ \text { or } J \text { even } \\
I=- \text { or } J \text { odd }
\end{array}\right.\right.\right.\right.
$$

can be identified in this case with

$$
\begin{equation*}
\epsilon^{I} \doteq(-1)^{J}, \quad \tilde{\epsilon}_{ \pm} \doteq \frac{1 \pm(-1)^{J}}{2} \tag{8.6}
\end{equation*}
$$

In the following, the different contributions to (8.3) will be discussed in detail along the lines of 161.

### 8.1 Nucleon exchange

Using a shorthand notation for the $z_{s}$-projections of the invariant amplitudes

$$
\begin{equation*}
X_{l}^{I}(s)=\left.\int_{-1}^{1} \mathrm{~d} z_{s} P_{l}\left(z_{s}\right) X^{I}(s, t)\right|_{t=t\left(s, z_{s}\right)=-2 q^{2}\left(1-z_{s}\right)} \quad \text { for } X \in\{A, B\} \tag{8.7}
\end{equation*}
$$

the well-known $s$-channel partial-wave projection formula, which is the source of the MacDowell symmetry relation (8.1), reads 210

$$
\begin{align*}
f_{l \pm}^{I}(W)= & \frac{1}{16 \pi W}\left\{(E+m)\left[A_{l}^{I}(s)+(W-m) B_{l}^{I}(s)\right]\right. \\
& \left.\quad+(E-m)\left[-A_{l \pm 1}^{I}(s)+(W+m) B_{l \pm 1}^{I}(s)\right]\right\} \\
= & \frac{1}{16 \pi W}\left\{(E(W)+m)\left[A_{l}^{I}(s)+(W-m) B_{l}^{I}(s)\right]\right\} \\
& -\frac{1}{16 \pi(-W)}\left\{(E(-W)+m)\left[A_{l \pm 1}^{I}(s)+(-W-m) B_{l \pm 1}^{I}(s)\right]\right\} \tag{8.8}
\end{align*}
$$

Projecting the HDR Born terms $N^{I}(s, t)$ of (7.99) onto $s$-channel partial waves leads to accordingly symmetric nucleon pole contributions

$$
\begin{align*}
N_{l+}^{I}(W)= & \frac{g^{2}}{16 \pi W}\left\{(E+m)(W-m)\left[\epsilon^{I} \frac{Q_{l}(y)}{q^{2}}+2 \delta_{l 0}\left(\frac{1}{m^{2}-s}-\frac{\tilde{\epsilon}_{-}}{m^{2}-a}\right)\right]\right. \\
& \left.+(E-m)(W+m)\left[\epsilon^{I} \frac{Q_{l+1}(y)}{q^{2}}\right]\right\} \\
= & -N_{(l+1)-}^{I}(-W) \quad \forall l \geq 0, \tag{8.9}
\end{align*}
$$

which by defining the abbreviation \#2

$$
\begin{align*}
& \bar{N}_{l \pm}^{I}(W)=\frac{g^{2}}{16 \pi W}\left\{(E+m)(W-m)\left[\epsilon^{I} \frac{Q_{l}(y)}{q^{2}}+\frac{2 \delta_{l 0}}{m^{2}-s}\right]\right. \\
&\left.+(E-m)(W+m)\left[\epsilon^{I} \frac{Q_{l \pm 1}(y)}{q^{2}}+\frac{2 \delta_{l \pm 1,0}}{m^{2}-s}\right]\right\} \tag{8.10}
\end{align*}
$$

for later convenience can also be written in the form

$$
\begin{array}{lll}
N_{l+}^{+}(W)=\bar{N}_{l+}^{+}, & N_{l+}^{-}(W)=\bar{N}_{l+}^{-}-\frac{g^{2}}{4 \pi} \frac{(E+m)(W-m)}{2 W} \frac{\delta_{l 0}}{m^{2}-a} & \forall l \geq 0, \\
N_{l-}^{+}(W)=\bar{N}_{l-}^{+}, & N_{l-}^{-}(W)=\bar{N}_{l-}^{-}-\frac{g^{2}}{4 \pi} \frac{(E-m)(W+m)}{2 W} \frac{\delta_{l 1}}{m^{2}-a} & \forall l \geq 1, \tag{8.11}
\end{array}
$$

and where we have defined $\left(x_{s}\left(s, s^{\prime}\right)\right.$ will be introduced in (8.31))

$$
\begin{equation*}
y(s)=1-\frac{s+m^{2}-\Sigma}{2 q^{2}}=z_{s}\left(s, t\left(s, u=m^{2}\right)\right)=x_{s}\left(s, s^{\prime}=m^{2}\right), \tag{8.12}
\end{equation*}
$$

and $Q_{l}(z)$ denote the Legendre functions of the second kind.
The $Q_{l}(z)$ obey a recursion relation similar to the one for the usual Legendre polynomials $P_{l}(z)($ for $l \geq 0)$

$$
\begin{align*}
(l+1) P_{l+1}(z)+l P_{l-1}(z) & =(2 l+1) z P_{l}(z), \\
(l+1) Q_{l+1}(z)+l Q_{l-1}(z) & =(2 l+1) z Q_{l}(z)-\delta_{l 0}, \tag{8.13}
\end{align*}
$$

which, together with $Q_{l}=P_{l}=0$ for $l<0$, leads in particular to (cf. (8.66) for the general formula)
$Q_{1}(z)=P_{1}(z) Q_{0}(z)-1, \quad Q_{2}(z)=P_{2}(z) Q_{0}(z)-\frac{3}{2} z, \quad Q_{3}(z)=P_{3}(z) Q_{0}(z)-\frac{5 z^{2}}{2}+\frac{2}{3}$.
From the Neumann integral representation for general complex argument $z$ (cf. [211])

$$
\begin{equation*}
Q_{l}(z)=\frac{1}{2} \int_{-1}^{1} \mathrm{~d} x \frac{P_{l}(x)}{z-x}=(-1)^{l+1} Q_{l}(-z), \tag{8.15}
\end{equation*}
$$

[^63]which leads to a cut along the real axis for $-1 \leq x \leq 1$, the boundary values on the upper and lower rim of the cut (i.e. for $z=y \pm i \epsilon$ with real $y$ and $|y| \leq 1$ ) can be obtained by use of the symbolic principal value formula
\[

$$
\begin{equation*}
\frac{1}{x-(y \pm i \epsilon)}=\mathcal{P}_{x} \frac{1}{x-y} \pm i \pi \delta(x-y) \tag{8.16}
\end{equation*}
$$

\]

where $\mathcal{P}_{x}$ denotes the principal value integral over $x$. Thus one obtains for general real argument $y$

$$
\begin{equation*}
Q_{l}(y \pm i \epsilon)=Q_{l}^{\mathcal{P}}(y) \mp i \frac{\pi}{2} P_{l}(y) \theta\left(1-y^{2}\right) \tag{8.17}
\end{equation*}
$$

and particularly for the lowest function

$$
\begin{equation*}
Q_{0}(y \pm i \epsilon)=\frac{1}{2} \int_{-1}^{1} \frac{\mathrm{~d} x}{y-x \pm i \epsilon}=\frac{1}{2} \log \left|\frac{1+y}{1-y}\right| \mp i \frac{\pi}{2} \theta\left(1-y^{2}\right) \tag{8.18}
\end{equation*}
$$

From the form of $Q_{0}^{\mathcal{P}}(y)$ for real $y$

$$
Q_{0}^{\mathcal{P}}(y)=\frac{1}{2} \log \left|\frac{1+y}{1-y}\right|= \begin{cases}\frac{1}{2} \log \frac{1+y}{1-y}=\operatorname{Artanh} y & \text { for }|y|<1  \tag{8.19}\\ \frac{1}{2} \log \frac{y+1}{y-1}=\operatorname{Arcoth} y & \text { for }|y|>1\end{cases}
$$

we can perform the analytic continuation for purely imaginary argument $z=i y$ with e.g. $y>1$

$$
\begin{equation*}
Q_{0}(i y)=\frac{1}{2} \log \frac{i y+1}{i y-1}=\frac{1}{2} \log \frac{1+i y}{1-i y}-i \frac{\pi}{2}=i\left(\arctan y-\frac{\pi}{2}\right)=-Q_{0}(-i y) \tag{8.20}
\end{equation*}
$$

by choosing the cut of $\log z$ as usual along $-\infty \leq z \leq 0$ and taking the main branches for the phase $\arg z \in(-\pi, \pi]$ as well as for $\arctan y \in(-\pi / 2, \pi / 2]$. Thereby one can infer that $Q_{l}(i y)$ is imaginary/real for $l$ even/odd, respectively. For general complex argument $z$ with non-vanishing real part we may thus write

$$
\begin{equation*}
Q_{0}(z)=\frac{1}{2} \log \frac{1+z}{1-z}-i \frac{\pi}{2}\{\theta(\operatorname{Im} z)-\theta(-\operatorname{Im} z)\}, \quad \log \frac{1+z}{1-z}=\log \left|\frac{1+z}{1-z}\right|+i \arg \frac{1+z}{1-z} \tag{8.21}
\end{equation*}
$$

Functions with $l \geq 1$ may then be obtained via either the recursion relation (8.13) or the reduction formula (8.66).

## $8.2 s$ - and $u$-channel exchange

By introducing a convenient matrix notation via

$$
\begin{equation*}
\mathbf{A}^{I}=\binom{A^{I}}{B^{I}}, \quad \mathbf{f}_{l}^{I}=\binom{f_{l+}^{I}}{f_{(l+1)-}^{I}} \tag{8.22}
\end{equation*}
$$

the crossing properties of the even and odd invariant amplitude combinations (7.26) read

$$
\mathbf{A}^{I}(\nu, t)=\epsilon^{I} \boldsymbol{\sigma}_{3} \mathbf{A}^{I}(-\nu, t), \quad \boldsymbol{\sigma}_{3}=\left(\begin{array}{rr}
1 & 0  \tag{8.23}\\
0 & -1
\end{array}\right)
$$

While the $s$-channel partial-wave projection (8.8) can be rewritten as

$$
\begin{equation*}
\mathbf{f}_{l}^{I}(W)=\left.\int_{-1}^{1} \mathrm{~d} z_{s} \mathbf{R}^{l}\left(W, z_{s}\right) \mathbf{A}^{I}(s, t)\right|_{t=t\left(s, z_{s}\right)} \tag{8.24}
\end{equation*}
$$

where the projection kernel matrix is given by

$$
\begin{align*}
\mathbf{R}^{l}\left(W, z_{s}\right) & =\left(\begin{array}{ll}
R_{l, l+1}^{1} & R_{l, l+1}^{2} \\
R_{l+1, l}^{1} & R_{l+1, l}^{2}
\end{array}\right)  \tag{8.25}\\
R_{k n}^{1}\left(W, z_{s}\right) & =\frac{1}{16 \pi W}\left\{(E+m) P_{k}\left(z_{s}\right)-(E-m) P_{n}\left(z_{s}\right)\right\}=-R_{n k}^{1}\left(-W, z_{s}\right) \\
R_{k n}^{2}\left(W, z_{s}\right) & =\frac{1}{16 \pi W}\left\{(E+m)(W-m) P_{k}\left(z_{s}\right)+(E-m)(W+m) P_{n}\left(z_{s}\right)\right\}=-R_{n k}^{2}\left(-W, z_{s}\right),
\end{align*}
$$

the $s$-channel partial-wave expansion, i.e. the inversion of (8.24), takes the form [205]

$$
\begin{equation*}
\left.\mathbf{A}^{I}(s, t)\right|_{t=t\left(s, z_{s}\right)}=\sum_{l=0}^{\infty} \mathbf{S}^{l}\left(W, z_{s}\right) \mathbf{f}_{l}^{I}(W) \tag{8.26}
\end{equation*}
$$

with the expansion kernel matrix

$$
\begin{align*}
\mathbf{S}^{l}\left(W, z_{s}\right) & =\left(\begin{array}{cc}
S_{l+1, l}^{1} & -S_{l, l+1}^{1} \\
S_{l+1, l}^{2} & -S_{l, l+1}^{2}
\end{array}\right) \\
S_{k n}^{1}\left(W, z_{s}\right) & =4 \pi\left\{\frac{W+m}{E+m} P_{k}^{\prime}\left(z_{s}\right)+\frac{W-m}{E-m} P_{n}^{\prime}\left(z_{s}\right)\right\}=-S_{n k}^{1}\left(-W, z_{s}\right) \\
S_{k n}^{2}\left(W, z_{s}\right) & =4 \pi\left\{\frac{1}{E+m} P_{k}^{\prime}\left(z_{s}\right)-\frac{1}{E-m} P_{n}^{\prime}\left(z_{s}\right)\right\}=-S_{n k}^{2}\left(-W, z_{s}\right) \tag{8.27}
\end{align*}
$$

In accordance with the matrix form of the MacDowell symmetry relation (8.1)

$$
\mathbf{f}_{l}^{I}(W)=-\boldsymbol{\sigma}_{1} \mathbf{f}_{l}^{I}(-W), \quad \boldsymbol{\sigma}_{1}=\left(\begin{array}{cc}
0 & 1  \tag{8.28}\\
1 & 0
\end{array}\right)
$$

these kernels obey the symmetry relations

$$
\begin{equation*}
\mathbf{R}^{l}\left(W, z_{s}\right)=-\boldsymbol{\sigma}_{1} \mathbf{R}^{l}\left(-W, z_{s}\right), \quad \mathbf{S}^{l}\left(W, z_{s}\right)=-\mathbf{S}^{l}\left(-W, z_{s}\right) \boldsymbol{\sigma}_{1} \tag{8.29}
\end{equation*}
$$

With the definitions (7.102) the $s$ - and $u$-channel terms of the HDRs (7.98) thus can be cast into the matrix form

$$
\begin{equation*}
\left.\mathbf{A}^{I}(s, t)\right|_{t=t\left(s, z_{s}\right)=-2 q^{2}\left(1-z_{s}\right)} ^{s+u}=\left.\frac{1}{\pi} \int_{s_{+}}^{\infty} \mathrm{d} s^{\prime} \mathbf{h}_{s}^{I}\left[s, s^{\prime} ; z_{s}\right] \operatorname{Im} \mathbf{A}^{I}\left(s^{\prime}, t^{\prime}\right)\right|_{t^{\prime}=t^{\prime}\left(s^{\prime}, z_{s}^{\prime}\right)=-2 q^{\prime 2}\left(1-z_{s}^{\prime}\right)} \tag{8.30}
\end{equation*}
$$

where the HDR kernel matrix $\mathbf{h}_{s}^{I}$ is given by

$$
\begin{align*}
\mathbf{h}_{s}^{I}\left(s, s^{\prime} ; z_{s}\right) & =h_{1} \boldsymbol{\sigma}_{0}-\epsilon^{I} h_{2} \boldsymbol{\sigma}_{3},
\end{aligned} \quad \boldsymbol{\sigma}_{0}=\mathbb{1}_{2}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), \quad x_{s}\left(s, s^{\prime}\right)=1-\frac{s+s^{\prime}-\Sigma}{2 q^{2}}, ~ \begin{aligned}
h_{1}\left(s, s^{\prime}\right) & =\frac{1}{s^{\prime}-s}-\frac{1}{2} \frac{1}{s^{\prime}-a}, \tag{8.31}
\end{align*}
$$

and $\left[s, s^{\prime} ; z_{s}\right]$ denotes that the whole integrand is to be understood as a function of these variables, which can be achieved by use of

$$
\begin{equation*}
z_{s}^{\prime}\left(s, s^{\prime} ; z_{s}\right)=\alpha z_{s}+\beta, \quad \alpha\left(s, s^{\prime}\right)=\frac{q^{2}}{q^{\prime 2}} \frac{s-a}{s^{\prime}-a}, \quad \beta\left(s, s^{\prime}\right)=1-\alpha-\frac{s^{\prime}-s}{s^{\prime}-a} \frac{s+s^{\prime}-\Sigma}{2 q^{2}} \tag{8.32}
\end{equation*}
$$

By expanding the absorptive part of the $s$ - and $u$-channel HDR terms given in (8.30) into $s$-channel partial waves via (8.26) and projecting out $s$-channel partial waves again by means of (8.24), we arrive at the PWDRs

$$
\begin{equation*}
\left.\mathbf{f}_{l}^{I}(W)\right|^{s+u}=\frac{1}{\pi} \int_{W_{+}}^{\infty} \mathrm{d} W^{\prime} \sum_{l^{\prime}=0}^{\infty} \mathbf{K}^{l l^{\prime}, I}\left(W, W^{\prime}\right) \operatorname{Im} \mathbf{f}_{l^{\prime}}^{I}\left(W^{\prime}\right) \tag{8.33}
\end{equation*}
$$

where the $s$ - and $u$-channel kernel matrix is defined by

$$
\begin{equation*}
\mathbf{K}^{l l^{\prime}, I}\left(W, W^{\prime}\right)=2 W^{\prime} \int_{-1}^{1} \mathrm{~d} z_{s} \mathbf{R}^{l}\left(W, z_{s}\right) \mathbf{h}_{s}^{I}\left[W, W^{\prime} ; z_{s}\right] \mathbf{S}^{l^{\prime}}\left(W^{\prime}, z_{s}^{\prime}\right) \tag{8.34}
\end{equation*}
$$

Due to the symmetry relations

$$
\begin{equation*}
-\boldsymbol{\sigma}_{1} \mathbf{K}^{l l^{\prime}, I}\left(-W, W^{\prime}\right)=\mathbf{K}^{l l^{\prime}, I}\left(W, W^{\prime}\right)=\mathbf{K}^{l l^{\prime}, I}\left(W,-W^{\prime}\right) \boldsymbol{\sigma}_{1} \tag{8.35}
\end{equation*}
$$

that follow from the relations (8.29), the $s$ - and $u$-channel kernel matrix can be written with only one kernel function according to

$$
\begin{align*}
\mathbf{K}^{l l^{\prime}, I}\left(W, W^{\prime}\right) & =\left(\begin{array}{cc}
K_{l l^{\prime}}^{I}\left(W, W^{\prime}\right) & K_{l l^{\prime}}^{I}\left(W,-W^{\prime}\right) \\
-K_{l l^{\prime}}^{I}\left(-W, W^{\prime}\right) & -K_{l l^{\prime}}^{I}\left(-W,-W^{\prime}\right)
\end{array}\right) \\
K_{l l^{\prime}}^{I}\left(W, W^{\prime}\right) & =2 W^{\prime} \int_{-1}^{1} \mathrm{~d} z_{s}\left\{\mathbf{R}^{l}\left(W, z_{s}\right) \mathbf{h}_{s}^{I}\left[W, W^{\prime} ; z_{s}\right] \mathbf{S}^{l^{\prime}}\left(W^{\prime}, z_{s}^{\prime}\right)\right\}_{1,1} \tag{8.36}
\end{align*}
$$

where the subscript denotes the 1,1 -th element of the matrix in the curly brackets. The PWDRs (8.33) then take the form already stated in (8.3)

$$
\begin{align*}
\left.f_{l+}^{I}(W)\right|^{s+u} & =\frac{1}{\pi} \int_{W_{+}}^{\infty} \mathrm{d} W^{\prime} \sum_{l^{\prime}=0}^{\infty}\left\{K_{l l^{\prime}}^{I}\left(W, W^{\prime}\right) \operatorname{Im} f_{l^{\prime}+}^{I}\left(W^{\prime}\right)+K_{l l^{\prime}}^{I}\left(W,-W^{\prime}\right) \operatorname{Im} f_{\left(l^{\prime}+1\right)-}^{I}\left(W^{\prime}\right)\right\} \\
& =-\left.f_{(l+1)-}^{I}(-W)\right|^{s+u} \tag{8.37}
\end{align*}
$$

Defining the structure

$$
\begin{align*}
\varphi\left[a_{k n} \mid b\left(W, W^{\prime}\right)\right]=\frac{W^{\prime}}{W}\{ & b\left(W,-W^{\prime}\right) a_{k n}+b\left(W, W^{\prime}\right) a_{k, n+1} \\
& \left.+b\left(-W,-W^{\prime}\right) a_{k+1, n}+b\left(-W, W^{\prime}\right) a_{k+1, n+1}\right\} \tag{8.38}
\end{align*}
$$

where $a_{k n}\left(s, s^{\prime}\right)$ is to be understood as a function invariant under sign changes in $W$ and $W^{\prime}$, and introducing the kinematical abbreviations

$$
\begin{align*}
\delta\left(W, W^{\prime}\right) & =\frac{E+m}{E^{\prime}+m}\left[W^{\prime}+W\right], \quad E^{\prime}\left(W^{\prime}\right)=E\left(W^{\prime}\right) \\
\varrho\left(W, W^{\prime}\right) & =\frac{E+m}{E^{\prime}+m}\left[W^{\prime}-W+2 m\right] \\
\varkappa^{I}\left(W, W^{\prime}\right) & =\frac{1}{2}\left[\delta\left(W, W^{\prime}\right)+\epsilon^{I} \varrho\left(W, W^{\prime}\right)\right]=\frac{E+m}{E^{\prime}+m}\left[\tilde{\epsilon}_{+}\left(W^{\prime}+m\right)+\tilde{\epsilon}_{-}(W-m)\right] \tag{8.39}
\end{align*}
$$

as well as the angular kernels

$$
\begin{equation*}
U_{l l^{\prime}}\left(s, s^{\prime}\right)=\frac{1}{2} \int_{-1}^{1} \mathrm{~d} z_{s} P_{l}\left(z_{s}\right) P_{l^{\prime}}^{\prime}\left(z_{s}^{\prime}\right), \quad V_{l l^{\prime}}\left(s, s^{\prime}\right)=\frac{1}{2} \int_{-1}^{1} \mathrm{~d} z_{s} \frac{P_{l}\left(z_{s}\right) P_{l^{\prime}}^{\prime}\left(z_{s}^{\prime}\right)}{x_{s}-z_{s}} \tag{8.40}
\end{equation*}
$$

the general $s$ - and $u$-channel kernel function can be written as

$$
\begin{align*}
K_{l l^{\prime}}^{I}\left(W, W^{\prime}\right) & =h_{1} \varphi\left[U_{l l^{\prime}} \mid \delta\left(W, W^{\prime}\right)\right]-\frac{\epsilon^{I}}{2} \varphi\left[\left.\frac{V_{l l^{\prime}}}{q^{2}}+\frac{U_{l l^{\prime}}}{s^{\prime}-a} \right\rvert\, \varrho\left(W, W^{\prime}\right)\right] \\
& =\frac{\varphi\left[U_{l l^{\prime}} \mid \delta\left(W, W^{\prime}\right)\right]}{s^{\prime}-s}-\epsilon^{I} \frac{\varphi\left[V_{l l^{\prime}} \mid \varrho\left(W, W^{\prime}\right)\right]}{2 q^{2}}-\frac{\varphi\left[U_{l l^{\prime}} \mid \varkappa^{I}\left(W, W^{\prime}\right)\right]}{s^{\prime}-a} \tag{8.41}
\end{align*}
$$

Since $\varphi\left[a_{k n} \mid b\left(W, W^{\prime}\right)\right]$ encodes the MacDowell symmetry (8.1) for both pairs ( $k, W$ ) and ( $n, W^{\prime}$ ), we can decompose it in two ways

$$
\begin{align*}
\varphi\left[a_{k n} \mid b\left(W, W^{\prime}\right)\right] & =\varphi_{1}\left[a_{k n} \mid b\left(W, W^{\prime}\right)\right]-\varphi_{1}\left[a_{k+1, n} \mid b\left(-W, W^{\prime}\right)\right] \\
& =\varphi_{2}\left[a_{k n} \mid b\left(W, W^{\prime}\right)\right]-\varphi_{2}\left[a_{k, n+1} \mid b\left(W,-W^{\prime}\right)\right] \\
\varphi_{1}\left[a_{k n} \mid b\left(W, W^{\prime}\right)\right] & =\frac{W^{\prime}}{W}\left\{b\left(W,-W^{\prime}\right) a_{k n}+b\left(W, W^{\prime}\right) a_{k, n+1}\right\}, \\
\varphi_{2}\left[a_{k n} \mid b\left(W, W^{\prime}\right)\right] & =\frac{W^{\prime}}{W}\left\{b\left(W,-W^{\prime}\right) a_{k n}+b\left(-W,-W^{\prime}\right) a_{k+1, n}\right\}, \tag{8.42}
\end{align*}
$$

and with the definitions
$K_{l l^{\prime}}^{I, i}\left(W, W^{\prime}\right)=\frac{\varphi_{i}\left[U_{l l^{\prime}} \mid \delta\left(W, W^{\prime}\right)\right]}{s^{\prime}-s}-\epsilon^{I} \frac{\varphi_{i}\left[V_{l l^{\prime}} \mid \varrho\left(W, W^{\prime}\right)\right]}{2 q^{2}}-\frac{\varphi_{i}\left[U_{l l^{\prime}} \mid \varkappa^{I}\left(W, W^{\prime}\right)\right]}{s^{\prime}-a} \quad i \in\{1,2\}$,
the kernels exhibit the following interrelations

$$
\begin{equation*}
K_{l l^{\prime}}^{I}\left(W, W^{\prime}\right)=K_{l l^{\prime}}^{I, 1}\left(W, W^{\prime}\right)-K_{l+1, l^{\prime}}^{I, 1}\left(-W, W^{\prime}\right)=K_{l l^{\prime}}^{I, 2}\left(W, W^{\prime}\right)-K_{l, l^{\prime}+1}^{I, 2}\left(W,-W^{\prime}\right) \tag{8.44}
\end{equation*}
$$

that may be used to write down explicit expressions of the kernels in a compact form. However, for numerical evaluations a different prescription is preferable. The part of (8.41) that contains the $s$-channel cut can be decomposed according to

$$
\begin{align*}
\frac{\varphi\left[U_{l l^{\prime}} \mid \delta\left(W, W^{\prime}\right)\right]}{s^{\prime}-s} & =\frac{\gamma_{l l^{\prime}}\left(W, W^{\prime}\right)}{W^{\prime}-W}+\frac{1}{W^{\prime}+W} \frac{W^{\prime}}{W}\left\{\frac{E+m}{E^{\prime}-m} U_{l l^{\prime}}-\frac{E-m}{E^{\prime}+m} U_{l+1, l^{\prime}+1}\right\} \\
\gamma_{l l^{\prime}}\left(W, W^{\prime}\right) & =\frac{W^{\prime}}{W}\left\{\frac{E+m}{E^{\prime}+m} U_{l, l^{\prime}+1}-\frac{E-m}{E^{\prime}-m} U_{l+1, l^{\prime}}\right\} \tag{8.45}
\end{align*}
$$

Using the identity

$$
\int_{-1}^{1} \mathrm{~d} z P_{l^{\prime}}^{\prime}(z)\left[P_{l \pm 1}(z)-z P_{l}(z)\right]=\frac{2 \delta_{l l^{\prime}}}{2 l+1}\left\{\begin{array}{c}
-l  \tag{8.46}\\
l+1
\end{array}\right\}
$$

we can easily calculate its residue at the pole $W^{\prime}=W$ (where $\alpha=1, \beta=0$, and thus $z_{s}^{\prime}=z_{s}$ )

$$
\begin{equation*}
\operatorname{Res}\left[\frac{\gamma_{l l^{\prime}}\left(W, W^{\prime}\right)}{W^{\prime}-W}, W^{\prime}=W\right]=\gamma_{l l^{\prime}}(W, W)=U_{l, l^{\prime}+1}(s, s)-U_{l+1, l^{\prime}}(s, s)=\delta_{l l^{\prime}} \tag{8.47}
\end{equation*}
$$

which together with the decompositions

$$
\begin{align*}
U_{l l^{\prime}}\left(W, W^{\prime}\right) & =U_{l l^{\prime}}(W, W)+\left(W^{\prime}-W\right) \bar{U}_{l l^{\prime}}\left(W, W^{\prime}\right) \\
\frac{W^{\prime}}{W} \frac{E \pm m}{E^{\prime} \pm m} & =\frac{s^{\prime}}{s} \frac{\left(W \pm W_{+}\right)\left(W \pm W_{-}\right)}{\left(W^{\prime} \pm W_{+}\right)\left(W^{\prime} \pm W_{-}\right)}=1+\left(W^{\prime}-W\right) c_{ \pm} \\
c_{ \pm}\left(W, W^{\prime}\right) & =\frac{\left(W^{\prime}+W\right) \Sigma_{-} \pm 2 m W^{\prime} W}{2 W^{\prime}\left(E^{\prime} \pm m\right) s}=\frac{\left(W^{\prime}+W\right) W_{+} W_{-} \pm W^{\prime} W\left(W_{+}+W_{-}\right)}{\left(W^{\prime} \pm W_{+}\right)\left(W^{\prime} \pm W_{-}\right) s} \\
& =-c_{\mp}\left(-W,-W^{\prime}\right) \tag{8.48}
\end{align*}
$$

leads us to the alternative form of the kernels $K_{l l^{\prime}}^{I}\left(W, W^{\prime}\right)$

$$
\begin{align*}
K_{l l^{\prime}}^{I}\left(W, W^{\prime}\right)= & \frac{\delta_{l l^{\prime}}}{W^{\prime}-W}+\bar{K}_{l l^{\prime}}^{I}\left(W, W^{\prime}\right) \\
\bar{K}_{l l^{\prime}}^{I}\left(W, W^{\prime}\right)= & \bar{U}_{l, l^{\prime}+1}\left(W, W^{\prime}\right)-\bar{U}_{l+1, l^{\prime}}\left(W, W^{\prime}\right)+c_{+} U_{l, l^{\prime}+1}-c_{-} U_{l+1, l^{\prime}} \\
& +\frac{1}{W^{\prime}+W} \frac{W^{\prime}}{W}\left\{\frac{E+m}{E^{\prime}-m} U_{l l^{\prime}}-\frac{E-m}{E^{\prime}+m} U_{l+1, l^{\prime}+1}\right\} \\
& -\epsilon^{I} \frac{\varphi\left[V_{l l^{\prime}} \mid \varrho\left(W, W^{\prime}\right)\right]}{2 q^{2}}-\frac{\varphi\left[U_{l l^{\prime}} \mid \varkappa^{I}\left(W, W^{\prime}\right)\right]}{s^{\prime}-a} \tag{8.49}
\end{align*}
$$

where the first term is the usual Cauchy kernel for the $s$-channel cut (contributing only for $\left.l=l^{\prime}\right)$ and the kernels $\bar{K}_{l l^{\prime}}^{I}\left(W, W^{\prime}\right)$ contain only the left-hand cut. In order to derive explicit expressions for the angular kernels $U_{l l^{\prime}}\left(W=\sqrt{s}, W^{\prime}=\sqrt{s^{\prime}}\right)$ from (8.40) and subsequently their regular parts $\bar{U}_{l l^{\prime}}\left(W, W^{\prime}\right)$ from (8.48), we use the following expansion (cf. [211])

$$
\begin{equation*}
P_{l}\left(z_{s}\right)=\sum_{\lambda=0}^{l} a_{\lambda}^{l} x^{\lambda}, \quad a_{\lambda}^{l}=\frac{(-1)^{\lambda}(l+\lambda)!}{(\lambda!)^{2}(l-\lambda)!}, \quad x=\frac{1-z_{s}}{2} \tag{8.50}
\end{equation*}
$$

and hence

$$
\begin{align*}
& P_{l^{\prime}}^{\prime}\left(z_{s}^{\prime}\right)=-\frac{1}{2} \sum_{\lambda^{\prime}=0}^{l^{\prime}-1}\left(\lambda^{\prime}+1\right) a_{\lambda^{\prime}+1}^{l^{\prime}} x^{\prime \lambda^{\prime}}, \quad x^{\prime}=\frac{1-z_{s}^{\prime}}{2}=\omega+\alpha x \\
& \omega\left(s, s^{\prime}\right)=\frac{1-(\alpha+\beta)}{2}=\frac{s^{\prime}-s}{s^{\prime}-a} \frac{s^{\prime}+s-\Sigma}{4 q^{2}} \tag{8.51}
\end{align*}
$$

together with the binomial theorem and the Saalschütz identity (cf. [211])

$$
\begin{equation*}
\sum_{\lambda=0}^{l} \frac{a_{\lambda}^{l}}{\mu+\lambda+1}=(-1)^{l} \frac{(\mu!)^{2}}{(\mu-l)!(\mu+l+1)!} \quad(\mu \geq l) \tag{8.52}
\end{equation*}
$$

to arrive at the general expression for the angular kernel $U_{l l^{\prime}}$

$$
\begin{equation*}
U_{l l^{\prime}}\left(s, s^{\prime}\right)=\frac{(-1)^{l+1}}{2} \sum_{\lambda^{\prime}=l}^{l^{\prime}-1}\left(\lambda^{\prime}+1\right) a_{\lambda^{\prime}+1}^{l^{\prime}} \sum_{\mu=l}^{\lambda^{\prime}}\binom{\lambda^{\prime}}{\mu} \frac{(\mu!)^{2}}{(\mu-l)!(\mu+l+1)!} \omega^{\lambda^{\prime}-\mu} \alpha^{\mu} . \tag{8.53}
\end{equation*}
$$

These kernels show the following asymptotic behavior

$$
\begin{equation*}
U_{l l^{\prime}} \sim q^{2 l} \quad \text { for } q \rightarrow 0, \quad U_{l l^{\prime}} \sim q^{\prime-2 l^{\prime}+2} \quad \text { for } q^{\prime} \rightarrow 0, \quad U_{l l^{\prime}} \sim q^{\prime-4 l} \quad \text { for } q^{\prime} \rightarrow \infty, \tag{8.54}
\end{equation*}
$$

and, in particular, the lowest kernels are given by (note that $U_{l 0}=0$ and $U_{l 1}=\delta_{l 0}$ )

$$
\begin{align*}
U_{l l^{\prime}} & =0 \quad \text { for } \quad l^{\prime} \leq l, \quad U_{l, l+1}=\alpha^{l}, \quad U_{l, l+2}=(2 l+3) \beta \alpha^{l} \\
U_{l, l+3} & =\frac{\alpha^{l}}{2}\left\{(2 l+5)\left[\alpha^{2}+(2 l+3) \beta^{2}\right]-(2 l+3)\right\} \tag{8.55}
\end{align*}
$$

From (8.53) and (8.40) we can easily deduce for $W^{\prime}=W$

$$
\begin{align*}
U_{l l^{\prime}}(W, W)=\sum_{\lambda^{\prime}=l}^{l^{\prime}-1} u_{l l^{\prime}}^{\lambda^{\prime}} & = \begin{cases}0 & \text { for } l^{\prime} \leq l \text { or } l^{\prime}-l \text { even }, \\
1 & \text { for } l^{\prime}-l \text { odd },\end{cases} \\
u_{l l^{\prime}}^{\lambda^{\prime}} & =\frac{(-1)^{l+\lambda^{\prime}}\left(l^{\prime}+\lambda^{\prime}+1\right)!}{2\left(\lambda^{\prime}+1\right)\left(l^{\prime}-\lambda^{\prime}-1\right)!\left(\lambda^{\prime}-l\right)!\left(l+\lambda^{\prime}+1\right)!}, \tag{8.56}
\end{align*}
$$

which again yields $U_{l, l^{\prime}+1}(W, W)-U_{l+1, l^{\prime}}(W, W)=\delta_{l l^{\prime}}$. By defining

$$
\left.\begin{array}{rlrl}
\frac{q^{2}}{q^{\prime 2}} & =1+\left(W^{\prime}-W\right) d_{1}, & d_{1}\left(W, W^{\prime}\right) & =\frac{W^{\prime}+W}{4 q^{\prime 2}}\left[\frac{\Sigma_{-}^{2}}{s s^{\prime}}-1\right], \\
\frac{s-a}{s^{\prime}-a} & =1+\left(W^{\prime}-W\right) d_{2}, & & d_{2}\left(W, W^{\prime}\right) \tag{8.57}
\end{array}\right)=-\frac{W^{\prime}+W}{s^{\prime}-a},
$$

we can rewrite the powers of $\alpha$ according to (note that $b_{0}=0$ )

$$
\begin{align*}
\alpha^{\mu}= & 1+\left(W^{\prime}-W\right) b_{\mu} \\
b_{\mu}\left(W, W^{\prime}\right)= & \sum_{k=0}^{\mu-1}\binom{\mu}{k+1}\left(W^{\prime}-W\right)^{k}\left\{d_{1}^{k+1}\left(\frac{s-a}{s^{\prime}-a}\right)^{\mu}+d_{2}^{k+1}\right\} \\
= & \frac{W^{\prime}+W}{s^{\prime}-a} \sum_{k=0}^{\mu-1}\binom{\mu}{k+1}\left(\frac{s^{\prime}-s}{s^{\prime}-a}\right)^{k} \\
& \times\left\{\left(\frac{s-a}{4 q^{\prime 2}}\left[\frac{\Sigma_{-}^{2}}{s s^{\prime}}-1\right]\right)^{k+1}\left(\frac{s-a}{s^{\prime}-a}\right)^{\mu-(k+1)}+(-1)^{k+1}\right\}, \tag{8.58}
\end{align*}
$$

which together with the definitions

$$
\begin{align*}
\omega & =\left(W^{\prime}-W\right) \bar{\omega}, \quad \bar{\omega}\left(W, W^{\prime}\right)=\frac{W^{\prime}+W}{s^{\prime}-a} \frac{s+s^{\prime}-\Sigma}{4 q^{\prime 2}}, \\
\tilde{U}_{l l^{\prime}}\left(W, W^{\prime}\right) & =\frac{(-1)^{l+1}}{2} \sum_{\lambda^{\prime}=l}^{l^{\prime}-1}\left(\lambda^{\prime}+1\right) a_{\lambda^{\prime}+1}^{l^{\prime}} \sum_{\mu=l}^{\lambda^{\prime}-1}\binom{\lambda^{\prime}}{\mu} \frac{(\mu!)^{2}}{(\mu-l)!(\mu+l+1)!} \omega^{\lambda^{\prime}-1-\mu} \alpha^{\mu}, \tag{8.59}
\end{align*}
$$

allows us to give the explicit form of the "regular part" $\bar{U}_{l l^{\prime}}$ of the angular kernel $U_{l l^{\prime}}$ as

$$
\begin{equation*}
\bar{U}_{l l^{\prime}}\left(W, W^{\prime}\right)=\sum_{\lambda^{\prime}=l}^{l^{\prime}-1} u_{l l^{\prime}}^{\lambda^{\prime}} b_{\lambda^{\prime}}+\bar{\omega} \tilde{U}_{l l^{\prime}} \tag{8.60}
\end{equation*}
$$

from which we can easily obtain the lowest $\bar{U}_{l l^{\prime}}$ ( note that $\left.\bar{U}_{l 0}=0=\bar{U}_{l 1}\right)$

$$
\begin{align*}
\bar{U}_{l l^{\prime}} & =0 \quad \text { for } \quad l^{\prime} \leq l, \quad \bar{U}_{l, l+1}=b_{l}, \quad \bar{U}_{l, l+2}=-(2 l+3)\left\{b_{l+1}-b_{l}+2 \bar{\omega} \alpha^{l}\right\} \\
\bar{U}_{l, l+3} & =(2 l+5)(2 l+3)\left\{(l+2)\left[\frac{b_{l+2}}{2 l+3}+\frac{b_{l}}{2 l+5}\right]-b_{l+1}-\bar{\omega} \alpha^{l}(1-\alpha+\beta)\right\} \tag{8.61}
\end{align*}
$$

The angular kernels $V_{l l^{\prime}}$ can be expressed by the kernels $U_{l l^{\prime}}$ as follows: from the integral representation of $U_{l l^{\prime}}$ (8.40) we can deduce that

$$
\begin{equation*}
P_{l^{\prime}}^{\prime}\left(z_{s}^{\prime}\right)=\sum_{n=0}^{l^{\prime}-1}(2 n+1) U_{n l^{\prime}} P_{n}\left(z_{s}\right) \tag{8.62}
\end{equation*}
$$

and inserting this into the integral representation of $V_{l l^{\prime}}$ (8.40) yields

$$
\begin{equation*}
V_{l l^{\prime}}=\sum_{n=0}^{l^{\prime}-1}(2 n+1) U_{n l^{\prime}}\left\{\frac{1}{2} \int_{-1}^{1} \mathrm{~d} z_{s} \frac{P_{n}\left(z_{s}\right) P_{l}\left(z_{s}\right)}{x_{s}-z_{s}}\right\} \tag{8.63}
\end{equation*}
$$

By using the identity

$$
\begin{equation*}
\frac{1}{2} \int_{-1}^{1} \mathrm{~d} x \frac{P_{n}(x) P_{l}(x)}{z-x}=P_{n}(z) Q_{l}(z) \quad \text { for } n \leq l \tag{8.64}
\end{equation*}
$$

we can write (note that the sum vanishes for $l^{\prime} \leq l+1$ )

$$
\begin{align*}
V_{l l^{\prime}} & =Q_{l}\left(x_{s}\right) P_{l^{\prime}}^{\prime}\left(x_{s}^{\prime}\right)-\sum_{n=l+1}^{l^{\prime}-1}(2 n+1) U_{n l^{\prime}}\left\{P_{n}\left(x_{s}\right) Q_{l}\left(x_{s}\right)-P_{l}\left(x_{s}\right) Q_{n}\left(x_{s}\right)\right\} \\
x_{s}^{\prime}\left(s, s^{\prime}\right) & =\alpha x_{s}+\beta=1-\frac{s^{\prime}+s-\Sigma}{2 q^{2}}=x_{s}\left(s^{\prime}, s\right) \tag{8.65}
\end{align*}
$$

and with the aid of $W_{l-1}(z)$, which is a polynomial of degree $l-1$ in $z$ defined by (cf. [211])

$$
\begin{equation*}
Q_{l}(z)=Q_{0}(z) P_{l}(z)-W_{l-1}(z), \quad W_{-1}=0 \tag{8.66}
\end{equation*}
$$

leading to the integral representation

$$
\begin{equation*}
W_{l-1}(z)=\frac{1}{2} \int_{-1}^{1} \mathrm{~d} x \frac{P_{l}(z)-P_{l}(x)}{z-x} \tag{8.67}
\end{equation*}
$$

the angular kernels $V_{l l^{\prime}}$ take the general form

$$
\begin{align*}
& V_{l l^{\prime}}\left(s, s^{\prime}\right)=Q_{l}\left(x_{s}\right) P_{l^{\prime}}^{\prime}\left(x_{s}^{\prime}\right)-\bar{V}_{l l^{\prime}} \\
& \bar{V}_{l l^{\prime}}\left(s, s^{\prime}\right)=\sum_{n=l+1}^{l^{\prime}-1}(2 n+1) U_{n l^{\prime}}\left\{P_{l}\left(x_{s}\right) W_{n-1}\left(x_{s}\right)-P_{n}\left(x_{s}\right) W_{l-1}\left(x_{s}\right)\right\} \tag{8.68}
\end{align*}
$$

The $\bar{V}_{l l^{\prime}}$ only contribute for $l^{\prime} \geq l+2$

$$
\begin{equation*}
\bar{V}_{l l^{\prime}}=0 \quad \text { for } l^{\prime} \leq l+1 \tag{8.69}
\end{equation*}
$$

and we can immediately read off

$$
\begin{equation*}
V_{l 0}=0, \quad V_{l 1}=Q_{l}\left(x_{s}\right), \quad V_{0 l^{\prime}}=Q_{0}\left(x_{s}\right) P_{l^{\prime}}^{\prime}\left(x_{s}^{\prime}\right)-\sum_{n=1}^{l^{\prime}-1}(2 n+1) U_{n l^{\prime}} W_{n-1}\left(x_{s}\right) \tag{8.70}
\end{equation*}
$$

where the second equation can also be seen directly by comparing (8.40) with (8.15). Furthermore one easily obtains the asymptotic behavior

$$
\begin{equation*}
V_{l l^{\prime}} \sim q^{2 l+2} \quad \text { for } q \rightarrow 0, \quad V_{l l^{\prime}} \sim q^{\prime-2 l^{\prime}+2} \quad \text { for } q^{\prime} \rightarrow 0, \quad V_{l l^{\prime}} \sim q^{\prime-2 l-2} \quad \text { for } q^{\prime} \rightarrow \infty \tag{8.71}
\end{equation*}
$$

From (8.67) or from Christoffel's formula for $l \geq 1$ (cf. [211])

$$
W_{l-1}(z)=\sum_{\lambda=0}^{\left\lfloor\frac{l-1}{2}\right\rfloor} \frac{2(l-\lambda)-(2 \lambda+1)}{(l-\lambda)(2 \lambda+1)} P_{l-(2 \lambda+1)}(z), \quad\left\lfloor\frac{l-1}{2}\right\rfloor= \begin{cases}\frac{l}{2}-1 & \text { for } l \geq 2 \text { even }  \tag{8.72}\\ \frac{l-1}{2} & \text { for } l \geq 1 \text { odd }\end{cases}
$$

both yielding (also in agreement with (8.14) and (8.66) ) besides $W_{-1}=0$

$$
\begin{equation*}
W_{0}=1, \quad W_{1}(z)=\frac{3}{2} z, \quad W_{2}(z)=\frac{5}{2} z^{2}-\frac{2}{3} \tag{8.73}
\end{equation*}
$$

where it is useful to note that $W_{l}(z)$ like $P_{l}(z)$ contains only even/odd powers of $z$ for $l$ even/odd, respectively, we can immediately deduce the non-vanishing angular kernels $U_{l l^{\prime}}$, $\bar{U}_{l l^{\prime}}$, and $V_{l l^{\prime}}$ for $l^{\prime} \leq 3$

$$
\begin{align*}
& U_{l 1}=\delta_{l 0}, \quad U_{l 2}=\alpha \delta_{l 1}+3 \beta \delta_{l 0}, \quad U_{l 3}=\alpha^{2} \delta_{l 2}+5 \alpha \beta \delta_{l 1}+\frac{1}{2}\left\{5\left[\alpha^{2}+3 \beta^{2}\right]-3\right\} \delta_{l 0} \\
& \bar{U}_{l 2}=b_{1} \delta_{l 1}-3\left\{b_{1}+2 \bar{\omega}\right\} \delta_{l 0} \\
& \bar{U}_{l 3}=b_{2} \delta_{l 2}+5\left\{b_{1}-b_{2}-2 \bar{\omega} \alpha\right\} \delta_{l 1}-5\left\{3 b_{1}-2 b_{2}+3 \bar{\omega}(1-\alpha+\beta)\right\} \delta_{l 0} \\
& V_{l 1}=Q_{l}\left(x_{s}\right), \quad V_{l 2}=3 x_{s}^{\prime} Q_{l}\left(x_{s}\right)-3 \alpha \delta_{l 0} \\
& V_{l 3}=P_{3}^{\prime}\left(x_{s}^{\prime}\right) Q_{l}\left(x_{s}\right)-\frac{5}{2} \alpha^{2} \delta_{l 1}-\frac{15}{2} \alpha\left\{\alpha x_{s}+2 \beta\right\} \delta_{l 0} \tag{8.74}
\end{align*}
$$

needed for the kernels $K_{l l^{\prime}}^{I}\left(W, W^{\prime}\right)$ for all combinations $\left(l \geq 0, l^{\prime} \leq 2\right)$ according to (8.49)

$$
\begin{aligned}
K_{l 0}^{I}\left(W, W^{\prime}\right)= & \left\{\frac{1}{W^{\prime}-W}+c_{+}-\frac{W^{\prime}}{W} \frac{\varkappa^{I}\left(W, W^{\prime}\right)}{s^{\prime}-a}\right\} \delta_{l 0} \\
& -\frac{\epsilon^{I}}{2 q^{2}} \frac{W^{\prime}}{W}\left\{\varrho\left(W, W^{\prime}\right) Q_{l}\left(x_{s}\right)+\varrho\left(-W, W^{\prime}\right) Q_{l+1}\left(x_{s}\right)\right\}, \\
K_{l 1}^{I}\left(W, W^{\prime}\right)= & \left\{\frac{1}{W^{\prime}-W}+b_{1}+\alpha c_{+}\right\} \delta_{l 1}+\left\{\frac{1}{W^{\prime}+W} \frac{W^{\prime}}{W}\left(\frac{E+m}{E^{\prime}-m}-\alpha \frac{E-m}{E^{\prime}+m}\right)\right. \\
& \left.-3\left[b_{1}+2 \bar{\omega}-\beta c_{+}\right]\right\} \delta_{l 0}-\frac{\epsilon^{I}}{2 q^{2}} \frac{W^{\prime}}{W}\left\{\left[3 x_{s}^{\prime} \varrho\left(W, W^{\prime}\right)+\varrho\left(W,-W^{\prime}\right)\right] Q_{l}\left(x_{s}\right)\right. \\
& \left.+\left[3 x_{s}^{\prime} \varrho\left(-W, W^{\prime}\right)+\varrho\left(-W,-W^{\prime}\right)\right] Q_{l+1}\left(x_{s}\right)-3 \alpha \varrho\left(W, W^{\prime}\right) \delta_{l 0}\right\}
\end{aligned}
$$

$$
\begin{align*}
- & \frac{1}{s^{\prime}-a} \frac{W^{\prime}}{W}\left\{\alpha \varkappa^{I}\left(W, W^{\prime}\right) \delta_{l 1}\right. \\
& \left.+\left[3 \beta \varkappa^{I}\left(W, W^{\prime}\right)+\varkappa^{I}\left(W,-W^{\prime}\right)+\alpha \varkappa^{I}\left(-W, W^{\prime}\right)\right] \delta_{l 0}\right\} \\
K_{l 2}^{I}\left(W, W^{\prime}\right)=\{ & \left.\frac{1}{W^{\prime}-W}+b_{2}+\alpha^{2} c_{+}\right\} \delta_{l 2}+\left\{\frac{\alpha}{W^{\prime}+W} \frac{W^{\prime}}{W}\left(\frac{E+m}{E^{\prime}-m}-\alpha \frac{E-m}{E^{\prime}+m}\right)\right. \\
& \left.+5\left[b_{1}-b_{2}-\alpha\left(2 \bar{\omega}-\beta c_{+}\right)\right]\right\} \delta_{l 1}+\left\{\frac{\beta}{W^{\prime}+W} \frac{W^{\prime}}{W}\left(3 \frac{E+m}{E^{\prime}-m}-5 \alpha \frac{E-m}{E^{\prime}+m}\right)\right. \\
& \left.-2\left(8 b_{1}-5 b_{2}\right)-15 \bar{\omega}(1-\alpha+\beta)+\frac{1}{2}\left(5\left[\alpha^{2}+3 \beta^{2}\right]-3\right) c_{+}-\alpha c_{-}\right\} \delta_{l 0} \\
- & \frac{\epsilon^{I}}{2 q^{2}} \frac{W^{\prime}}{W}\left\{-\alpha\left[15\left\{\frac{\alpha}{2} x_{s}+\beta\right\} \varrho\left(W, W^{\prime}\right)+3 \varrho\left(W,-W^{\prime}\right)+\frac{5}{2} \alpha \varrho\left(-W, W^{\prime}\right)\right] \delta_{l 0}\right. \\
& -\frac{5}{2} \alpha^{2} \varrho\left(W, W^{\prime}\right) \delta_{l 1}+\left[P_{3}^{\prime}\left(x_{s}^{\prime}\right) \varrho\left(W, W^{\prime}\right)+3 x_{s}^{\prime} \varrho\left(W,-W^{\prime}\right)\right] Q_{l}\left(x_{s}\right) \\
& \left.+\left[P_{3}^{\prime}\left(x_{s}^{\prime}\right) \varrho\left(-W, W^{\prime}\right)+3 x_{s}^{\prime} \varrho\left(-W,-W^{\prime}\right)\right] Q_{l+1}\left(x_{s}\right)\right\} \\
- & \frac{1}{s^{\prime}-a} \frac{W^{\prime}}{W}\left\{\alpha^{2} \varkappa^{I}\left(W, W^{\prime}\right) \delta_{l 2}\right. \\
& +\alpha\left[5 \beta \varkappa^{I}\left(W, W^{\prime}\right)+\varkappa^{I}\left(W,-W^{\prime}\right)+\alpha \varkappa^{I}\left(-W, W^{\prime}\right)\right] \delta_{l 1} \\
& +\left[\frac{1}{2}\left(5\left[\alpha^{2}+3 \beta^{2}\right]-3\right) \varkappa^{I}\left(W, W^{\prime}\right)+3 \beta \varkappa^{I}\left(W,-W^{\prime}\right)\right. \\
& \left.\left.+5 \alpha \beta \varkappa^{I}\left(-W, W^{\prime}\right)+\alpha \varkappa^{I}\left(-W,-W^{\prime}\right)\right] \delta_{l 0}\right\} . \tag{8.75}
\end{align*}
$$

From $K_{l 0}^{I}\left(W, W^{\prime}\right)$ in the form according to (8.41)

$$
\begin{align*}
K_{l 0}^{I}\left(W, W^{\prime}\right)=\frac{1}{2 W} \frac{W^{\prime}}{E^{\prime}+m} & \left\{(E+m)\left[\left(W+W^{\prime}\right) \frac{2 \delta_{l 0}}{s^{\prime}-s}+\epsilon^{I}\left(W-W^{\prime}-2 m\right) \frac{Q_{l}\left(x_{s}\right)}{q^{2}}\right]\right. \\
+ & \epsilon^{I}(E-m)\left(W+W^{\prime}+2 m\right) \frac{Q_{l+1}\left(x_{s}\right)}{q^{2}} \\
& \left.-(E+m)\left[\tilde{\epsilon}_{+}\left(W^{\prime}+m\right)+\tilde{\epsilon}_{-}(W-m)\right] \frac{2 \delta_{l 0}}{s^{\prime}-a}\right\} \tag{8.76}
\end{align*}
$$

we can deduce that the nucleon pole terms (8.9) are reproduced by

$$
\begin{equation*}
N_{l+}^{I}(W)=-f^{2} K_{l 0}^{I}\left(W,-W^{\prime}=m\right)=-N_{(l+1)-}^{I}(-W) \quad \forall l \geq 0 \tag{8.77}
\end{equation*}
$$

The explicit formulae for the additional non-vanishing angular kernels $U_{l l^{\prime}}, \bar{U}_{l l^{\prime}}$, and $V_{l l^{\prime}}$ for $\left(l \leq 2,4 \leq l^{\prime} \leq 6\right)$ needed for calculating the additional higher kernels $K_{l l^{\prime}}^{I}$ for $\left(l \leq 1,3 \leq l^{\prime} \leq\right.$ 5) via (8.49) are displayed in App. C.1. Furthermore, we give the asymptotic behavior of the general kernel function $K_{l l^{\prime}}^{I}\left(W, W^{\prime}\right)$, which can be inferred from the asymptotic behavior of the angular kernels (8.54) and (8.71),

$$
\begin{array}{lll}
\text { for } q \rightarrow 0 & K_{l l^{\prime}}^{I}\left(W, W^{\prime}\right) \sim q^{2 l}, & K_{l l^{\prime}}^{I}\left(-W, W^{\prime}\right) \sim q^{2 l+2} \\
\text { for } q^{\prime} \rightarrow 0 & K_{l l^{\prime}}^{I}\left(W, W^{\prime}\right) \sim q^{\prime-2 l^{\prime}}, & K_{l l^{\prime}}^{I}\left(W,-W^{\prime}\right) \sim q^{-2 l^{\prime}-2} \\
\text { for } q^{\prime} \rightarrow \infty & K_{l l^{\prime}}^{I}\left(W, W^{\prime}\right) \sim q^{\prime-2 l-1}, &
\end{array}
$$

in agreement with the MacDowell symmetry relation (8.1). Alternatively, for $q \rightarrow 0$ and $q^{\prime} \rightarrow \infty$ one could also use the expansion

$$
\begin{equation*}
Q_{l}\left(x_{s}\right)=\left(\frac{-2 q^{2}}{s+s^{\prime}-\Sigma}\right)^{l+1}+\mathcal{O}\left(\left(\frac{-2 q^{2}}{s+s^{\prime}-\Sigma}\right)^{l+2}\right) \quad \text { for } \frac{1}{x_{s}-1}=\frac{-2 q^{2}}{s+s^{\prime}-\Sigma} \rightarrow 0 \tag{8.79}
\end{equation*}
$$

which easily follows from the integral representation (8.15) together with the orthogonality of the $P_{l}(z)$, while $\left(x_{s}-1\right)^{-1} \rightarrow-2 q^{2} /\left(s-s_{-}\right) \neq 0$ for $q^{\prime} \rightarrow 0$. Either this expansion with $y(s)=x_{s}\left(s, s^{\prime}=m^{2}\right)$ or the relation (8.77) can then be used to derive the asymptotic behavior of the nucleon pole terms

$$
\begin{equation*}
N_{l+}^{I}(W) \sim N_{(l+1)-}^{I}(-W) \sim q^{2 l} \quad \text { for } q \rightarrow 0 \tag{8.80}
\end{equation*}
$$

## $8.3 t$-channel exchange

With definitions (7.102) and relations (7.103) the $t$-channel terms of the HDRs (7.98) can be written as

$$
\begin{equation*}
\left.\mathbf{A}^{I}(s, t)\right|_{t=t\left(s, z_{s}\right)} ^{t}=\left.\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \mathbf{h}_{t}^{I}\left[s, t^{\prime} ; z_{s}\right] \operatorname{Im} \mathbf{A}^{I}\left(s^{\prime}, t^{\prime}\right)\right|_{s^{\prime}=s^{\prime}\left(t^{\prime}, z_{t}^{\prime}\right)} \tag{8.81}
\end{equation*}
$$

where the HDR kernel matrix $\mathbf{h}_{t}^{I}$ is given by

$$
\begin{align*}
& \mathbf{h}_{t}^{I}\left(s, t^{\prime} ; z_{s}\right)=\frac{1}{2 q^{2}} \frac{1}{x_{t}-z_{s}}\left(\begin{array}{cc}
\lambda_{1}^{I} & 0 \\
0 & \lambda_{2}^{I}
\end{array}\right), \quad x_{t}\left(s, t^{\prime}\right)=1+\frac{t^{\prime}}{2 q^{2}}=z_{s}\left(s, t^{\prime}\right), \\
& \lambda_{n}^{I}\left(s, t^{\prime} ; z_{s}\right)=\left(\frac{\nu}{\nu^{\prime}}\right)^{\frac{1+(-1)^{n} \epsilon^{I}}{2}} \quad\left(\text { with } x^{0} \equiv 1 \forall x\right) \tag{8.82}
\end{align*}
$$

and the integrand is to be understood as a function of $\left[s, t^{\prime} ; z_{s}\right]$ by using

$$
\begin{align*}
z_{t}^{\prime}\left(s, t^{\prime} ; z_{s}\right)=\frac{m \nu^{\prime}}{p_{t}^{\prime} q_{t}^{\prime}}=\sqrt{\gamma z_{s}+\delta}, \quad \gamma\left(s, t^{\prime}\right) & =\frac{q^{2}(s-a)}{2 p_{t}^{\prime 2} q_{t}^{\prime 2}}  \tag{8.83}\\
\delta\left(s, t^{\prime}\right) & =\frac{\left(t^{\prime}-\Sigma+2 a\right)^{2}-4(s-a)\left(2 q^{2}+\Sigma-s-a\right)}{16 p_{t}^{\prime 2} q_{t}^{\prime 2}}
\end{align*}
$$

The $t$-channel partial-wave expansions of the invariant amplitudes read 212 ]

$$
\begin{align*}
&\left.A^{I}\left(s^{\prime}, t^{\prime}\right)\right|_{s^{\prime}=s^{\prime}\left(t^{\prime}, z_{t}^{\prime}\right)}=-\frac{4 \pi}{p_{t}^{\prime 2}} \sum_{J}(2 J+1)\left(p_{t}^{\prime} q_{t}^{\prime}\right)^{J}\left\{P_{J}\left(z_{t}^{\prime}\right) f_{+}^{J}\left(t^{\prime}\right)-\frac{m}{\sqrt{J(J+1)}} z_{t}^{\prime} P_{J}^{\prime}\left(z_{t}^{\prime}\right) f_{-}^{J}\left(t^{\prime}\right)\right\} \\
&\left.B^{I}\left(s^{\prime}, t^{\prime}\right)\right|_{s^{\prime}=s^{\prime}\left(t^{\prime}, z_{t}^{\prime}\right)}=4 \pi \sum_{J} \frac{2 J+1}{\sqrt{J(J+1)}}\left(p_{t}^{\prime} q_{t}^{\prime}\right)^{J-1} P_{J}^{\prime}\left(z_{t}^{\prime}\right) f_{-}^{J}\left(t^{\prime}\right) \tag{8.84}
\end{align*}
$$

where it is crucial that the sums only run over even $J$ for $I=+$ and odd $J$ for $I=-$ due to Bose symmetry. Taken literally, the form (8.84) of the partial-wave expansions is only valid for $t^{\prime} \geq t_{N}$ since below the two-particle thresholds $t_{N}$ and $t_{\pi}$ the CMS momenta $p_{t}^{\prime}$ of the nucleons and $q_{t}^{\prime}$ of the pions become purely imaginary and one has to use $p_{-}^{\prime}$ and $q_{-}^{\prime}$ instead, respectively (cf. (7.17) and [171]). Particularly, in the unphysical range $t^{\prime} \in\left[t_{\pi}, t_{N}\right)$ - that we are interested in as the low-energy part of the integration range $t^{\prime} \in\left[t_{\pi}, \infty\right)$ - we have
$q_{t}^{\prime} \in \mathbb{R}$ but $p_{t}^{\prime}, z_{t}^{\prime} \in i \mathbb{R}$. However, the squares $p_{t}^{\prime 2}$ and $q_{t}^{\prime 2}$ are always real (albeit not necessarily positive, cf. (7.18)) and since the combination $p_{t}^{\prime} q_{t}^{\prime} z_{t}^{\prime}=m \nu^{\prime}=m\left(2 s^{\prime}+t^{\prime}-\Sigma\right)$ is always real as well, so is $z_{t}^{\prime 2}$. Due to the fact that the Legendre polynomials and their derivatives have definite parity $P_{J}(-z)=(-1)^{J} P_{J}(z)$ and $P_{J}^{\prime}(-z)=(-1)^{J-1} P_{J}^{\prime}(z)$ (i.e. they contain solely even/odd powers for $J$ even/odd (for $P_{J}$ ) or odd/even (for $P_{J}^{\prime}$ ), respectively), a closer look at the expansions (8.84) shows that in all cases only powers of the real combinations $p_{t}^{\prime} q_{t}^{\prime} z_{t}^{\prime}$ and additional factors of powers of the likewise real squares $p_{t}^{\prime 2}$ and $q_{t}^{\prime 2}$ appear. Therefore, we can symbolically use these formulae for all kinematical ranges and factor out powers of the real squared momenta whenever necessary in order to form explicitly real quantities. This is especially important in view of these expansions being applied to the imaginary parts of the invariant amplitudes, which themselves have to be real, of course. By introducing the $t$-channel partial-wave amplitudes into the matrix notation via \#3

$$
\begin{equation*}
\mathbf{f}^{J}=\binom{f_{+}^{J}}{f_{-}^{J}} \tag{8.85}
\end{equation*}
$$

the expansions (8.84) can be rewritten as

$$
\begin{equation*}
\left.\mathbf{A}^{I}\left(s^{\prime}, t^{\prime}\right)\right|_{s^{\prime}=s^{\prime}\left(t^{\prime}, z_{t}^{\prime}\right)}=\sum_{J} \mathbf{T}^{J}\left(t^{\prime}, z_{t}^{\prime}\right) \mathbf{f}^{J}\left(t^{\prime}\right) \tag{8.86}
\end{equation*}
$$

where the expansion kernel matrix is given by

$$
\begin{array}{rlr}
\mathbf{T}^{J}\left(t^{\prime}, z_{t}^{\prime}\right)=\zeta_{J}\left(\begin{array}{cc}
u_{J} & v_{J} \\
0 & w_{J}
\end{array}\right), & \zeta_{J}\left(t^{\prime}\right) & =4 \pi(2 J+1)\left(p_{t}^{\prime} q_{t}^{\prime}\right)^{J-1} \\
u_{J}\left(t^{\prime}, z_{t}^{\prime}\right)=-\frac{q_{t}^{\prime}}{p_{t}^{\prime}} P_{J}\left(z_{t}^{\prime}\right), & v_{J}\left(t^{\prime}, z_{t}^{\prime}\right) & =\frac{m}{\sqrt{J(J+1)}} \frac{q_{t}^{\prime}}{p_{t}^{\prime}} z_{t}^{\prime} P_{J}^{\prime}\left(z_{t}^{\prime}\right) \\
w_{J}\left(t^{\prime}, z_{t}^{\prime}\right) & =\frac{1}{\sqrt{J(J+1)}} P_{J}^{\prime}\left(z_{t}^{\prime}\right) \tag{8.87}
\end{array}
$$

As the sum only runs over even $J$ for $I=+$ and odd $J$ for $I=-$ and thus the full information on the crossing properties is already contained in the index $J$, we can redefine

$$
\begin{equation*}
\lambda_{n}^{I}\left(s, t^{\prime} ; z_{s}\right)=\lambda_{n}^{J}\left(s, t^{\prime} ; z_{s}\right)=\left(\frac{\nu}{\nu^{\prime}}\right)^{\frac{1+(-1)^{n+J}}{2}} \quad\left(\text { with } x^{0} \equiv 1 \forall x\right) \tag{8.88}
\end{equation*}
$$

and omit the index $I$ in favor of $J$ in the following. If we expand the imaginary part of the $t$ channel HDR terms in (8.81) into $t$-channel partial waves via (8.86) and project out $s$-channel partial waves again by use of (8.24), we can obtain the following PWDRs

$$
\begin{equation*}
\left.\mathbf{f}_{l}^{I}(W)\right|^{t}=\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \sum_{J} \mathbf{G}^{l J}\left(W, t^{\prime}\right) \operatorname{Im} \mathbf{f}^{J}\left(t^{\prime}\right) \tag{8.89}
\end{equation*}
$$

where the $t$-channel kernel matrix is defined by

$$
\begin{equation*}
\mathbf{G}^{l J}\left(W, t^{\prime}\right)=\int_{-1}^{1} \mathrm{~d} z_{s} \mathbf{R}^{l}\left(W, z_{s}\right) \mathbf{h}_{t}^{I}\left[s, t^{\prime} ; z_{s}\right] \mathbf{T}^{J}\left(t^{\prime}, z_{t}^{\prime}\right) \tag{8.90}
\end{equation*}
$$

[^64]Due to the symmetry relation

$$
\begin{equation*}
\mathbf{G}^{l J}\left(-W, t^{\prime}\right)=-\boldsymbol{\sigma}_{1} \mathbf{G}^{l J}\left(W, t^{\prime}\right), \tag{8.91}
\end{equation*}
$$

which follows from (8.29) and is in accordance with the MacDowell symmetry (8.28), the $t$-channel kernel matrix can be expressed by two kernel functions

$$
\mathbf{G}^{l J}\left(W, t^{\prime}\right)=\left(\begin{array}{cc}
G_{l J}\left(W, t^{\prime}\right) & H_{l J}\left(W, t^{\prime}\right)  \tag{8.92}\\
-G_{l J}\left(-W, t^{\prime}\right) & -H_{l J}\left(-W, t^{\prime}\right)
\end{array}\right),
$$

where in accordance with $f_{-}^{0} \equiv 0$ for the matrix notation we set $H_{l 0} \equiv 0$, and the PWDRs (8.89) take the form already given in (8.3)

$$
\begin{align*}
\left.f_{l+}^{I}(W)\right|^{t} & =\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \sum_{J}\left\{G_{l J}\left(W, t^{\prime}\right) \operatorname{Im} f_{+}^{J}\left(t^{\prime}\right)+H_{l J}\left(W, t^{\prime}\right) \operatorname{Im} f_{-}^{J}\left(t^{\prime}\right)\right\} \\
& =-\left.f_{(l+1)-}^{I}(-W)\right|^{t} . \tag{8.93}
\end{align*}
$$

With the definitions

$$
\begin{equation*}
\psi\left[a_{k n} \mid d(W)\right]=d(W) a_{k n}+d(-W) a_{k+1, n}, \quad \eta_{J}\left(W, t^{\prime}\right)=\frac{2 J+1}{4 W q^{2}} \frac{\left(p_{t}^{\prime} q_{t}^{\prime}\right)^{J}}{p_{t}^{\prime 2}} \tag{8.94}
\end{equation*}
$$

and by introducing the angular kernels

$$
\begin{align*}
& A_{l J}\left(s, t^{\prime}\right)=\frac{1}{2} \int_{-1}^{1} \mathrm{~d} z_{s} \lambda_{1}^{J} \frac{P_{l}\left(z_{s}\right) P_{J}\left(z_{t}^{\prime}\right)}{x_{t}-z_{s}}, \quad B_{l J}\left(s, t^{\prime}\right)=\frac{1}{2} \int_{-1}^{1} \mathrm{~d} z_{s} \lambda_{2}^{J} \frac{P_{l}\left(z_{s}\right) P_{J}^{\prime}\left(z_{t}^{\prime}\right)}{x_{t}-z_{s}}, \\
& C_{l J}\left(s, t^{\prime}\right)=\frac{1}{2} \int_{-1}^{1} \mathrm{~d} z_{s} \lambda_{1}^{J} \frac{P_{l}\left(z_{s}\right) z_{t}^{\prime} P_{J}^{\prime}\left(z_{t}^{\prime}\right)}{x_{t}-z_{s}}=J A_{l J}+B_{l, J-1}, \tag{8.95}
\end{align*}
$$

we can write the kernel functions as

$$
\begin{array}{ll}
G_{l J}\left(W, t^{\prime}\right)=-\eta_{J} \psi\left[A_{l J} \mid E+m\right] & \forall J \geq 0, \\
H_{l J}\left(W, t^{\prime}\right)=\frac{\eta_{J}}{\sqrt{J(J+1)}}\left\{\frac{p_{t}^{\prime}}{q_{t}^{\prime}} \psi\left[B_{l J} \mid(W-m)(E+m)\right]+m \psi\left[C_{l J} \mid E+m\right]\right\} & \forall J \geq 1 . \tag{8.96}
\end{array}
$$

If we use the decomposition

$$
\begin{equation*}
\frac{\nu}{\nu^{\prime}} \frac{1}{x_{t}-z_{s}}=\frac{\mu_{1}}{z_{t}^{\prime}}+\frac{\mu_{2}}{z_{t}^{\prime}} \frac{1}{x_{t}-z_{s}}, \quad \mu_{1}\left(s, t^{\prime}\right)=-\frac{q^{2}}{2 p_{t}^{\prime} q_{t}^{\prime}}, \quad \mu_{2}\left(s, t^{\prime}\right)=\frac{2 s+t^{\prime}-\Sigma}{4 p_{t}^{\prime} q_{t}^{\prime}}, \tag{8.97}
\end{equation*}
$$

we get for the angular kernels for even $J$

$$
\begin{align*}
& A_{l J}\left(s, t^{\prime}\right)=\frac{1}{2} \int_{-1}^{1} \mathrm{~d} z_{s} \frac{P_{l}\left(z_{s}\right) P_{J}\left(z_{t}^{\prime}\right)}{x_{t}-z_{s}}, \\
& B_{l J}\left(s, t^{\prime}\right)=\frac{\mu_{1}}{2} \int_{-1}^{1} \mathrm{~d} z_{s} P_{l}\left(z_{s}\right) \frac{P_{J}^{\prime}\left(z_{t}^{\prime}\right)}{z_{t}^{\prime}}+\frac{\mu_{2}}{2} \int_{-1}^{1} \mathrm{~d} z_{s} \frac{P_{l}\left(z_{s}\right) P_{J}^{\prime}\left(z_{t}^{\prime}\right) / z_{t}^{\prime}}{x_{t}-z_{s}}, \tag{8.98}
\end{align*}
$$

and for odd $J$

$$
\begin{align*}
& A_{l J}\left(s, t^{\prime}\right)=\frac{\mu_{1}}{2} \int_{-1}^{1} \mathrm{~d} z_{s} P_{l}\left(z_{s}\right) \frac{P_{J}\left(z_{t}^{\prime}\right)}{z_{t}^{\prime}}+\frac{\mu_{2}}{2} \int_{-1}^{1} \mathrm{~d} z_{s} \frac{P_{l}\left(z_{s}\right) P_{J}\left(z_{t}^{\prime}\right) / z_{t}^{\prime}}{x_{t}-z_{s}} \\
& B_{l J}\left(s, t^{\prime}\right)=\frac{1}{2} \int_{-1}^{1} \mathrm{~d} z_{s} \frac{P_{l}\left(z_{s}\right) P_{J}^{\prime}\left(z_{t}^{\prime}\right)}{x_{t}-z_{s}} \tag{8.99}
\end{align*}
$$

from which we can infer that only even powers of $z_{t}^{\prime}$ occur and hence a square-root dependence on $z_{s}$ is avoided. We now can work out the kernel functions explicitly, here given for all combinations $(l \geq 0, J \leq 2)\left(\right.$ remember $\left.H_{l 0} \equiv 0\right)$

$$
\begin{align*}
G_{l 0}\left(W, t^{\prime}\right)= & -\frac{1}{4 W q^{2} p_{t}^{\prime 2}}\left\{(E+m) Q_{l}\left(x_{t}\right)-(E-m) Q_{l+1}\left(x_{t}\right)\right\} \\
G_{l 1}\left(W, t^{\prime}\right)= & \frac{3}{4}\left\{\left(2 s+t^{\prime}-\Sigma\right) G_{l 0}\left(W, t^{\prime}\right)+\frac{E+m}{2 W p_{t}^{\prime 2}} \delta_{l 0}\right\} \\
H_{l 1}\left(W, t^{\prime}\right)= & \frac{1}{\sqrt{2}}\left\{\frac{3}{4} Z_{l}\left(W, t^{\prime}\right)-m G_{l 1}\left(W, t^{\prime}\right)\right\} \\
G_{l 2}\left(W, t^{\prime}\right)= & \frac{5}{16}\left\{\left[6 s\left(s+t^{\prime}-\Sigma\right)+\left(t^{\prime}-\Sigma\right)^{2}+2 \Sigma_{-}^{2}\right] G_{l 0}\left(W, t^{\prime}\right)+3 \frac{(E+m)(s-a)}{W p_{t}^{\prime 2}} \delta_{l 0}\right\}, \\
H_{l 2}\left(W, t^{\prime}\right)= & \frac{15}{16 \sqrt{6}}\left\{\left(2 s+t^{\prime}-\Sigma\right) Z_{l}\left(W, t^{\prime}\right)-m\left[4 s\left(s+t^{\prime}-\Sigma\right)+\left(t^{\prime}-\Sigma\right)^{2}\right] G_{l 0}\left(W, t^{\prime}\right)\right. \\
& \left.-2 \frac{E+m}{W}\left[\frac{m(s-a)}{p_{t}^{\prime 2}}+W-m\right] \delta_{l 0}\right\} \tag{8.100}
\end{align*}
$$

where we have defined

$$
\begin{equation*}
Z_{l}\left(W, t^{\prime}\right)=\frac{1}{W q^{2}}\left\{(E+m)(W-m) Q_{l}\left(x_{t}\right)+(E-m)(W+m) Q_{l+1}\left(x_{t}\right)\right\} \tag{8.101}
\end{equation*}
$$

From the expansion (cf. (8.79))

$$
\begin{equation*}
Q_{l}\left(x_{t}\right)=\left(\frac{2 q^{2}}{t^{\prime}}\right)^{l+1}+\mathcal{O}\left(\left(\frac{2 q^{2}}{t^{\prime}}\right)^{l+2}\right) \quad \text { for } \frac{1}{x_{t}-1}=\frac{2 q^{2}}{t^{\prime}} \rightarrow 0 \tag{8.102}
\end{equation*}
$$

we can finally deduce the asymptotic behavior of the non-vanishing general kernel functions (8.96)

$$
\begin{align*}
& \text { for } q \rightarrow 0 \quad G_{l J}\left(W, t^{\prime}\right) \sim H_{l J}\left(W, t^{\prime}\right) \sim q^{2 l}, \quad G_{l J}\left(-W, t^{\prime}\right) \sim H_{l J}\left(-W, t^{\prime}\right) \sim q^{2 l+2}, \\
& \text { for } q_{t}^{\prime} \rightarrow 0 \quad G_{l J}\left(W, t^{\prime}\right) \sim H_{l J}\left(W, t^{\prime}\right) \sim 1, \\
& \text { for } p_{t}^{\prime} \rightarrow 0 \quad G_{l J}\left(W, t^{\prime}\right) \sim H_{l J}\left(W, t^{\prime}\right) \sim p_{t}^{\prime-2}, \\
& \text { for } t^{\prime} \rightarrow \infty \quad G_{l J}\left(W, t^{\prime}\right) \sim H_{l J}\left(W, t^{\prime}\right) \sim t^{\prime J-l-2}, \tag{8.103}
\end{align*}
$$

in accordance with the MacDowell symmetry relation (8.1).

## Chapter 9

## Partial-wave projection for the $t$-channel amplitudes

For a complete system of Roy-Steiner equations (cf. [52, 158) we will need the analog of (8.3) for the $t$-channel partial-wave amplitudes $f_{ \pm}^{J}(t)$,

$$
\begin{align*}
f_{+}^{J}(t)= & \tilde{N}_{+}^{J}(t)+\frac{1}{\pi} \int_{W_{+}}^{\infty} \mathrm{d} W^{\prime} \sum_{l=0}^{\infty}\left\{\tilde{G}_{J l}\left(t, W^{\prime}\right) \operatorname{Im} f_{l+}^{I}\left(W^{\prime}\right)+\tilde{G}_{J l}\left(t,-W^{\prime}\right) \operatorname{Im} f_{(l+1)-}^{I}\left(W^{\prime}\right)\right\} \\
& +\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \sum_{J^{\prime}}\left\{\tilde{K}_{J J^{\prime}}^{1}\left(t, t^{\prime}\right) \operatorname{Im} f_{+}^{J^{\prime}}\left(t^{\prime}\right)+\tilde{K}_{J J^{\prime}}^{2}\left(t, t^{\prime}\right) \operatorname{Im} f_{-}^{J^{\prime}}\left(t^{\prime}\right)\right\} \quad \forall J \geq 0 \\
f_{-}^{J}(t)= & \tilde{N}_{-}^{J}(t)+\frac{1}{\pi} \int_{W_{+}}^{\infty} \mathrm{d} W^{\prime} \sum_{l=0}^{\infty}\left\{\tilde{H}_{J l}\left(t, W^{\prime}\right) \operatorname{Im} f_{l+}^{I}\left(W^{\prime}\right)+\tilde{H}_{J l}\left(t,-W^{\prime}\right) \operatorname{Im} f_{(l+1)-}^{I}\left(W^{\prime}\right)\right\} \\
& +\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \sum_{J^{\prime}} \tilde{K}_{J J^{\prime}}^{3}\left(t, t^{\prime}\right) \operatorname{Im} f_{-}^{J^{\prime}}\left(t^{\prime}\right) \quad \forall J \geq 1 \tag{9.1}
\end{align*}
$$

where $I=+/-$ if $J$ is even/odd and the sum over $J^{\prime}$ runs over even/odd values of $J^{\prime}$ if $J$ is even/odd (cf. Sect. 7.2). As for the $s$-channel case, the kernels for the corresponding $t$-channel partial waves can be split into the self-coupling Cauchy kernel and well-defined remainders

$$
\begin{equation*}
\tilde{K}_{J J^{\prime}}^{1}\left(t, t^{\prime}\right)=\frac{\delta_{J J^{\prime}}}{t^{\prime}-t}+\ldots \quad \forall J, J^{\prime} \geq 0, \quad \tilde{K}_{J J^{\prime}}^{3}\left(t, t^{\prime}\right)=\frac{\delta_{J J^{\prime}}}{t^{\prime}-t}+\ldots \quad \forall J, J^{\prime} \geq 1 \tag{9.2}
\end{equation*}
$$

but, in contrast to the $s$-channel case, only higher $t$-channel partial waves can couple to lower ones, since $\tilde{K}_{J J^{\prime}}^{1,2,3}\left(t, t^{\prime}\right)=0$ for all $J^{\prime}<J$, which will be a key ingredient in reducing the $t$-channel part (9.1) of the RS system to a MO problem in Sect. 12.3, Note furthermore that the $f_{-}^{J}$ receive no contributions from the $f_{+}^{J}$. By virtue of crossing symmetry it is possible to use only half the interval in the cosine of the $t$-channel CMS scattering angle since $s \leftrightarrow u$ corresponds to $\nu \leftrightarrow-\nu$ and hence to $z_{t} \leftrightarrow-z_{t}$. If we introduce a matrix notation and define the $z_{t}$-projections of the invariant amplitudes in analogy to the $s$-channel

$$
\begin{equation*}
\mathbf{A}_{J}^{I}(t)=\binom{A_{J}^{I}(t)}{B_{J}^{I}(t)}=\left.\int_{-1}^{1} \mathrm{~d} z_{t} P_{J}\left(z_{t}\right) \mathbf{A}^{I}(s, t)\right|_{s=s\left(t, z_{t}\right)} \tag{9.3}
\end{equation*}
$$

we can easily show by using the crossing properties (8.23) that

$$
\begin{equation*}
\mathbf{A}_{J}^{I}(t)=2 \int_{0}^{1} \mathrm{~d} z_{t} P_{J}\left(z_{t}\right) \frac{1}{2}\left\{\mathbb{1}+(-1)^{J} \epsilon^{I} \boldsymbol{\sigma}_{3}\right\} \mathbf{A}^{I}\left(t, z_{t}\right) \tag{9.4}
\end{equation*}
$$

which leads to the following projections for even $J$ (cf. [212])

$$
\begin{equation*}
A_{J}^{-}=B_{J}^{+}=0, \quad A_{J}^{+}(t)=2 \int_{0}^{1} \mathrm{~d} z_{t} P_{J}\left(z_{t}\right) A^{+}\left(t, z_{t}\right), \quad B_{J}^{-}(t)=2 \int_{0}^{1} \mathrm{~d} z_{t} P_{J}\left(z_{t}\right) B^{-}\left(t, z_{t}\right) \tag{9.5}
\end{equation*}
$$

and for odd $J$

$$
\begin{equation*}
A_{J}^{+}=B_{J}^{-}=0, \quad A_{J}^{-}(t)=2 \int_{0}^{1} \mathrm{~d} z_{t} P_{J}\left(z_{t}\right) A^{-}\left(t, z_{t}\right), \quad B_{J}^{+}(t)=2 \int_{0}^{1} \mathrm{~d} z_{t} P_{J}\left(z_{t}\right) B^{+}\left(t, z_{t}\right) \tag{9.6}
\end{equation*}
$$

where the integrands of the non-vanishing integrals are effectively functions of $z_{t}^{2} \propto \nu^{2}$. Even though for $\pi N$ scattering using only $0 \leq z_{t} \leq 1$ rather than $-1 \leq z_{t} \leq 1$ is not as powerful as for the fully $s \leftrightarrow t \leftrightarrow u$ crossing symmetric case of $\pi \pi$ scattering [52], it is important to note that from both possible ranges of $z_{t}$ it follows that the argument $z_{t}^{2}$ of the integrands is evaluated in the range $0 \leq z_{t}^{2} \leq 1$. Actually, we will never constrain the $t$-channel scattering angle $z_{t}$ to be positive, which will be important in Chap. 10. In the following, the different contributions to (9.1) will be discussed.

### 9.1 Nucleon exchange

Due to (9.4) the $t$-channel partial-wave projection, i.e. the inversion of (8.84), can be written as (cf. [212])
$f_{+}^{J}(t)=-\frac{1}{4 \pi} \int_{0}^{1} \mathrm{~d} z_{t} P_{J}\left(z_{t}\right)\left\{\left.\frac{p_{t}^{2}}{\left(p_{t} q_{t}\right)^{J}} A^{I}(s, t)\right|_{s=s\left(t, z_{t}\right)}-\left.\frac{m}{\left(p_{t} q_{t}\right)^{J-1}} z_{t} B^{I}(s, t)\right|_{s=s\left(t, z_{t}\right)}\right\} \quad \forall J \geq 0$,
$f_{-}^{J}(t)=\left.\frac{1}{4 \pi} \frac{\sqrt{J(J+1)}}{2 J+1} \frac{1}{\left(p_{t} q_{t}\right)^{J-1}} \int_{0}^{1} \mathrm{~d} z_{t}\left[P_{J-1}\left(z_{t}\right)-P_{J+1}\left(z_{t}\right)\right] B^{I}(s, t)\right|_{s=s\left(t, z_{t}\right)} \quad \forall J \geq 1$,
where $I=+/-$ if $J$ is even/odd, such that the integrands are always functions of the squared angle $z_{t}^{2}, f_{-}^{0} \equiv 0$ can be used to render the lower formula valid for $J=0$, and also these formulae are valid literally only for $t \geq t_{N}$ though we can use them symbolically for all kinematical cases, cf. the discussion following (8.84). In order to carry out these projection integrals we rewrite $s$ and $u$ as functions of $t$ and $z_{t}$ via

$$
\begin{equation*}
s\left(t, z_{t}\right)=\frac{1}{2}\left(\Sigma-t+4 p_{t} q_{t} z_{t}\right), \quad u\left(t, z_{t}\right)=\frac{1}{2}\left(\Sigma-t-4 p_{t} q_{t} z_{t}\right) \tag{9.8}
\end{equation*}
$$

which allows us to cast the nucleon pole terms of the HDRs (7.98) into the form

$$
\begin{equation*}
\left.\left\{\frac{1}{m^{2}-s} \pm \frac{1}{m^{2}-u}-\frac{1 \pm 1}{2\left(m^{2}-a\right)}\right\}\right|_{\left[t ; z_{t}\right]}=\frac{1}{2 p_{t} q_{t}}\left\{\frac{1}{\tilde{y}-z_{t}} \mp \frac{1}{(-\tilde{y})-z_{t}}\right\}-\frac{1 \pm 1}{2\left(m^{2}-a\right)} \tag{9.9}
\end{equation*}
$$

where the upper/lower sign corresponds to even/odd $J$ (i.e. to $I=+/-\# 1$ and we have defined in analogy to (8.12) $\left(\tilde{x}_{t}\left(t, s^{\prime}\right)\right.$ will be defined in (9.22) )

$$
\begin{equation*}
\tilde{y}(t)=\frac{t-2 M_{\pi}^{2}}{4 p_{t} q_{t}}=\frac{m \nu_{B}}{p_{t} q_{t}}=z_{t}\left(s=m^{2}, t\right)=\tilde{x}_{t}\left(t, s^{\prime}=m^{2}\right) \tag{9.10}
\end{equation*}
$$

By defining in analogy to the Legendre polynomials of the second kind

$$
\begin{equation*}
\tilde{Q}_{l}(z)=\frac{1}{2} \int_{0}^{1} \mathrm{~d} x \frac{P_{l}(x)}{z-x} \tag{9.11}
\end{equation*}
$$

from which we can deduce (cf. (8.15))

$$
\begin{equation*}
\tilde{Q}_{l}(z)+(-1)^{l+1} \tilde{Q}_{l}(-z)=Q_{l}(z), \tag{9.12}
\end{equation*}
$$

and by noting that the orthonormality of the Legendre polynomials yields

$$
\begin{equation*}
\frac{1 \pm 1}{2} \int_{0}^{1} \mathrm{~d} z P_{J}(z) P_{l=2 m}(z)=\frac{\delta_{J l}}{2 l+1}=\frac{1 \mp 1}{2} \int_{0}^{1} \mathrm{~d} z P_{J}(z) P_{l=2 n+1}(z) \quad \forall J, l\left(m, n \in \mathbb{N}_{0}\right) \tag{9.13}
\end{equation*}
$$

the nucleon pole terms of the PWDRs (9.1) can be written as (in analogy to (8.9))

$$
\begin{array}{ll}
\tilde{N}_{+}^{J}(t)=\frac{g^{2}}{4 \pi} m\left\{\frac{\tilde{y} Q_{J}(\tilde{y})}{\left(p_{t} q_{t}\right)^{J}}-\delta_{J 0}-\frac{1}{3} \frac{\delta_{J 1}}{m^{2}-a}\right\} & \forall J \geq 0 \\
\tilde{N}_{-}^{J}(t)=\frac{g^{2}}{4 \pi} \frac{\sqrt{J(J+1)}}{2 J+1}\left\{\frac{Q_{J-1}(\tilde{y})-Q_{J+1}(\tilde{y})}{\left(p_{t} q_{t}\right)^{J}}-\frac{\delta_{J 1}}{m^{2}-a}\right\} & \forall J \geq 1 \tag{9.14}
\end{array}
$$

which for later convenience may be expressed as (in analogy to (8.10))

$$
\begin{align*}
& \tilde{N}_{+}^{J}(t)=\hat{N}_{+}^{J}(t)-\frac{g^{2}}{4 \pi} \frac{m}{3} \frac{\delta_{J 1}}{m^{2}-a}, \quad \hat{N}_{+}^{J}(t)=\frac{g^{2}}{4 \pi} m\left\{\frac{\tilde{y} Q_{J}(\tilde{y})}{\left(p_{t} q_{t}\right)^{J}}-\delta_{J 0}\right\}, \quad \forall J \geq 0, \\
& \tilde{N}_{-}^{J}(t)=\hat{N}_{-}^{J}(t)-\frac{g^{2}}{4 \pi} \frac{\sqrt{2}}{3} \frac{\delta_{J 1}}{m^{2}-a}, \quad \hat{N}_{-}^{J}(t)=\frac{g^{2}}{4 \pi} \frac{\sqrt{J(J+1)}}{2 J+1} \frac{Q_{J-1}(\tilde{y})-Q_{J+1}(\tilde{y})}{\left(p_{t} q_{t}\right)^{J}}, \quad \forall J \geq 1, \tag{9.15}
\end{align*}
$$

and where we set in agreement with $f_{-}^{0} \equiv 0$ and the above formula $\tilde{N}_{-}^{0}=\hat{N}_{-}^{0} \equiv 0$. Note that for $t \in\left(t_{\pi}, t_{N}\right)$ due to $p_{t} \in i \mathbb{R}$ also $\tilde{y} \in i \mathbb{R}$ and hence we need the analytic continuations of $Q_{l}(z)$ as discussed in Sect. 8.1. However, the pole term projections (9.14), (9.15) are real for all $t$ above the logarithmic branch point singularity at $t_{\pi}-\left(M_{\pi}^{2} / m\right)^{2} \approx 3.98 M_{\pi}^{2}$ of the nucleon cut (which is the left-hand cut for $\tilde{y}(t)^{2} \leq 1$ along the real axis due to the $z_{t}$-projection of the

[^65]nucleon pole terms), since $\tilde{y} /\left(p_{t} q_{t}\right)$ and the squares $p_{t}^{2}$ and $\tilde{y}^{2}$ are always real and thus we can rewrite the projections solely in terms of real quantities due to the defined parity (8.15) of the $Q_{J}(\tilde{y})$. Finally, we comment on the asymptotic behavior for $p_{t} q_{t} \rightarrow 0$, particularly including the vicinity of the aforementioned logarithmic singularity. The ostensible poles in (9.14) are canceled by the asymptotics of $Q_{J}(\tilde{y})$ for $\tilde{y} \rightarrow \infty$. In this limit, we may abort the series representation of $Q_{l}(z)$ valid for $|z|>1$ (cf. [211])
\[

$$
\begin{align*}
Q_{l}(z) & =\sqrt{\pi} \frac{\Gamma(l+1)}{\Gamma\left(\frac{2 l+3}{2}\right)}(2 z)^{-(l+1)} F\left(\frac{l+1}{2}, \frac{l+2}{2} ; \frac{2 l+3}{2} ; z^{-2}\right) \\
& =\frac{2^{l}(l!)^{2}}{(2 l+1)!} z^{-(l+1)}\left\{1+\frac{(l+1)(l+2)}{2(2 l+3)} z^{-2}\left[1+\frac{(l+3)(l+4)}{4(2 l+5)} z^{-2}\{1+\ldots\}\right]\right\} \tag{9.16}
\end{align*}
$$
\]

which is based on the hypergeometric series $F(a, b ; c ; z)$ and where $\Gamma(z)$ denotes the usual gamma function, after the first term and obtain the leading contributions

$$
\begin{align*}
& \tilde{N}_{+}^{J}(t)=\frac{g^{2}}{4 \pi} \frac{J!}{(2 J+1)!!} m\left\{\left(\frac{4}{t-2 M_{\pi}^{2}}\right)^{J}-\delta_{J 0}-\frac{\delta_{J 1}}{m^{2}-a}\right\}+\mathcal{O}\left(p_{t}^{2} q_{t}^{2}\right) \quad \forall J \geq 0 \\
& \tilde{N}_{-}^{J}(t)=\frac{g^{2}}{4 \pi} \frac{J!}{(2 J+1)!!} \sqrt{\frac{J+1}{J}}\left\{\left(\frac{4}{t-2 M_{\pi}^{2}}\right)^{J}-\frac{\delta_{J 1}}{m^{2}-a}\right\}+\mathcal{O}\left(p_{t}^{2} q_{t}^{2}\right) \quad \forall J \geq 1 \tag{9.17}
\end{align*}
$$

In particular, it follows that the leading contribution to $\tilde{N}_{+}^{0}$ vanishes, so that $\tilde{N}_{+}^{0}$ even involves zeros for $p_{t} q_{t} \rightarrow 0$. However, higher orders need to be taken into account in the approximations (9.17) (which can easily be done in a recursive fashion as indicated in (9.16)) in order to obtain precise numerical results in particular for $q_{t} \rightarrow 0$, since the pole terms vary rapidly in the vicinity of $t_{\pi}$. Note that (9.14) and (9.17) reduce to the results given in [171] (cf. also [213] for (9.14)), if the terms containing the hyperbola parameter $a$ (that only contribute for $J=1$ anyway) are dropped.

## $9.2 s$ - and $u$-channel exchange

We may rewrite the $t$-channel partial-wave projection (9.7) in matrix form as

$$
\begin{equation*}
\mathbf{f}^{J}(t)=\left.\int_{0}^{1} \mathrm{~d} z_{t} \tilde{\mathbf{T}}^{J}\left(t, z_{t}\right) \mathbf{A}^{I}(s, t)\right|_{s=s\left(t, z_{t}\right)} \tag{9.18}
\end{equation*}
$$

where the projection kernel is given by

$$
\begin{array}{rlrl}
\tilde{\mathbf{T}}^{J}\left(t, z_{t}\right) & =\tilde{\zeta}_{J}\left(\begin{array}{cc}
\tilde{u}_{J} & \tilde{v}_{J} \\
0 & \tilde{w}_{J}
\end{array}\right), & \tilde{\zeta}_{J}(t) & =\frac{1}{4 \pi\left(p_{t} q_{t}\right)^{J-1}} \\
\tilde{u}_{J}\left(t, z_{t}\right) & =-\frac{p_{t}}{q_{t}} P_{J}\left(z_{t}\right), & \tilde{v}_{J}\left(t, z_{t}\right) & =m z_{t} P_{J}\left(z_{t}\right) \\
\tilde{w}_{J}\left(t, z_{t}\right) & =\frac{\sqrt{J(J+1)}}{2 J+1}\left[P_{J-1}\left(z_{t}\right)-P_{J+1}\left(z_{t}\right)\right] \tag{9.19}
\end{array}
$$

For the following, we need the matrix form of both $s$ - and $u$-channel HDR terms (7.98) according to

$$
\begin{equation*}
\left.\mathbf{A}^{I}(s, t)\right|_{s=s\left(t, z_{t}\right)} ^{s+u}=\left.\frac{1}{\pi} \int_{s_{+}}^{\infty} \mathrm{d} s^{\prime} \mathbf{h}_{s}^{I}\left[t, s^{\prime} ; z_{t}\right] \operatorname{Im} \mathbf{A}^{I}\left(s^{\prime}, t^{\prime}\right)\right|_{t^{\prime}=t^{\prime}\left(s^{\prime}, z_{s}^{\prime}\right)} \tag{9.20}
\end{equation*}
$$

where the kernel matrix $\mathbf{h}_{s}^{I}$ is given in (8.31) and $\left[t, s^{\prime} ; z_{t}\right]$ denotes that the whole integrand is to be understood as a function of these variables, which can be done by using (9.8) and thus

$$
\begin{align*}
\left.\left\{h_{1} \mp h_{2}\right\}\right|_{\left[t, s^{\prime} ; z_{t}\right]} & =\left.\left\{\frac{1}{s^{\prime}-s} \pm \frac{1}{s^{\prime}-u}-\frac{1 \pm 1}{2\left(s^{\prime}-a\right)}\right\}\right|_{\left[t, s^{\prime} ; z_{t}\right]} \\
& =\frac{1}{2 p_{t} q_{t}}\left\{\frac{1}{\tilde{x}_{t}-z_{t}} \mp \frac{1}{\left(-\tilde{x}_{t}\right)-z_{t}}\right\}-\frac{1 \pm 1}{2\left(s^{\prime}-a\right)} \tag{9.21}
\end{align*}
$$

where the upper/lower sign corresponds to even/odd $J$ and we have defined in analogy to (8.31)

$$
\begin{equation*}
\tilde{x}_{t}\left(t, s^{\prime}\right)=\frac{t+2 s^{\prime}-\Sigma}{4 p_{t} q_{t}}=z_{t}\left(s^{\prime}, t\right) \tag{9.22}
\end{equation*}
$$

According to (8.83) , the relation between $z_{s}^{\prime}$ and $z_{t}$ in (9.20) is given by\#2

$$
\begin{align*}
z_{s}^{\prime}\left(t, s^{\prime} ; z_{t}\right)=\frac{z_{t}^{2}-\tilde{\delta}}{\tilde{\gamma}}, \quad \tilde{\gamma}\left(t, s^{\prime}\right) & =\frac{q^{\prime 2}\left(s^{\prime}-a\right)}{2 p_{t}^{2} q_{t}^{2}}=\gamma\left(s^{\prime}, t\right)  \tag{9.23}\\
\tilde{\delta}\left(t, s^{\prime}\right) & =\frac{(t-\Sigma+2 a)^{2}-4\left(s^{\prime}-a\right)\left(2 q^{2}+\Sigma-s^{\prime}-a\right)}{16 p_{t}^{2} q_{t}^{2}}=\delta\left(s^{\prime}, t\right)
\end{align*}
$$

Expanding the absorptive parts of (9.20) into $s$-channel partial waves via (8.26) and projecting onto $t$-channel partial waves using (9.18) leads us to the PWDRs for the $t$-channel partial waves

$$
\begin{equation*}
\left.\mathbf{f}^{J}(t)\right|^{s+u}=\frac{1}{\pi} \int_{W_{+}}^{\infty} \mathrm{d} W^{\prime} \sum_{l=0}^{\infty} \tilde{\mathbf{G}}^{J l}\left(t, W^{\prime}\right) \operatorname{Im} \mathbf{f}_{l}^{I}\left(W^{\prime}\right) \tag{9.24}
\end{equation*}
$$

with the kernel matrix

$$
\begin{equation*}
\tilde{\mathbf{G}}^{J l}\left(t, W^{\prime}\right)=2 W^{\prime} \int_{0}^{1} \mathrm{~d} z_{t} \tilde{\mathbf{T}}^{J}\left(t, z_{t}\right) \mathbf{h}_{s}^{I}\left[t, W^{\prime} ; z_{s}^{\prime}\right] \mathbf{S}^{l}\left(W^{\prime}, z_{s}^{\prime}\right) \tag{9.25}
\end{equation*}
$$

As a remnant of the MacDowell symmetry, (8.29) induces the symmetry property

$$
\begin{equation*}
\tilde{\mathbf{G}}^{J l}\left(t,-W^{\prime}\right)=\tilde{\mathbf{G}}^{J l}\left(t, W^{\prime}\right) \boldsymbol{\sigma}_{1} \tag{9.26}
\end{equation*}
$$

such that the parameterization with two kernel functions

$$
\tilde{\mathbf{G}}^{J l}\left(t, W^{\prime}\right)=\left(\begin{array}{ll}
\tilde{G}_{J l}\left(t, W^{\prime}\right) & \tilde{G}_{J l}\left(t,-W^{\prime}\right)  \tag{9.27}\\
\tilde{H}_{J l}\left(t, W^{\prime}\right) & \tilde{H}_{J l}\left(t,-W^{\prime}\right)
\end{array}\right)
$$

is justified, where again according to $f_{-}^{0} \equiv 0$ we set $\tilde{H}_{0 l} \equiv 0$ for the matrix notation. This reproduces the $s$ - and $u$-channel part of (9.1)
$\left.f_{+}^{J}(t)\right|^{s+u}=\frac{1}{\pi} \int_{W_{+}}^{\infty} \mathrm{d} W^{\prime} \sum_{l=0}^{\infty}\left\{\tilde{G}_{J l}\left(t, W^{\prime}\right) \operatorname{Im} f_{l+}^{I}\left(W^{\prime}\right)+\tilde{G}_{J l}\left(t,-W^{\prime}\right) \operatorname{Im} f_{(l+1)-}^{I}\left(W^{\prime}\right)\right\} \quad \forall J \geq 0$,
$\left.f_{-}^{J}(t)\right|^{s+u}=\frac{1}{\pi} \int_{W_{+}}^{\infty} \mathrm{d} W^{\prime} \sum_{l=0}^{\infty}\left\{\tilde{H}_{J l}\left(t, W^{\prime}\right) \operatorname{Im} f_{l+}^{I}\left(W^{\prime}\right)+\tilde{H}_{J l}\left(t,-W^{\prime}\right) \operatorname{Im} f_{(l+1)-}^{I}\left(W^{\prime}\right)\right\} \quad \forall J \geq 1$.

[^66]If we introduce the abbreviations (cf. (8.94))

$$
\begin{equation*}
\tilde{\psi}\left[a_{k n} \mid d\left(W^{\prime}\right)\right]=d\left(W^{\prime}\right) a_{k, n+1}+d\left(-W^{\prime}\right) a_{k n}, \quad \tilde{\eta}_{J}\left(t, W^{\prime}\right)=\frac{2 W^{\prime}}{\left(p_{t} q_{t}\right)^{J-1}}, \tag{9.29}
\end{equation*}
$$

we find for the kernel functions (in agreement with $\tilde{H}_{0 l} \equiv 0$ )

$$
\begin{array}{ll}
\tilde{G}_{J l}\left(t, W^{\prime}\right)=\tilde{\eta}_{J}\left\{-\frac{p_{t}}{q_{t}} \tilde{\psi}\left[\tilde{A}_{J l} \left\lvert\, \frac{W^{\prime}+m}{E^{\prime}+m}\right.\right]+m \tilde{\psi}\left[\tilde{B}_{J l} \left\lvert\, \frac{1}{E^{\prime}+m}\right.\right]\right\} & \forall J \geq 0 \\
\tilde{H}_{J l}\left(t, W^{\prime}\right)=\tilde{\eta}_{J} \frac{\sqrt{J(J+1)}}{2 J+1} \tilde{\psi}\left[\tilde{C}_{J l} \left\lvert\, \frac{1}{E^{\prime}+m}\right.\right] & \forall J \geq 1 \tag{9.30}
\end{array}
$$

where the angular kernels are given by

$$
\begin{align*}
& \tilde{A}_{J l}\left(t, s^{\prime}\right)=\left.\int_{0}^{1} \mathrm{~d} z_{t} P_{J}\left(z_{t}\right)\left\{h_{1} \mp h_{2}\right\} P_{l}^{\prime}\left(z_{s}^{\prime}\right)\right|_{\left[t, s^{\prime} ; z_{t}\right]} \\
& \tilde{B}_{J l}\left(t, s^{\prime}\right)=\left.\int_{0}^{1} \mathrm{~d} z_{t} P_{J}\left(z_{t}\right) z_{t}\left\{h_{1} \pm h_{2}\right\} P_{l}^{\prime}\left(z_{s}^{\prime}\right)\right|_{\left[t, s^{\prime} ; z t\right]} \\
& \tilde{C}_{J l}\left(t, s^{\prime}\right)=\left.\int_{0}^{1} \mathrm{~d} z_{t}\left[P_{J-1}\left(z_{t}\right)-P_{J+1}\left(z_{t}\right)\right]\left\{h_{1} \pm h_{2}\right\} P_{l}^{\prime}\left(z_{s}^{\prime}\right)\right|_{\left[t, s^{\prime} ; z t\right]}=\tilde{A}_{J-1, l}-\tilde{A}_{J+1, l} \tag{9.31}
\end{align*}
$$

Decomposing these angular kernels according to

$$
\begin{align*}
& \tilde{A}_{J l}\left(t, s^{\prime}\right)=\frac{1}{p_{t} q_{t}} P_{l}^{\prime}\left(\tilde{z}_{s}\right) Q_{J}\left(\tilde{x}_{t}\right)-\bar{A}_{J l}\left(t, s^{\prime}\right), \quad \tilde{B}_{J l}\left(t, s^{\prime}\right)=\frac{1}{p_{t} q_{t}} P_{l}^{\prime}\left(\tilde{z}_{s}\right) \tilde{x}_{t} Q_{J}\left(\tilde{x}_{t}\right)-\bar{B}_{J l}\left(t, s^{\prime}\right), \\
& \tilde{C}_{J l}\left(t, s^{\prime}\right)=\frac{1}{p_{t} q_{t}} P_{l}^{\prime}\left(\tilde{z}_{s}\right)\left[Q_{J-1}\left(\tilde{x}_{t}\right)-Q_{J+1}\left(\tilde{x}_{t}\right)\right]-\bar{C}_{J l}\left(t, s^{\prime}\right), \tag{9.32}
\end{align*}
$$

with the real quantity

$$
\begin{equation*}
\tilde{z}_{s}\left(t, s^{\prime}\right)=\frac{\tilde{x}_{t}^{2}-\tilde{\delta}}{\tilde{\gamma}}=1+\frac{t}{2 q^{\prime 2}}=z_{s}\left(s^{\prime}, t\right) \tag{9.33}
\end{equation*}
$$

and polynomial parts defined by

$$
\begin{align*}
\bar{A}_{J l}\left(t, s^{\prime}\right) & =\frac{1}{2} \int_{-1}^{1} \mathrm{~d} z_{t} P_{J}\left(z_{t}\right)\left\{\frac{1}{p_{t} q_{t}} \frac{P_{l}^{\prime}\left(\tilde{z}_{s}\right)-P_{l}^{\prime}\left(z_{s}^{\prime}\right)}{\tilde{x}_{t}-z_{t}}+\frac{1 \pm 1}{2\left(s^{\prime}-a\right)} P_{l}^{\prime}\left(z_{s}^{\prime}\right)\right\} \\
\bar{B}_{J l}\left(t, s^{\prime}\right) & =\frac{1}{2} \int_{-1}^{1} \mathrm{~d} z_{t} P_{J}\left(z_{t}\right)\left\{\frac{1}{p_{t} q_{t}} \frac{\tilde{x}_{t} P_{l}^{\prime}\left(\tilde{z}_{s}\right)-z_{t} P_{l}^{\prime}\left(z_{s}^{\prime}\right)}{\tilde{x}_{t}-z_{t}}+\frac{1 \mp 1}{2\left(s^{\prime}-a\right)} z_{t} P_{l}^{\prime}\left(z_{s}^{\prime}\right)\right\} \\
\bar{C}_{J l}\left(t, s^{\prime}\right) & =\frac{1}{2} \int_{-1}^{1} \mathrm{~d} z_{t}\left[P_{J-1}\left(z_{t}\right)-P_{J+1}\left(z_{t}\right)\right]\left\{\frac{1}{p_{t} q_{t}} \frac{P_{l}^{\prime}\left(\tilde{z}_{s}\right)-P_{l}^{\prime}\left(z_{s}^{\prime}\right)}{\tilde{x}_{t}-z_{t}}+\frac{1 \mp 1}{2\left(s^{\prime}-a\right)} P_{l}^{\prime}\left(z_{s}^{\prime}\right)\right\} \\
& =\bar{A}_{J-1, l}-\bar{A}_{J+1, l} \tag{9.34}
\end{align*}
$$

the kernels $\tilde{G}_{J l}$ and $\tilde{H}_{J l}$ may be written in a recursive fashion

$$
\begin{align*}
\tilde{G}_{J l}\left(t, W^{\prime}\right)= & \bar{G}_{J l}\left(t, W^{\prime}\right)-\bar{G}_{J, l-1}\left(t,-W^{\prime}\right), \quad \bar{G}_{J,-1}=0 \quad \forall J \geq 0,  \tag{9.35}\\
\tilde{H}_{J l}\left(t, W^{\prime}\right)= & \bar{H}_{J l}\left(t, W^{\prime}\right)-\bar{H}_{J, l-1}\left(t,-W^{\prime}\right), \quad \bar{H}_{J,-1}=0 \quad \forall J \geq 1, \\
\bar{G}_{J l}\left(t, W^{\prime}\right)= & \frac{\tilde{\eta}_{J}}{E^{\prime}+m}\left\{\frac{P_{l+1}^{\prime}\left(\tilde{z}_{s}\right)}{p_{t} q_{t}}\left[-\frac{p_{t}}{q_{t}}\left(W^{\prime}+m\right)+m \tilde{x}_{t}\right] Q_{J}\left(\tilde{x}_{t}\right)\right. \\
& \left.\quad+\frac{p_{t}}{q_{t}}\left(W^{\prime}+m\right) \bar{A}_{J, l+1}-m \bar{B}_{J, l+1}\right\} \\
= & \frac{2 W^{\prime}}{E^{\prime}+m}\left\{P_{l+1}^{\prime}\left(\tilde{z}_{s}\right)\left[m \frac{\tilde{x}_{t}}{p_{t} q_{t}}-\frac{W^{\prime}+m}{q_{t}^{2}}\right] \frac{Q_{J}\left(\tilde{x}_{t}\right)}{\left(p_{t} q_{t}\right)^{J-1}}\right. \\
& \left.+\frac{W^{\prime}+m}{q_{t}^{2}} \frac{\bar{A}_{J, l+1}}{\left(p_{t} q_{t}\right)^{J-2}}-m \frac{\bar{B}_{J, l+1}}{\left(p_{t} q_{t}\right)^{J-1}}\right\}, \\
\bar{H}_{J l}\left(t, W^{\prime}\right)= & \frac{\tilde{\eta}_{J}}{E^{\prime}+m} \frac{\sqrt{J(J+1)}}{2 J+1}\left\{\frac{P_{l+1}^{\prime}\left(\tilde{z}_{s}\right)}{p_{t} q_{t}}\left[Q_{J-1}\left(\tilde{x}_{t}\right)-Q_{J+1}\left(\tilde{x}_{t}\right)\right]-\bar{C}_{J, l+1}\right\} \\
= & \frac{2 W^{\prime}}{E^{\prime}+m} \frac{\sqrt{J(J+1)}}{2 J+1}\left\{P_{l+1}^{\prime}\left(\tilde{z}_{s}\right) \frac{Q_{J-1}\left(\tilde{x}_{t}\right)-Q_{J+1}\left(\tilde{x}_{t}\right)}{\left(p_{t} q_{t}\right)^{J}}-\frac{\bar{A}_{J-1, l+1}-\bar{A}_{J+1, l+1}}{\left(p_{t} q_{t}\right)^{J-1}}\right\},
\end{align*}
$$

keeping $\bar{C}_{J, l}$ just for convenience. Note that since $\tilde{x}_{t} /\left(p_{t} q_{t}\right)$ and the squares $p_{t}^{2}$ and $\tilde{x}_{t}^{2}$ are always real, $\bar{A}_{J l}$ is real/imaginary for $J$ even/odd and the other way round for $\bar{B}_{J l}$ and $\bar{C}_{J l}$. Therefore, we can conclude that the functions $\bar{G}_{J l}, \bar{H}_{J l}$ and hence the kernels $\tilde{G}_{J l}, \tilde{H}_{J l}$ are real for $t>t_{\pi}-\left(M_{\pi}^{2} / m\right)^{2}$, cf. the discussion following (9.15). The kernels for all combinations $(J \geq 0, l \leq 2)$ read explicitly

$$
\begin{aligned}
& \tilde{G}_{J 0}\left(t, W^{\prime}\right)= \frac{\tilde{\eta}_{J}}{E^{\prime}+m}\left\{\frac{1}{p_{t} q_{t}}\left(\left[-\frac{p_{t}}{q_{t}}\left(W^{\prime}+m\right)+m \tilde{x}_{t}\right] Q_{J}\left(\tilde{x}_{t}\right)-m \delta_{J 0}\right)\right. \\
&\left.+\frac{p_{t}}{q_{t}} \frac{W^{\prime}+m}{s^{\prime}-a} \delta_{J 0}-\frac{m}{3} \frac{\delta_{J 1}}{s^{\prime}-a}\right\}, \\
& \tilde{H}_{J 0}\left(t, W^{\prime}\right)= \frac{\tilde{\eta}_{J}}{E^{\prime}+m} \frac{\sqrt{J(J+1)}}{2 J+1}\left\{\frac{1}{p_{t} q_{t}}\left[Q_{J-1}\left(\tilde{x}_{t}\right)-Q_{J+1}\left(\tilde{x}_{t}\right)\right]-\frac{\delta_{J 1}}{s^{\prime}-a}\right\}, \\
& \tilde{G}_{J 1}\left(t, W^{\prime}\right)=- \tilde{G}_{J 0}\left(t,-W^{\prime}\right)+\frac{\tilde{\eta}_{J}}{E^{\prime}+m}\left\{\frac{3 \tilde{z}_{s}}{p_{t} q_{t}}\left(\left[-\frac{p_{t}}{q_{t}}\left(W^{\prime}+m\right)+m \tilde{x}_{t}\right] Q_{J}\left(\tilde{x}_{t}\right)-m \delta_{J 0}\right)\right. \\
&+\frac{W^{\prime}+m}{\tilde{\gamma}} \frac{p_{t}}{q_{t}}\left[\frac{1}{p_{t} q_{t}}\left\{\delta_{J 1}+3 \tilde{x}_{t} \delta_{J 0}\right\}+\frac{1}{s^{\prime}-a}\left\{\frac{2}{5} \delta_{J 2}+(1-3 \tilde{\delta}) \delta_{J 0}\right\}\right] \\
&\left.-\frac{m}{\tilde{\gamma}}\left[\frac{1}{p_{t} q_{t}}\left\{\frac{2}{5} \delta_{J 2}+\tilde{x}_{t} \delta_{J 1}+\delta_{J 0}\right\}+\frac{1}{s^{\prime}-a}\left\{\frac{6}{35} \delta_{J 3}+\left(\frac{3}{5}-\tilde{\delta}\right) \delta_{J 1}\right\}\right]\right\} \\
& \tilde{G}_{J 1}\left(t, W^{\prime}\right)-\tilde{G}_{J 0}\left(t,-W^{\prime}\right), \\
&\left.-\frac{1}{\tilde{\gamma}}\left[\frac{1}{p_{t} q_{t}}\left\{\delta_{J 2}+3 \tilde{x}_{t} \delta_{J 1}\right\}+\frac{1}{s^{\prime}-a}\left\{\frac{2}{5} \delta_{J 3}+3\left(\frac{1}{5}-\tilde{\delta}\right) \delta_{J 1}\right\}\right]\right\} \\
&=-\tilde{H}_{J 0}\left(t,-W^{\prime}\right)+\frac{\tilde{\eta}_{J}}{E^{\prime}+m} \frac{\sqrt{J(J+1)}}{2 J+1}\left\{\frac{3 \tilde{z}_{s}}{p_{t} q_{t}}\left[Q_{J-1}\left(\tilde{x}_{t}\right)-Q_{J+1}\left(\tilde{x}_{t}\right)\right]\right. \\
&
\end{aligned}
$$

$$
\begin{align*}
& \tilde{G}_{J 2}\left(t, W^{\prime}\right)=- \bar{G}_{J 1}\left(t,-W^{\prime}\right)+\frac{\tilde{\eta}_{J}}{E^{\prime}+m}\left\{\frac{P_{3}^{\prime}\left(\tilde{z}_{s}\right)}{p_{t} q_{t}}\left(\left[-\frac{p_{t}}{q_{t}}\left(W^{\prime}+m\right)+m \tilde{x}_{t}\right] Q_{J}\left(\tilde{x}_{t}\right)-m \delta_{J 0}\right)\right. \\
&+\frac{W^{\prime}+m}{\tilde{\gamma}^{2}} \frac{p_{t}}{q_{t}}\left[\frac { 1 } { p _ { t } q _ { t } } \left\{\frac{3}{7} \delta_{J 3}+\tilde{x}_{t} \delta_{J 2}+\frac{5}{2}\left(\frac{3}{5}+\tilde{x}_{t}^{2}-2 \tilde{\delta}\right) \delta_{J 1}\right.\right. \\
&\left.+\frac{15}{2} \tilde{x}_{t}\left(\frac{1}{3}+\tilde{x}_{t}^{2}-2 \tilde{\delta}\right) \delta_{J 0}\right\} \\
&\left.+\frac{1}{s^{\prime}-a}\left\{\frac{4}{21} \delta_{J 4}+2\left(\frac{3}{7}-\tilde{\delta}\right) \delta_{J 2}+\frac{15}{2}\left(\frac{1-\tilde{\gamma}^{2}}{5}-\frac{2}{3} \tilde{\delta}+\tilde{\delta}^{2}\right) \delta_{J 0}\right\}\right] \\
&-\frac{m}{\tilde{\gamma}^{2}}\left[\frac { 1 } { p _ { t } q _ { t } } \left\{\frac{4}{21} \delta_{J 4}+\frac{3}{7} \tilde{x}_{t} \delta_{J 3}+\left(\frac{6}{7}+\tilde{x}_{t}^{2}-2 \tilde{\delta}\right) \delta_{J 2}\right.\right. \\
&\left.\quad+\frac{5}{2}\left(\frac{3}{5}+\tilde{x}_{t}^{2}-2 \tilde{\delta}\right)\left(\tilde{x}_{t} \delta_{J 1}+\delta_{J 0}\right)\right\} \\
&\left.\left.+\frac{1}{s^{\prime}-a}\left\{\frac{20}{231} \delta_{J 5}+\frac{3}{7}\left(\frac{10}{9}-2 \tilde{\delta}\right) \delta_{J 3}+\frac{5}{2}\left(\frac{3}{7}-\frac{6}{5} \tilde{\delta}_{J 2}\left(t, \tilde{\delta}^{\prime}\right)-\frac{\tilde{\gamma}^{2}}{5}\right) \delta_{J 1}\right\}\right]\right\} \\
& \tilde{H}_{J 2}\left(t,-W^{\prime}\right), \\
& \quad \bar{W}_{J 1}\left(t,-W^{\prime}\right)+\frac{\tilde{\eta}_{J}}{E^{\prime}+m} \frac{\sqrt{J(J+1)}}{2 J+1}\left\{\frac{P_{3}^{\prime}\left(\tilde{z}_{s}\right)}{p_{t} q_{t}}\left[Q_{J-1}\left(\tilde{x}_{t}\right)-Q_{J+1}\left(\tilde{x}_{t}\right)\right]\right. \\
& \quad \frac{1}{\tilde{\gamma}^{2}}\left[\frac{1}{p_{t} q_{t}}\left\{\frac{3}{7} \delta_{J 4}+\tilde{x}_{t} \delta_{J 3}+\frac{5}{2}\left(\frac{3}{7}+\tilde{x}_{t}^{2}-2 \tilde{\delta}\right) \delta_{J 2}+\frac{15}{2} \tilde{x}_{t}\left(\frac{1}{5}+\tilde{x}_{t}^{2}-2 \tilde{\delta}\right) \delta_{J 1}\right\}\right. \\
&\left.\left.+\frac{1}{s^{\prime}-a}\left\{\frac{4}{21} \delta_{J 5}+2\left(\frac{1}{3}-\tilde{\delta}\right) \delta_{J 3}+\frac{3}{2}\left(\frac{3}{7}-2 \tilde{\delta}+5 \tilde{\delta}^{2}-\tilde{\gamma}^{2}\right) \delta_{J 1}\right\}\right]\right\} \\
&= \bar{H}_{J 2}\left(t, W^{\prime}\right)-\bar{H}_{J 1}\left(t,-W^{\prime}\right) . \tag{9.36}
\end{align*}
$$

The explicit formulae for the polynomial parts $\bar{A}_{J l}, \bar{B}_{J l}$, and $\bar{C}_{J, l}$ for $(J \leq 2, l \leq 6)$ needed for calculating these kernels and furthermore the additional kernels $\tilde{G}_{J l}$ and $\tilde{H}_{J l}$ for $(J \leq 2,3 \leq$ $l \leq 5$ ) via (9.35) are given in the App. C.2 \#3 As a check of our calculation we can reproduce the nucleon pole terms (9.14) by (cf. (8.77))

$$
\begin{equation*}
\tilde{N}_{+}^{J}(t)=-f^{2} \tilde{G}_{J 0}\left(t,-W^{\prime}=m\right) \quad \forall J \geq 0, \quad \tilde{N}_{-}^{J}(t)=-f^{2} \tilde{H}_{J 0}\left(t,-W^{\prime}=m\right) \quad \forall J \geq 1 \tag{9.37}
\end{equation*}
$$

The asymptotic behavior of the general kernel functions (9.30) can be deduced to be

$$
\begin{array}{lll}
\text { for } & p_{t} q_{t} \rightarrow 0 & \tilde{G}_{J l}\left(t, W^{\prime}\right) \sim \tilde{H}_{J l}\left(t, W^{\prime}\right) \sim 1 \\
\text { for } & q^{\prime} \rightarrow 0 & \tilde{G}_{J l}\left(t, W^{\prime}\right) \sim \tilde{H}_{J l}\left(t, W^{\prime}\right) \sim q^{\prime-2 l}, \quad \tilde{G}_{J l}\left(t,-W^{\prime}\right) \sim \tilde{H}_{J l}\left(t,-W^{\prime}\right) \sim q^{\prime-2 l-2}, \\
\text { for } & q^{\prime} \rightarrow \infty & \tilde{G}_{J l}\left(t, W^{\prime}\right) \sim \tilde{H}_{J l}\left(t, W^{\prime}\right) \sim q^{\prime-2 J} \tag{9.38}
\end{array}
$$

In particular, these kernels are finite for $p_{t} q_{t} \rightarrow 0$ and their precise form in this limit may be worked out in close analogy to the discussion of the pole terms in Sect. 9.1 based on (9.35). Note that both (9.37) and (9.38) obey the MacDowell symmetry relation (8.1), as they should.

[^67]
## $9.3 \quad t$-channel exchange

We need the $t$-channel HDR terms (8.81) in the form

$$
\begin{equation*}
\left.\mathbf{A}^{I}(s, t)\right|_{s=s\left(t, z_{t}\right)} ^{t}=\left.\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \mathbf{h}_{t}^{I}\left[t, t^{\prime} ; z_{t}\right] \operatorname{Im} \mathbf{A}^{I}\left(s^{\prime}, t^{\prime}\right)\right|_{s^{\prime}=s^{\prime}\left(t^{\prime}, z_{t}^{\prime}\right)} \tag{9.39}
\end{equation*}
$$

where the kernel matrix $\mathbf{h}_{t}^{I}$ is given in (8.82) and the integrand can be written as a function of the variables $\left[t, t^{\prime} ; z_{t}\right]$ by noting that

$$
\begin{equation*}
\left.\frac{1}{2 q^{2}} \frac{1}{x_{t}-z_{s}}\right|_{\left[t, t^{\prime} ; z_{t}\right]}=\frac{1}{t^{\prime}-t},\left.\quad \frac{\nu}{\nu^{\prime}}\right|_{\left[t, t^{\prime} ; z_{t}\right]}=\frac{p_{t} q_{t}}{p_{t}^{\prime} q_{t}^{\prime}} \frac{z_{t}}{z_{t}^{\prime}} \tag{9.40}
\end{equation*}
$$

and that $z_{t}^{\prime}$ and $z_{t}$ are related by (cf. (8.32))

$$
\begin{equation*}
z_{t}^{\prime}\left(t, t^{\prime} ; z_{t}\right)=\sqrt{\tilde{\alpha} z_{t}^{2}+\tilde{\beta}}, \quad \tilde{\alpha}\left(t, t^{\prime}\right)=\frac{p_{t}^{2} q_{t}^{2}}{p_{t}^{\prime 2} q_{t}^{\prime 2}}, \quad \tilde{\beta}\left(t, t^{\prime}\right)=\frac{t^{\prime}-t}{16 p_{t}^{\prime 2} q_{t}^{\prime 2}}\left(t+t^{\prime}-2 \Sigma+4 a\right) . \tag{9.41}
\end{equation*}
$$

Expanding the absorptive part of (9.39) into $t$-channel partial waves using (8.86) and projecting onto $t$-channel partial waves again via (9.18), we obtain the following PWDRs for the $t$-channel partial waves

$$
\begin{equation*}
\left.\mathbf{f}^{J}(t)\right|^{t}=\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \sum_{J^{\prime}} \tilde{\mathbf{K}}^{J J^{\prime}}\left(t, t^{\prime}\right) \operatorname{Im} \mathbf{f}^{J^{\prime}}\left(t^{\prime}\right) \tag{9.42}
\end{equation*}
$$

where the summation runs over even/odd values of $J^{\prime}$ for even/odd values of $J$, accordingly, and the kernel matrix is defined by

$$
\begin{equation*}
\tilde{\mathbf{K}}^{J J^{\prime}}\left(t, t^{\prime}\right)=\int_{0}^{1} \mathrm{~d} z_{t} \tilde{\mathbf{T}}^{J}\left(t, z_{t}\right) \mathbf{h}_{t}^{I}\left[t, t^{\prime} ; z_{t}\right] \mathbf{T}^{J^{\prime}}\left(t^{\prime}, z_{t}^{\prime}\right) \tag{9.43}
\end{equation*}
$$

Calculating this kernel matrix shows that it can be written with three kernel functions as

$$
\begin{align*}
\tilde{\mathbf{K}}^{J J^{\prime}}\left(t, t^{\prime}\right) & =\left(\begin{array}{cc}
\tilde{K}_{J J^{\prime}}^{1}\left(t, t^{\prime}\right) & \tilde{K}_{J J^{\prime}}^{2}\left(t, t^{\prime}\right) \\
0 & \tilde{K}_{J J^{\prime}}^{3}\left(t, t^{\prime}\right)
\end{array}\right)=\frac{\zeta_{J J^{\prime}}}{t^{\prime}-t}\left(\begin{array}{cc}
u_{J J^{\prime}}\left(t, t^{\prime}\right) & v_{J J^{\prime}}\left(t, t^{\prime}\right) \\
0 & w_{J J^{\prime}}\left(t, t^{\prime}\right)
\end{array}\right) \\
\zeta_{J J^{\prime}}\left(t, t^{\prime}\right) & =\left(2 J^{\prime}+1\right) \frac{\left(p_{t}^{\prime} q_{t}^{\prime} J^{\prime}-1\right.}{\left(p_{t} q_{t}\right)^{J-1}} \tag{9.44}
\end{align*}
$$

where we have defined different angular kernels for even $J$ and $J^{\prime}$

$$
\begin{align*}
& u_{J J^{\prime}}=\frac{p_{t} q_{t}^{\prime}}{q_{t} p_{t}^{\prime}} \int_{0}^{1} \mathrm{~d} z_{t} P_{J}\left(z_{t}\right) P_{J^{\prime}}\left(z_{t}^{\prime}\right) \\
& v_{J J^{\prime}}=\frac{m}{\sqrt{J^{\prime}\left(J^{\prime}+1\right)}} \frac{p_{t}}{q_{t} p_{t}^{\prime} q_{t}^{\prime}} \int_{0}^{1} \mathrm{~d} z_{t} P_{J}\left(z_{t}\right)\left\{q_{t}^{2} z_{t}^{2}-q_{t}^{\prime 2} z_{t}^{\prime 2}\right\} \frac{P_{J^{\prime}}^{\prime}\left(z_{t}^{\prime}\right)}{z_{t}^{\prime}}, \\
& w_{J J^{\prime}}=\frac{1}{2 J+1} \sqrt{\frac{J(J+1)}{J^{\prime}\left(J^{\prime}+1\right)} \frac{p_{t} q_{t}}{p_{t}^{\prime} q_{t}^{\prime}} \int_{0}^{1} \mathrm{~d} z_{t}\left\{P_{J-1}\left(z_{t}\right)-P_{J+1}\left(z_{t}\right)\right\} z_{t} \frac{P_{J^{\prime}}^{\prime}\left(z_{t}^{\prime}\right)}{z_{t}^{\prime}}}, \tag{9.45}
\end{align*}
$$

and for odd $J$ and $J^{\prime}$

$$
\begin{align*}
& u_{J J^{\prime}}=\frac{p_{t}^{2}}{p_{t}^{\prime 2}} \int_{0}^{1} \mathrm{~d} z_{t} P_{J}\left(z_{t}\right) z_{t} \frac{P_{J^{\prime}}\left(z_{t}^{\prime}\right)}{z_{t}^{\prime}}, \\
& v_{J J^{\prime}}=\frac{m}{\sqrt{J^{\prime}\left(J^{\prime}+1\right)}}\left\{1-\frac{p_{t}^{2}}{p_{t}^{\prime 2}}\right\} \int_{0}^{1} \mathrm{~d} z_{t} P_{J}\left(z_{t}\right) z_{t} P_{J^{\prime}}^{\prime}\left(z_{t}^{\prime}\right), \\
& w_{J J^{\prime}}=\frac{1}{2 J+1} \sqrt{\frac{J(J+1)}{J^{\prime}\left(J^{\prime}+1\right)}} \int_{0}^{1} \mathrm{~d} z_{t}\left\{P_{J-1}\left(z_{t}\right)-P_{J+1}\left(z_{t}\right)\right\} P_{J^{\prime}}^{\prime}\left(z_{t}^{\prime}\right) . \tag{9.46}
\end{align*}
$$

In this way, we recover the form of the $t$-channel part given in (9.1)

$$
\begin{array}{ll}
\left.f_{+}^{J}(t)\right|^{t}=\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \sum_{J^{\prime}}\left\{\tilde{K}_{J J^{\prime}}^{1}\left(t, t^{\prime}\right) \operatorname{Im} f_{+}^{J^{\prime}}\left(t^{\prime}\right)+\tilde{K}_{J J^{\prime}}^{2}\left(t, t^{\prime}\right) \operatorname{Im} f_{-}^{J^{\prime}}\left(t^{\prime}\right)\right\} & \forall J \geq 0 \\
\left.f_{-}^{J}(t)\right|^{t}=\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \sum_{J^{\prime}} \tilde{K}_{J J^{\prime}}^{3}\left(t, t^{\prime}\right) \operatorname{Im} f_{-}^{J^{\prime}}\left(t^{\prime}\right) & \forall J \geq 1 \tag{9.47}
\end{array}
$$

and according to $f_{-}^{0} \equiv 0$ we set $\tilde{K}_{0, J^{\prime}}^{3} \equiv 0 \equiv \tilde{K}_{J 0}^{2}$.
From the projection integrals (9.45) and (9.46) together with the definitions (9.41) and

$$
\begin{equation*}
1-\frac{p_{t}^{2}}{p_{t}^{\prime 2}}=\frac{t^{\prime}-t}{4 p_{t}^{\prime 2}}, \quad q_{t}^{2} z_{t}^{2}-q_{t}^{\prime 2} z_{t}^{\prime 2}=\frac{t^{\prime}-t}{4 p_{t}^{\prime 2}}\left\{4 q_{t}^{2} z_{t}^{2}-\frac{1}{4}\left(t+t^{\prime}-2 \Sigma+4 a\right)\right\} \tag{9.48}
\end{equation*}
$$

one can see that the off-diagonal term $v_{J J^{\prime}}$ is proportional to $t^{\prime}-t$, as it should be. Note also that only even powers of $z_{t}^{\prime}$ and $z_{t}$ occur in the projection integrals. Therefore the kernel functions $\tilde{K}_{J J^{\prime}}^{1}, \tilde{K}_{J J^{\prime}}^{2}$, and $\tilde{K}_{J J^{\prime}}^{3}$ are always real, since the prefactors contain only even powers of momenta. The integrals can be performed with the help of (cf. [211])

$$
\begin{equation*}
P_{l}(z)=\sum_{\lambda=0}^{\frac{l}{2}} a_{\lambda l}^{\mathrm{ev}} z^{2 \lambda}, \quad P_{l}(z)=\sum_{\lambda=0}^{\frac{l-1}{2}} a_{\lambda l}^{\text {od }} z^{2 \lambda+1} \tag{9.49}
\end{equation*}
$$

for even and odd values of $l$, respectively, where

$$
\begin{equation*}
a_{\lambda l}^{\mathrm{ev}}=\frac{(-1)^{\lambda+\frac{l}{2}}(2 \lambda+l-1)!}{2^{l-1}\left(\frac{l}{2}-\lambda\right)!\left(\lambda+\frac{l}{2}-1\right)!(2 \lambda)!}, \quad a_{\lambda l}^{\text {od }}=\frac{(-1)^{\lambda+\frac{l-1}{2}}(2 \lambda+l)!}{2^{l-1}\left(\frac{l-1}{2}-\lambda\right)!\left(\lambda+\frac{l-1}{2}\right)!(2 \lambda+1)!} \tag{9.50}
\end{equation*}
$$

which also follow from reordering the expansion

$$
P_{l}(z)=\frac{1}{2^{l}} \sum_{\lambda=0}^{\left\lfloor\frac{l}{2}\right\rfloor} \frac{(-1)^{\lambda}(2 l-2 \lambda)!}{\lambda!(l-\lambda)!(l-2 \lambda)!} z^{l-2 \lambda}, \quad\left\lfloor\frac{l}{2}\right\rfloor= \begin{cases}\frac{l}{2} & \text { for even } l  \tag{9.51}\\ \frac{l-1}{2} & \text { for odd } l\end{cases}
$$

In this way, the required non-vanishing integrals may be written for even $J$ and $J^{\prime}$ as

$$
\begin{gather*}
\int_{0}^{1} \mathrm{~d} z_{t} P_{J}\left(z_{t}\right) P_{J^{\prime}}\left(z_{t}^{\prime}\right)=\sum_{\lambda^{\prime}=\frac{J}{2}}^{\frac{J^{\prime}}{2}} a_{\lambda^{\prime} J^{\prime}}^{\mathrm{ev}} \sum_{\mu=\frac{J}{2}}^{\lambda^{\prime}}\left(\lambda^{\lambda^{\prime}}\right) \tilde{\alpha}^{\mu} \tilde{\beta}^{\lambda^{\prime}-\mu} \tilde{a}_{J \mu}^{\mathrm{ev}}, \\
\int_{0}^{1} \mathrm{~d} z_{t} P_{J}\left(z_{t}\right)\left\{q_{t}^{2} z_{t}^{2}-q_{t}^{\prime 2} z_{t}^{\prime 2}\right\} \frac{P_{J^{\prime}}^{\prime}\left(z_{t}^{\prime}\right)}{z_{t}^{\prime}}=\sum_{\lambda^{\prime}=\max \left\{\frac{J}{2}, 1\right\}}^{J^{\prime}} 2 \lambda^{\prime} a_{\lambda^{\prime} J^{\prime}}^{\mathrm{ev}} \\
\times\left\{q_{t}^{2} \sum_{\mu=\max \left\{\frac{J}{2}-1,0\right\}}^{\lambda^{\prime}-1}\binom{\lambda^{\prime}-1}{\mu} \tilde{\alpha}^{\mu^{\prime}} \tilde{\beta}^{\lambda^{\prime}-1-\mu} \tilde{a}_{J_{J, \mu+1}}^{\mathrm{ev}}-q_{t}^{\prime 2} \sum_{\mu=\frac{J}{2}}^{\lambda^{\prime}}\binom{\lambda^{\prime}}{\mu} \tilde{\alpha}^{\mu} \tilde{\beta}^{\lambda^{\prime}-\mu} \tilde{a}_{J \mu}^{\mathrm{ev}}\right\}, \\
\quad+\sum_{\lambda^{\prime}=\max \left\{\frac{J}{2}, 1\right\}}^{\frac{J^{\prime}}{2}} 2 \lambda^{\prime} a_{\lambda^{\prime} J^{\prime}}^{\mathrm{ev}} \sum_{\mu=\max \left\{\frac{J}{2}-1,0\right\}}^{\lambda^{\prime}-1}\binom{\lambda^{\prime}-1}{\mu} \tilde{\alpha}^{\mu} \tilde{\beta}^{\lambda^{\prime}-1-\mu} \tilde{a}_{J-1, \mu+1}^{\mathrm{od}},
\end{gather*}
$$

and for odd $J$ and $J^{\prime}$ as

$$
\begin{align*}
\int_{0}^{1} \mathrm{~d} z_{t} P_{J}\left(z_{t}\right) z_{t} \frac{P_{J^{\prime}}\left(z_{t}^{\prime}\right)}{z_{t}^{\prime}}= & \sum_{\lambda^{\prime}=\frac{J_{-1}}{2}}^{\frac{J^{\prime}-1}{2}} a_{\lambda^{\prime} J^{\prime}}^{\mathrm{od}} \sum_{\mu=\frac{J-1}{2}}^{\lambda^{\prime}}\binom{\lambda^{\prime}}{\mu} \tilde{\alpha}^{\mu} \tilde{\beta}^{\lambda^{\prime}-\mu} \tilde{a}_{J, \mu+1}^{\mathrm{od}}, \\
\int_{0}^{1} \mathrm{~d} z_{t} P_{J}\left(z_{t}\right) z_{t} P_{J^{\prime}}^{\prime}\left(z_{t}^{\prime}\right)= & \sum_{\lambda^{\prime}=\frac{J-1}{2}}^{\frac{J^{\prime}-1}{2}}\left(2 \lambda^{\prime}+1\right) a_{\lambda^{\prime} J^{\prime}}^{\mathrm{od}} \sum_{\mu=\frac{J-1}{2}}^{\lambda^{\prime}}\binom{\lambda^{\prime}}{\mu} \tilde{\alpha}^{\mu} \tilde{\beta}^{\lambda^{\prime}-\mu} \tilde{a}_{J, \mu+1}^{\mathrm{od}}, \\
\int_{0}^{1} \mathrm{~d} z_{t}\left\{P_{J-1}\left(z_{t}\right)-P_{J+1}\left(z_{t}\right)\right\} P_{J^{\prime}}^{\prime}\left(z_{t}^{\prime}\right)= & \sum_{\lambda^{\prime}=\frac{J^{\prime}-1}{2}}^{\frac{J^{\prime}-1}{2}}\left(2 \lambda^{\prime}+1\right) a_{\lambda^{\prime} J^{\prime}}^{\mathrm{od}} \sum_{\mu=\frac{J-1}{2}}^{\lambda^{\prime}}\binom{\lambda^{\prime}}{\mu} \tilde{\alpha}^{\mu} \tilde{\beta}^{\lambda^{\prime}-\mu} \tilde{a}_{J-1, \mu}^{\mathrm{ev}} \\
& -\sum_{\lambda^{\prime}=\frac{J_{+1}}{2}}^{\frac{J^{\prime}-1}{2}}\left(2 \lambda^{\prime}+1\right) a_{\lambda^{\prime} J^{\prime}}^{\mathrm{od}} \sum_{\mu=\frac{J^{\prime}}{2}}^{\lambda^{\prime}}\binom{\lambda^{\prime}}{\mu} \tilde{\alpha}^{\mu} \tilde{\beta}^{\lambda^{\prime}-\mu} \tilde{a}_{J+1, \mu}^{\mathrm{ev}}, \tag{9.53}
\end{align*}
$$

with the definitions (for even and odd values of $J$, respectively) \#4

$$
\begin{align*}
& \tilde{a}_{J \mu}^{\mathrm{ev}}=\sum_{\lambda=0}^{\frac{J}{2}} \frac{a_{\lambda J}^{\mathrm{ev}}}{2(\mu+\lambda)+1}=2^{J} \frac{\left(\mu+\frac{J}{2}\right)!(2 \mu)!}{\left(\mu-\frac{J}{2}\right)!(2 \mu+J+1)!}=\frac{(2 \mu)!}{(2 \mu-J)!(2 \mu+1+J)!!} \quad\left(\mu \geq \frac{J}{2}\right), \\
& \tilde{a}_{J \mu}^{\mathrm{od}}=\sum_{\lambda=0}^{\frac{J-1}{2}} \frac{a_{\lambda J}^{\mathrm{od}}}{2(\mu+\lambda)+1}=2^{J} \frac{\left(\mu+\frac{J-1}{2}\right)!(2 \mu-1)!}{\left(\mu-\frac{J+1}{2}\right)!(2 \mu+J)!}=\frac{(2 \mu-1)!}{(2 \mu-1-J)!!(2 \mu+J)!!} \quad\left(\mu \geq \frac{J-1}{2}\right) . \tag{9.54}
\end{align*}
$$

[^68]We can conclude that the following kernels vanish (in addition to $\tilde{K}_{0 J^{\prime}}^{3} \equiv 0 \equiv \tilde{K}_{J 0}^{2}$ )

$$
\begin{equation*}
\tilde{\mathbf{K}}^{J J^{\prime}}\left(t, t^{\prime}\right)=0 \quad \forall J^{\prime}<J \tag{9.55}
\end{equation*}
$$

and by using the identities

$$
\begin{array}{rrr}
(2 J+1) a_{\frac{J}{2}, J}^{\mathrm{ev}} \tilde{a}_{J, \frac{J}{2}}^{\mathrm{ev}}=1, & J a_{\frac{J}{2}, J}^{\mathrm{ev}} \tilde{a}_{J-1, \frac{J}{2}}^{\mathrm{od}}=1 & \text { for even } J, \\
(2 J+1) a_{\frac{J-1}{2}, J}^{\mathrm{od}} \tilde{a}_{J, \frac{J+1}{2}}^{\mathrm{od}}=1, & J a_{\frac{J-1}{2}, J}^{\mathrm{od}} \tilde{a}_{J-1, \frac{J-1}{2}}^{\mathrm{ev}}=1 & \text { for odd } J, \tag{9.56}
\end{array}
$$

it follows that the non-vanishing kernels for $J^{\prime}=J$ take the form

$$
\begin{array}{ll}
\tilde{K}_{J J}^{1}\left(t, t^{\prime}\right)=\frac{p_{t}^{2}}{p_{t}^{2}} \frac{1}{t^{\prime}-t}=\frac{1}{t^{\prime}-t}-\frac{1}{t^{\prime}-t_{N}}=\frac{t}{t^{\prime}} \frac{1}{t^{\prime}-t}-\frac{t_{N}}{t^{\prime}} \frac{1}{t^{\prime}-t_{N}} & \forall J \geq 0 \\
\tilde{K}_{J J}^{2}\left(t, t^{\prime}\right)=\sqrt{\frac{J}{J+1}} \frac{m}{4 p_{t}^{\prime 2}}=\sqrt{\frac{J}{J+1}} \frac{m}{t^{\prime}-t_{N}} & \forall J \geq 1 \\
\tilde{K}_{J J}^{3}\left(t, t^{\prime}\right)=\frac{1}{t^{\prime}-t} & \forall J \geq 1 \tag{9.57}
\end{array}
$$

from which one can immediately read off the relation (valid for all $J$ )

$$
\begin{equation*}
\tilde{K}_{J J}^{2}\left(t, t^{\prime}\right)=m \sqrt{\frac{J}{J+1}}\left\{\tilde{K}_{J J}^{3}\left(t, t^{\prime}\right)-\tilde{K}_{J J}^{1}\left(t, t^{\prime}\right)\right\} \tag{9.58}
\end{equation*}
$$

This together with

$$
\begin{align*}
\tilde{K}_{02}^{1}\left(t, t^{\prime}\right) & =\frac{5}{16} \frac{p_{t}^{2}}{p_{t}^{\prime 2}}\left\{t+t^{\prime}-2 \Sigma+6 a\right\}, \quad \tilde{K}_{13}^{1}\left(t, t^{\prime}\right)=\frac{7}{48} \frac{p_{t}^{2}}{p_{t}^{\prime 2}}\left\{t+t^{\prime}-2 \Sigma+10 a\right\} \\
\tilde{K}_{02}^{2}\left(t, t^{\prime}\right) & =\frac{5 m}{16 \sqrt{6}} \frac{p_{t}^{2}}{p_{t}^{\prime 2}}\left\{4 q_{t}^{2}-3\left(t+t^{\prime}-2 \Sigma+4 a\right)\right\} \\
\tilde{K}_{13}^{2}\left(t, t^{\prime}\right) & =\frac{7 m}{64 \sqrt{3}} \frac{1}{p_{t}^{\prime 2}}\left\{8 p_{t}^{2} q_{t}^{2}+\left(t^{\prime}-t\right)\left(t+t^{\prime}-2 \Sigma+5 a\right)\right\} \\
\tilde{K}_{13}^{3}\left(t, t^{\prime}\right) & =\frac{7}{8 \sqrt{6}}\left\{t+t^{\prime}-2 \Sigma+5 a\right\} \tag{9.59}
\end{align*}
$$

completes the calculation of the $t$-channel kernels with $\left(J \leq 3, J^{\prime} \leq 3\right)$. Finally, from (9.52) and (9.53) we may infer the asymptotic behavior of the non-vanishing kernels
for $p_{t} \rightarrow 0 \quad \tilde{K}_{J J^{\prime}}^{1}\left(t, t^{\prime}\right) \sim p_{t}^{2}$,

$$
\tilde{K}_{J J^{\prime}}^{2}\left(t, t^{\prime}\right) \sim \tilde{K}_{J J^{\prime}}^{3}\left(t, t^{\prime}\right) \sim 1
$$

for $q_{t} \rightarrow 0 \quad \tilde{K}_{J J^{\prime}}^{1}\left(t, t^{\prime}\right) \sim \tilde{K}_{J J^{\prime}}^{2}\left(t, t^{\prime}\right) \sim \tilde{K}_{J J^{\prime}}^{3}\left(t, t^{\prime}\right) \sim 1$,
for $t \rightarrow \infty \quad \tilde{K}_{J J^{\prime}}^{1}\left(t, t^{\prime}\right) \sim \tilde{K}_{J J^{\prime}}^{2}\left(t, t^{\prime}\right) \sim t^{J^{\prime}-J}$,

$$
\tilde{K}_{J J^{\prime}}^{3}\left(t, t^{\prime}\right) \sim t^{J^{\prime}-J-1}
$$

for $p_{t}^{\prime} \rightarrow 0 \quad \tilde{K}_{J J^{\prime}}^{1}\left(t, t^{\prime}\right) \sim \tilde{K}_{J J^{\prime}}^{2}\left(t, t^{\prime}\right) \sim p_{t}^{\prime-2}$,
$\tilde{K}_{J J^{\prime}}^{3}\left(t, t^{\prime}\right) \sim 1$,
for $q_{t}^{\prime} \rightarrow 0 \quad \tilde{K}_{J J^{\prime}}^{1}\left(t, t^{\prime}\right) \sim \tilde{K}_{J J^{\prime}}^{2}\left(t, t^{\prime}\right) \sim \tilde{K}_{J J^{\prime}}^{3}\left(t, t^{\prime}\right) \sim 1$,
for $t^{\prime} \rightarrow \infty \quad \tilde{K}_{J J^{\prime}}^{1}\left(t, t^{\prime}\right) \sim t^{\prime J^{\prime}-J-2}$,
$\tilde{K}_{J J^{\prime}}^{2}\left(t, t^{\prime}\right) \sim \tilde{K}_{J J^{\prime}}^{3}\left(t, t^{\prime}\right) \sim t^{\prime J^{\prime}-J-1}$.

Note that the self-coupling kernels $\tilde{K}_{J J}^{1}$ and $\tilde{K}_{J J}^{3}$ in (9.57) are independent of the value of $J$ and that the kernel $\tilde{K}_{02}^{2}\left(t, t^{\prime}\right)$ exceptionally has better convergence properties

$$
\begin{equation*}
\tilde{K}_{02}^{2}\left(t, t^{\prime}\right) \sim p_{t}^{2} \quad \text { for } p_{t} \rightarrow 0, \quad \tilde{K}_{02}^{2}\left(t, t^{\prime}\right) \sim 1 \quad \text { for } t^{\prime} \rightarrow \infty \tag{9.61}
\end{equation*}
$$

## Chapter 10

## Ranges of convergence

There are three aspects of convergence in the Roy-Steiner PWHDR system constructed in Chaps. 8 and 9 f first, the question of convergence of the integrals in the high-energy regime is linked to the number of necessary subtractions of the dispersion relations, which will be discussed in Chap. 13 , for the rest of this chapter we may thus work as if no subtractions were necessary. Moreover, for the full system of RS equations to be valid, the convergence of both the pertinent partial-wave expansion of the ( $s$ - and $t$-channel) imaginary parts inside the integrals and the $s$ - and $t$-channel partial-wave projection of the full HDR equations needs to be shown. Analyzing these two constraints (based on the Mandelstam representation of the invariant scattering amplitudes) will yield the ranges of convergence in $s$ and $t$ for (8.3) and (9.1), respectively, whereby the free hyperbola parameter $a$ can actually be tuned in order to obtain the largest possible domain of validity. For the $s$-channel part (8.3) of the RS system the combined analysis of $s$ - and $t$-channel constraints will lead to an optimal value of the hyperbola parameter $a$ and a corresponding range of convergence in $s$ of (cf. Sect. 10.3)

$$
\begin{align*}
a=-23.19 M_{\pi}^{2} & \Rightarrow s \in\left[s_{+}=59.64 M_{\pi}^{2}, 97.30 M_{\pi}^{2}\right] \\
& \Leftrightarrow W \in\left[W_{+}=1.08 \mathrm{GeV}, 1.38 \mathrm{GeV}\right], \tag{10.1}
\end{align*}
$$

while for the $t$-channel part (9.1) we will find (cf. Sect. 10.4)

$$
\begin{align*}
a=-2.71 M_{\pi}^{2} & \Rightarrow t \in\left[t_{\pi}=4 M_{\pi}^{2}, 205.45 M_{\pi}^{2}\right] \\
& \Leftrightarrow \sqrt{t} \in\left[\sqrt{t_{\pi}}=0.28 \mathrm{GeV}, 2.00 \mathrm{GeV}\right] \tag{10.2}
\end{align*}
$$

Note that different choices of $a$ for the $s$ - and $t$-channel partial-wave projections are perfectly well justified, as we may start from different sets of HDRs, respectively. However, the choice of $a$ is not only crucial for the ranges of convergence, but also influences the high-energy behavior of the imaginary parts as estimated by Regge asymptotics (cf. Chap. (11).

The reader not interested in the rather technical details of the derivation of the above results may skip this chapter without harm for the following discussion \#1

[^69]

Figure 10.1: General box graph.

### 10.1 Boundaries of the double spectral regions

The following analysis is performed in the spirit of [158, 159, 171, \#2 The basic assumption is that the $T$-matrix element (and hence the invariant scattering amplitudes $\{A(s, t), B(s, t)\} \propto$ $T(s, t) /(16 \pi))$ fulfills Mandelstam analyticity [215, i.e. that it can be represented in terms of double spectral density functions $\rho_{s u}, \rho_{t u}$, and $\rho_{s t}$ according $\mathrm{t} \not \# 3$

$$
\begin{align*}
T(s, t)= & \frac{1}{\pi^{2}} \iint \mathrm{~d} s^{\prime} \mathrm{d} u^{\prime} \frac{\rho_{s u}\left(s^{\prime}, u^{\prime}\right)}{\left(s^{\prime}-s\right)\left(u^{\prime}-u\right)}+\frac{1}{\pi^{2}} \iint \mathrm{~d} t^{\prime} \mathrm{d} u^{\prime} \frac{\rho_{t u}\left(t^{\prime}, u^{\prime}\right)}{\left(t^{\prime}-t\right)\left(u^{\prime}-u\right)} \\
& +\frac{1}{\pi^{2}} \iint \mathrm{~d} s^{\prime} \mathrm{d} t^{\prime} \frac{\rho_{s t}\left(s^{\prime}, t^{\prime}\right)}{\left(s^{\prime}-s\right)\left(t^{\prime}-t\right)}, \tag{10.3}
\end{align*}
$$

where the integration ranges are determined by the regions in the Mandelstam plane where the double spectral densities have support, which will be called double spectral regions in the following and whose boundaries will be the central objects of the following discussion. In order to study the consequences of unitarity in the 2 -intermediate-particle approximation, we consider the general box graph displayed in Fig. 10.1 as a unitarity diagram, i.e. with on-shell intermediate particles. The discontinuities of the associated scalar box loop integral (in the non-cyclic conventions of [188 and with generic coupling $g$ )

$$
\begin{equation*}
T_{\mathrm{B}}(s, t)=\frac{g^{4}}{i} \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \frac{1}{\left(\left(p_{1}+k\right)^{2}-m_{2}^{2}\right)\left(\left(p_{1}-p_{3}+k\right)^{2}-m_{4}^{2}\right)\left(\left(p_{2}-k\right)^{2}-m_{1}^{2}\right)\left(k^{2}-m_{3}^{2}\right)} \tag{10.4}
\end{equation*}
$$

[^70]can be calculated from the corresponding 2-particle form of the unitarity relation (7.61) (see e.g. [174, 175, 217]) or by using the Cutkosky cutting rules (as it was done already in the original work $[187, \# 4)$. The integral gives rise to the $s$-channel imaginary part (cf. (17.62))
\[

$$
\begin{align*}
\operatorname{Im}_{s} T_{\mathrm{B}}(s, t) & =\frac{\operatorname{Disc}_{s} T_{\mathrm{B}}(s, t)}{2 i}=\lim _{\epsilon \rightarrow 0} \frac{T_{\mathrm{B}}(s+i \epsilon, t)-T_{\mathrm{B}}(s-i \epsilon, t)}{2 i} \\
& =\frac{g^{4}}{16 \pi} \frac{2 s \sqrt{\lambda\left(s, m_{1}^{2}, m_{2}^{2}\right)}}{\sqrt{D}} \log \frac{a c-b d \cos \theta_{s}+\sqrt{D}}{a c-b d \cos \theta_{s}-\sqrt{D}} \theta\left(s-\left(m_{1}+m_{2}\right)^{2}\right) \tag{10.5}
\end{align*}
$$
\]

where (cf. (7.4) for the $s$-channel scattering angle) \#5

$$
\begin{align*}
& D=\left(a c-b d \cos \theta_{s}\right)^{2}-\left(a^{2}-b^{2}\right)\left(c^{2}-d^{2}\right) \\
& a=s^{2}-s\left(p_{1}^{2}+p_{2}^{2}+m_{1}^{2}+m_{2}^{2}-2 m_{3}^{2}\right)-\left(m_{1}^{2}-m_{2}^{2}\right)\left(p_{1}^{2}-p_{2}^{2}\right) \\
& c=s^{2}-s\left(p_{3}^{2}+p_{4}^{2}+m_{1}^{2}+m_{2}^{2}-2 m_{4}^{2}\right)-\left(m_{1}^{2}-m_{2}^{2}\right)\left(p_{3}^{2}-p_{4}^{2}\right) \\
& b=\sqrt{\lambda\left(s, m_{1}^{2}, m_{2}^{2}\right)} \sqrt{\lambda\left(s, p_{1}^{2}, p_{2}^{2}\right)}, \quad d=\sqrt{\lambda\left(s, m_{1}^{2}, m_{2}^{2}\right)} \sqrt{\lambda\left(s, p_{3}^{2}, p_{4}^{2}\right)} \\
& \cos \theta_{s}=\frac{s}{\sqrt{\lambda\left(s, p_{1}^{2}, p_{2}^{2}\right)} \sqrt{\lambda\left(s, p_{3}^{2}, p_{4}^{2}\right)}}\left\{t-u+\frac{\left(p_{1}^{2}-p_{2}^{2}\right)\left(p_{3}^{2}-p_{4}^{2}\right)}{s}\right\} \tag{10.6}
\end{align*}
$$

The corresponding double spectral density is then given by \#6

$$
\begin{align*}
\rho_{s t}(s, t) & =\frac{\operatorname{Disc}_{t} \operatorname{Disc}_{s} T_{\mathrm{B}}(s, t)}{(2 i)^{2}}=\lim _{\epsilon \rightarrow 0} \frac{\operatorname{Im}_{s} T_{\mathrm{B}}(s, t+i \epsilon)-\operatorname{Im}_{s} T_{\mathrm{B}}(s, t-i \epsilon)}{2 i} \\
& =\frac{g^{4}}{8} \frac{2 s \sqrt{\lambda\left(s, m_{1}^{2}, m_{2}^{2}\right)}}{\sqrt{D}} \theta\left(s-\left(m_{1}+m_{2}\right)^{2}\right) \theta\left(t-\left(m_{3}+m_{4}\right)^{2}\right) \theta(D) \tag{10.7}
\end{align*}
$$

such that $\theta(D)$ provides the non-trivial constraints on the support of $\rho_{s t}(s, t)$ we were looking for. The boundaries (of the support) of the three double spectral densities of the full amplitude are determined by the corresponding lowest-lying intermediate states in the general box diagram and the explicit diagrams are depicted in Fig. 10.2 (remember that $3 \pi$ states are forbidden by $G$-parity). The inelastic (referring to the intermediate state of the $s$-channel process) diagram (I) and the elastic diagram (II) yield the boundary of the support of $\rho_{s t}$, from which due to $s \leftrightarrow u$ crossing symmetry directly follows the result for $\rho_{u t}$, while the "twisted" $u$-channel diagrams (III) and (IV) are relevant for calculating the boundary of the support of
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Figure 10.2: Box graphs constraining the boundaries of the double spectral regions. Solid lines denote nucleons and dashed lines denote pions. See main text for details.
$\rho_{s u}$. Since for all four diagrams we have $d=b$ (the same external particles $\pi N$ for in and out state being on-shell), we can write

$$
\begin{equation*}
D=4 b^{2}\left\{\frac{\cos \theta_{s} \mp 1}{2}\left[b^{2} \frac{\cos \theta_{s} \pm 1}{2}-c a\right]+\left(\frac{c \mp a}{2}\right)^{2}\right\}, \tag{10.8}
\end{equation*}
$$

with the upper signs being more convenient for (I,II) (where in addition $c=a$ ) and the lower signs being a good starting point for (III,IV), where it is important to note that the relations (10.6) (which are valid for the $s$-channel process only) need to be modified by $p_{3} \leftrightarrow p_{4}$ and accordingly $t \leftrightarrow u$ (affecting only $c$ and $\cos \theta_{s}$ ) \#7 This leads to (cf. the form of the double spectral density (10.7) with corresponding couplings)

$$
\begin{equation*}
\frac{D_{\mathrm{I}, \mathrm{II}}(s, t)}{4 s^{2} \lambda\left(s, m_{1}^{2}, m_{2}^{2}\right)}=t b_{\mathrm{I}, \mathrm{II}}(s, t), \quad \frac{D_{\mathrm{III}, \mathrm{IV}}(s, u)}{4 s^{2} \lambda\left(s, m_{1}^{2}, m_{2}^{2}\right)}=b_{\mathrm{III}, \mathrm{IV}}(s, u) \tag{10.9}
\end{equation*}
$$

with boundary functions reading (cf. [171)

$$
\begin{align*}
b_{\mathrm{I}}(s, t) & =\left(t-4 M_{\pi}^{2}\right) \lambda\left(s, m^{2}, 4 M_{\pi}^{2}\right)-16 M_{\pi}^{4}\left(s+3 \Sigma_{-}\right), \\
b_{\mathrm{II}}(s, t) & =\left(t-16 M_{\pi}^{2}\right) \lambda\left(s, m^{2}, M_{\pi}^{2}\right)-64 M_{\pi}^{4} s \tag{10.10}
\end{align*}
$$

for the boundary of $\rho_{s t}$ and thus $b_{\mathrm{I}}(u, t)$ and $b_{\mathrm{II}}(u, t)$ for the boundary of $\rho_{u t}$, as well a.\#8

$$
\begin{align*}
& b_{\mathrm{III}}(s, u)=\lambda\left(u, m^{2}, M_{\pi}^{2}\right) \lambda\left(s, m^{2}, 4 M_{\pi}^{2}\right)-16 M_{\pi}^{2}\left[m^{2} s u-\Sigma_{-}^{2}\left(m^{2}-t(s, u)\right)\right] \\
& b_{\mathrm{IV}}(s, u)=\lambda\left(s, m^{2}, M_{\pi}^{2}\right) \lambda\left(u, m^{2}, 4 M_{\pi}^{2}\right)-16 M_{\pi}^{2}\left[m^{2} s u-\Sigma_{-}^{2}\left(m^{2}-t(s, u)\right)\right] \tag{10.11}
\end{align*}
$$

for the boundary of $\rho_{s u}$, where we only need to consider $b_{\mathrm{III}}(s, u)=b_{\mathrm{IV}}(u, s)$ due to $s \leftrightarrow u$ symmetry. Due to $\theta(D)$, the whole support of all three double spectral densities is then given by the union of the regions allowed by the non-trivial constraints that the corresponding boundary functions be non-negative. Furthermore, trivial constraints arise from the lower kinematical bounds of the corresponding physical regions which are given by the asymptotes of the boundary functions in question, e.g. for the inelastic diagram (I) we find the asymptotes $s=\left(m+2 M_{\pi}\right)^{2}$ and $t=\left(2 M_{\pi}\right)^{2}=t_{\pi}$ and for the elastic diagram (II) we obtain $s=$ $\left(m+M_{\pi}\right)^{2}=s_{+}$and $t=\left(4 M_{\pi}\right)^{2}$.

[^72]Therefore, by defining the following abbreviations for the solutions of the implicit equations

$$
\begin{array}{rll}
b_{\mathrm{I}}(s, t) \stackrel{!}{=} 0 & \Rightarrow & t=T_{\mathrm{I}}(s), \\
& s=S_{\mathrm{I}}(t) \\
b_{\mathrm{II}}(s, t) \stackrel{!}{=} 0 & \Rightarrow & t=T_{\mathrm{II}}(s),  \tag{10.12}\\
b_{\mathrm{III}}(s, u) \stackrel{!}{=} 0 & \Rightarrow \quad u=S_{\mathrm{II}}(t) \\
b_{\mathrm{III}}(s), & s=S_{\mathrm{III}}(u)
\end{array}
$$

the combined boundaries of the double spectral regions are given by

$$
\begin{align*}
T_{s t}(s) & =\min \left\{T_{\mathrm{I}}(s), T_{\mathrm{II}}(s)\right\}, & T_{u t}(u) & =T_{s t}(u) \\
S_{s t}(t) & =\min \left\{S_{\mathrm{I}}(t), S_{\mathrm{II}}(t)\right\}, & U_{u t}(t) & =S_{s t}(t) \\
S_{s u}(u) & =\min \left\{S_{\mathrm{III}}(s), U_{\mathrm{III}}(s)\right\}, & U_{s u}(s) & =S_{s u}(s) \tag{10.13}
\end{align*}
$$

where taking the minimum is to be understood as limited by the physical constraints for the corresponding reaction to actually happen. To be specific, the boundary of the support of e.g. $\rho_{s t}$ is described by

$$
T_{s t}(s)=\min \left\{T_{\mathrm{I}}(s), T_{\mathrm{II}}(s)\right\}= \begin{cases}T_{\mathrm{II}}(s) & \text { for } s_{+}<s<\left(m+2 M_{\pi}\right)^{2}  \tag{10.14}\\ \min \left\{T_{\mathrm{I}}(s), T_{\mathrm{II}}(s)\right\} & \text { for }\left(m+2 M_{\pi}\right)^{2}<s\end{cases}
$$

with the functions

$$
\begin{align*}
T_{\mathrm{I}}(s) & =\frac{4 M_{\pi}^{2}\left(s-m^{2}-2 M_{\pi}^{2}\right)^{2}}{\lambda\left(s, m^{2}, 4 M_{\pi}^{2}\right)}>4 M_{\pi}^{2} \quad \forall s>\left(m+2 M_{\pi}\right)^{2} \\
T_{\mathrm{II}}(s) & =\frac{16 M_{\pi}^{2}\left(s-\Sigma_{-}\right)^{2}}{\lambda\left(s, m^{2}, M_{\pi}^{2}\right)}>16 M_{\pi}^{2} \quad \forall s>s_{+} \tag{10.15}
\end{align*}
$$

again limited by the physical constraints, such that by definition $T_{s t}(s)>t_{\pi}$ for $s>s_{+}$. Eventually, the boundaries of all three double spectral regions are shown in Fig. 10.3. The asymptotes of $\rho_{s t}$ are $s=s_{+}$and $t=t_{\pi}$ and hence those of $\rho_{u t}$ are $u=s_{+}$and $t=t_{\pi}$, while the symmetric asymptotes of $\rho_{s u}$ are $s=s_{+}$and $u=s_{+}$.

### 10.2 Lehmann ellipse constraints

The boundaries of the double spectral regions limit the range of validity of the hyperbolic dispersion relations in two ways:

1. The partial-wave expansions of the imaginary parts inside the HDR integrals (internal/primed kinematics) in the unphysical regions for both $s$ - and $t$-channel partial waves converge only for CMS scattering angle cosines $z^{\prime}$ within the corresponding large Lehmann ellipses [188,224]. These ellipses are the largest ellipses in the complex $z^{\prime}$-plane centered at the origin with foci at $z^{\prime}= \pm 1$ that do not reach into any double spectral region.
2. For a given value of the parameter $a$ the hyperbolae $(s-a)(u-a)=b$ with asymptotes $s=a$ and $u=a$ must not enter any double spectral region for all values of the parameter $b$ which are necessary for the partial-wave projections of the full HDR equations (external/unprimed kinematics) in given kinematical ranges. Trivial geometrical constraints on $a$ arise already from the asymptotes of the double spectral regions.


Figure 10.3: Double spectral regions for $\pi N$ scattering (shaded) and boundaries of $\rho_{\text {st }}$ and $\rho_{u t}$ reflected in the corresponding scattering angle (dot-dashed).

In this section we will show how the (large) Lehmann ellipse constraint can be translated for a given $a$ into a constraint on $b$ each for both the expansions in $s$ - and $t$-channel partial waves. For any allowed fixed $a$, the allowed values of $b$ are those fulfilling both of the above requirements and the (limited) freedom in the choice of $a$ in the construction of the HDRs can be used in order to optimize the convergence properties of the PWHDRs. In the two subsequent sections we will investigate numerically how these limits on $b$ (for given $a$ ) yield the ranges of convergence of the full Roy-Steiner system via the restrictions that are necessary for both the projections onto $s$ - and $t$-channel partial waves to converge.

For the partial-wave expansion of the $s$-channel contributions the Lehmann ellipse constraint states that the expansion converges for angles $z_{s}^{\prime}\left(s^{\prime}, t^{\prime}\right)=1+2 s^{\prime} t^{\prime} / \lambda_{s^{\prime}}$ (cf. (7.102)) inside the ellipse

$$
\begin{equation*}
\frac{\left(\operatorname{Re} z_{s}^{\prime}\right)^{2}}{A_{s}^{2}}+\frac{\left(\operatorname{Im} z_{s}^{\prime}\right)^{2}}{B_{s}^{2}}=1, \quad A_{s}^{2}-B_{s}^{2}=1 \tag{10.16}
\end{equation*}
$$

with foci at $z_{s}^{\prime}= \pm 1$ (corresponding to the physical constraint $-1 \leq z_{s}^{\prime} \leq 1$ ), so that semimajor and semiminor axis $A_{s}$ and $B_{s}$ are related as given above. Since for given $t^{\prime}$ the angle $z_{s}^{\prime}$ is always real in the integration range $s^{\prime}>s_{+}$, the maximal value of $z_{s}^{\prime}$ for given $s^{\prime}$ not entering the support of $\rho_{s t}$ follows from the corresponding maximally allowed value of $t^{\prime}$ (according to (10.14) for the internal (primed) variables) and thus reads

$$
\begin{equation*}
z_{s^{\prime}}^{\max }\left(s^{\prime}\right)=1+\frac{2 s^{\prime}}{\lambda_{s^{\prime}}} T_{s t}\left(s^{\prime}\right)=A_{s} \quad \forall s^{\prime}>s_{+} \tag{10.17}
\end{equation*}
$$

From the geometrical condition $-A_{s} \leq z_{s}^{\prime} \leq A_{s}$ then follows

$$
\begin{equation*}
-z_{s^{\prime}}^{\max } \leq z_{s}^{\prime} \leq z_{s^{\prime}}^{\max } \quad \forall s^{\prime}>s_{+} \tag{10.18}
\end{equation*}
$$

and the lower bound due to this reflection in $z_{s}^{\prime}$ is actually stronger than the restrictions imposed by $\rho_{s u}$ as shown by the dot-dashed line in Fig. 10.3, where the $z_{s}^{\prime}$-reflected boundary of the support of $\rho_{s t}$ for $\nu>0$ is given by

$$
\begin{equation*}
u\left(s, t\left(s,-z_{s}\left(s, t=T_{s t}(s)\right)\right)\right)=\frac{\Sigma_{-}^{2}}{s}+T_{s t}(s) \tag{10.19}
\end{equation*}
$$

with the asymptote $u=t_{\pi}$ for $s \rightarrow \infty$ due to $T_{s t}(s)$. Furthermore, due to $s \leftrightarrow u$ symmetry $\rho_{u t}$ yields exactly the same constraints as $\rho_{s t}$ (including the $z_{u}^{\prime}$-reflected boundary for $\nu<0$ ) and hence we only need to consider the latter $\# 9$ The possible values of $t^{\prime}$ for given $s^{\prime}$ are then restricted by (cf. [171])

$$
\begin{equation*}
-\frac{\lambda_{s^{\prime}}}{s^{\prime}}-T_{s t}\left(s^{\prime}\right) \leq t^{\prime} \leq T_{s t}\left(s^{\prime}\right) \quad \forall s^{\prime}>s_{+} \tag{10.20}
\end{equation*}
$$

Via the linear relation (7.90) for the internal kinematics this range for $t^{\prime}$ can be translated into a range of allowed values of $b\left(s^{\prime}, t^{\prime} ; a\right)$ for given $a$ according to (cf. (10.19))

$$
\begin{align*}
& b_{s}^{-}\left(s^{\prime}, a\right) \leq b \leq b_{s}^{+}\left(s^{\prime}, a\right) \quad \forall s^{\prime}>s_{+}>a \\
& b_{s}^{-}\left(s^{\prime}, a\right)=\left(s^{\prime}-a\right)\left(\Sigma-s^{\prime}-T_{s t}\left(s^{\prime}\right)-a\right) \\
& b_{s}^{+}\left(s^{\prime}, a\right)=\left(s^{\prime}-a\right)\left(\Sigma-s^{\prime}+\frac{\lambda_{s^{\prime}}}{s^{\prime}}+T_{s t}\left(s^{\prime}\right)-a\right)=\left(s^{\prime}-a\right)\left\{\frac{\Sigma_{-}^{2}}{s^{\prime}}+T_{s t}\left(s^{\prime}\right)-a\right\}, \tag{10.21}
\end{align*}
$$

where we have used that from the asymptotes $s=s_{+}$and $u=s_{+}$of the double spectral regions it is geometrically clear from Fig. 10.3 that the allowed values of the hyperbola's asymptotic parameter $a$ are trivially limited to $a<s_{+}$(independent of $b$ ) and hence here we have $s^{\prime}>a$ for all $s^{\prime}>s_{+}$. By invoking the asymptotes $s=t_{\pi}$ and $u=t_{\pi}$ of the $z^{\prime}$-reflected boundaries of $\rho_{s t}$ and $\rho_{u t}$ (cf. (10.19)) we can deduce that the allowed range of $a$ is actually geometrically limited by $a<t_{\pi}$, which is the reason why the "fixed- $t$ limit" $|a| \rightarrow \infty$ effectively reduces to $a \rightarrow-\infty$ \#10 Now, we may define the highest lower and the lowest upper bound

$$
\begin{equation*}
\tilde{b}_{s}^{-}(a)=\max _{s^{\prime}>s_{+}} b_{s}^{-}\left(s^{\prime}, a\right), \quad \tilde{b}_{s}^{+}(a)=\min _{s^{\prime}>s_{+}} b_{s}^{+}\left(s^{\prime}, a\right), \tag{10.22}
\end{equation*}
$$

as the maximum $/$ minimum value of $b_{s}^{-/+}\left(s^{\prime}, a\right)$ within the integration range $s^{\prime}>s_{+}$, which then finally determines the allowed values of $b$ for given $a$ by

$$
\begin{equation*}
\tilde{b}_{s}^{-}(a) \leq b \leq \tilde{b}_{s}^{+}(a) \quad \forall s^{\prime}>s_{+}>a, \tag{10.23}
\end{equation*}
$$

for the $s$-channel parts of the HDRs.
The Lehmann ellipse constraint for the partial-wave expansion of the $t$-channel contributions limits the convergence of the expansion to angles $z_{t}^{\prime}\left(s^{\prime}, t^{\prime}\right)=m \nu^{\prime} /\left(p_{t}^{\prime} q_{t}^{\prime}\right)$ (cf. (7.102)) inside an ellipse similar to (10.16) centered at the origin with foci at $z_{t}^{\prime}= \pm 1$, i.e.

$$
\begin{equation*}
\frac{\left(\operatorname{Re} z_{t}^{\prime}\right)^{2}}{A_{t}^{2}}+\frac{\left(\operatorname{Im} z_{t}^{\prime}\right)^{2}}{B_{t}^{2}}=1, \quad A_{t}^{2}-B_{t}^{2}=1 \tag{10.24}
\end{equation*}
$$

[^73]The argument for the $t$-channel contributions is more intricate, since inside the integration range $t^{\prime}>t_{\pi}$ the angle $z_{t}^{\prime}$ becomes purely imaginary for $t_{\pi}<t^{\prime}<t_{N}$ and hence no relations similar to (10.18) are possible. However, as the relation between $z_{t}^{\prime}$ and $b$ is non-linear anyway (cf. (7.103))

$$
\begin{equation*}
z_{t}^{\prime 2}=\frac{\left(t^{\prime}-\Sigma+2 a\right)^{2}-4 b\left(s^{\prime}, t^{\prime} ; a\right)}{16 p_{t}^{\prime 2} q_{t}^{\prime 2}} \tag{10.25}
\end{equation*}
$$

where all squares are real but not necessarily positive, we are interested in the resulting Lehmann ellipse constraint for $z_{t}^{\prime 2}$. By squaring equation (10.24) for general complex $z_{t}^{\prime}$ we arrive at

$$
\begin{equation*}
\frac{\left(\operatorname{Re}\left\{z_{t}^{\prime 2}\right\}-\frac{1}{2}\right)^{2}}{\tilde{A}_{t}^{2}}+\frac{\left(\operatorname{Im}\left\{z_{t}^{\prime 2}\right\}\right)^{2}}{\tilde{B}_{t}^{2}}=1 \tag{10.26}
\end{equation*}
$$

corresponding to an ellipse in the complex $z_{t}^{\prime 2}$-plane shifted to the right by $\left(A_{t}^{2}-B_{t}^{2}\right) / 2=1 / 2$. Hence, it is centered at $(1 / 2,0)$ with the semimajor and semiminor axes given by

$$
\begin{equation*}
\tilde{A}_{t}=\frac{A_{t}^{2}+B_{t}^{2}}{2}=A_{t}^{2}-\frac{1}{2}, \quad \tilde{B}_{t}=A_{t} B_{t}=A_{t} \sqrt{A_{t}^{2}-1} \tag{10.27}
\end{equation*}
$$

such that the foci are at $1 / 2 \mp \sqrt{\tilde{A}_{t}^{2}-\tilde{B}_{t}^{2}}=1 / 2 \mp 1 / 2$ (corresponding to the physical constraint $\left.0 \leq z_{t}^{\prime 2} \leq 1\right)$. Since for $t^{\prime}>t_{\pi}$ we have $z_{t}^{\prime 2}=\operatorname{Re}\left\{z_{t}^{\prime 2}\right\}$, the geometrical condition $1 / 2-\tilde{A}_{t} \leq$ $z_{t}^{\prime 2} \leq 1 / 2+\tilde{A}_{t}$ leads to the analog of (10.18)

$$
\begin{equation*}
1-A_{t}^{2}=-B_{t}^{2} \leq z_{t}^{\prime 2} \leq A_{t}^{2} \tag{10.28}
\end{equation*}
$$

where it is important to note that on the right hand side the relation between $z_{t}^{\prime}$ and $A_{t}$ is not fixed due to the squares, while the reflection bound on the left hand side again turns out to be more restrictive than the corresponding bound due to $\rho_{s u}$ and hence we only have to look at the boundaries of the support of $\rho_{s t}$ again. For the following it turns out to be advantageous to rewrite the boundary functions $b_{\mathrm{I}, \mathrm{II}}(s, t)$ of (10.10) in terms of $(\nu, t)$ since the quantity $\nu\left(z_{t}, t\right)=p_{t} q_{t} z_{t} / m$ is always real

$$
\begin{align*}
b_{\mathrm{I}}(\nu, t) & =\left(t-4 M_{\pi}^{2}\right)\left\{\frac{1}{4}\left(t-4 m \nu+6 M_{\pi}^{2}\right)^{2}-16 m^{2} M_{\pi}^{2}\right\}+8 M_{\pi}^{4}\left\{t-4 m \nu-\Sigma-6 \Sigma_{-}\right\} \stackrel{!}{=} 0 \\
b_{\mathrm{II}}(\nu, t) & =\left(t-16 M_{\pi}^{2}\right)\left\{\frac{1}{4}(t-4 m \nu)^{2}-4 m^{2} M_{\pi}^{2}\right\}+32 M_{\pi}^{4}\{t-4 m \nu-\Sigma\} \stackrel{!}{=} 0 \tag{10.29}
\end{align*}
$$

Solving these implicit quadratic equations for $\nu(t)$ yields the physical solutions (i.e. limited by the physical constraints and thus real, cf. [171])

$$
\begin{gather*}
\nu_{\mathrm{I}}(t)=\frac{\left(t-2 M_{\pi}^{2}\right)\left(t+4 M_{\pi}^{2}\right)+8 M_{\pi} \sqrt{t} \sqrt{\left(t-4 M_{\pi}^{2}\right) m^{2}+M_{\pi}^{4}}}{4 m\left(t-4 M_{\pi}^{2}\right)}>0 \quad \forall t>4 M_{\pi}^{2}=t_{\pi}, \\
\nu_{\mathrm{II}}(t)=\frac{\left(t-8 M_{\pi}\right)^{2}+4 M_{\pi} \sqrt{t} \sqrt{\left(t-16 M_{\pi}^{2}\right) m^{2}+16 M_{\pi}^{4}}}{4 m\left(t-16 M_{\pi}^{2}\right)}>0 \quad \forall t>16 M_{\pi}^{2}=4 t_{\pi}, \tag{10.30}
\end{gather*}
$$

where each sign of the root is fixed by $z_{t}(\nu, t)=m \nu /\left(p_{t} q_{t}\right) \propto+\nu$ and therefore $z_{t}^{\max }=$ $+m \nu^{\max } /\left(p_{t} q_{t}\right)$ in the physical $t$-channel region $t>4 m^{2}=t_{N}$. Defining the (positive) combined upper bound on $\nu$ according to

$$
N_{s t}(t)=\min \left\{\nu_{\mathrm{I}}(t), \nu_{\mathrm{II}}(t)\right\}= \begin{cases}\nu_{\mathrm{I}}(t) & \text { for } t_{\pi}<t<4 t_{\pi}  \tag{10.31}\\ \min \left\{\nu_{\mathrm{I}}(t), \nu_{\mathrm{II}}(t)\right\} & \text { for } 4 t_{\pi}<t\end{cases}
$$

and resorting to the geometrical constraints of the original $t$-channel Lehmann ellipse (10.24) for $z_{t}^{\prime}$, the maximally allowed value of the real angle $z_{t}^{\prime}=\operatorname{Re} z_{t}^{\prime}$ for given $t^{\prime}>t_{N}$ not entering the support of $\rho_{s t}$ is given by

$$
\begin{equation*}
z_{t^{\prime}}^{\max }\left(t^{\prime}\right)=\frac{m}{p_{t}^{\prime} q_{t}^{\prime}} N_{s t}\left(t^{\prime}\right)=A_{t} \quad \forall t^{\prime}>t_{N} \tag{10.32}
\end{equation*}
$$

and thus (10.28) leads in this case to

$$
\begin{equation*}
1-\frac{m^{2}}{p_{t}^{\prime 2} q_{t}^{\prime 2}} N_{s t}\left(t^{\prime}\right)^{2} \leq z_{t}^{\prime 2} \leq \frac{m^{2}}{p_{t}^{\prime 2} q_{t}^{\prime 2}} N_{s t}\left(t^{\prime}\right)^{2} \quad \forall t^{\prime}>t_{N} \tag{10.33}
\end{equation*}
$$

In contrast, for $t_{\pi}<t^{\prime}<t_{N}$ we have $p_{t}^{\prime}=i p_{-}^{\prime}$ with real $p_{-}^{\prime}$. Accordingly, for the purely imaginary angle $z_{t}^{\prime}=i \operatorname{Im} z_{t}^{\prime}$ it follows from (10.24)

$$
\begin{equation*}
\left|\operatorname{Im} z_{t}^{\prime}\left(t^{\prime}\right)\right|=\left|-\frac{m \nu^{\prime}}{p_{-}^{\prime} q_{t}^{\prime}}\right| \leq \frac{m}{p_{-}^{\prime} q_{t}^{\prime}} N_{s t}\left(t^{\prime}\right)=B_{t} \quad \Rightarrow \quad B_{t}^{2}=-\frac{m^{2}}{p_{t}^{\prime 2} q_{t}^{\prime 2}} N_{s t}\left(t^{\prime}\right)^{2} \quad \forall t_{\pi}<t^{\prime}<t_{N} \tag{10.34}
\end{equation*}
$$

which plugged into (10.28) yields

$$
\begin{equation*}
\frac{m^{2}}{p_{t}^{\prime 2} q_{t}^{\prime 2}} N_{s t}\left(t^{\prime}\right)^{2} \leq z_{t}^{\prime 2} \leq 1-\frac{m^{2}}{p_{t}^{\prime 2} q_{t}^{\prime 2}} N_{s t}\left(t^{\prime}\right)^{2} \quad \forall t_{\pi}<t^{\prime}<t_{N} \tag{10.35}
\end{equation*}
$$

However, from both (10.33) with $p_{t}^{\prime 2}>0$ for all $t^{\prime}>t_{N}$ and (10.35) with $p_{t}^{\prime 2}<0$ for all $t_{\pi}<t^{\prime}<t_{N}$ we arrive at the same constraints on $\nu^{\prime 2}$ for given $t^{\prime}>t_{\pi}$ (cf. [171])

$$
\begin{equation*}
\frac{p_{t}^{\prime 2} q_{t}^{\prime 2}}{m^{2}}-N_{s t}\left(t^{\prime}\right)^{2} \leq \nu^{\prime 2} \leq N_{s t}\left(t^{\prime}\right)^{2} \quad \forall t^{\prime}>t_{\pi} \tag{10.36}
\end{equation*}
$$

By virtue of the linear relation (cf. (17.88))

$$
\begin{equation*}
16 m^{2} \nu^{\prime 2}=\left(t^{\prime}-\Sigma+2 a\right)^{2}-4 b \tag{10.37}
\end{equation*}
$$

this range for $\nu^{\prime 2}$ can then be translated into a range for $b\left(\nu^{\prime 2}, t^{\prime} ; a\right)$ according to

$$
\begin{align*}
& b_{t}^{-}\left(t^{\prime}, a\right) \leq b \leq b_{t}^{+}\left(t^{\prime}, a\right) \quad \forall t^{\prime}>t_{\pi}>a  \tag{10.38}\\
& b_{t}^{-}\left(t^{\prime}, a\right)=\frac{1}{4}\left(t^{\prime}-\Sigma+2 a\right)^{2}-4 m^{2} N_{s t}\left(t^{\prime}\right)^{2} \\
& b_{t}^{+}\left(t^{\prime}, a\right)=\frac{1}{4}\left(t^{\prime}-\Sigma+2 a\right)^{2}-4 p_{t}^{\prime 2} q_{t}^{\prime 2}+4 m^{2} N_{s t}\left(t^{\prime}\right)^{2}=\left(t^{\prime}-\Sigma\right) a+a^{2}+\Sigma_{-}^{2}+4 m^{2} N_{s t}\left(t^{\prime}\right)^{2}
\end{align*}
$$

where we have included the geometrical constraint on $a$ as discussed below equation (10.21). Defining again the highest lower and the lowest upper bound

$$
\begin{equation*}
\tilde{b}_{t}^{-}(a)=\max _{t^{\prime}>t_{\pi}} b_{t}^{-}\left(t^{\prime}, a\right), \quad \tilde{b}_{t}^{+}(a)=\min _{t^{\prime}>t_{\pi}} b_{t}^{+}\left(t^{\prime}, a\right) \tag{10.39}
\end{equation*}
$$

as the maximum/minimum value of $b_{t}^{-/+}\left(s^{\prime}, a\right)$ within the integration range $t^{\prime}>t_{\pi}$, we can finally give the range of allowed values of $b$ for given $a$ by

$$
\begin{equation*}
\tilde{b}_{t}^{-}(a) \leq b \leq \tilde{b}_{t}^{+}(a) \quad \forall t^{\prime}>t_{\pi}>a \tag{10.40}
\end{equation*}
$$

for the $t$-channel parts of the HDRs.

## $10.3 s$-channel partial-wave projection

As mentioned before, it turns out that the constraints due to $\rho_{u t}$ and $\rho_{s u}$ are equal to or weaker than the restrictions due to $\rho_{s t}$. Therefore we only need to consider the corresponding constraints for the $s$-channel partial-wave projection of both the $s$-channel partial-wave-expanded and the $t$-channel partial-wave-expanded HDR parts. However, the strategy to find the optimal value of $a$ and the corresponding range of convergence in $s$ is the same in both cases: from the Lehmann ellipse constraint it follows that all allowed values of $b$ must obey \#11

$$
\begin{equation*}
\tilde{b}_{s, t}^{-}(a) \leq b \leq \tilde{b}_{s, t}^{+}(a) \tag{10.41}
\end{equation*}
$$

for all $s^{\prime}>s_{+}$and $t^{\prime}>t_{\pi}$, i.e. within the corresponding integration ranges, respectively. The limits $-1 \leq z_{s} \leq 1$ of the scattering angle for the physical $s$-channel reaction (i.e. $s>s_{+}$) translates to

$$
\begin{equation*}
-4 q^{2}=-\frac{\lambda_{s}}{s} \leq t \leq 0 \quad \forall s>s_{+} \tag{10.42}
\end{equation*}
$$

and hence for given $a<s_{+}<s$ the bounds on $b$ due to the $s$-channel partial-wave projection are given by (cf. (10.21))

$$
\begin{align*}
& b_{s}^{\min }(s, a) \leq b \leq b_{s}^{\max }(s, a) \quad \forall s>s_{+}>a \\
& b_{s}^{\min }(s, a)=(s-a)(\Sigma-s-a) \\
& b_{s}^{\max }(s, a)=(s-a)\left(\Sigma-s+\frac{\lambda_{s}}{s}-a\right)=(s-a)\left\{\frac{\Sigma_{-}^{2}}{s}-a\right\} \tag{10.43}
\end{align*}
$$

The maximally allowed value of $s$ for given $a, s_{s, t}^{\max }(a)$, is then the largest value of $s$ such that for given $a$ both $b_{s}^{\min }(s, a)$ and $b_{s}^{\max }(s, a)$ lie within the ranges $\left[\tilde{b}_{s, t}^{-}(a), \tilde{b}_{s, t}^{+}(a)\right]$, respectively. Equating the boundary values of $b$ from both the $s$ - and $t$-channel partial-wave expansions and the $s$-channel partial-wave projection yields

$$
\begin{align*}
& b_{s}^{\min }(s, a) \stackrel{!}{=} \tilde{b}_{s, t}^{-}(a) \\
& b_{s}^{\max }(s, a) \stackrel{!}{=} \tilde{b}_{s, t}^{+}(a) \tag{10.44}
\end{align*} \quad \Rightarrow \quad s=s_{s, t}^{-}(a), ~ s=s_{s, t}^{+}(a), ~ l
$$

where $s_{s, t}^{-}$and $s_{s, t}^{+}$denote the corresponding maximal solutions for given $a$, leads to two equations for the two wanted unknowns $\tilde{s}_{s, t}^{\max }$ and $\tilde{a}_{s, t}^{s}$ defined by

$$
\begin{equation*}
\tilde{s}_{s, t}^{\max }=\max _{a<s_{+}} s_{s, t}^{\max }(a)=s_{s, t}^{\max }\left(\tilde{a}_{s, t}^{s}\right) \tag{10.45}
\end{equation*}
$$

Explicitly, they follow from equating the maximal solutions

$$
\begin{align*}
s_{s, t}^{-}(a) & \stackrel{!}{=} s_{s, t}^{+}(a) \quad \Rightarrow \quad a=\tilde{a}_{s, t}^{s}, \quad s_{s, t}^{-}\left(\tilde{a}_{s, t}^{s}\right)=s_{s, t}^{+}\left(\tilde{a}_{s, t}^{s}\right)=\tilde{s}_{s, t}^{\max } \\
s_{s, t}^{ \pm}(a) & =\max \left\{s_{s, t}^{ \pm(-)}(a), s_{s, t}^{ \pm(+)}(a)\right\} \\
s_{s, t}^{-( \pm)}(a) & =\frac{\Sigma}{2} \pm \sqrt{\left(\frac{\Sigma}{2}-a\right)^{2}-\tilde{b}_{s, t}^{-}(a)} \\
s_{s, t}^{+( \pm)}(a) & =\frac{1}{2 a}\left\{\left[a^{2}+\Sigma_{-}^{2}-\tilde{b}_{s, t}^{+}(a)\right] \pm \sqrt{\left[a^{2}+\Sigma_{-}^{2}-\tilde{b}_{s, t}^{+}(a)\right]^{2}-4 a^{2} \Sigma_{-}^{2}}\right\} \tag{10.46}
\end{align*}
$$

[^74]

Figure 10.4: Allowed ranges of $b$ for $s$-channel partial-wave projection with $a=\tilde{a}_{t}^{s}=$ $-23.19 M_{\pi}^{2}$ for $s$-channel (left) and $t$-channel (right) partial-wave expansion. Horizontal lines correspond to $\tilde{b}_{t}^{-}(a)=2202 M_{\pi}^{4}($ solid $)$ and $\tilde{b}_{t}^{+}(a)=5212 M_{\pi}^{4}$ (dashed).
where for $s>s_{+}>\Sigma / 2$ we have $s_{s, t}^{-}=s_{s, t}^{-(+)}$and for in addition e.g. $a<0$ we have $s_{s, t}^{+}=s_{s, t}^{+(-)}$. The maximum value of the two other (i.e. minimal) solutions for $\tilde{a}_{s, t}$ then yields the highest lower bound on $s$ and thus we can write

$$
\begin{equation*}
\tilde{s}_{s, t}^{\min }=\max \left\{s_{+}, s_{s, t}^{-(-)}\left(\tilde{a}_{s, t}^{s}\right), s_{s, t}^{+(+)}\left(\tilde{a}_{s, t}^{s}\right)\right\} \quad \text { for } s>s_{+} \text {and } a<0 \tag{10.47}
\end{equation*}
$$

For the $s$-channel parts, solving the equations numerically for all allowed $a<s_{+}$leads to the following optimal value of $a$ and corresponding range of convergence in $s>s_{+}=$ $59.64 M_{\pi}^{2}=(1.08 \mathrm{GeV})^{2}$
$\tilde{a}_{s}^{s}=-128.30 M_{\pi}^{2}, \quad s_{+}<s<\tilde{s}_{s}^{\max }=106.09 M_{\pi}^{2}, \quad \tilde{b}_{s}^{-}\left(\tilde{a}_{s}^{s}\right)=26860 M_{\pi}^{4}, \quad \tilde{b}_{s}^{+}\left(\tilde{a}_{s}^{s}\right)=34388 M_{\pi}^{4}$,
in agreement with the unpublished App. E of [161, \#12
For the $t$-channel parts, this procedure results in

$$
\begin{equation*}
\tilde{a}_{t}^{s}=-23.19 M_{\pi}^{2}, \quad s_{+}<s<\tilde{s}_{t}^{\max }=97.30 M_{\pi}^{2}, \quad \tilde{b}_{t}^{-}\left(\tilde{a}_{t}^{s}\right)=2202 M_{\pi}^{4}, \quad \tilde{b}_{t}^{+}\left(\tilde{a}_{t}^{s}\right)=5212 M_{\pi}^{4} \tag{10.49}
\end{equation*}
$$

In fact, it turns out that the $s$-channel constraints are weaker than the $t$-channel ones, which can also be deduced from Fig. 10.4, where the situation for $\tilde{a}_{t}^{s}=-23.19 M_{\pi}^{2}$ is shown: for this $a$ the range of $b$ limited by $\tilde{b}_{t}^{-}\left(\tilde{a}_{t}^{s}\right)$ and $\tilde{b}_{t}^{+}\left(\tilde{a}_{t}^{s}\right)$ for the $t$-channel partial-wave expansion also lies within the allowed range of $b$ for the $s$-channel partial-wave expansion and hence for the range of $s$ given in (10.49) this range of $b$ covers the interval $\left[b_{s}^{\min }\left(s, \tilde{a}_{t}^{s}\right), b_{s}^{\max }\left(s, \tilde{a}_{t}^{s}\right)\right]$ that is needed for the $s$-channel partial-wave projection. By construction, the resulting family of hyperbolae does cross neither any double spectral region nor their $z^{\prime}$-reflected boundaries as depicted in Fig. 10.6 (left), and thus (10.49) corresponding to $\tilde{W}^{\max }=\sqrt{\tilde{s}^{\max }}=$ $\sqrt{97.30} M_{\pi}=1.38 \mathrm{GeV}$ constitutes the result for the $s$-channel partial-wave projection, in agreement with $171, \# 13$
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## $10.4 t$-channel partial-wave projection

The relation between the range of $b$ permitted by the Lehmann ellipse constraint (10.41) and the corresponding range of convergence in $t$ for the projection of the HDR equations onto $t$-channel partial waves for given $a$ is most easily established on the basis of the squared $t$-channel scattering angle $z_{t}^{2}$, which must cover the range

$$
\begin{equation*}
0 \leq z_{t}^{2}(t, a, b)=\frac{(t-\Sigma+2 a)^{2}-4 b}{16 p_{t}^{2} q_{t}^{2}}=\frac{(t-\Sigma+2 a)^{2}-4 b}{\left(t-t_{\pi}\right)\left(t-t_{N}\right)} \leq 1 \tag{10.50}
\end{equation*}
$$

for both the $s$-channel and $t$-channel partial-wave-expanded parts, since (as discussed after the $t$-channel partial-wave projection formulae (9.7)) the integrands are always functions of the real square $z_{t}^{2}$ even between the thresholds $t_{\pi}$ and $t_{N}$ and furthermore $0 \leq z_{t}^{2} \leq 1$ is not only a necessary condition for $0 \leq z_{t} \leq 1$ but also equivalent to $-1 \leq z_{t} \leq 1$, which in turn is already sufficient to perform the partial-wave projections in our case (cf. the discussion in Chap. 9). Therefore, the range (10.50) of $z_{t}^{2}$ constitutes the necessary and sufficient condition not only for the physical region $t>t_{N}$ but for all kinematical regions. Obviously, for $t_{\pi}<t<t_{N}$ and given $a, z_{t}^{2}$ can only be non-negative for $b$ non-negative and large enough. Translating (10.50) into ranges for $b$ while taking care of the signs of $p_{t}^{2}$ and $q_{t}^{2}$ in the different kinematical regions yields (cf. (10.38))

$$
\begin{align*}
b_{t}^{\min }(t, a) & \leq b \leq b_{t}^{\max }(t, a) \quad \forall t_{\pi}<t<t_{N} \\
b_{t}^{\max }(t, a) & \leq b \leq b_{t}^{\min }(t, a) \quad \forall t>t_{N}\left(\text { or } t<t_{\pi}\right) \\
b_{t}^{\min }(t, a) & =\frac{1}{4}(t-\Sigma+2 a)^{2} \geq 0 \\
b_{t}^{\max }(t, a) & =\frac{1}{4}(t-\Sigma+2 a)^{2}-4 p_{t}^{2} q_{t}^{2}=(t-\Sigma) a+a^{2}+\Sigma_{-}^{2} \tag{10.51}
\end{align*}
$$

where the superscripts min/max refer to both the (at least partially) unphysical kinematical range $t>t_{\pi}$ needed in our Roy-Steiner system as well as the corresponding $\mathrm{min} / \mathrm{max}$ values $0 / 1$ of $z_{t}^{2}$. Solving these equations for $t$ yields (cf. $t_{( \pm)}(\nu=0 ; a, b)$ of (7.88))

$$
\begin{equation*}
t_{0}^{( \pm)}\left(a, b_{t}^{\min }\right)=\Sigma-2 a \pm 2 \sqrt{b_{t}^{\min }}, \quad t_{1}\left(a, b_{t}^{\max }\right)=\Sigma-a+\frac{1}{a}\left[b_{t}^{\max }-\Sigma_{-}^{2}\right] \tag{10.52}
\end{equation*}
$$

and the range of convergence in $t$ for given $a$ is the kinematical range in which all values between $b_{t}^{\min }(t, a)$ and $b_{t}^{\max }(t, a)$ are covered by both intervals $\left[\tilde{b}_{s, t}^{-}(a), \tilde{b}_{s, t}^{+}(a)\right]$. Between the thresholds (i.e. for $\left.t_{\pi}<t<t_{N}\right)$ this amounts to the conditions $\tilde{b}_{s, t}^{-}(a) \leq b_{t}^{\min }(t, a)$ and $b_{t}^{\max }(t, a) \leq \tilde{b}_{s, t}^{+}(a)$, while below or above the thresholds (i.e. for $t<t_{\pi}$ or $t_{N}<t$ ) we have $\tilde{b}_{s, t}^{-}(a) \leq b_{t}^{\max }(t, a)$ and $b_{t}^{\min }(t, a) \leq \tilde{b}_{s, t}^{+}(a) \# 14$ Equivalently, we can demand that for given $a$ the band $0 \leq z_{t}^{2}(t, a, b) \leq 1$ must be fully covered by the area between $z_{t}^{2}\left(t, a, \tilde{b}_{s, t}^{-}(a)\right)$ and $z_{t}^{2}\left(t, a, \tilde{b}_{s, t}^{+}(a)\right)$ in order to determine the range of validity in $t$. The situation that results from using the set (10.49) of optimal parameters for the $s$-channel partial-wave projection
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Figure 10.5: Ranges of convergence in $t$ for $t$-channel partial-wave projection from full coverage (shaded area) of the physical band $0 \leq z_{t}^{2} \leq 1$ for $a=\tilde{a}_{t}^{s}=-23.19 M_{\pi}^{2}$ (left) and $a=\tilde{a}_{s, t}^{t}=$ $-2.71 M_{\pi}^{2}$ (right). Vertical lines indicate thresholds $t_{\pi}$ and $t_{N}$.
derived in the previous section is shown in Fig. 10.5(left): the $t$-channel projection is then valid for $-5.63 M_{\pi}^{2}<t<44.92 M_{\pi}^{2}$ (denoted by the shaded area of coverage) and the reason for this rather low upper bound on $t$ is that the curve for $\tilde{b}_{t}^{-}=2202 M_{\pi}^{4}$ changes sign between the thresholds and thus enters the critical band $0 \leq z_{t}^{2} \leq 1$ which is hence no longer fully covered by the allowed area. Indeed, the range of convergence can be significantly improved if $z_{t}^{2}\left(t, a, \tilde{b}_{s, t}^{-}(a)\right) \leq 0$ (and of course also $z_{t}^{2}\left(t, a, \tilde{b}_{s, t}^{+}(a)\right) \geq 1$ ) for all $t$ between the thresholds. From (10.50) it is clear that for $t \in\left(t_{\pi}, t_{N}\right)$ we have $z_{t}^{2}(t, a, b) \leq 0$ if and only if $b \leq(t-\Sigma+$ $2 a)^{2} / 4$, such that the curves for the lower limits $\tilde{b}_{s, t}^{-}(a)$ of $b$ will be tangent to the zero axis provided that $\tilde{b}_{s, t}^{-}(a)=0$. Solving this numerically yields

$$
\begin{equation*}
\tilde{b}_{s}^{-}(a)=\tilde{b}_{t}^{-}(a) \stackrel{!}{=} 0 \Rightarrow a=\tilde{a}_{s, t}^{t}=-2.71 M_{\pi}^{2}, \tag{10.53}
\end{equation*}
$$

which is unambiguous since it turns out that $\tilde{b}_{s, t}^{-}(a)>0$ for $a<\tilde{a}_{s, t}^{t}$ as well as $\tilde{b}_{s, t}^{-}(a)<0$ for $\tilde{a}_{s, t}^{t}<a<s_{+}$(where we have used the numerical equality of the lower bounds for both $s$ - and $t$-channel partial-wave expansion). Furthermore, the curves for $\tilde{b}_{s, t}^{+}(a)$ start to enter the critical band due to change of sign at $t_{N}$ for $a>2.58 M_{\pi}^{2}$ and $a>9.17 M_{\pi}^{2}$, respectively (however, the geometrical constraint $a<t_{\pi}$ is partially tighter anyway). Thus $\tilde{a}_{s, t}^{t}$ is the smallest value of $a$ such that the critical band is fully covered between the thresholds which is shown in Fig. $10.5($ right). From this figure and equation (10.52) it is clear that in this case we can deduce the corresponding upper and lower bounds $t_{s, t}^{\min }(a)$ and $t_{s, t}^{\max }(a)$ on $t$ by the intercepts $t_{0}^{( \pm)}\left(a, \tilde{b}_{s, t}^{+}(a)\right)$ of $z_{t}^{2}\left(t, a, \tilde{b}_{s, t}^{+}(a)\right)$ with the zero axis below and above the thresholds, respectively. Since moreover both $t_{s, t}^{\max }(a)=t_{0}^{(+)}\left(a, \tilde{b}_{s, t}^{+}(a)\right)$ are strictly decreasing in the allowed ranges of $a$, the minimal allowed value $a=\tilde{a}_{s, t}^{t}$ is also the optimal one yielding $\tilde{t}_{s, t}^{\min }=t_{0}^{(-)}\left(\tilde{a}_{s, t}^{t}, \tilde{b}_{s, t}^{+}\left(\tilde{a}_{s, t}^{t}\right)\right)$ and $\tilde{t}_{s, t}^{\max }=t_{0}^{(+)}\left(\tilde{a}_{s, t}^{t}, \tilde{b}_{s, t}^{+}\left(\tilde{a}_{s, t}^{t}\right)\right)$. This procedure results in

$$
\begin{align*}
& \tilde{b}_{s}^{+}\left(\tilde{a}_{s, t}^{t}\right)=2897 M_{\pi}^{4} \quad \Rightarrow \quad-9.84 M_{\pi}^{2} \leq t \leq 205.45 M_{\pi}^{2}, \\
& \tilde{b}_{t}^{+}\left(\tilde{a}_{s, t}^{t}\right)=3509 M_{\pi}^{4} \quad \Rightarrow \quad-20.67 M_{\pi}^{2} \leq t \leq 216.28 M_{\pi}^{2}, \tag{10.54}
\end{align*}
$$

where the $s$-channel Lehmann ellipse constraint proves slightly more restrictive.


Figure 10.6: Double spectral regions and limiting hyperbolae for $s$ - and $t$-channel partial-wave projection. Left: for $a=\tilde{a}_{t}^{s}=-23.19 M_{\pi}^{2}$ with $\tilde{b}_{t}^{-}(a)=2202 M_{\pi}^{4}$ (solid) and $\tilde{b}_{t}^{+}(a)=5212 M_{\pi}^{4}$ (dashed). Right: for $a=\tilde{a}_{s, t}^{t}=-2.71 M_{\pi}^{2}$ with $\tilde{b}_{s, t}^{-}(a)=0($ solid $)$ and $\tilde{b}_{s}^{+}(a)=2897 M_{\pi}^{4}$ (dashed).

Therefore the final result for the $t$-channel partial-wave projection reads

$$
\begin{equation*}
\tilde{a}_{s, t}^{t}=-2.71 M_{\pi}^{2}, \quad t_{\pi}<t<\tilde{t}_{s}^{\max }=205.45 M_{\pi}^{2}, \quad \tilde{b}_{s, t}^{-}\left(\tilde{a}_{s, t}^{t}\right)=0, \quad \tilde{b}_{s}^{+}\left(\tilde{a}_{s, t}^{t}\right)=2897 M_{\pi}^{4} \tag{10.55}
\end{equation*}
$$

which corresponds to $\sqrt{\tilde{t}^{\max }}=\sqrt{205.45} M_{\pi}=2.00 \mathrm{GeV}$. Again, ascertaining that the resulting family of hyperbolae does enter neither any double spectral region nor their $z^{\prime}$-reflected boundaries, which is shown in Fig. 10.6(right), completes the derivation of the final result (10.55) for the $t$-channel partial-wave projection. Note that for each set of hyperbola parameters $a$ and $b$ only the "positive" branch of the hyperbola connecting the physical regions for the $s$ and $u$-channel (cf. Fig 7.1) is shown in Fig. 10.6, the corresponding "negative" branch yields the connection with the physical $t$-channel regions, however, not giving rise to any further constraints. It is interesting to note that the domain of validity in $t$ is much bigger as the one in $s$, which is reflected by the possibility to use only the positive half $0 \leq z_{t} \leq 1$ of the range of the scattering angle due to Bose symmetry in the $t$-channel; in particular the range of convergence connects the physical regions for the $s$ - and $u$-channel reactions, where $t \leq 0$, with the $t$-channel physical region $t \geq t_{N}$.

The complicated interplay between $a, \tilde{b}_{s, t}^{ \pm}(a)$, and $z_{t}^{2}(t, a, b)$ in the different kinematical regions is the reason why it is not possible to treat the $t$-channel projection in analogy to the $s$-channel projection in the previous section: equating again the corresponding boundary values of $b$ from both the $s$ - and $t$-channel partial-wave expansions and the $t$-channel partialwave projection and subsequently equating the corresponding maximal solutions in order to obtain $\tilde{t}_{s, t}^{\max }$ as the maximal upper limit on $t$ for $t>t_{N}$ leads to entering or even crossing the critical band between the thresholds.

## Chapter 11

## Asymptotic regions and Regge theory

The asymptotic $s$ - and $t$-channel contributions of the HDRs (7.98) to the invariant amplitudes are defined by splitting the corresponding integration ranges $s_{+} \leq s^{\prime} \leq \infty$ and $t_{\pi} \leq t^{\prime} \leq \infty$ at some appropriate values $s_{\mathrm{a}}=W_{\mathrm{a}}^{2}$ and $t_{\mathrm{a}}$, respectively, which yields the following asymptotic contributions

$$
\begin{align*}
& \left.A^{+}\right|_{\text {asym }}(s, t)=\frac{1}{\pi} \int_{s_{\mathrm{a}}}^{\infty} \mathrm{d} s^{\prime}\left[\frac{1}{s^{\prime}-s}+\frac{1}{s^{\prime}-u}-\frac{1}{s^{\prime}-a}\right] \operatorname{Im} A^{+}\left(s^{\prime}, z_{s}^{\prime}\right)+\frac{1}{\pi} \int_{t_{\mathrm{a}}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} A^{+}\left(t^{\prime}, z_{t}^{\prime}\right)}{t^{\prime}-t}, \\
& \left.A^{-}\right|_{\text {asym }}(s, t)=\frac{1}{\pi} \int_{s_{\mathrm{a}}}^{\infty} \mathrm{d} s^{\prime}\left[\frac{1}{s^{\prime}-s}-\frac{1}{s^{\prime}-u}\right] \operatorname{Im} A^{-}\left(s^{\prime}, z_{s}^{\prime}\right)+\frac{1}{\pi} \int_{t_{\mathrm{a}}}^{\infty} \mathrm{d} t^{\prime} \frac{s-u}{s^{\prime}-u^{\prime}} \frac{\operatorname{Im} A^{-}\left(t^{\prime}, z_{t}^{\prime}\right)}{t^{\prime}-t}, \\
& \left.B^{+}\right|_{\text {asym }}(s, t)=\frac{1}{\pi} \int_{s_{\mathrm{a}}}^{\infty} \mathrm{d} s^{\prime}\left[\frac{1}{s^{\prime}-s}-\frac{1}{s^{\prime}-u}\right] \operatorname{Im} B^{+}\left(s^{\prime}, z_{s}^{\prime}\right)+\frac{1}{\pi} \int_{t_{\mathrm{a}}}^{\infty} \mathrm{d} t^{\prime} \frac{s-u}{s^{\prime}-u^{\prime}} \frac{\operatorname{Im} B^{+}\left(t^{\prime}, z_{t}^{\prime}\right)}{t^{\prime}-t} \\
& \left.B^{-}\right|_{\text {asym }}(s, t)=\frac{1}{\pi} \int_{s_{\mathrm{a}}}^{\infty} \mathrm{d} s^{\prime}\left[\frac{1}{s^{\prime}-s}+\frac{1}{s^{\prime}-u}-\frac{1}{s^{\prime}-a}\right] \operatorname{Im} B^{-}\left(s^{\prime}, z_{s}^{\prime}\right)+\frac{1}{\pi} \int_{t_{\mathrm{a}}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} B^{-}\left(t^{\prime}, z_{t}^{\prime}\right)}{t^{\prime}-t}, \tag{11.1}
\end{align*}
$$

and the remaining non-asymptotic parts are given by the corresponding integrals over $s_{+} \leq$ $s^{\prime} \leq s_{\mathrm{a}}$ and $t_{\pi} \leq t^{\prime} \leq t_{\mathrm{a}}$, respectively, plus the nucleon pole terms $N^{I}(s, t)$ for the amplitudes $B^{I}(s, t)$. The internal (primed) kinematics are given by (cf. Sect. 7.4 and especially (7.88))

$$
\begin{align*}
s^{\prime}\left(t^{\prime} ; a, b\right) & =\frac{1}{2}\left(\Sigma-t^{\prime}+\sqrt{\left(t^{\prime}-\Sigma+2 a\right)^{2}-4 b}\right), \quad t^{\prime}\left(s^{\prime} ; a, b\right)=-\frac{b}{s^{\prime}-a}+\Sigma-s^{\prime}-a \\
u^{\prime}\left(t^{\prime} ; a, b\right) & =\frac{1}{2}\left(\Sigma-t^{\prime}-\sqrt{\left(t^{\prime}-\Sigma+2 a\right)^{2}-4 b}\right) \tag{11.2}
\end{align*}
$$

where the parameter $b$ is fixed by the external (unprimed) kinematics as

$$
\begin{equation*}
(s-a)(\Sigma-s-t-a)=b=\left(s^{\prime}-a\right)\left(u^{\prime}-a\right) \tag{11.3}
\end{equation*}
$$

such that

$$
\begin{equation*}
s^{\prime}\left(u^{\prime} ; a, b\right)=\frac{b}{u^{\prime}-a}+a, \quad u^{\prime}\left(s^{\prime} ; a, b\right)=\frac{b}{s^{\prime}-a}+a . \tag{11.4}
\end{equation*}
$$

Thus (for given $a$ and finite $b$ ), for the $s$-channel integrals we need the asymptotic behavior in the limit

$$
\begin{equation*}
s^{\prime} \rightarrow \infty \quad \Rightarrow \quad t^{\prime} \rightarrow-\infty, \quad u^{\prime} \rightarrow a \tag{11.5}
\end{equation*}
$$

while in the $t$-channel integrals the asymptotic behavior is determined by

$$
\begin{equation*}
t^{\prime} \rightarrow \infty \quad \Rightarrow \quad u^{\prime} \rightarrow-\infty, \quad s^{\prime} \rightarrow a \tag{11.6}
\end{equation*}
$$

From (11.1) the asymptotic parts of the $s$ - and $t$-channel partial waves may then be deduced by the projection formulae $(8.24)$ and (9.18) as

$$
\begin{align*}
\left.f_{l+}^{I}\right|_{\text {asym }}(W) & =\int_{-1}^{1} \mathrm{~d} z_{s}\left\{\left.R_{l, l+1}^{1}\left(W, z_{s}\right) A^{I}\right|_{\text {asym }}\left(W, z_{s}\right)+\left.R_{l, l+1}^{2}\left(W, z_{s}\right) B^{I}\right|_{\text {asym }}\left(W, z_{s}\right)\right\}, \\
\left.f_{(l+1)-}^{I}\right|_{\text {asym }}(W) & =\int_{-1}^{1} \mathrm{~d} z_{s}\left\{\left.R_{l+1, l}^{1}\left(W, z_{s}\right) A^{I}\right|_{\text {asym }}\left(W, z_{s}\right)+\left.R_{l+1, l}^{2}\left(W, z_{s}\right) B^{I}\right|_{\text {asym }}\left(W, z_{s}\right)\right\}, \\
\left.f_{+}^{J}\right|_{\text {asym }}(t) & =\tilde{\zeta}_{J}(t) \int_{0}^{1} \mathrm{~d} z_{t}\left\{\left.\tilde{u}_{J}\left(t, z_{t}\right) A^{I}\right|_{\text {asym }}\left(t, z_{t}\right)+\left.\tilde{v}_{J}\left(t, z_{t}\right) B^{I}\right|_{\text {asym }}\left(t, z_{t}\right)\right\}, \\
\left.f_{-}^{J}\right|_{\text {asym }}(t) & =\left.\tilde{\zeta}_{J}(t) \int_{0}^{1} \mathrm{~d} z_{t} \tilde{w}_{J}\left(t, z_{t}\right) B^{I}\right|_{\text {asym }}\left(t, z_{t}\right) \tag{11.7}
\end{align*}
$$

where for the $t$-channel partial waves we have again $I=+/-$ for even/odd $J$. Note that for these asymptotic contributions we do not expand the absorptive parts inside the integrals but take into account the high-energy behavior of the full invariant amplitudes as given by Regge theory [226]. Therefore, also for the driving terms (i.e. all contributions of the sums of the higher partial waves that are not treated dynamically, cf. [53, 158 , as well as the asymptotic contributions of the lowest partial waves that are accounted for explicitly in solving the RS system) the integration ranges are limited by $s_{\mathrm{a}}$ and $t_{\mathrm{a}}$ in order to avoid double counting of the asymptotic regions. This procedure follows [53, 158], motivated by the observations that, first, for higher and higher energies one would be forced to explicitly use higher and higher partial waves as well in order to ensure the validity of the partial-wave expansion, and second, no available information in the asymptotic regime is lost without need. For the $s$-channel, in Sect. 15.2 we will explicitly demonstrate the matching of truncated sums of the lowest partial waves for $l \leq 3, l \leq 4$, and $l \leq 5$ below $W_{\text {a }}$ to the Regge model (cf. Sect. 11.1) above $W_{\mathrm{a}}$.

In the following, for both channels the contributions from the asymptotic regions will be discussed in the framework of Regge theory; for a general introduction see e.g. [227].

## $11.1 s$-channel asymptotics

First of all, contributions from $t$-channel Regge trajectories, i.e. the leading Pomeron $\left(I_{t}=0\right)$ trajectory $\alpha_{P}\left(t^{\prime}\right) \approx \alpha_{P}^{(0)}=1$ (roughly independent of $t^{\prime}$ but with exponential residue function $\beta_{P}\left(t^{\prime}\right)=\sigma_{P} \exp \frac{b_{P} t^{\prime}}{2}$, where $\sigma_{P}$ represents the asymptotic total cross section value for $\pi \pi$ scattering and $b_{P}$ is the width of the diffraction peak, cf. [53, 158]) as well as the $\rho\left(I_{t}=1\right)$
and $f\left(I_{t}=0\right)$ trajectories $\alpha_{\rho}\left(t^{\prime}\right)=\alpha_{\rho}^{(0)}+\alpha_{\rho}^{(1)} t^{\prime}$ (and $\alpha_{f}\left(t^{\prime}\right)$ in analogy) should be negligible, since due to (11.5) for $s^{\prime} \rightarrow \infty$ they will behave as

$$
\begin{align*}
& \operatorname{Im} \mathcal{A}\left(s^{\prime}, t^{\prime}\right) \sim \beta_{P}\left(t^{\prime}\right) s^{\prime \alpha_{P}\left(t^{\prime}\right)} \sim e^{\frac{b_{P} t^{\prime}}{2}} s^{\prime} \sim e^{-s^{\prime}} s^{\prime} \\
& \operatorname{Im} \mathcal{A}\left(s^{\prime}, t^{\prime}\right) \sim \beta_{\rho}\left(t^{\prime}\right) s^{\prime \alpha_{\rho}\left(t^{\prime}\right)} \sim s^{\prime \alpha_{\rho}^{(0)}+t^{\prime} \alpha_{\rho}^{(1)}} \sim s^{\prime-s^{\prime}} \tag{11.8}
\end{align*}
$$

leading to an exponential suppression.
Let us briefly review the $u$-channel exchange contributions to the $s$-channel reactions of backward $\pi N$ scattering as discussed in [228]. The invariant amplitudes can be parameterized according to (cf. also [171])
$A\left(s^{\prime}, u^{\prime}\right)=\sum_{i} \frac{\beta_{i}^{A}\left(u^{\prime}\right) \zeta_{i}\left(u^{\prime}\right)}{\Gamma\left(\alpha_{i}\left(u^{\prime}\right)-\frac{1}{2}\right)}\left(\frac{s^{\prime}}{s_{R}}\right)^{\alpha_{i}\left(u^{\prime}\right)-\frac{1}{2}}, \quad B\left(s^{\prime}, u^{\prime}\right)=\sum_{i} \frac{\beta_{i}^{B}\left(u^{\prime}\right) \zeta_{i}\left(u^{\prime}\right)}{\Gamma\left(\alpha_{i}\left(u^{\prime}\right)-\frac{1}{2}\right)}\left(\frac{s^{\prime}}{s_{R}}\right)^{\alpha_{i}\left(u^{\prime}\right)-\frac{1}{2}}$,
where both sums run over the four trajectories $i \in\left\{N_{\alpha}, N_{\gamma}, \Delta_{\delta}, \Delta_{\beta}\right\}$ and the Regge propagators $\zeta_{i}\left(u^{\prime}\right)$ are given by

$$
\begin{equation*}
\zeta_{i}\left(u^{\prime}\right)=\frac{1+\mathcal{S}_{i} \exp \left(-i \pi\left[\alpha_{i}\left(u^{\prime}\right)-\frac{1}{2}\right]\right)}{\sin \left(\pi\left[\alpha_{i}\left(u^{\prime}\right)-\frac{1}{2}\right]\right)} \tag{11.10}
\end{equation*}
$$

Besides the scaling factor $s_{R}=1 \mathrm{GeV}^{2}$, the following Regge residues $\beta_{i}^{A / B}\left(u^{\prime}\right)$ and Regge trajectories $\alpha_{i}\left(u^{\prime}\right)$ are employed

$$
\begin{equation*}
\beta_{i}^{A}\left(u^{\prime}\right)=a_{i}+b_{i} u^{\prime}, \quad \beta_{i}^{B}\left(u^{\prime}\right)=c_{i}+d_{i} u^{\prime}, \quad \alpha_{i}\left(u^{\prime}\right)=\alpha_{i}^{(0)}+\alpha^{\prime} u^{\prime} \tag{11.11}
\end{equation*}
$$

i.e. both the residues and the trajectories are linearly parameterized and for the latter an identical slope $\alpha_{i}^{(1)}=\alpha^{\prime}$ is used for all $i$. The signature $\mathcal{S}_{i}=(-1)^{J_{i}-\frac{1}{2}}$ of the trajectory $i$ is positive for $N_{\alpha}$ and $\Delta_{\beta}$ and negative for $N_{\gamma}$ and $\Delta_{\delta}$. Since $\operatorname{Im} \zeta_{i}\left(u^{\prime}\right)=-\mathcal{S}_{i}$, we may conclude that the imaginary parts of the invariant amplitudes in the $u$-channel isospin basis $I_{u} \in\{1 / 2=N, 3 / 2=\Delta\}$ can be written as

$$
\begin{align*}
& \operatorname{Im} A^{N}\left(s^{\prime}, u^{\prime}\right)=\sum_{i \in\left\{N_{\alpha}, N_{\gamma}\right\}} \tilde{\beta}_{i}^{A}\left(u^{\prime}\right)\left(\frac{s^{\prime}}{s_{R}}\right)^{\alpha_{i}\left(u^{\prime}\right)-\frac{1}{2}} \\
& \operatorname{Im} A^{\Delta}\left(s^{\prime}, u^{\prime}\right)=\sum_{i \in\left\{\Delta_{\delta}, \Delta_{\beta}\right\}} \tilde{\beta}_{i}^{A}\left(u^{\prime}\right)\left(\frac{s^{\prime}}{s_{R}}\right)^{\alpha_{i}\left(u^{\prime}\right)-\frac{1}{2}} \tag{11.12}
\end{align*}
$$

with the abbreviations

$$
\begin{equation*}
\tilde{\beta}_{i}^{A}\left(u^{\prime}\right)=-\frac{\mathcal{S}_{i} \beta_{i}^{A}\left(u^{\prime}\right)}{\Gamma\left(\alpha_{i}\left(u^{\prime}\right)-\frac{1}{2}\right)} \tag{11.13}
\end{equation*}
$$

and analogously for the $B$ amplitudes. Using now the isospin crossing relations (7.41), we

|  | $N_{\alpha}$ | $N_{\gamma}$ | $\Delta_{\delta}$ | $\Delta_{\beta}$ |  |
| :---: | ---: | ---: | ---: | ---: | :---: |
| $a\left[\mathrm{GeV}^{-1}\right]$ | -60.68 | 47.22 | -75.15 | 1419.99 |  |
| $b\left[\mathrm{GeV}^{-3}\right]$ | 326.52 | -215.84 | -138.75 | 3052.84 |  |
| $c\left[\mathrm{GeV}^{-2}\right]$ | 546.40 | -101.11 | 64.16 | -192.64 |  |
| $d\left[\mathrm{GeV}^{-4}\right]$ | 307.42 | -128.04 | 86.77 | -695.81 |  |
| $\alpha^{(0)}$ | -0.36 | -0.62 | 0.03 | -2.65 |  |
| $\alpha^{\prime}\left[\mathrm{GeV}^{-2}\right]$ | 0.908 |  |  |  |  |

Table 11.1: Regge model parameter values for backward $\pi N$ scattering as given in [228].
finally obtain the absorptive parts

$$
\begin{align*}
& \operatorname{Im} A^{+}\left(s^{\prime}, u^{\prime}\left(s^{\prime}, t^{\prime}\right)\right)=+\frac{1}{3} \sum_{i \in\left\{N_{\alpha}, N_{\gamma}\right\}} \tilde{\beta}_{i}^{A}\left(u^{\prime}\right)\left(\frac{s^{\prime}}{s_{R}}\right)^{\alpha_{i}\left(u^{\prime}\right)-\frac{1}{2}}+\frac{2}{3} \sum_{i \in\left\{\Delta_{\delta}, \Delta_{\beta}\right\}} \tilde{\beta}_{i}^{A}\left(u^{\prime}\right)\left(\frac{s^{\prime}}{s_{R}}\right)^{\alpha_{i}\left(u^{\prime}\right)-\frac{1}{2}} \\
& \operatorname{Im} A^{-}\left(s^{\prime}, u^{\prime}\left(s^{\prime}, t^{\prime}\right)\right)=-\frac{1}{3} \sum_{i \in\left\{N_{\alpha}, N_{\gamma}\right\}} \tilde{\beta}_{i}^{A}\left(u^{\prime}\right)\left(\frac{s^{\prime}}{s_{R}}\right)^{\alpha_{i}\left(u^{\prime}\right)-\frac{1}{2}}+\frac{1}{3} \sum_{i \in\left\{\Delta_{\delta}, \Delta_{\beta}\right\}} \tilde{\beta}_{i}^{A}\left(u^{\prime}\right)\left(\frac{s^{\prime}}{s_{R}}\right)^{\alpha_{i}\left(u^{\prime}\right)-\frac{1}{2}} \\
& \operatorname{Im} B^{+}\left(s^{\prime}, u^{\prime}\left(s^{\prime}, t^{\prime}\right)\right)=+\frac{1}{3} \sum_{i \in\left\{N_{\alpha}, N_{\gamma}\right\}} \tilde{\beta}_{i}^{B}\left(u^{\prime}\right)\left(\frac{s^{\prime}}{s_{R}}\right)^{\alpha_{i}\left(u^{\prime}\right)-\frac{1}{2}}+\frac{2}{3} \sum_{i \in\left\{\Delta_{\delta}, \Delta_{\beta}\right\}} \tilde{\beta}_{i}^{B}\left(u^{\prime}\right)\left(\frac{s^{\prime}}{s_{R}}\right)^{\alpha_{i}\left(u^{\prime}\right)-\frac{1}{2}} \\
& \operatorname{Im} B^{-}\left(s^{\prime}, u^{\prime}\left(s^{\prime}, t^{\prime}\right)\right)=-\frac{1}{3} \sum_{i \in\left\{N_{\alpha}, N_{\gamma}\right\}} \tilde{\beta}_{i}^{B}\left(u^{\prime}\right)\left(\frac{s^{\prime}}{s_{R}}\right)^{\alpha_{i}\left(u^{\prime}\right)-\frac{1}{2}}+\frac{1}{3} \sum_{i \in\left\{\Delta_{\delta}, \Delta_{\beta}\right\}} \tilde{\beta}_{i}^{B}\left(u^{\prime}\right)\left(\frac{s^{\prime}}{s_{R}}\right)^{\alpha_{i}\left(u^{\prime}\right)-\frac{1}{2}} \tag{11.14}
\end{align*}
$$

where the dependence on $\left(s^{\prime}, t^{\prime}\right)$ can be translated into dependences on $\left(s^{\prime}, z_{s}^{\prime}\right)$ for the $s$-channel integrals and $\left(t^{\prime}, z_{t}^{\prime}\right)$ for the $t$-channel integrals via (7.103). For convenience we also give the numerical values of [228] for the 21 real parameters in Tab. 11.1.

As a byproduct, we can use these relations to infer the high-energy behavior of the HDR $s$-channel integrals: from the trajectory parameters given in Tab. 11.1 it follows that the highenergy tail of the integrals will be governed by the $\Delta_{\delta}$ trajectory. Explicitly, for $u^{\prime} \rightarrow a$ the integrands for $A^{+}$and $B^{-}$will behave as

$$
s^{\prime-1} s^{\prime \alpha_{\Delta_{\delta}}(a)-\frac{1}{2}}=s^{\prime \alpha^{\prime} a-1.47}= \begin{cases}s^{\prime-1.88} & \text { for } a=-23.19 M_{\pi}^{2}  \tag{11.15}\\ s^{\prime-1.52} & \text { for } a=-2.71 M_{\pi}^{2}\end{cases}
$$

whereas the integrands for $A^{-}$and $B^{+}$fall off faster by one power in $s^{\prime}$ (cf. (11.1) and (7.104)). We thus conclude that the $s$-channel part of the (unsubtracted) HDRs (7.98) converges in principle for $a<26.57 M_{\pi}^{2}$. Note that in order to investigate the behavior of these asymptotic contributions in the "fixed- $t$ limit" $a \rightarrow-\infty$ (as discussed in Sect. 10.2) it is important to take the limits in the correct order, since $u^{\prime} \rightarrow a$ only after $s^{\prime} \rightarrow \infty$. Since $\alpha_{i}\left(u^{\prime}\right)-\frac{1}{2}<-1$ for sufficiently large and negative $a$, the $s$-channel Regge contributions vanish in the limit $s^{\prime} \rightarrow \infty$ for such values of $a$. As will be shown in Sect. 15.3 these asymptotic contributions
are numerically small for the optimal value of $a$ (and a reasonable choice of $s_{\mathrm{a}}$ ) and thus they can be safely neglected for $a \rightarrow-\infty$, regardless of the pathological behavior of the Regge model due to the gamma function in this case.

## $11.2 t$-channel asymptotics

Similarly to the previous section one could use Regge theory to describe the $t$-channel asymptotic region. However, the significance of these contributions in view of the corresponding low-energy region differs strongly from the $s$-channel: while contributing crucially to the dispersive integrals, the whole pseudophysical region $t_{\pi} \leq t \leq t_{N}$ cannot be constrained from experiment, but requires an analytic continuation. Within our system of Roy-Steiner equations this task naturally takes the form of a Muskhelishvili-Omnès problem, as will be explained in Chaps. 12and 14] The solution of these equations becomes rather involved once other intermediate states than $\pi \pi$ are energetically allowed and start to produce significant inelastic effects, which happens roughly around 1 GeV (especially $\bar{K} K$ states above $\sqrt{t_{K}}=0.99 \mathrm{GeV}$ for e.g. $J=0$, cf. Sect. [12.1). In view of the ensuing uncertainty of the $t$-channel partial waves even far below the $\bar{N} N$ threshold $\sqrt{t_{N}}=1.88 \mathrm{GeV}$, it is clear that the inclusion of physical phase-shift solutions above $t_{N}$ - and even more so the modeling of the high-energy region - will be of little practical relevance (see also the discussion in Sect. 15.2.4). Moreover, in Chap. 13 we will derive a subtracted system of Roy-Steiner equations by introducing subtractions that are especially useful in order to suppress the dependence of our low-energy $t$-channel partial-wave solutions on input at higher energies, where these uncertainties become substantial. Finally , it will be shown explicitly in Sect. 15.3 that already the $s$-channel Regge contributions are numerically immaterial (in particular if subtractions are performed), which provides evidence that also the high-energy region in the $t$-channel can be safely ignored. Therefore, we will not consider the $t$-channel asymptotic region any further.

## Chapter 12

## Roy-Steiner system for $\boldsymbol{\pi} \boldsymbol{N}$ scattering

In this chapter we first elaborate on the unitarity relations for the $s$ - and especially the $t$ channel. Then, we collect the results for the partial wave hyperbolic dispersion relations of the previous Chaps. 8 and 0 in order to state the full Roy-Steiner system for $\pi N$ scattering. Finally, we use the threshold behavior of the $t$-channel partial waves $f_{ \pm}^{J}(t)$ in order to cast the $t$-channel part of the Roy-Steiner system in the form of a Muskhelishvili-Omnès problem.

### 12.1 Partial-wave unitarity relations

The reduced $s$-channel partial-wave amplitudes $f_{l \pm}^{I}(W)$ in the $s$-channel isospin basis $I_{s} \in$ $\{1 / 2,3 / 2\}$ are conventionally normalized according to (cf. (77.84) and e.g. [160, [171, [174])

$$
\begin{equation*}
f_{l \pm}^{I_{s}}(W)=\frac{1}{q} \frac{\left[S_{l \pm}^{I_{s}}(W)\right]_{\pi N \rightarrow \pi N}-1}{2 i}=\frac{1}{q} \frac{\eta_{l \pm}^{I_{s}}(W) e^{2 i \delta_{l \pm}^{I_{s}}(W)}-1}{2 i} N<W<W_{\text {inel }} \frac{\sin \delta_{l \pm}^{I_{s}}(W)}{q} e^{i \delta_{l \pm}^{I_{s}}(W)}, \tag{12.1}
\end{equation*}
$$

where for the elastic form we have used the fact that the lowest inelastic intermediate state is $\pi \pi N$ and thus $\eta_{l \pm}^{I_{s}}(W)=1$ below the inelastic threshold $W_{\text {inel }}=W_{+}+M_{\pi}$. The $s$-channel partial wave unitarity relation corresponding to the normalization given above reads in its general form (i.e. including potential inelastic contributions to the imaginary parts, cf. (7.84)) as well as its elastic form (by considering $\pi N$ intermediate states only, but including the possibility of charge exchange)

$$
\begin{align*}
& \operatorname{Im} f_{l \pm}^{I_{s}}(W)=q\left|f_{l \pm}^{I_{s}}(W)\right|^{2} \theta\left(W-W_{+}\right)+\frac{1-\left(\eta_{l \pm}^{I_{s}}(W)\right)^{2}}{4 q} \theta\left(W-W_{\text {inel }}\right) \\
& \quad W<{ }^{\text {inel }}  \tag{12.2}\\
& = \\
& =\left|f_{l \pm}^{I_{s}}(W)\right|^{2} \theta\left(W-W_{+}\right),
\end{align*}
$$

leading to the branch cut for $W>W_{+}$.
For the (necessarily inelastic) $t$-channel partial wave unitarity relations one needs the dimensionless partial-wave amplitudes $t_{J}^{I_{t}}(t)$ of elastic $\pi \pi$ scattering. They are conventionally defined from the dimensionless isospin amplitudes of $\pi \pi \rightarrow \pi \pi$ via (given here as $t$-channel process in the isospin limit, i.e. with threshold energy $2 M_{\pi}=\sqrt{t_{\pi}}$, $t$-channel isospin $I_{t} \in$ $\{0,1,2\}$, total angular momentum $J=l$, and symmetry factors $\sqrt{S_{f} S_{i}}=2$ for identical
pions, cf. (7.80) and [53, 160])

$$
\begin{equation*}
T^{I_{t}}(s, t)=32 \pi \sum_{J=0}^{\infty}(2 J+1) t_{J}^{I_{t}}(t) P_{J}\left(\cos \theta^{\pi \pi}\right) \tag{12.3}
\end{equation*}
$$

that are normalized according to

$$
\begin{equation*}
\frac{\mathrm{d} \sigma_{\pi \pi \rightarrow \pi \pi}^{I_{t}}}{\mathrm{~d} \Omega}=\left|\frac{T^{I_{t}}(s, t)}{8 \pi \sqrt{t}}\right|^{2} \tag{12.4}
\end{equation*}
$$

The corresponding elastic unitarity relation then takes the form (considering only $\pi \pi$ intermediate states, cf. (7.82))

$$
\begin{equation*}
\operatorname{Im} t_{J}^{I_{t}}(t)=\sigma_{t}^{\pi}\left|t_{J}^{I_{t}}(t)\right|^{2} \theta\left(t-t_{\pi}\right), \quad \sigma_{t}^{\pi}=\frac{2 q_{t}}{\sqrt{t}}=\sqrt{1-\frac{t_{\pi}}{t}} \tag{12.5}
\end{equation*}
$$

and hence the partial waves can be parameterized as

$$
\begin{equation*}
t_{J}^{I_{t}}(t)=\frac{1}{\sigma_{t}^{\pi}} \frac{\left[S_{J}^{I_{t}}(t)\right]_{\pi \pi \rightarrow \pi \pi}-1}{2 i}=\frac{1}{\sigma_{t}^{\pi}} \frac{\eta_{J}^{I_{t}}(t) e^{2 i \delta_{J}^{I_{t}}(t)}-1}{2 i} \eta_{J}^{I_{t}} \stackrel{(t)=1}{=} \frac{\sin \delta_{J}^{I_{t}}(t)}{\sigma_{t}^{\pi}} e^{i \delta_{J}^{I_{t}}(t)} \tag{12.6}
\end{equation*}
$$

The reduced $t$-channel $\pi N$ partial-wave amplitudes $f_{ \pm}^{J}(t)$ are related to $\pi N$ helicity amplitudes $F_{\bar{\lambda} \lambda}(s, t)$ and dimensionless partial waves $F_{ \pm}^{J}(t)$ via (cf. (7.78) and [171, 212])

$$
\begin{align*}
F_{++}(s, t) & =F_{--}(s, t)=\frac{4 \pi \sqrt{t}}{q_{t}} \sum_{J=0}^{\infty}(2 J+1) F_{+}^{J}(t) P_{J}\left(\cos \theta_{t}\right) \\
F_{+-}(s, t) & =-F_{-+}(s, t)=\frac{4 \pi \sqrt{t}}{q_{t}} \sum_{J=1}^{\infty} \frac{2 J+1}{\sqrt{J(J+1)}} F_{-}^{J}(t) \sin \theta_{t} P_{J}^{\prime}\left(\cos \theta_{t}\right) \\
F_{+}^{J}(t) & =\frac{q_{t}}{p_{t}}\left(p_{t} q_{t}\right)^{J} \frac{2}{\sqrt{t}} f_{+}^{J}(t), \quad F_{-}^{J}(t)=\frac{q_{t}}{p_{t}}\left(p_{t} q_{t}\right)^{J} f_{-}^{J}(t) \tag{12.7}
\end{align*}
$$

and they are normalized according to

$$
\begin{equation*}
\frac{\mathrm{d} \bar{\sigma}_{\pi \pi \rightarrow \bar{N} N}}{\mathrm{~d} \Omega}=\frac{p_{t}}{q_{t}} \sum_{\bar{\lambda}, \lambda}\left|\frac{F_{\bar{\lambda} \lambda}(s, t)}{8 \pi \sqrt{t}}\right|^{2}=\frac{2 p_{t}}{q_{t}}\left\{\left|\frac{F_{++}(s, t)}{8 \pi \sqrt{t}}\right|^{2}+\left|\frac{F_{+-}(s, t)}{8 \pi \sqrt{t}}\right|^{2}\right\}=\frac{4 p_{t}^{2}}{q_{t}^{2}} \frac{\mathrm{~d} \bar{\sigma}_{\bar{N} N \rightarrow \pi \pi}}{\mathrm{~d} \Omega} \tag{12.8}
\end{equation*}
$$

The general formulae (12.7) and (12.8) are also valid for isospin even/odd parts $F_{\bar{\lambda} \lambda}^{I}(s, t)$ with crossing index $I=+/-$ and $J$ even/odd, accordingly. Note that when referring to the $t$-channel isospin basis $I_{t} \in\{0,1\}$ like in the following, the isospin crossing coefficients $c_{J}$ of (7.56) need to be included.

In general, the $t$-channel partial waves may be parameterized as

$$
\begin{equation*}
f_{ \pm}^{J}(t)=\left|f_{ \pm}^{J}(t)\right| e^{i \varphi^{J}(t)}=\operatorname{Re} f_{ \pm}^{J}(t)+i \operatorname{Im} f_{ \pm}^{J}(t) \tag{12.9}
\end{equation*}
$$

By considering now only $\pi \pi$ intermediate states in the region $t<\left(4 M_{\pi}\right)^{2}$ (which is elastic w.r.t. $\pi \pi$ scattering but unphysical w.r.t. the $\pi N t$-channel) in the general unitarity relation (7.58) for $\bar{N} N \rightarrow \pi \pi$, the $f_{ \pm}^{J}(t)$ can be shown to obey the "elastic" $t$-channel unitarity relation

$$
\begin{equation*}
\operatorname{Im} f_{ \pm}^{J}(t)=\sigma_{t}^{\pi}\left(t_{J}^{I_{t}}(t)\right)^{*} f_{ \pm}^{J}(t) \theta\left(t-t_{\pi}\right) \quad \forall t \in\left[t_{\pi}, 16 M_{\pi}^{2}\right) \tag{12.10}
\end{equation*}
$$

where the coefficients $c_{J}$ cancel and which leads to the branch cut for $t>t_{\pi}$. Since the imaginary part $\operatorname{Im} f_{ \pm}^{J}(t)$ itself must be real, from (12.10) together with (12.6) and (12.9) one can immediately infer

$$
\begin{equation*}
f_{ \pm}^{J}(t)=\left|f_{ \pm}^{J}(t)\right| e^{i \delta_{J}^{I_{t}}(t)} \quad \forall t \in\left[t_{\pi}, 16 M_{\pi}^{2}\right) \tag{12.11}
\end{equation*}
$$

i.e. the phases of the $t$-channel partial waves $f_{ \pm}^{J}(t)$ are given by the phases of the $\pi \pi$ partial waves $t_{J}^{I_{t}}(t)$ modulo $\pi$ (by convention we choose the phases to coincide exactly), which is also known as Watson's final-state-interaction theorem [229].

Despite the fact that this theorem is valid rigorously only for a rather limited range in $t$, it is common practice to assume that further inelastic contributions due to $4 \pi$ and other intermediate states can safely be ignored for $t \lesssim 40 M_{\pi}^{2} \approx 0.78 \mathrm{GeV}^{2}$ in general (see e.g. [171] or [182]). However, as demonstrated in [230] in the context of the scalar pion form factor, for the $S$-wave this is certainly only true below the threshold $t_{K}=4 M_{K}^{2} \approx 0.97 \mathrm{GeV}^{2}$ for the production of $\bar{K} K$ intermediate states. While for the $P$-waves inelasticities effectively start to set in already around the $\pi \omega$ threshold at $0.85 \mathrm{GeV}^{2}$, although nevertheless the $\pi \pi$ scattering $P$-wave inelasticity remains small at least for energies below 1 GeV , for the $D$-waves we do not expect sizable deviations from elasticity in this energy range, since the $\pi \pi$ scattering $D$-wave is approximately elastic for even higher energies. Thus, for $t<t_{K}$ we will neglect everything except the $2 \pi$ intermediate states in the following; especially Watson's theorem (12.11) is taken to be valid.

It is crucial to note that (12.10) is invariant under rescaling of $f_{ \pm}^{J}(t)$ with real factors, whereas elastic unitarity relations as (12.2) (for $W<W_{\text {inel }}$ ) and (12.5) are always nonlinear in the corresponding partial wave. Hence, fixing the normalization of all different partial waves that are needed in extended $t$-channel unitarity relations (i.e. allowing for additional intermediate states) in a consistent manner can only be done with resort to the corresponding elastic reactions, as we will now demonstrate for a system of coupled-channel equations with $\pi, K$ and $N$ degrees of freedom. Writing $T_{11}=T_{\pi \pi \rightarrow \pi \pi}, T_{12}=T_{\bar{K} K \rightarrow \pi \pi}, T_{13}=T_{\bar{N} N \rightarrow \pi \pi}$ etc. for the $T$-matrix elements and using the invariance of strong interactions under time reversal, the general unitarity relation reads in terms of matrix elements

$$
\begin{equation*}
S_{f j}^{*} S_{j i}=\delta_{f i}, \quad S_{f i}=\delta_{f i}+i T_{f i}=\delta_{i f}+i T_{i f}=S_{i f} \tag{12.12}
\end{equation*}
$$

In particular, one can read off the extended elastic unitarity relation for $\pi \pi \rightarrow \pi \pi$ and the extended unitarity relation for $\bar{N} N \rightarrow \pi \pi$ with $\pi \pi, \bar{K} K$, and $\bar{N} N$ intermediate states

$$
\begin{equation*}
\delta_{11}=1=\left|S_{11}\right|^{2}+\left|S_{12}\right|^{2}+\left|S_{13}\right|^{2}, \quad \delta_{13}=0=S_{11}^{*} S_{13}+S_{12}^{*} S_{23}+S_{13}^{*} S_{33} \tag{12.13}
\end{equation*}
$$

and thus, by dropping the $\bar{N} N$ intermediate states in the second relation since we are finally interested in the extended $t$-channel unitarity relation of $\pi N$ scattering in the region below the $\bar{N} N$ threshold, we get

$$
\begin{equation*}
2 \operatorname{Im} T_{11}=\left|T_{11}\right|^{2}+\left|T_{12}\right|^{2}+\left|T_{13}\right|^{2}, \quad 2 \operatorname{Im} T_{13}=T_{11}^{*} T_{13}+T_{12}^{*} T_{23} \tag{12.14}
\end{equation*}
$$

Introducing now the reduced $t$-channel partial waves $g_{J}^{I_{t}}(t)$ of $\pi K$ scattering (also given here as $t$-channel process with isospin $I_{t}=0 / 1$ corresponding to $J=l$ even/odd due to Bose symmetry in $\pi \pi$, symmetry factors $\sqrt{S_{f} S_{i}}=\sqrt{2}$, and the partial waves being defined from
dimensionless isospin amplitudes, cf. (7.80) and [158])

$$
\begin{equation*}
G^{I_{t}}(s, t)=16 \pi \sqrt{2} \sum_{J=0}^{\infty}(2 J+1)\left(k_{t} q_{t}\right)^{J} g_{J}^{I_{t}}(t) P_{J}\left(\cos \theta_{t}^{\pi K}\right), \quad k_{t}=\sqrt{\frac{t}{4}-M_{K}^{2}}=\frac{\sqrt{t}}{2} \sigma_{t}^{K} \tag{12.15}
\end{equation*}
$$

the first relation of (12.14) may be decomposed in partial waves and performing the angular integrations of the phase space integrals (7.63) leads td\#1

$$
\begin{align*}
2 \cdot 32 \pi \operatorname{Im} t_{J}^{I_{t}}(t)= & \frac{1}{2} \frac{1}{8 \pi} \frac{2 q_{t}}{\sqrt{t}}\left|32 \pi t_{J}^{I_{t}}(t)\right|^{2} \theta\left(t-t_{\pi}\right)+\frac{1}{8 \pi} \frac{2 k_{t}}{\sqrt{t}}\left|16 \pi \sqrt{2}\left(q_{t} k_{t}\right)^{J} g_{J}^{I_{t}}(t)\right|^{2} \theta\left(t-t_{K}\right) \\
& +\frac{2}{8 \pi} \frac{2 p_{t}}{\sqrt{t}} \frac{1}{c_{J}^{2}}\left\{\left|\frac{4 \pi \sqrt{t}}{q_{t}} F_{+}^{J}(t)\right|^{2}+\left|\frac{4 \pi \sqrt{t}}{q_{t}} F_{-}^{J}(t)\right|^{2}\right\} \theta\left(t-t_{N}\right) \tag{12.16}
\end{align*}
$$

where the symmetry factor for the $\pi \pi$ intermediate state as well as all four different helicities of the $\bar{N} N$ states together with the isospin crossing coefficients $c_{J}$ have been taken into account, such that the partial wave unitarity relation for $\pi \pi$ scattering (as $t$-channel process with $\pi \pi$, $\bar{K} K$ and $\bar{N} N$ intermediate states) takes the form

$$
\begin{align*}
\operatorname{Im} t_{J}^{I_{t}}(t)= & \sigma_{t}^{\pi}\left|t_{J}^{I_{t}}(t)\right|^{2} \theta\left(t-t_{\pi}\right)+\left(k_{t} q_{t}\right)^{2 J} \sigma_{t}^{K}\left|g_{J}^{I_{t}}(t)\right|^{2} \theta\left(t-t_{K}\right) \\
& +\frac{t}{16 q_{t}^{2}} \frac{\sigma_{t}^{N}}{c_{J}^{2}}\left\{\left|F_{+}^{J}(t)\right|^{2}+\left|F_{-}^{J}(t)\right|^{2}\right\} \theta\left(t-t_{N}\right) \tag{12.17}
\end{align*}
$$

For $t<t_{K}$ (or if $I_{t}+J$ equals an odd number) this reproduces the elastic unitarity relation for $\pi \pi$ scattering (12.5), which corresponds to the relation (cf. (12.6) )

$$
\begin{equation*}
\left[S_{J}^{I_{t}}(t)\right]_{\pi \pi \rightarrow \pi \pi}=1+i \frac{4 q_{t}}{\sqrt{t}} t_{J}^{I_{t}}(t) \theta\left(t-t_{\pi}\right) \tag{12.18}
\end{equation*}
$$

Comparing (12.17) with the elastic unitarity relation for the partial waves (cf. (12.13))

$$
\begin{equation*}
\left|\left[S_{J}^{I_{t}}(t)\right]_{\pi \pi \rightarrow \pi \pi}\right|^{2}+\left|\left[S_{J}^{I_{t}}(t)\right]_{\pi \pi \rightarrow \bar{K} K}\right|^{2}+2\left\{\left|\left[S_{+}^{J}(t)\right]_{\pi \pi \rightarrow \bar{N} N}^{I_{t}}\right|^{2}+\left|\left[S_{-}^{J}(t)\right]_{\pi \pi \rightarrow \bar{N} N}^{I_{t}}\right|^{2}\right\}=1 \tag{12.19}
\end{equation*}
$$

for the cases $t<t_{N}$ and $t \geq t_{N}$ successively, then allows to fix the normalizations of the partial wave $S$-matrix elements of the inelastic channels (both in the natural $t$-channel isospin basis $\left.I_{t} \in\{0,1\}\right) \mathrm{tt} \# 2$
$\left[S_{J}^{I_{t}}(t)\right]_{\pi \pi \rightarrow \bar{K} K}=i \frac{4\left(k_{t} q_{t}\right)^{J+\frac{1}{2}}}{\sqrt{t}} g_{J}^{I_{t}}(t) \theta\left(t-t_{K}\right), \quad\left[S_{ \pm}^{J}(t)\right]_{\pi \pi \rightarrow \bar{N} N}^{I_{t}}=\frac{i}{c_{J} \sqrt{2}} \sqrt{\frac{p_{t}}{q_{t}}} F_{ \pm}^{J}(t) \theta\left(t-t_{N}\right)$.

[^77]Inserting these $S$-matrix elements into (7.78) indeed reproduces the correctly normalized differential cross sections

$$
\begin{equation*}
\frac{\mathrm{d} \sigma_{\pi \pi \rightarrow \bar{K} K}^{I_{t}}}{\mathrm{~d} \Omega}=\frac{k_{t}}{q_{t}}\left|\frac{G^{I_{t}}(s, t)}{8 \pi \sqrt{t}}\right|^{2} \tag{12.21}
\end{equation*}
$$

and (12.8), respectively. Furthermore, from the unitarity bound of the $t$-channel partial wave $S$ matrix of $\pi N$ scattering only (cf. (12.19)) together with its explicit form (12.20) and the relations (12.7) to the corresponding partial waves $f_{ \pm}^{J}$ we can deduce that the partial waves fall off asymptotically at least as fast as (cf. [171])

$$
\begin{equation*}
f_{+}^{J}(t) \sim t^{-J+\frac{1}{2}}, \quad f_{-}^{J}(t) \sim t^{-J}, \quad \text { for } t \rightarrow \infty \tag{12.22}
\end{equation*}
$$

i.e. $f_{ \pm}^{J}(t) \rightarrow 0$ for $t \rightarrow \infty$ by unitarity at least for all $J>0$; this asymptotic vanishing is usually assumed to hold for the $S$-wave as well. By virtue of similar considerations, the normalization of the remaining partial waves in the second relation of (12.14) can be fixed. We can introduce the reduced $t$-channel partial waves $h_{ \pm}^{J}(t)$ of $K N$ scattering in analogy to the $\pi N$ case via dimensionless helicity amplitudes (cf. (12.7) and [231,232])

$$
\begin{array}{ll}
H_{++}(s, t)=\frac{4 \pi \sqrt{t}}{k_{t}} \sum_{J=0}^{\infty}(2 J+1) H_{+}^{J}(t) P_{J}\left(\cos \theta_{t}^{K N}\right), & H_{+}^{J}(t)=\frac{k_{t}}{p_{t}}\left(p_{t} k_{t}\right)^{J} \frac{2}{\sqrt{t}} h_{+}^{J}(t), \\
H_{+-}(s, t)=\frac{4 \pi \sqrt{t}}{k_{t}} \sum_{J=1}^{\infty} \frac{2 J+1}{\sqrt{J(J+1)}} H_{-}^{J}(t) \sin \theta_{t}^{K N} P_{J}^{\prime}\left(\cos \theta_{t}^{K N}\right), & H_{-}^{J}(t)=\frac{k_{t}}{p_{t}}\left(p_{t} k_{t}\right)^{J} h_{-}^{J}(t) \tag{12.23}
\end{array}
$$

where it is important to note that here in contrast to $\pi N$ scattering also the combinations $I_{t}=0$ with odd $J$ and $I_{t}=1$ with even $J$ are allowed due to lack of Bose symmetry in $\bar{K} K$. In order not to bloat the notation we refrain from using an additional index for $I_{t}$ and in the following e.g. $h_{ \pm}^{J=\text { even/odd }}$ is always to be understood as $h_{ \pm}^{\left(J=\text { even/odd, } I_{t}=0 / 1\right)}$, respectively, and not $\left.h_{ \pm}^{(J=o d d / e v e n, ~} I_{t}=0 / 1\right)$, since only the former can couple to the $t$-channel process $\pi \pi \rightarrow \bar{N} N$. The normalization is fixed by

$$
\begin{equation*}
\frac{\mathrm{d} \bar{\sigma}_{K \bar{K} \rightarrow \bar{N} N}}{\mathrm{~d} \Omega}=\frac{p_{t}}{k_{t}} \sum_{\bar{\lambda}, \lambda}\left|\frac{H_{\bar{\lambda} \lambda}(s, t)}{8 \pi \sqrt{t}}\right|^{2}=\frac{2 p_{t}}{k_{t}}\left\{\left|\frac{H_{++}(s, t)}{8 \pi \sqrt{t}}\right|^{2}+\left|\frac{H_{+-}(s, t)}{8 \pi \sqrt{t}}\right|^{2}\right\}=\frac{4 p_{t}^{2}}{k_{t}^{2}} \frac{\mathrm{~d} \bar{\sigma}_{\bar{N} N \rightarrow K \bar{K}}}{\mathrm{~d} \Omega}, \tag{12.24}
\end{equation*}
$$

so that the dimensionless partial-wave amplitudes $H_{ \pm}^{J}(t)$ are related to the diagonal elements of the corresponding $S$-matrix according to

$$
\begin{equation*}
\left[S_{ \pm}^{J}(t)\right]_{K \bar{K} \rightarrow \bar{N} N}^{I_{t}}=\frac{i}{c_{J}^{K N}} \sqrt{\frac{p_{t}}{k_{t}}} H_{ \pm}^{J}(t) \theta\left(t-t_{N}\right), \quad c_{J}^{K N}=\frac{1}{2} \quad \forall J \tag{12.25}
\end{equation*}
$$

Simply plugging the partial wave matrix elements into the partial-wave projection of the second relation of (12.14) for either parallel or antiparallel antinucleon-nucleon helicities yields

$$
\begin{align*}
\frac{2}{c_{J}} \sqrt{\frac{p_{t}}{2 q_{t}}} \operatorname{Im} F_{ \pm}^{J}(t)= & \frac{4 q_{t}}{\sqrt{t}}\left(t_{J}^{I_{t}}(t)\right)^{*} \frac{1}{c_{J}} \sqrt{\frac{p_{t}}{2 q_{t}}} F_{ \pm}^{J}(t) \theta\left(t-t_{\pi}\right) \\
& +\frac{4\left(k_{t} q_{t}\right)^{J+\frac{1}{2}}}{\sqrt{t}}\left(g_{J}^{I_{t}}(t)\right)^{*} 2 \sqrt{\frac{p_{t}}{k_{t}}} H_{ \pm}^{J}(t) \theta\left(t-t_{K}\right) \tag{12.26}
\end{align*}
$$

and hence the result for the extended $t$-channel unitarity relation for the $t$-channel partial waves $f_{ \pm}^{J}(t)$, which extends (12.10) for $\bar{K} K$ intermediate states (but still neglecting heavier intermediate states), reads

$$
\begin{equation*}
\operatorname{Im} f_{ \pm}^{J}(t)=\sigma_{t}^{\pi}\left(t_{J}^{I_{t}}(t)\right)^{*} f_{ \pm}^{J}(t) \theta\left(t-t_{\pi}\right)+2 c_{J} \sqrt{2} k_{t}^{2 J} \sigma_{t}^{K}\left(g_{J}^{I_{t}}(t)\right)^{*} h_{ \pm}^{J}(t) \theta\left(t-t_{K}\right) \tag{12.27}
\end{equation*}
$$

Finally, we can use (12.19) to derive the inelasticities $\eta_{J}^{I_{t}}(t)$ of the $\pi \pi$ scattering amplitude that are consistent with (12.27). Below the $\bar{N} N$ threshold, inserting (12.6) and (12.20) into (12.19) leads to

$$
\begin{equation*}
\eta_{J}^{I_{t}}(t)=\sqrt{1-4 \sigma_{t}^{\pi} \sigma_{t}^{K}\left(k_{t} q_{t}\right)^{2 J}\left|g_{J}^{I_{t}}(t)\right|^{2} \theta\left(t-t_{K}\right)} \tag{12.28}
\end{equation*}
$$

### 12.2 Partial-wave hyperbolic dispersion relations

In order to use unitarity relations of the diagonal form (12.2) for the $s$-channel partial waves, we have to work in the $s$-channel isospin basis $I_{s} \in\{1 / 2,3 / 2\}$ rather than in the isospin even/odd basis $I=+/-$ (as proposed in [160]), and therefore in analogy to (7.39) we define

$$
\begin{equation*}
\binom{X^{1 / 2}}{X^{3 / 2}}=C_{s \nu}\binom{X^{+}}{X^{-}}, \quad\binom{X^{+}}{X^{-}}=C_{\nu s}\binom{X^{1 / 2}}{X^{3 / 2}}, \quad \text { for } X \in\left\{f_{l \pm}, N_{l \pm}, K_{l l^{\prime}}\right\} \tag{12.29}
\end{equation*}
$$

and the abbreviation

$$
\begin{equation*}
K_{l l^{\prime}}^{1 / 2+3 / 2}\left(W, W^{\prime}\right)=K_{l l^{\prime}}^{1 / 2}\left(W, W^{\prime}\right)+K_{l l^{\prime}}^{3 / 2}\left(W, W^{\prime}\right)=2 K_{l l^{\prime}}^{+}\left(W, W^{\prime}\right)+K_{l l^{\prime}}^{-}\left(W, W^{\prime}\right) \tag{12.30}
\end{equation*}
$$

The full closed Roy-Steiner system of PWDRs for both $s$ - and $t$-channel partial waves in the corresponding isospin bases $I_{s} \in\{1 / 2,3 / 2\}$ and $I_{t} \in\{0,1\}$ that follows from rewriting (8.3) and (9.1) reads (here, all sums run over both even and odd values and the formulae for the $f_{(l+1)-}^{I}$ are given explicitly for convenience)

$$
\begin{aligned}
f_{l+}^{1 / 2}(W)= & N_{l+}^{1 / 2}(W) \\
+ & \frac{1}{\pi} \int_{W_{+}}^{\infty} \mathrm{d} W^{\prime} \sum_{l^{\prime}=0}^{\infty} \frac{1}{3}\left\{K_{l l^{\prime}}^{1 / 2}\left(W, W^{\prime}\right) \operatorname{Im} f_{l^{\prime}+}^{1 / 2}\left(W^{\prime}\right)+2 K_{l l^{\prime}}^{3 / 2}\left(W, W^{\prime}\right) \operatorname{Im} f_{l^{\prime}+}^{3 / 2}\left(W^{\prime}\right)\right. \\
& \left.+K_{l l^{\prime}}^{1 / 2}\left(W,-W^{\prime}\right) \operatorname{Im} f_{\left(l^{\prime}+1\right)-}^{1 / 2}\left(W^{\prime}\right)+2 K_{l l^{\prime}}^{3 / 2}\left(W,-W^{\prime}\right) \operatorname{Im} f_{\left(l^{\prime}+1\right)-}^{3 / 2}\left(W^{\prime}\right)\right\} \\
+ & \frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \sum_{J=0}^{\infty} \frac{\left(3-(-1)^{J}\right)}{2}\left\{G_{l J}\left(W, t^{\prime}\right) \operatorname{Im} f_{+}^{J}\left(t^{\prime}\right)+H_{l J}\left(W, t^{\prime}\right) \operatorname{Im} f_{-}^{J}\left(t^{\prime}\right)\right\} \\
f_{l+}^{3 / 2}(W)= & N_{l+}^{3 / 2}(W) \\
+ & \frac{1}{\pi} \int_{W_{+}}^{\infty} \mathrm{d} W^{\prime} \sum_{l^{\prime}=0}^{\infty} \frac{1}{3}\left\{K_{l l^{\prime}}^{3 / 2}\left(W, W^{\prime}\right) \operatorname{Im} f_{l^{\prime}+}^{1 / 2}\left(W^{\prime}\right)+K_{l l^{\prime}}^{1 / 2+3 / 2}\left(W, W^{\prime}\right) \operatorname{Im} f_{l^{\prime}+}^{3 / 2}\left(W^{\prime}\right)\right. \\
& \left.+K_{l l^{\prime}}^{3 / 2}\left(W,-W^{\prime}\right) \operatorname{Im} f_{\left(l^{\prime}+1\right)-}^{1 / 2}\left(W^{\prime}\right)+K_{l l^{\prime}}^{1 / 2+3 / 2}\left(W,-W^{\prime}\right) \operatorname{Im} f_{\left(l^{\prime}+1\right)-}^{3 / 2}\left(W^{\prime}\right)\right\} \\
+ & \frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \sum_{J=0}^{\infty}(-1)^{J}\left\{G_{l J}\left(W, t^{\prime}\right) \operatorname{Im} f_{+}^{J}\left(t^{\prime}\right)+H_{l J}\left(W, t^{\prime}\right) \operatorname{Im} f_{-}^{J}\left(t^{\prime}\right)\right\}
\end{aligned}
$$

$$
\begin{align*}
f_{(l+1)-}^{1 / 2}(W)= & N_{(l+1)-}^{1 / 2}(W) \\
- & \frac{1}{\pi} \int_{W_{+}}^{\infty} \mathrm{d} W^{\prime} \sum_{l^{\prime}=0}^{\infty} \frac{1}{3}\left\{K_{l l^{\prime}}^{1 / 2}\left(-W, W^{\prime}\right) \operatorname{Im} f_{l^{\prime}+}^{1 / 2}\left(W^{\prime}\right)+2 K_{l l^{\prime}}^{3 / 2}\left(-W, W^{\prime}\right) \operatorname{Im} f_{l^{\prime}+}^{3 / 2}\left(W^{\prime}\right)\right. \\
& \left.+K_{l l^{\prime}}^{1 / 2}\left(-W,-W^{\prime}\right) \operatorname{Im} f_{\left(l^{\prime}+1\right)-}^{1 / 2}\left(W^{\prime}\right)+2 K_{l l^{\prime}}^{3 / 2}\left(-W,-W^{\prime}\right) \operatorname{Im} f_{\left(l^{\prime}+1\right)-}^{3 / 2}\left(W^{\prime}\right)\right\} \\
- & \frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \sum_{J=0}^{\infty} \frac{\left(3-(-1)^{J}\right)}{2}\left\{G_{l J}\left(-W, t^{\prime}\right) \operatorname{Im} f_{+}^{J}\left(t^{\prime}\right)+H_{l J}\left(-W, t^{\prime}\right) \operatorname{Im} f_{-}^{J}\left(t^{\prime}\right)\right\} \\
f_{(l+1)-}^{3 / 2}(W)= & N_{(l+1)-}^{3 / 2}(W) \\
- & \frac{1}{\pi} \int_{W_{+}}^{\infty} \mathrm{d} W^{\prime} \sum_{l^{\prime}=0}^{\infty} \frac{1}{3}\left\{K_{l l^{\prime}}^{3 / 2}\left(-W, W^{\prime}\right) \operatorname{Im} f_{l^{\prime}+}^{1 / 2}\left(W^{\prime}\right)+K_{l l^{\prime}}^{1 / 2+3 / 2}\left(-W, W^{\prime}\right) \operatorname{Im} f_{l^{\prime}+}^{3 / 2}\left(W^{\prime}\right)\right. \\
& \left.+K_{l l^{\prime}}^{3 / 2}\left(-W,-W^{\prime}\right) \operatorname{Im} f_{\left(l^{\prime}+1\right)-}^{1 / 2}\left(W^{\prime}\right)+K_{l l^{\prime}}^{1 / 2+3 / 2}\left(-W,-W^{\prime}\right) \operatorname{Im} f_{\left(l^{\prime}+1\right)-}^{3 / 2}\left(W^{\prime}\right)\right\} \\
- & \frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \sum_{J=0}^{\infty}(-1)^{J}\left\{G_{l J}\left(-W, t^{\prime}\right) \operatorname{Im} f_{+}^{J}\left(t^{\prime}\right)+H_{l J}\left(-W, t^{\prime}\right) \operatorname{Im} f_{-}^{J}\left(t^{\prime}\right)\right\},(12.31) \tag{12.31}
\end{align*}
$$

together with

$$
\begin{align*}
f_{+}^{J}(t)= & \tilde{N}_{+}^{J}(t)+\frac{1}{\pi} \int_{W_{+}}^{\infty} \mathrm{d} W^{\prime} \sum_{l=0}^{\infty} \frac{1}{3}\left\{\tilde{G}_{J l}\left(t, W^{\prime}\right)\left[\operatorname{Im} f_{l+}^{1 / 2}\left(W^{\prime}\right)+\frac{1+3(-1)^{J}}{2} \operatorname{Im} f_{l+}^{3 / 2}\left(W^{\prime}\right)\right]\right. \\
& \left.+\tilde{G}_{J l}\left(t,-W^{\prime}\right)\left[\operatorname{Im} f_{(l+1)-}^{1 / 2}\left(W^{\prime}\right)+\frac{1+3(-1)^{J}}{2} \operatorname{Im} f_{(l+1)-}^{3 / 2}\left(W^{\prime}\right)\right]\right\} \\
+ & \frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \sum_{J^{\prime}=J}^{\infty} \frac{1+(-1)^{J+J^{\prime}}}{2}\left\{\tilde{K}_{J J^{\prime}}^{1}\left(t, t^{\prime}\right) \operatorname{Im} f_{+}^{J^{\prime}}\left(t^{\prime}\right)+\tilde{K}_{J J^{\prime}}^{2}\left(t, t^{\prime}\right) \operatorname{Im} f_{-}^{J^{\prime}}\left(t^{\prime}\right)\right\} \quad \forall J \geq 0, \\
f_{-}^{J}(t)= & \tilde{N}_{-}^{J}(t)+\frac{1}{\pi} \int_{W_{+}}^{\infty} \mathrm{d} W^{\prime} \sum_{l=0}^{\infty} \frac{1}{3}\left\{\tilde{H}_{J l}\left(t, W^{\prime}\right)\left[\operatorname{Im} f_{l+}^{1 / 2}\left(W^{\prime}\right)+\frac{1+3(-1)^{J}}{2} \operatorname{Im} f_{l+}^{3 / 2}\left(W^{\prime}\right)\right]\right. \\
& \left.+\tilde{H}_{J l}\left(t,-W^{\prime}\right)\left[\operatorname{Im} f_{(l+1)-}^{1 / 2}\left(W^{\prime}\right)+\frac{1+3(-1)^{J}}{2} \operatorname{Im} f_{(l+1)-}^{3 / 2}\left(W^{\prime}\right)\right]\right\} \\
& +\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \sum_{J^{\prime}=J}^{\infty} \frac{1+(-1)^{J+J^{\prime}}}{2} \tilde{K}_{J J^{\prime}}^{3}\left(t, t^{\prime}\right) \operatorname{Im} f_{-}^{J^{\prime}}\left(t^{\prime}\right) \quad \forall J \geq 1 . \tag{12.32}
\end{align*}
$$

Note that in the above $t$-channel part (12.32) the sums over $J^{\prime}$ are limited to $J^{\prime} \geq J$ due to (9.55). The preceding explicit equations illustrate the fact that (as already mentioned in Chap. (6) the unitarity-diagonal isospin states $I_{s}=1 / 2$ and $I_{s}=3 / 2$ are, however, coupled by the integral kernels. Conversely, working in the isospin even/odd basis $I=+/-$, the isospin states are mixed up by unitarity but not in the dispersion relations. Thus, the effective recoupling structure shown in Fig. 6.1 (center) arises independent of the chosen isospin basis.

### 12.3 The $t$-channel: from Roy-Steiner to Muskhelishvili-Omnès

### 12.3.1 Threshold behavior of the $t$-channel partial waves

The asymptotic behavior of $f_{ \pm}^{J}(t)$ for $p_{t} \rightarrow 0$ and $q_{t} \rightarrow 0$ (which is equivalent to $t \rightarrow t_{N}=4 m^{2}$ and $t \rightarrow t_{\pi}=4 M_{\pi}^{2}$, respectively) can be derived directly from the partial-wave projection (9.7). Since $A^{I}\left(t, z_{t}\right)$ and $B^{I}\left(t, z_{t}\right)$ have definite symmetry properties under $s \leftrightarrow u$ and since $s-u=$ $4 m \nu=4 p_{t} q_{t} z_{t}$, we can write down the expansions

$$
\begin{equation*}
A^{I}\left(t, z_{t}\right)=\sum_{J^{\prime}}\left(p_{t} q_{t}\right)^{J^{\prime}} P_{J^{\prime}}\left(z_{t}\right) a_{J^{\prime}}(t), \quad B^{I}\left(t, z_{t}\right)=\sum_{J^{\prime}}\left(p_{t} q_{t}\right)^{J^{\prime}} P_{J^{\prime}}\left(z_{t}\right) b_{J^{\prime}}(t) \tag{12.33}
\end{equation*}
$$

where only even/odd values of $J^{\prime}$ contribute according to the symmetry properties of $A^{I}$ and $B^{I}$ (i.e. even $J^{\prime}$ for $A^{+}, B^{-}$and odd $J^{\prime}$ for $A^{-}, B^{+}$). Let us first consider the limit $p_{t} \rightarrow 0$, i.e. the behavior of $f_{ \pm}^{J}(t)$ at the $t$-channel threshold $t_{N}$. As far as the leading asymptotic behavior is concerned, the functions $a_{J^{\prime}}(t)$ and $b_{J^{\prime}}(t)$ can be evaluated at $t=t_{N}$ and will thus be considered as constant coefficients in the following. Inserting these expansions into (9.7) (where $J$ even/odd corresponds to $I=+/-$ ), we find for $J=0$ that

$$
\begin{equation*}
f_{+}^{0}\left(t \rightarrow t_{N}\right)=\mathcal{O}\left(p_{t}^{2}\right) \tag{12.34}
\end{equation*}
$$

at the physical threshold, while for $J \geq 1$ we obtain

$$
\begin{align*}
f_{+}^{J}\left(t \rightarrow t_{N}\right) & =\frac{m b_{J-1}}{8 \pi} \int_{-1}^{1} \mathrm{~d} z_{t} P_{J}\left(z_{t}\right) z_{t} P_{J-1}\left(z_{t}\right)+\mathcal{O}\left(p_{t}^{2}\right)=\frac{m b_{J-1}}{8 \pi} \frac{J}{2 J+1} \frac{2}{2 J-1}+\mathcal{O}\left(p_{t}^{2}\right) \\
f_{-}^{J}\left(t \rightarrow t_{N}\right) & =\frac{b_{J-1}}{8 \pi} \frac{\sqrt{J(J+1)}}{2 J+1} \int_{-1}^{1} \mathrm{~d} z_{t} P_{J-1}\left(z_{t}\right) P_{J-1}\left(z_{t}\right)+\mathcal{O}\left(p_{t}^{2}\right) \\
& =\frac{b_{J-1}}{8 \pi} \frac{\sqrt{J(J+1)}}{2 J+1} \frac{2}{2 J-1}+\mathcal{O}\left(p_{t}^{2}\right) \tag{12.35}
\end{align*}
$$

such that

$$
\begin{equation*}
f_{+}^{J}\left(t \rightarrow t_{N}\right)=\mathcal{O}(1), \quad f_{-}^{J}\left(t \rightarrow t_{N}\right)=\mathcal{O}(1), \quad \forall J \geq 1 \tag{12.36}
\end{equation*}
$$

However, the linear combination

$$
\begin{equation*}
\Gamma^{J}(t)=m \sqrt{\frac{J}{J+1}} f_{-}^{J}(t)-f_{+}^{J}(t) \quad \forall J \geq 1 \tag{12.37}
\end{equation*}
$$

which with $f_{-}^{0} \equiv 0$ can also be generalized for the case $J=0$ and which for $J=1$ is closely related to the dispersive representation of the nucleon form factor, vanishes at threshold (cf. [171, 213, 233])

$$
\begin{equation*}
\Gamma^{J}\left(t \rightarrow t_{N}\right)=\mathcal{O}\left(p_{t}^{2}\right) \quad \forall J \geq 1 \tag{12.38}
\end{equation*}
$$

The same reasoning may be applied to the limit $q_{t} \rightarrow 0$ as well, but as $A^{I}$ contributes at the same order as $B^{I}$ in the expansion of $f_{+}^{J}(t)$, no relation between the threshold values of different amplitudes may be inferred for $q_{t} \rightarrow 0$ :

$$
\begin{equation*}
f_{+}^{J}\left(t \rightarrow t_{\pi}\right)=\mathcal{O}(1) \quad \forall J \geq 0, \quad f_{-}^{J}\left(t \rightarrow t_{\pi}\right)=\mathcal{O}(1) \quad \forall J \geq 1 \tag{12.39}
\end{equation*}
$$

In fact, the properties of $f_{ \pm}^{J}(t)$ at the $t$-channel threshold are crucial to ensure convergence in the Roy-Steiner equations. From the partial-wave expansion (8.84) we can easily derive the leading contributions to the invariant amplitudes (given explicitly for $J \leq 2$ )

$$
\begin{align*}
\frac{A^{+}(\nu, t)}{4 \pi} & =-\frac{f_{+}^{0}(t)}{p_{t}^{2}}+\frac{15}{2}(m \nu)^{2} \frac{\Gamma^{2}(t)}{p_{t}^{2}}+\frac{5}{2} q_{t}^{2} f_{+}^{2}(t)+\ldots, & \frac{B^{+}(\nu, t)}{4 \pi} & =\frac{15}{\sqrt{6}} m \nu f_{-}^{2}(t)+\ldots \\
\frac{A^{-}(\nu, t)}{4 \pi} & =3 m \nu \frac{\Gamma^{1}(t)}{p_{t}^{2}}+\ldots, & \frac{B^{-}(\nu, t)}{4 \pi} & =\frac{3}{\sqrt{2}} f_{-}^{1}(t)+\ldots \tag{12.40}
\end{align*}
$$

demonstrating how the threshold behavior (12.34) and (12.38) ensures that the partial-wave expansion does not introduce spurious kinematical poles at $p_{t} \rightarrow 0$ into the expansion of the invariant amplitudes (as it must be) and thereby into the HDRs (7.98). To illustrate the consequences of this point, we briefly comment on the several places in our Roy-Steiner system (8.3) and (9.1) where the threshold behavior of $f_{ \pm}^{J}(t)$ features:

1. Although $G_{l J}\left(W, t^{\prime}\right)$ and $H_{l J}\left(W, t^{\prime}\right)$ diverge as $p_{t}^{\prime-2}$ for $t^{\prime} \rightarrow t_{N}$ according to (8.103), the relation

$$
\begin{equation*}
\operatorname{Res}\left[H_{l J}\left(W, t^{\prime}\right), t^{\prime}=t_{N}\right]=-m \sqrt{\frac{J}{J+1}} \operatorname{Res}\left[G_{l J}\left(W, t^{\prime}\right), t^{\prime}=t_{N}\right] \tag{12.41}
\end{equation*}
$$

together with (12.34) and (12.38) ensures that the corresponding integrals in (8.3) are well defined. We have checked that the explicit expressions in (8.100) fulfill this equation.
2. The $p_{t}^{\prime-2}$ divergence (9.60) of $\tilde{K}_{J J^{\prime}}^{1}\left(t, t^{\prime}\right)$ and $\tilde{K}_{J J^{\prime}}^{2}\left(t, t^{\prime}\right)$ for $t^{\prime} \rightarrow t_{N}$ cancels in (9.1) provided that

$$
\begin{equation*}
\operatorname{Res}\left[\tilde{K}_{J J^{\prime}}^{2}\left(t, t^{\prime}\right), t^{\prime}=t_{N}\right]=-m \sqrt{\frac{J^{\prime}}{J^{\prime}+1}} \operatorname{Res}\left[\tilde{K}_{J J^{\prime}}^{1}\left(t, t^{\prime}\right), t^{\prime}=t_{N}\right] \tag{12.42}
\end{equation*}
$$

This relation can easily be verified for the kernels given in (9.57) and (9.59), cf. (9.58).
3. Based on the asymptotic forms (9.17) of the pole-term projections $\tilde{N}_{ \pm}^{J}(t)$, one may check their threshold behavior to be analogous to (12.34) and (12.38). Note that in this special case the relations hold for $q_{t} \rightarrow 0$ as well, since $A^{I}$ does not contribute to the pole terms:

$$
\begin{align*}
\tilde{N}_{+}^{0}\left(p_{t} q_{t} \rightarrow 0\right) & =\mathcal{O}\left(p_{t}^{2} q_{t}^{2}\right) \\
m \sqrt{\frac{J}{J+1}} \tilde{N}_{-}^{J}\left(p_{t} q_{t} \rightarrow 0\right)-\tilde{N}_{+}^{J}\left(p_{t} q_{t} \rightarrow 0\right) & =\mathcal{O}\left(p_{t}^{2} q_{t}^{2}\right) \quad \forall J \geq 1 \tag{12.43}
\end{align*}
$$

### 12.3.2 Muskhelishvili-Omnès problem for the $t$-channel partial waves

Using the properties of the kernel functions for $t$-channel exchange as given in Sect. 9.3 together with the threshold behavior of the partial waves as discussed in Sect. 12.3.1 we can rewrite the $t$-channel part (9.1) (i.e. working in the $I \in\{+,-\} s$-channel isospin basis again for the
sake of brevity) of the (unsubtracted) Roy-Steiner system as

$$
\begin{align*}
& f_{+}^{0}(t)=\Delta_{+}^{0}(t)-\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f_{+}^{0}\left(t^{\prime}\right)}{t^{\prime}-t_{N}}+\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f_{+}^{0}\left(t^{\prime}\right)}{t^{\prime}-t} \\
& f_{+}^{J}(t)=\Delta_{+}^{J}(t)+\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{m \sqrt{\frac{J}{J+1}} \operatorname{Im} f_{-}^{J}\left(t^{\prime}\right)-\operatorname{Im} f_{+}^{J}\left(t^{\prime}\right)}{t^{\prime}-t_{N}}+\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f_{+}^{J}\left(t^{\prime}\right)}{t^{\prime}-t} \quad \forall J \geq 1 \\
& f_{-}^{J}(t)=\Delta_{-}^{J}(t)+\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f_{-}^{J}\left(t^{\prime}\right)}{t^{\prime}-t} \quad \forall J \geq 1 \tag{12.44}
\end{align*}
$$

where we have defined the abbreviations

$$
\begin{align*}
\Delta_{ \pm}^{J}(t) & =\tilde{N}_{ \pm}^{J}(t)+\bar{\Delta}_{ \pm}^{J}(t) \\
\bar{\Delta}_{+}^{J}(t) & =\frac{1}{\pi} \int_{W_{+}}^{\infty} \mathrm{d} W^{\prime} \sum_{l=0}^{\infty}\left\{\tilde{G}_{J l}\left(t, W^{\prime}\right) \operatorname{Im} f_{l+}^{I}\left(W^{\prime}\right)+\tilde{G}_{J l}\left(t,-W^{\prime}\right) \operatorname{Im} f_{(l+1)-}^{I}\left(W^{\prime}\right)\right\} \\
& +\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \sum_{J^{\prime}=J+2}^{\infty} \frac{1+(-1)^{J+J^{\prime}}}{2}\left\{\tilde{K}_{J J^{\prime}}^{1}\left(t, t^{\prime}\right) \operatorname{Im} f_{+}^{J^{\prime}}\left(t^{\prime}\right)+\tilde{K}_{J J^{\prime}}^{2}\left(t, t^{\prime}\right) \operatorname{Im} f_{-}^{J^{\prime}}\left(t^{\prime}\right)\right\} \quad \forall J \geq 0 \\
\bar{\Delta}_{-}^{J}(t) & =\frac{1}{\pi} \int_{W_{+}}^{\infty} \mathrm{d} W^{\prime} \sum_{l=0}^{\infty}\left\{\tilde{H}_{J l}\left(t, W^{\prime}\right) \operatorname{Im} f_{l+}^{I}\left(W^{\prime}\right)+\tilde{H}_{J l}\left(t,-W^{\prime}\right) \operatorname{Im} f_{(l+1)-}^{I}\left(W^{\prime}\right)\right\} \\
& +\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \sum_{J^{\prime}=J+2}^{\infty} \frac{1+(-1)^{J+J^{\prime}}}{2} \tilde{K}_{J J^{\prime}}^{3}\left(t, t^{\prime}\right) \operatorname{Im} f_{-}^{J^{\prime}}\left(t^{\prime}\right) \quad \forall J \geq 1 \tag{12.45}
\end{align*}
$$

for the inhomogeneities $\Delta_{ \pm}^{J}(t)$, which besides the $t$-channel projections $\tilde{N}_{ \pm}^{J}(t)$ of the nucleon pole terms contain the coupling to (in principle) all $s$-channel partial waves as well as to the higher $t$-channel partial waves. Note that $\Delta_{ \pm}^{J}(t)$ only contains the left-hand cut and therefore it is real for all $t \geq t_{\pi}$. By virtue of (12.37) and the analogous definition

$$
\begin{equation*}
\Delta_{\Gamma}^{J}(t)=m \sqrt{\frac{J}{J+1}} \Delta_{-}^{J}(t)-\Delta_{+}^{J}(t) \tag{12.46}
\end{equation*}
$$

the equations (12.44) can be cast into the form of a Muskhelishvili-Omnès problem for $f_{+}^{0}(t)$, $f_{-}^{J}(t)$, and $\Gamma^{J}(t)$

$$
\begin{align*}
& f_{+}^{0}(t)=\Delta_{+}^{0}(t)+\frac{t-t_{N}}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f_{+}^{0}\left(t^{\prime}\right)}{\left(t^{\prime}-t_{N}\right)\left(t^{\prime}-t\right)} \\
& \Gamma^{J}(t)=\Delta_{\Gamma}^{J}(t)+\frac{t-t_{N}}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} \Gamma^{J}\left(t^{\prime}\right)}{\left(t^{\prime}-t_{N}\right)\left(t^{\prime}-t\right)} \quad \forall J \geq 1 \\
& f_{-}^{J}(t)=\Delta_{-}^{J}(t)+\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f_{-}^{J}\left(t^{\prime}\right)}{t^{\prime}-t} \quad \forall J \geq 1 \tag{12.47}
\end{align*}
$$

where for $f_{+}^{0}(t)$ and $\Gamma^{J}(t)$ combining the integrals effectively yields one subtraction at the threshold $t_{N}$ and the additional roots at $t^{\prime}=t_{N}$ in the denominators get canceled by the threshold behavior of the numerators. The solution for $f_{+}^{J}(t)$ can then easily be recovered via (12.37).

How these equations (or their subtracted analogs derived in Sect. 13.6) can be used to determine $f_{+}^{0}(t), f_{ \pm}^{1}(t)$ and $f_{ \pm}^{2}(t)$ with the help of Muskhelishvili-Omnès techniques will be described in the following (cf. Chaps. [13, 14, and (15). Note, however, that such an easy rewriting scheme is not possible for the $s$-channel part (8.3) of the Roy-Steiner PWHDRs, since in the corresponding $s$-channel integrals also $0 \leq l^{\prime} \leq l$ contribute.

## Chapter 13

## Subtracted Roy-Steiner system for $\boldsymbol{\pi} \boldsymbol{N}$ scattering

The Froissart-Martin bound [234 236] (see also [174]) limits the number of subtractions necessary for the convergence of the integrals in the high-energy regime to 2 , since the total cross section does not increase faster than $\log ^{2} s$ for $s \rightarrow \infty$ \#1 The influence of the high-energy contributions to dispersion integrals may be reduced by means of suitable subtractions for the trade-off of introducing corresponding subtraction polynomials with subtraction constants that are a priori unknown. For the Muskhelishvili-Omnès integrals in (12.47) subtracting in $t$ at subtraction points below $t_{\pi}$ with the additional constraint $s=u$ in order to preserve crossing symmetry is favorable. A particularly useful choice is the subthreshold expansion, which amounts to subtracting in $t$ at zero: first, it is very convenient for extrapolating to the Cheng-Dashen point in order to elaborate on the $\pi N \sigma$-term $\sigma_{\pi N}$ (cf. Sect. (7.1); second, subtracting at the subthreshold point facilitates matching to ChPT, which is expected to work best in the subthreshold region.\#2 To this end, we first briefly review the subthreshold expansion of the scattering amplitudes and then discuss its application in order to write down both the once- and twice-subtracted form of the hyperbolic dispersion relations (7.98).

### 13.1 Subthreshold expansion

The subthreshold expansion refers to the expansion of Born-subtracted amplitudes around the subthreshold point $\left(s=u=s_{0}, t=0\right)=(\nu=0, t=0)$ (cf. Sect. 7.1), where the nucleon pole terms are subtracted since they are rapidly varying in this kinematical region. Subtracting the pseudovector Born terms (indicated by bars) yields

$$
\begin{array}{ll}
\bar{A}^{+}(s, t)=A^{+}(s, t)-\frac{g^{2}}{m}, & \bar{B}^{+}(s, t)=B^{+}(s, t)-\bar{N}^{+}(s, t), \\
\bar{A}^{-}(s, t)=A^{-}(s, t), & \bar{B}^{-}(s, t)=B^{-}(s, t)-\bar{N}^{-}(s, t)+\frac{g^{2}}{2 m^{2}}, \tag{13.1}
\end{array}
$$

[^78]while for the pseudoscalar Born-subtracted (indicated by tildes) amplitudes $\tilde{A}^{ \pm}$and $\tilde{B}^{ \pm}$the terms $-g^{2} / m$ and $+g^{2} / 2 m^{2}$ need to be dropped (cf. 7.99). Due to the crossing symmetry of the amplitudes (7.26) (similarly for HDRs (7.98), (7.105)) one can write the subthreshold expansion generically for crossing-even amplitudes as (cf. (7.105) as well as [171])
$X(\nu, t)=\sum_{m, n} x_{m n}\left(\nu^{2}\right)^{m} t^{n}, \quad X \in\left\{\bar{A}^{+}, \tilde{A}^{+}, \frac{\bar{A}^{-}}{\nu}, \frac{\tilde{A}^{-}}{\nu}, \frac{\bar{B}^{+}}{\nu}, \frac{\tilde{B}^{+}}{\nu}, \bar{B}^{-}, \tilde{B}^{-}, \bar{D}^{+}, \tilde{D}^{+}, \frac{\bar{D}^{-}}{\nu}, \frac{\tilde{D}^{-}}{\nu}\right\}$,
and thus explicitly for the pseudovector Born-subtracted amplitudes as
\[

$$
\begin{array}{ll}
\bar{A}^{+}(\nu, t)=\sum_{m, n=0}^{\infty} a_{m n}^{+} \nu^{2 m} t^{n}, & \bar{B}^{+}(\nu, t)=\sum_{m, n=0}^{\infty} b_{m n}^{+} \nu^{2 m+1} t^{n} \\
\bar{A}^{-}(\nu, t)=\sum_{m, n=0}^{\infty} a_{m n}^{-} \nu^{2 m+1} t^{n}, & \bar{B}^{-}(\nu, t)=\sum_{m, n=0}^{\infty} b_{m n}^{-} \nu^{2 m} t^{n} \tag{13.3}
\end{array}
$$
\]

where the corresponding subthreshold parameters of the amplitudes $\bar{D}^{ \pm}=\bar{A}^{ \pm}+\nu \bar{B}^{ \pm}$are related by

$$
\begin{equation*}
d_{m n}^{+}=a_{m n}^{+}+b_{m-1, n}^{+}, \quad d_{m n}^{-}=a_{m n}^{-}+b_{m n}^{-} \tag{13.4}
\end{equation*}
$$

Note that due to $b_{-1, n}^{+}=0$ in particular

$$
\begin{equation*}
d_{0 n}^{+}=a_{0 n}^{+} \tag{13.5}
\end{equation*}
$$

From the expansions (cf. (7.104))

$$
\begin{align*}
& \frac{1}{s^{\prime}-s}-\frac{1}{s^{\prime}-u}=\frac{4 m \nu}{\left(s^{\prime}-s_{0}\right)^{2}}+\mathcal{O}\left(\nu^{3}, \nu t\right) \\
& \frac{1}{s^{\prime}-s}+\frac{1}{s^{\prime}-u}=\frac{2}{s^{\prime}-s_{0}}-\frac{t}{\left(s^{\prime}-s_{0}\right)^{2}}+\mathcal{O}\left(\nu^{2}, \nu^{2} t, t^{2}\right) \tag{13.6}
\end{align*}
$$

one then can read off the subthreshold expansions of the Born-unsubtracted amplitudes up to and including first order in $\nu$ and \#3

$$
\begin{align*}
& A^{+}(\nu, t)=\frac{g^{2}}{m}+d_{00}^{+}+d_{01}^{+} t+\mathcal{O}\left(\nu^{2}, \nu^{2} t, t^{2}\right) \\
& A^{-}(\nu, t)=\nu a_{00}^{-}+\mathcal{O}\left(\nu^{3}, \nu t\right), \quad B^{+}(\nu, t)=g^{2} \frac{4 m \nu}{\left(m^{2}-s_{0}\right)^{2}}+\nu b_{00}^{+}+\mathcal{O}\left(\nu^{3}, \nu t\right) \\
& B^{-}(\nu, t)=g^{2}\left[\frac{2}{m^{2}-s_{0}}-\frac{t}{\left(m^{2}-s_{0}\right)^{2}}\right]-\frac{g^{2}}{2 m^{2}}+b_{00}^{-}+b_{01}^{-} t+\mathcal{O}\left(\nu^{2}, \nu^{2} t, t^{2}\right) \tag{13.7}
\end{align*}
$$

### 13.2 Sum rules for the subthreshold parameters

In the following we will briefly explain how over-subtracting dispersion relations yields sum rules for the one-dimensional case (cf. for instance [174]) before deriving sum rules for the subthreshold parameters from the HDRs (7.98) at hand.

[^79]Starting from a supposedly convergent dispersion relation (i.e. no subtractions necessary)

$$
\begin{equation*}
f(s)=\frac{1}{\pi} \int_{s_{1}}^{s_{2}} \mathrm{~d} s^{\prime} \frac{\operatorname{Im} f\left(s^{\prime}\right)}{s^{\prime}-s} \tag{13.8}
\end{equation*}
$$

we can utilize the general relation

$$
\begin{equation*}
\frac{1}{s^{\prime}-s}=\sum_{i=0}^{n-1} \frac{\left(s-s_{0}\right)^{i}}{\left(s^{\prime}-s_{0}\right)^{i+1}}+\frac{\left(s-s_{0}\right)^{n}}{\left(s^{\prime}-s_{0}\right)^{n}} \frac{1}{s^{\prime}-s} \quad \forall n \geq 0 \tag{13.9}
\end{equation*}
$$

which directly follows from the formula for a partial sum of the geometric series, in order to derive the form of the $n$-times over-subtracted dispersion relation with identical fixed subtraction point $s_{0}$ for all subtractions $\# 4$

$$
\begin{equation*}
f(s)=\sum_{i=0}^{n-1} c_{i}\left(s-s_{0}\right)^{i}+\frac{\left(s-s_{0}\right)^{n}}{\pi} \int_{s_{1}}^{s_{2}} \frac{\mathrm{~d} s^{\prime}}{\left(s^{\prime}-s_{0}\right)^{n}} \frac{\operatorname{Im} f\left(s^{\prime}\right)}{s^{\prime}-s} \tag{13.10}
\end{equation*}
$$

where the $n$ subtraction constants, which are the coefficients $c_{i}$ of the subtraction polynomial of order $n-1$ in $\left(s-s_{0}\right)$, are given by

$$
\begin{equation*}
c_{i}=\frac{1}{\pi} \int_{s_{1}}^{s_{2}} \mathrm{~d} s^{\prime} \frac{\operatorname{Im} f\left(s^{\prime}\right)}{\left(s^{\prime}-s_{0}\right)^{i+1}}=\frac{1}{i!}\left[\left(\frac{\mathrm{d}}{\mathrm{~d} s}\right)^{i} f(s)\right]_{s=s_{0}} \tag{13.11}
\end{equation*}
$$

The first equality for the $c_{i}$ represents the convergent sum rules that the subtraction constants due to over-subtracting must obey, while the second equality, which can be inferred by differentiating both sides of the subtracted dispersion relation $i$ times and evaluating at the subtraction point $s=s_{0}$ for all values of $i$, can be used to derive the explicit form of the sum rules. However, there are no sum rules for subtraction constants that are necessary for convergence reasons, which are thus a priori unknown.

Generalizing the above now to the two-dimensional case and noting that subtracting at the points $s_{0}=\Sigma / 2<s_{+}$and $t_{0}=0<t_{\pi}$ corresponds to the subthreshold expansion around $(\nu=$ $0, t=0$ ) allows for the determination of sum rules for the subthreshold parameters. Matching the expansions (13.7) to the corresponding expansions of the HDRs (7.98) (or (7.105)) by equating the coefficients, where in addition to (13.6) we have

$$
\begin{equation*}
\frac{1}{t^{\prime}-t}=\frac{1}{t^{\prime}}\left\{1+\frac{t}{t^{\prime}}+\mathcal{O}\left(t^{2}\right)\right\} \tag{13.12}
\end{equation*}
$$

and it is crucial to keep track of all implicit dependences in the expansions, together with introducing the abbreviation

$$
\begin{equation*}
h_{0}\left(s^{\prime}\right)=\frac{2}{s^{\prime}-s_{0}}-\frac{1}{s^{\prime}-a} \tag{13.13}
\end{equation*}
$$

[^80]then yields the following sum rules for the lowest subthreshold parameters
\[

$$
\begin{align*}
d_{00}^{+}= & -\frac{g^{2}}{m}+\frac{1}{\pi} \int_{s_{+}}^{\infty} \mathrm{d} s^{\prime} h_{0}\left(s^{\prime}\right)\left[\operatorname{Im} A^{+}\left(s^{\prime}, z_{s}^{\prime}\right)\right]_{(0,0)}+\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \frac{\mathrm{d} t^{\prime}}{t^{\prime}}\left[\operatorname{Im} A^{+}\left(t^{\prime}, z_{t}^{\prime}\right)\right]_{(0,0)} \\
b_{00}^{-}= & \frac{g^{2}}{2 m^{2}}-\frac{g^{2}}{m^{2}-a}+\frac{1}{\pi} \int_{s_{+}}^{\infty} \mathrm{d} s^{\prime} h_{0}\left(s^{\prime}\right)\left[\operatorname{Im} B^{-}\left(s^{\prime}, z_{s}^{\prime}\right)\right]_{(0,0)}+\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \frac{\mathrm{d} t^{\prime}}{t^{\prime}}\left[\operatorname{Im} B^{-}\left(t^{\prime}, z_{t}^{\prime}\right)\right]_{(0,0)} \\
d_{01}^{+}= & \frac{1}{\pi} \int_{s_{+}}^{\infty} \mathrm{d} s^{\prime}\left\{h_{0}\left(s^{\prime}\right)\left[\partial_{t} \operatorname{Im} A^{+}\left(s^{\prime}, z_{s}^{\prime}\right)\right]_{(0,0)}-\frac{\left[\operatorname{Im} A^{+}\left(s^{\prime}, z_{s}^{\prime}\right)\right]_{(0,0)}}{\left(s^{\prime}-s_{0}\right)^{2}}\right\} \\
& +\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \frac{\mathrm{d} t^{\prime}}{t^{\prime}}\left\{\left[\partial_{t} \operatorname{Im} A^{+}\left(t^{\prime}, z_{t}^{\prime}\right)\right]_{(0,0)}+\frac{1}{t^{\prime}}\left[\operatorname{Im} A^{+}\left(t^{\prime}, z_{t}^{\prime}\right)\right]_{(0,0)}\right\} \\
b_{01}^{-}= & \frac{1}{\pi} \int_{s_{+}}^{\infty} \mathrm{d} s^{\prime}\left\{h_{0}\left(s^{\prime}\right)\left[\partial_{t} \operatorname{Im} B^{-}\left(s^{\prime}, z_{s}^{\prime}\right)\right]_{(0,0)}-\frac{\left[\operatorname{Im} B^{-}\left(s^{\prime}, z_{s}^{\prime}\right)\right]_{(0,0)}}{\left(s^{\prime}-s_{0}\right)^{2}}\right\} \\
& +\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \frac{\mathrm{d} t^{\prime}}{t^{\prime}}\left\{\left[\partial_{t} \operatorname{Im} B^{-}\left(t^{\prime}, z_{t}^{\prime}\right)\right]_{(0,0)}+\frac{1}{t^{\prime}}\left[\operatorname{Im} B^{-}\left(t^{\prime}, z_{t}^{\prime}\right)\right]_{(0,0)}\right\} \\
\frac{a_{00}^{-}}{4 m}= & \frac{1}{\pi} \int_{s_{+}}^{\infty} \mathrm{d} s^{\prime} \frac{\left[\operatorname{Im} A^{-}\left(s^{\prime}, z_{s}^{\prime}\right)\right]_{(0,0)}}{\left(s^{\prime}-s_{0}\right)^{2}}+\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \frac{\mathrm{d} t^{\prime}}{t^{\prime}}\left[\frac{\operatorname{Im} A^{-}\left(t^{\prime}, z_{t}^{\prime}\right)}{4 p_{t}^{\prime} q_{t}^{\prime} z_{t}^{\prime}}\right]_{(0,0)}^{\infty} \\
\frac{b_{00}^{+}}{4 m}= & \frac{1}{\pi} \int_{s_{+}}^{\infty} \mathrm{d} s^{\prime} \frac{\left[\operatorname{Im} B^{+}\left(s^{\prime}, z_{s}^{\prime}\right)\right]_{(0,0)}}{\left(s^{\prime}-s_{0}\right)^{2}}+\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \frac{\mathrm{d} t^{\prime}}{t^{\prime}}\left[\frac{\operatorname{Im} B^{+}\left(t^{\prime}, z_{t}^{\prime}\right)}{4 p_{t}^{\prime} q_{t}^{\prime} z_{t}^{\prime}}\right]_{(0,0)} \tag{13.14}
\end{align*}
$$
\]

The subscript $(0,0)$ indicates that $z_{s}^{\prime}$ and $z_{t}^{\prime}$ in the $s$ - and $t$-channel integrals, respectively, are to be evaluated at $(\nu=0, t=0)$, which according to (7.103) and (7.90) amounts to using

$$
\begin{array}{rlrl}
{\left[z_{s}^{\prime}\right]_{(0,0)}} & =1-\frac{\left(s^{\prime}-s_{0}\right)^{2}}{2 q^{\prime 2}\left(s^{\prime}-a\right)}, & {\left[\partial_{t} z_{s}^{\prime}\right]_{(0,0)}} & =\frac{s_{0}-a}{2 q^{\prime 2}\left(s^{\prime}-a\right)} \\
{\left[z_{t}^{\prime 2}\right]_{(0,0)}} & =\frac{t^{\prime}\left(t^{\prime}-4\left(s_{0}-a\right)\right)}{16 p_{t}^{\prime 2} q_{t}^{\prime 2}}=1+\frac{t^{\prime} 4 a-t_{N} t_{\pi}}{16 p_{t}^{\prime 2} q_{t}^{\prime 2}}, & {\left[\partial_{t} z_{t}^{\prime 2}\right]_{(0,0)}=\frac{s_{0}-a}{4 p_{t}^{\prime 2} q_{t}^{\prime 2}}} \tag{13.15}
\end{array}
$$

where again we have used the fact that the $t$-channel integrands depend on the squared angle $z_{t}^{\prime 2}$ only. Note that these sum rules as such are valid independent of the choice of $a$, but in practice one will incur an $a$-dependence once approximations are made (such as truncation of the partial-wave expansion, approximation of the high-energy region by Regge theory, etc.).

### 13.3 Subtracted hyperbolic dispersion relations

A single subtraction at $(\nu=0, t=0)$ only affects $A^{+}(\nu, t)$ and $B^{-}(\nu, t)$ since both $A^{-}(\nu, t)$ and $B^{+}(\nu, t)$ are proportional to $\nu$. Based on the unsubtracted HDRs (7.98), the explicit
subthreshold expansions (13.7), and the corresponding sum rules (13.14), we obtain the oncesubtracted HDRs

$$
\begin{align*}
A^{+}(s, t ; a) & =\frac{g^{2}}{m}+d_{00}^{+}+\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime}\left\{\frac{\operatorname{Im} A^{+}\left(t^{\prime}, z_{t}^{\prime}\right)}{t^{\prime}-t}-\frac{\left[\operatorname{Im} A^{+}\left(t^{\prime}, z_{t}^{\prime}\right)\right]_{(0,0)}}{t^{\prime}}\right\}  \tag{13.16}\\
& +\frac{1}{\pi} \int_{s_{+}}^{\infty} \mathrm{d} s^{\prime}\left\{\left[\frac{1}{s^{\prime}-s}+\frac{1}{s^{\prime}-u}-\frac{1}{s^{\prime}-a}\right] \operatorname{Im} A^{+}\left(s^{\prime}, z_{s}^{\prime}\right)-h_{0}\left(s^{\prime}\right)\left[\operatorname{Im} A^{+}\left(s^{\prime}, z_{s}^{\prime}\right)\right]_{(0,0)}\right\} \\
B^{-}(s, t ; a) & =\bar{N}^{-}(s, t)-\frac{g^{2}}{2 m^{2}}+b_{00}^{-}+\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime}\left\{\frac{\operatorname{Im} B^{-}\left(t^{\prime}, z_{t}^{\prime}\right)}{t^{\prime}-t}-\frac{\left[\operatorname{Im} B^{-}\left(t^{\prime}, z_{t}^{\prime}\right)\right]_{(0,0)}}{t^{\prime}}\right\} \\
& +\frac{1}{\pi} \int_{s_{+}}^{\infty} \mathrm{d} s^{\prime}\left\{\left[\frac{1}{s^{\prime}-s}+\frac{1}{s^{\prime}-u}-\frac{1}{s^{\prime}-a}\right] \operatorname{Im} B^{-}\left(s^{\prime}, z_{s}^{\prime}\right)-h_{0}\left(s^{\prime}\right)\left[\operatorname{Im} B^{-}\left(s^{\prime}, z_{s}^{\prime}\right)\right]_{(0,0)}\right\}
\end{align*}
$$

together with the unaltered equations (7.98) or (7.105) for $A^{-}$and $B^{+}$. Note that the dependence on $a$ of the Born term contribution $N^{-}$is canceled by the sum rule (13.14) for $b_{00}^{-}$, which is why the subtraction constants are formally included in the subtracted nucleon pole terms in the following for convenience (i.e. preserving the generic form of the HDRs (7.98)).

Similarly, a second subtraction at $(\nu=0, t=0)$ yields the twice-subtracted HDRs

$$
\begin{aligned}
A^{+}(s, t ; a)= & \frac{g^{2}}{m}+d_{00}^{+}+d_{01}^{+} t+\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime}\left\{\frac{\operatorname{Im} A^{+}\left(t^{\prime}, z_{t}^{\prime}\right)}{t^{\prime}-t}\right. \\
& \left.-\left(\frac{1}{t^{\prime}}+\frac{t}{t^{\prime 2}}\right)\left[\operatorname{Im} A^{+}\left(t^{\prime}, z_{t}^{\prime}\right)\right]_{(0,0)}-\frac{t}{t^{\prime}}\left[\partial_{t} \operatorname{Im} A^{+}\left(t^{\prime}, z_{t}^{\prime}\right)\right]_{(0,0)}\right\} \\
+ & \frac{1}{\pi} \int_{s_{+}}^{\infty} \mathrm{d} s^{\prime}\left\{\left[\frac{1}{s^{\prime}-s}+\frac{1}{s^{\prime}-u}-\frac{1}{s^{\prime}-a}\right] \operatorname{Im} A^{+}\left(s^{\prime}, z_{s}^{\prime}\right)\right. \\
& \left.-\left(h_{0}\left(s^{\prime}\right)-\frac{t}{\left(s^{\prime}-s_{0}\right)^{2}}\right)\left[\operatorname{Im} A^{+}\left(s^{\prime}, z_{s}^{\prime}\right)\right]_{(0,0)}-h_{0}\left(s^{\prime}\right) t\left[\partial_{t} \operatorname{Im} A^{+}\left(s^{\prime}, z_{s}^{\prime}\right)\right]_{(0,0)}\right\} \\
B^{-}(s, t ; a)= & \bar{N}^{-}(s, t)-\frac{g^{2}}{2 m^{2}}+b_{00}^{-}+b_{01}^{-} t+\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime}\left\{\frac{\operatorname{Im} B^{-}\left(t^{\prime}, z_{t}^{\prime}\right)}{t^{\prime}-t}\right. \\
& \left.-\left(\frac{1}{t^{\prime}}+\frac{t}{t^{\prime 2}}\right)\left[\operatorname{Im} B^{-}\left(t^{\prime}, z_{t}^{\prime}\right)\right]_{(0,0)}-\frac{t}{t^{\prime}}\left[\partial_{t} \operatorname{Im} B^{-}\left(t^{\prime}, z_{t}^{\prime}\right)\right]_{(0,0)}\right\} \\
+ & \frac{1}{\pi} \int_{s_{+}}^{\infty} \mathrm{d} s^{\prime}\left\{\left[\frac{1}{s^{\prime}-s}+\frac{1}{s^{\prime}-u}-\frac{1}{s^{\prime}-a}\right]{\operatorname{Im} B^{-}\left(s^{\prime}, z_{s}^{\prime}\right)}\right. \\
& \left.-\left(h_{0}\left(s^{\prime}\right)-\frac{t}{\left(s^{\prime}-s_{0}\right)^{2}}\right)\left[\operatorname{Im} B^{-}\left(s^{\prime}, z_{s}^{\prime}\right)\right]_{(0,0)}-h_{0}\left(s^{\prime}\right) t\left[\partial_{t} \operatorname{Im} B^{-}\left(s^{\prime}, z_{s}^{\prime}\right)\right]_{(0,0)}\right\},
\end{aligned}
$$

$$
\begin{align*}
A^{-}(s, t ; a)= & a_{00}^{-} \nu+\frac{\nu}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime}\left\{\frac{\operatorname{Im} A^{-}\left(t^{\prime}, z_{t}^{\prime}\right)}{\nu^{\prime}\left(t^{\prime}-t\right)}-\frac{\left[\operatorname{Im} A^{-}\left(t^{\prime}, z_{t}^{\prime}\right) / \nu^{\prime}\right]_{(0,0)}}{t^{\prime}}\right\} \\
& +\frac{1}{\pi} \int_{s_{+}}^{\infty} \mathrm{d} s^{\prime}\left\{\left[\frac{1}{s^{\prime}-s}-\frac{1}{s^{\prime}-u}\right] \operatorname{Im} A^{-}\left(s^{\prime}, z_{s}^{\prime}\right)-\frac{4 m \nu\left[\operatorname{Im} A^{-}\left(s^{\prime}, z_{s}^{\prime}\right)\right]_{(0,0)}}{\left(s^{\prime}-s_{0}\right)^{2}}\right\}, \\
B^{+}(s, t ; a)= & \bar{N}^{+}(s, t)+b_{00}^{+} \nu+\frac{\nu}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime}\left\{\frac{\operatorname{Im} B^{+}\left(t^{\prime}, z_{t}^{\prime}\right)}{\nu^{\prime}\left(t^{\prime}-t\right)}-\frac{\left[\operatorname{Im} B^{+}\left(t^{\prime}, z_{t}^{\prime}\right) / \nu^{\prime}\right]_{(0,0)}}{t^{\prime}}\right\} \\
& +\frac{1}{\pi} \int_{s_{+}}^{\infty} \mathrm{d} s^{\prime}\left\{\left[\frac{1}{s^{\prime}-s}-\frac{1}{s^{\prime}-u}\right] \operatorname{Im} B^{+}\left(s^{\prime}, z_{s}^{\prime}\right)-\frac{4 m \nu\left[\operatorname{Im} B^{+}\left(s^{\prime}, z_{s}^{\prime}\right)\right]_{(0,0)}}{\left(s^{\prime}-s_{0}\right)^{2}}\right\}, \tag{13.17}
\end{align*}
$$

where $A^{-}$and $B^{+}$can also be written as (cf. (7.105))

$$
\begin{align*}
\frac{A^{-}(s, t ; a)}{4 m \nu}= & \frac{a_{00}^{-}}{4 m}+\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime}\left\{\frac{\operatorname{Im} A^{-}\left(t^{\prime}, z_{t}^{\prime}\right)}{4 p_{t}^{\prime} q_{t}^{\prime} z_{t}^{\prime}\left(t^{\prime}-t\right)}-\frac{1}{t^{\prime}}\left[\frac{\operatorname{Im} A^{-}\left(t^{\prime}, z_{t}^{\prime}\right)}{4 p_{t}^{\prime} q_{t}^{\prime} z_{t}^{\prime}}\right]_{(0,0)}\right\} \\
& +\frac{1}{\pi} \int_{s_{+}}^{\infty} \mathrm{d} s^{\prime}\left\{\frac{\operatorname{Im} A^{-}\left(s^{\prime}, z_{s}^{\prime}\right)}{\left(s^{\prime}-s\right)\left(s^{\prime}-u\right)}-\frac{\left[\operatorname{Im} A^{-}\left(s^{\prime}, z_{s}^{\prime}\right)\right]_{(0,0)}}{\left(s^{\prime}-s_{0}\right)^{2}}\right\} \\
\frac{B^{+}(s, t ; a)}{4 m \nu}= & \frac{g^{2}}{\left(m^{2}-s\right)\left(m^{2}-u\right)}+\frac{b_{00}^{+}}{4 m}+\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime}\left\{\frac{\operatorname{Im} B^{+}\left(t^{\prime}, z_{t}^{\prime}\right)}{4 p_{t}^{\prime} q_{t}^{\prime} z_{t}^{\prime}\left(t^{\prime}-t\right)}-\frac{1}{t^{\prime}}\left[\frac{\operatorname{Im} B^{+}\left(t^{\prime}, z_{t}^{\prime}\right)}{4 p_{t}^{\prime} q_{t}^{\prime} z_{t}^{\prime}}\right]_{(0,0)}\right\} \\
& +\frac{1}{\pi} \int_{s_{+}}^{\infty} \mathrm{d} s^{\prime}\left\{\frac{\operatorname{Im} B^{+}\left(s^{\prime}, z_{s}^{\prime}\right)}{\left(s^{\prime}-s\right)\left(s^{\prime}-u\right)}-\frac{\left[\operatorname{Im} B^{+}\left(s^{\prime}, z_{s}^{\prime}\right)\right]_{(0,0)}}{\left(s^{\prime}-s_{0}\right)^{2}}\right\} \tag{13.18}
\end{align*}
$$

These subtractions require modification of the nucleon pole term projections and the kernel functions for both the $s$ - and $t$-channel contributions calculated in Chaps. 8 and 9 as well as the asymptotic contributions given in Chap. 11. The differences on the right hand side of the once-/twice-subtracted HDRs (13.16) / (13.17) (or (13.18)) compared to the unsubtracted HDRs (7.98) (or (7.105)) are the sources for corresponding additional contributions which will be derived in the subsequent sections. We will give the explicit formulae for both the once- and twice-subtracted case for convenience. Furthermore, some results will be given in the general $n$-times subtracted form, where $n \in\{0,1,2\}$ such that $n=0$ denotes the unsubtracted case \#5

[^81]
### 13.4 Subtracted asymptotics

First, we show how to incorporate the effects due to the subtractions into the Regge prescription of the asymptotic parts (i.e. for $s^{\prime}>s_{\mathrm{a}}$ and $t^{\prime}>t_{\mathrm{a}}$, cf. (11.1)) of the corresponding subtracted HDRs (13.16) and (13.17). However, according to Sect. 11.2 all asymptotic $t$ channel contributions can be neglected.

For the high-energy tail $s^{\prime}>s_{\mathrm{a}}$ of the $s$-channel integrals, according to Sect. 11.1 the absorptive parts may generically be written as sums of Regge trajectory contributions

$$
\begin{equation*}
\operatorname{Im} X^{I_{u}}\left(s^{\prime}, u^{\prime}\left(s^{\prime}, t^{\prime}\right)\right)=\sum_{i} \tilde{\beta}_{i}^{X}\left(u^{\prime}\right)\left(\frac{s^{\prime}}{s_{R}}\right)^{\alpha_{i}\left(u^{\prime}\right)-\frac{1}{2}} \quad \text { for } X \in\{A, B\}, \tag{13.19}
\end{equation*}
$$

with summands of the generic form (i.e. dropping the indices $X$ and $i$ for the time being)

$$
\begin{equation*}
\tilde{\beta}\left(u^{\prime}\right)=-\frac{\mathcal{S} \beta\left(u^{\prime}\right)}{\Gamma\left(\alpha\left(u^{\prime}\right)-\frac{1}{2}\right)}, \quad \beta\left(u^{\prime}\right)=\beta^{(0)}+\beta^{(1)} u^{\prime}, \quad \alpha\left(u^{\prime}\right)=\alpha^{(0)}+\alpha^{\prime} u^{\prime} \tag{13.20}
\end{equation*}
$$

While the evaluation of the Regge contributions is straightforward in the un- and oncesubtracted case, for two subtractions one furthermore needs the derivative

$$
\begin{align*}
{\left[\partial_{t}\left\{\tilde{\beta}\left(u^{\prime}\right)\left(\frac{s^{\prime}}{s_{R}}\right)^{\alpha\left(u^{\prime}\right)-\frac{1}{2}}\right\}\right]_{(0,0)} } & =\left[\partial_{t} t^{\prime}\right]_{(0,0)}\left[\frac{\mathcal{S}}{\Gamma\left(\alpha\left(u^{\prime}\left(s^{\prime}, t^{\prime}\right)\right)-\frac{1}{2}\right)}\left(\frac{s^{\prime}}{s_{R}}\right)^{\alpha\left(u^{\prime}\left(s^{\prime}, t^{\prime}\right)\right)-\frac{1}{2}}\right]_{(0,0)} \\
& \times\left[\beta^{(1)}+\alpha^{\prime} \beta\left(u^{\prime}\left(s^{\prime}, t^{\prime}\right)\right)\left\{\log \frac{s^{\prime}}{s_{R}}-\Psi\left(\alpha\left(u^{\prime}\left(s^{\prime}, t^{\prime}\right)\right)-\frac{1}{2}\right)\right\}\right]_{(0,0)} \tag{13.21}
\end{align*}
$$

where $\Psi(z)$ denotes the digamma function, which is defined as the logarithmic derivative of the gamma function

$$
\begin{equation*}
\Psi(z)=\frac{\mathrm{d}}{\mathrm{~d} z} \log \Gamma(z)=\frac{\Gamma^{\prime}(z)}{\Gamma(z)} . \tag{13.22}
\end{equation*}
$$

To this end, one may use $u^{\prime}\left(s^{\prime}, t^{\prime}\right)=\Sigma-s^{\prime}-t^{\prime}$ and (cf. (13.15))

$$
\begin{equation*}
\left[t^{\prime}\right]_{(0,0)}=-\frac{\left(s^{\prime}-s_{0}\right)^{2}}{s^{\prime}-a}, \quad\left[\partial_{t} t^{\prime}\right]_{(0,0)}=\frac{s_{0}-a}{s^{\prime}-a} \tag{13.23}
\end{equation*}
$$

After utilizing the crossing relations in order to rewrite the Regge contributions in the $I \in$ $\{+,-\}$ isospin basis and expressing $t^{\prime}$ as well as the corresponding kernel functions in terms

[^82]of $\left(s^{\prime}, z_{s}^{\prime}\right)$, we can perform the partial-wave projections of the $s$-channel contributions onto both $s$ - and $t$-channel partial waves according to (11.7), where again the implicit kinematical dependences have to be taken into account accordingly.

In the following we will demonstrate the projection onto the lowest $t$-channel partial waves with $J \leq 2$ explicitly. The $n$-times subtracted versions of (11.7) immediately lead to

$$
\begin{align*}
& \left.f_{+}^{0}\right|_{\text {asym }} ^{n \text {-sub }}(t)=\frac{1}{4 \pi} \int_{0}^{1} \mathrm{~d} z_{t} p_{t}^{2}\left\{-\left.A^{+}\right|_{\text {asym }} ^{n \text {-sub }}\left(t, z_{t}\right)+4 m q_{t}^{2} z_{t}^{2} \frac{\left.B^{+}\right|_{\text {asym }} ^{n \text {-sub }}}{4 p_{t} q_{t} z_{t}}\left(t, z_{t}\right)\right. \\
& \left.f_{+}^{1}\right|_{\text {asym }} ^{n \text {-sub }}(t)=\frac{1}{4 \pi} \int_{0}^{1} \mathrm{~d} z_{t} z_{t}^{2}\left\{-4 p_{t}^{2} \frac{\left.A^{-}\right|_{\text {asym }} ^{n \text {-sub }}\left(t, z_{t}\right)}{4 p_{t} q_{t} z_{t}}+\left.m B^{-}\right|_{\text {asym }} ^{n \text {-sub }}\left(t, z_{t}\right)\right\}, \\
& \left.f_{-}^{1}\right|_{\text {asym }} ^{n \text {-sub }}(t)=\left.\frac{1}{4 \pi} \int_{0}^{1} \mathrm{~d} z_{t} \frac{1-z_{t}^{2}}{\sqrt{2}} B^{-}\right|_{\text {asym }} ^{n \text {-sub }}\left(t, z_{t}\right), \\
& \left.\left.f_{+}^{2}\right|_{\text {asym }} ^{n \text {-sub }}(t)=\frac{1}{4 \pi} \int_{0}^{1} \mathrm{~d} z_{t} \frac{3 z_{t}^{2}-1}{2 q_{t}^{2}}\left\{-\left.A^{+}\right|_{\text {asym }} ^{n \text {-sub }}\left(t, z_{t}\right)+4 m q_{t}^{2} z_{t}^{2} \frac{\left.B^{+}\right|_{\text {asym }} ^{n-\text {-sub }}}{4 p_{t} q_{t} z_{t}}\right\}, z_{t}\right) \\
& \left.f_{-}^{2}\right|_{\text {asym }} ^{n \text {-sub }}(t)=\frac{1}{4 \pi} \int_{0}^{1} \mathrm{~d} z_{t} 2 \sqrt{6} z_{t}^{2}\left(1-z_{t}^{2}\right) \frac{\left.B^{+}\right|_{\text {asym }} ^{n-\text { sub }}\left(t, z_{t}\right)}{4 p_{t} q_{t} z_{t}}, \tag{13.24}
\end{align*}
$$

again written in terms of quantities that are always real since $4 p_{t} q_{t} z_{t}=4 m \nu$. Here, the asymptotic $s$-channel contributions to the invariant amplitudes for e.g. the twice-subtracted case read (i.e. as functions of $\left(t, z_{t}\right)$, cf. (7.104) for the kernel functions and (9.23) for $z_{s}^{\prime}\left(t, s^{\prime} ; z_{t}\right)$ )

$$
\begin{align*}
\left.A^{+}\right|_{\mathrm{s} \text {-asym }} ^{2 \text {-sub }}\left(t, z_{t}\right)=\frac{1}{\pi} & \int_{s_{\mathrm{a}}}^{\infty} \mathrm{d} s^{\prime}\left\{\left[\frac{2\left(s^{\prime}-s_{0}\right)+t}{\left(s^{\prime}-s_{0}+\frac{t}{2}\right)^{2}-4 p_{t}^{2} q_{t}^{2} z_{t}^{2}}-\frac{1}{s^{\prime}-a}\right] \operatorname{Im} A^{+}\left(s^{\prime}, z_{s}^{\prime}\right)\right. \\
& -\left(h_{0}\left(s^{\prime}\right)-\frac{t}{\left(s^{\prime}-s_{0}\right)^{2}}\right)\left[\operatorname{Im} A^{+}\left(s^{\prime}, z_{s}^{\prime}\right)\right]_{(0,0)} \\
& \left.-h_{0}\left(s^{\prime}\right) t\left[\partial_{t} \operatorname{Im} A^{+}\left(s^{\prime}, z_{s}^{\prime}\right)\right]_{(0,0)}\right\} \\
\frac{\left.A^{-}\right|_{\mathrm{s} \text {-asym }} ^{2 \text {-sub }}\left(t, z_{t}\right)}{4 p_{t} q_{t} z_{t}}= & \frac{1}{\pi} \int_{s_{\mathrm{a}}}^{\infty} \mathrm{d} s^{\prime}\left\{\frac{\operatorname{Im} A^{-}\left(s^{\prime}, z_{s}^{\prime}\right)}{\left(s^{\prime}-s_{0}+\frac{t}{2}\right)^{2}-4 p_{t}^{2} q_{t}^{2} z_{t}^{2}}-\frac{\left[\operatorname{Im} A^{-}\left(s^{\prime}, z_{s}^{\prime}\right)\right]_{(0,0)}}{\left(s^{\prime}-s_{0}\right)^{2}}\right\} \tag{13.25}
\end{align*}
$$

and analogously for $B^{-}\left(t, z_{t}\right)$ and $B^{+}\left(t, z_{t}\right) /\left(4 p_{t} q_{t} z_{t}\right)$. For the evaluation of the imaginary parts in the integrands of (13.25) in the Regge model as discussed above, it is convenient to directly use

$$
\begin{equation*}
t^{\prime}\left(s^{\prime}, t, z_{t}\right)=\left(s^{\prime}-a\right)-2\left(s^{\prime}-s_{0}\right)-\frac{\left(a-s_{0}+\frac{t}{2}\right)^{2}-4 p_{t}^{2} q_{t}^{2} z_{t}^{2}}{s^{\prime}-a} \tag{13.26}
\end{equation*}
$$

Note that again only real squares of momenta and $z_{t}$ occur and hence these formulae are valid in all kinematical regions. Furthermore, by rewriting the general $t$-channel partial-wave projections (9.7) for both even and odd $J$ in terms of real quantities (i.e. $\nu$-even amplitudes
and squares of momenta as well as squares of $z_{t}$ ) as above, the partial waves exhibit ostensible poles at $t_{\pi}$ for all $J \geq 2$ and additionally at $t_{N}$ for all $J \geq 3$, while from the discussion of their threshold behavior in Sect. 12.3 .1 we know that these poles are immaterial. The reason for this behavior can be understood by first noting that for $p_{t} q_{t} \rightarrow 0$ the asymptotic ( $s$-channel) contributions (13.25) no longer depend on $z_{t}$. The orthogonality of the Legendre polynomials $P_{J}\left(z_{t}\right)$ for even $J \geq 2$ and odd $J \geq 3$ then balances the poles and leads to the expected finite (but non-vanishing) values of the partial waves at both the pseudothreshold $t_{\pi}$ and the threshold $t_{N}\left(c f\right.$. the explicit case for $f_{+}^{2}(t)$ in (13.24)).

### 13.5 Subtracted kernels: $t$-channel partial-wave projection

Here, we give the modifications of the nucleon pole term projections and the kernel functions calculated in Chap. 9, that are required by the subtractions performed in Sect. 13.3 . Note that the reduction from two subtractions to only one subtraction always entails omitting all terms proportional to $\delta_{J 2}$ or the constants $a_{00}^{-}$and $b_{00}^{+}$as well as terms whose $t$-dependence is trivially seen (e.g. higher subthreshold parameters).

To start with, the $n$-times subtracted nucleon pole term projections may be written as

$$
\begin{align*}
&\left.\tilde{N}_{ \pm}^{J}\right|^{n \text {-sub }}(t)= \hat{N}_{ \pm}^{J}(t)+\left.\Delta \hat{N}_{ \pm}^{J}\right|^{n \text {-sub }}(t), \\
&\left.\Delta \hat{N}_{+}^{J}\right|^{2 \text {-sub }}(t)=-\frac{p_{t}^{2}}{4 \pi}\left(\frac{g^{2}}{m}+d_{00}^{+}+d_{01}^{+} t-b_{00}^{+} \frac{q_{t}^{2}}{3}\right) \delta_{J 0} \\
&+\frac{m}{12 \pi}\left(-\frac{g^{2}}{2 m^{2}}+b_{00}^{-}+b_{01}^{-} t-a_{00}^{-} \frac{p_{t}^{2}}{m^{2}}\right) \delta_{J 1}+\frac{b_{00}^{+}}{30 \pi} \delta_{J 2} \\
& \xrightarrow{1 \text {-sub }}-\frac{p_{t}^{2}}{4 \pi}\left(\frac{g^{2}}{m}+d_{00}^{+}\right) \delta_{J 0}+\frac{m}{12 \pi}\left(-\frac{g^{2}}{2 m^{2}}+b_{00}^{-}\right) \delta_{J 1} \\
&\left.\Delta \hat{N}_{-}^{J}\right|^{2 \text {-sub }}(t)= \frac{\sqrt{2}}{12 \pi}\left(-\frac{g^{2}}{2 m^{2}}+b_{00}^{-}+b_{01}^{-} t\right) \delta_{J 1}+\frac{b_{00}^{+}}{30 \pi} \frac{\sqrt{6}}{2 m} \delta_{J 2} \\
& \xrightarrow{1 \text {-sub }} \frac{\sqrt{2}}{12 \pi}\left(-\frac{g^{2}}{2 m^{2}}+b_{00}^{-}\right) \delta_{J 1} \tag{13.27}
\end{align*}
$$

where for later convenience we have defined non-vanishing "corrections" also for the unsubtracted case (cf. (9.15))

$$
\begin{equation*}
\left.\Delta \hat{N}_{+}^{J}\right|^{0-\mathrm{sub}}(t)=-\frac{g^{2}}{4 \pi} \frac{m}{3} \frac{\delta_{J 1}}{m^{2}-a},\left.\quad \Delta \hat{N}_{-}^{J}\right|^{0-\mathrm{sub}}(t)=-\frac{g^{2}}{4 \pi} \frac{\sqrt{2}}{3} \frac{\delta_{J 1}}{m^{2}-a} \tag{13.28}
\end{equation*}
$$

which are constant and non-zero only for $J=1$, in order to split off all terms that are either constant or contain subthreshold parameters. Note that for both one and two subtractions the full nucleon pole term projections fulfill the threshold relations (12.43) for $p_{t} \rightarrow 0$ but no longer for $q_{t} \rightarrow 0$. However, the subtraction-independent parts of the pole terms $\hat{N}_{ \pm}^{J}$ still fulfill the relations (12.43) for $p_{t} q_{t} \rightarrow 0$.

The necessary update of the $s$-channel kernels $\tilde{G}_{J l}$ and $\tilde{H}_{J l}$ may be achieved by adding

$$
\begin{aligned}
\left.\Delta \bar{A}_{J l}\right|^{2-\mathrm{sub}}\left(t, s^{\prime}\right)=\{ & \left.\left(h_{0}\left(s^{\prime}\right)-\frac{t}{\left(s^{\prime}-s_{0}\right)^{2}}\right) P_{l}^{\prime}\left(\left[z_{s}^{\prime}\right]_{(0,0)}\right)+h_{0}\left(s^{\prime}\right) t\left[\partial_{t} z_{s}^{\prime}\right]_{(0,0)} P_{l}^{\prime \prime}\left(\left[z_{s}^{\prime}\right]_{(0,0)}\right)\right\} \\
& \times \delta_{J 0}+\frac{4}{3} \frac{p_{t} q_{t}}{\left(s^{\prime}-s_{0}\right)^{2}} P_{l}^{\prime}\left(\left[z_{s}^{\prime}\right]_{(0,0)}\right) \delta_{J 1}
\end{aligned}
$$

$$
\begin{align*}
& \stackrel{\text {-sub }}{\longrightarrow} h_{0}\left(s^{\prime}\right) P_{l}^{\prime}\left(\left[z_{s}^{\prime}\right]_{(0,0)}\right) \delta_{J 0} \\
&\left.\Delta \bar{B}_{J l}\right|^{2-\text { sub }}\left(t, s^{\prime}\right)=\left\{\left(h_{0}\left(s^{\prime}\right)-\frac{t}{\left(s^{\prime}-s_{0}\right)^{2}}\right) P_{l}^{\prime}\left(\left[z_{s}^{\prime}\right]_{(0,0)}\right)+h_{0}\left(s^{\prime}\right) t\left[\partial_{t} z_{s}^{\prime}\right]_{(0,0)} P_{l}^{\prime \prime}\left(\left[z_{s}^{\prime}\right]_{(0,0)}\right)\right\} \\
& \times \frac{\delta_{J 1}}{3}+\frac{4}{3} \frac{p_{t} q_{t}}{\left(s^{\prime}-s_{0}\right)^{2}} P_{l}^{\prime}\left(\left[z_{s}^{\prime}\right]_{(0,0)}\right)\left(\delta_{J 0}+\frac{2}{5} \delta_{J 2}\right) \\
&\left.\Delta \bar{C}_{J l}\right|^{2 \text {-sub }}\left(t, s^{\prime}\right)=\left\{\left(h_{0}\left(s^{\prime}\right)-\frac{t}{\left(s^{\prime}-s_{0}\right)^{2}}\right) P_{l}^{\prime}\left(\left[z_{s}^{\prime}\right]_{(0,0)}\right)+h_{0}\left(s^{\prime}\right) t\left[\partial_{t} z_{s}^{\prime}\right]_{(0,0)} P_{l}^{\prime \prime}\left(\left[z_{s}^{\prime}\right]_{(0,0)}\right)\right\} \\
& \times \delta_{J 1}+\frac{4}{3} \frac{p_{t} q_{t}}{\left(s^{\prime}-s_{0}\right)^{2}} P_{l}^{\prime}\left(\left[z_{s}^{\prime}\right]_{(0,0)}\right) \delta_{J 2} \\
& \xrightarrow{1 \text {-sub }} h_{0}\left(s^{\prime}\right) P_{l}^{\prime}\left(\left[z_{s}^{\prime}\right]_{(0,0)}^{\prime}\right) \frac{\delta_{J 1}}{3} \\
&\left(\left[z_{s}^{\prime}\right]_{(0,0)}\right) \delta_{J 1} \tag{13.29}
\end{align*}
$$

respectively, to $\bar{A}_{J l}, \bar{B}_{J l}$, and $\bar{C}_{J l}$ at the pertinent places in (9.35) leading to corresponding $\Delta \tilde{G}_{J l}$ and $\Delta \tilde{H}_{J l}$. Note that also in both the once- and twice-subtracted case $\Delta \bar{C}_{J l}=\Delta \bar{A}_{J-1, l}-$ $\Delta \bar{A}_{J+1, l}$ is still valid (for $J \geq 1$, here actually $\Delta \bar{C}_{J l}=\Delta \bar{A}_{J-1, l}$ ).

The additional contributions to the $t$-channel kernels $\tilde{\mathbf{K}}^{J J^{\prime}}\left(t, t^{\prime}\right)$ for even $J$ and $J^{\prime}$ read

$$
\begin{align*}
&\left.\Delta \tilde{K}_{J J^{\prime}}^{1}\right|^{2-\mathrm{sub}}\left(t, t^{\prime}\right)=-\left(2 J^{\prime}+1\right)\left(p_{t}^{\prime} q_{t}^{\prime}\right)^{J^{\prime}} \frac{p_{t}^{2}}{p_{t}^{\prime 2}} \frac{1}{t^{\prime}}\left\{\left(1+\frac{t}{t^{\prime}}\right)\left[P_{J^{\prime}}\left(z_{t}^{\prime}\right)\right]_{(0,0)}+t\left[\partial_{t} P_{J^{\prime}}\left(z_{t}^{\prime}\right)\right]_{(0,0)}\right\} \delta_{J 0} \\
& \xrightarrow{1-\text { sub }}-\left(2 J^{\prime}+1\right)\left(p_{t}^{\prime} q_{t}^{\prime}\right)^{J^{\prime}} \frac{p_{t}^{2}}{p_{t}^{\prime 2}} \frac{1}{t^{\prime}}\left[P_{J^{\prime}}\left(z_{t}^{\prime}\right)\right]_{(0,0)} \delta_{J 0}, \\
&\left.\Delta \tilde{K}_{J J^{\prime}}^{2}\right|^{2 \text {-sub }\left(t, t^{\prime}\right)=} \frac{2 J^{\prime}+1}{\sqrt{J^{\prime}\left(J^{\prime}+1\right)}}\left(p_{t}^{\prime} q_{t}^{\prime}\right)^{J^{\prime}} \frac{p_{t}^{2}}{p_{t}^{\prime 2}} \frac{m}{t^{\prime}}\left\{\left[\left(1+\frac{t}{t^{\prime}}\right)\left[z_{t}^{\prime} P_{J^{\prime}}^{\prime}\left(z_{t}^{\prime}\right)\right]_{(0,0)}\right.\right. \\
&\left.\left.+t\left[\partial_{t}\left(z_{t}^{\prime} P_{J^{\prime}}^{\prime}\left(z_{t}^{\prime}\right)\right)\right]_{(0,0)}\right] \delta_{J 0}-\frac{1}{3} \frac{q_{t}^{2}}{q_{t}^{\prime 2}}\left[\frac{P_{J^{\prime}}^{\prime}\left(z_{t}^{\prime}\right)}{z_{t}^{\prime}}\right]_{(0,0)}\left(\delta_{J 0}+\frac{2}{5} \frac{\delta_{J 2}}{p_{t}^{2} q_{t}^{2}}\right)\right\} \\
& \xrightarrow{1-\text { sub }} \frac{2 J^{\prime}+1}{\sqrt{J^{\prime}\left(J^{\prime}+1\right)}}\left(p_{t}^{\prime} q_{t}^{\prime}\right)^{J^{\prime}} \frac{p_{t}^{2}}{p_{t}^{\prime 2}} \frac{m}{t^{\prime}}\left[z_{t}^{\prime} P_{J^{\prime}}^{\prime}\left(z_{t}^{\prime}\right)\right]_{(0,0)} \delta_{J 0}, \\
&\left.\Delta \tilde{K}_{J J^{\prime}}^{3}\right|^{2 \text {-sub }\left(t, t^{\prime}\right)=}-\frac{2 J^{\prime}+1}{\sqrt{J^{\prime}\left(J^{\prime}+1\right)}}\left(p_{t}^{\prime} q_{t}^{\prime}\right)^{J^{\prime}-2} \frac{\sqrt{6}}{15} \frac{1}{t^{\prime}}\left[\frac{P_{J^{\prime}}^{\prime}\left(z_{t}^{\prime}\right)}{z_{t}^{\prime}}\right]_{(0,0)} \delta_{J 2} \xrightarrow{1-\text { sub }} 0, \tag{13.30}
\end{align*}
$$

while for odd $J$ and $J^{\prime}$ one finds

$$
\begin{aligned}
&\left.\Delta \tilde{K}_{J J^{\prime}}^{1}\right|^{2-\mathrm{sub}}\left(t, t^{\prime}\right)=-\left(2 J^{\prime}+1\right)\left(p_{t}^{\prime} q_{t}^{\prime}\right)^{J^{\prime}-1} \frac{p_{t}^{2}}{p_{t}^{\prime 2}} \frac{1}{t^{\prime}}\left[\frac{P_{J^{\prime}}\left(z_{t}^{\prime}\right)}{z_{t}^{\prime}}\right]_{(0,0)} \frac{\delta_{J 1}}{3} \stackrel{1-\mathrm{sub}}{\longrightarrow} 0 \\
&\left.\Delta \tilde{K}_{J J^{\prime}}^{2}\right|^{2-\mathrm{sub}}\left(t, t^{\prime}\right)=-\frac{2 J^{\prime}+1}{\sqrt{J^{\prime}\left(J^{\prime}+1\right)}}\left(p_{t}^{\prime} q_{t}^{\prime}\right)^{J^{\prime}-1} \frac{m}{t^{\prime}}\left\{\left(1-\frac{p_{t}^{2}}{p_{t}^{\prime 2}}+\frac{t}{t^{\prime}}\right)\left[P_{J^{\prime}}^{\prime}\left(z_{t}^{\prime}\right)\right]_{(0,0)}\right. \\
&\left.+t\left[\partial_{t} P_{J^{\prime}}^{\prime}\left(z_{t}^{\prime}\right)\right]_{(0,0)}\right\} \frac{\delta_{J 1}}{3} \\
& \xrightarrow{1-\text { sub }}-\frac{2 J^{\prime}+1}{\sqrt{J^{\prime}\left(J^{\prime}+1\right)}}\left(p_{t}^{\prime} q_{t}^{\prime}\right)^{J^{\prime}-1} \frac{m}{t^{\prime}}\left[P_{J^{\prime}}^{\prime}\left(z_{t}^{\prime}\right)\right]_{(0,0)} \frac{\delta_{J 1}}{3} \\
&\left.\Delta \tilde{K}_{J J^{\prime}}^{3}\right|^{2-\text { sub }}\left(t, t^{\prime}\right)=-\frac{2 J^{\prime}+1}{\sqrt{J^{\prime}\left(J^{\prime}+1\right)}}\left(p_{t}^{\prime} q_{t}^{\prime}\right)^{J^{\prime}-1} \frac{\sqrt{2}}{t^{\prime}}\left\{\left(1+\frac{t}{t^{\prime}}\right)\left[P_{J^{\prime}}^{\prime}\left(z_{t}^{\prime}\right)\right]_{(0,0)}\right.
\end{aligned}
$$

$$
\begin{align*}
& \left.+t\left[\partial_{t} P_{J^{\prime}}^{\prime}\left(z_{t}^{\prime}\right)\right]_{(0,0)}\right\} \frac{\delta_{J 1}}{3} \\
\xrightarrow{1-\text { sub }} & -\frac{2 J^{\prime}+1}{\sqrt{J^{\prime}\left(J^{\prime}+1\right)}}\left(p_{t}^{\prime} q_{t}^{\prime}\right)^{J^{\prime}-1} \frac{\sqrt{2}}{t^{\prime}}\left[P_{J^{\prime}}^{\prime}\left(z_{t}^{\prime}\right)\right]_{(0,0)} \frac{\delta_{J 1}}{3} \tag{13.31}
\end{align*}
$$

Furthermore, $\boldsymbol{\Delta} \tilde{\mathbf{K}}^{J J^{\prime}}=0$ for $J>2$ or $J^{\prime}<J$, the latter being in agreement with (9.55). In all cases only even powers of $z_{t}^{\prime}$ and the primed momenta occur, so that the additional kernel terms are always real. Here, we refrain from explicitly expanding the Legendre polynomials using (9.49) as in Sect. 9.3, but only give one example to demonstrate this point (for even $J^{\prime}$ ):

$$
\begin{equation*}
\left[\partial_{t}\left(z_{t}^{\prime} P_{J^{\prime}}^{\prime}\left(z_{t}^{\prime}\right)\right)\right]_{(0,0)}=2\left[\partial_{t} z_{t}^{\prime 2}\right]_{(0,0)} \sum_{\lambda=1}^{\frac{J^{\prime}}{2}} a_{\lambda J^{\prime}}^{\mathrm{ev}} \lambda^{2}\left[z_{t}^{\prime 2}\right]_{(0,0)}^{\lambda-1} \tag{13.32}
\end{equation*}
$$

The general relation (cf. (9.58))

$$
\begin{align*}
\frac{\Delta \tilde{K}_{J J^{\prime}}^{2}\left(t, t^{\prime}\right)}{m}= & \sqrt{\frac{J}{J+1}} \Delta \tilde{K}_{J J^{\prime}}^{3}\left(t, t^{\prime}\right)-\left.\sqrt{\frac{J^{\prime}}{J^{\prime}+1}} \Delta \tilde{K}_{J J^{\prime}}^{1}\right|_{P_{J^{\prime}}\left(z_{t}^{\prime}\right) \rightarrow \frac{z_{t}^{\prime}}{J^{\prime}} P_{J^{\prime}}^{\prime}\left(z_{t}^{\prime}\right)}\left(t, t^{\prime}\right) \\
& +\frac{2(J+2)+1}{\sqrt{(J+2)((J+2)+1)}} p_{t}^{2} q_{t}^{2} \Delta \tilde{K}_{J+2, J^{\prime}}^{3}\left(t, t^{\prime}\right) \tag{13.33}
\end{align*}
$$

together with the explicit non-vanishing kernel contributions for $0 \leq J^{\prime} \leq 3$ given by

$$
\begin{align*}
& \left.\Delta \tilde{K}_{00}^{1}\right|^{2-\mathrm{sub}}\left(t, t^{\prime}\right)=-\frac{p_{t}^{2}}{p_{t}^{\prime 2}} \frac{1}{t^{\prime}}\left(1+\frac{t}{t^{\prime}}\right) \xrightarrow{1 \text {-sub }}-\frac{p_{t}^{2}}{p_{t}^{\prime 2}} \frac{1}{t^{\prime}},\left.\quad \Delta \tilde{K}_{11}^{1}\right|^{2-\mathrm{sub}}\left(t, t^{\prime}\right)=-\frac{p_{t}^{2}}{p_{t}^{\prime 2}} \frac{1}{t^{\prime}}, \\
& \left.\Delta \tilde{K}_{02}^{1}\right|^{2 \text {-sub }}\left(t, t^{\prime}\right)=-\frac{15}{32} \frac{p_{t}^{2}}{p_{t}^{\prime 2}}\left\{t+t^{\prime}-4\left(s_{0}-a\right)-\left(1+\frac{t}{t^{\prime}}\right) \frac{16 p_{t}^{\prime 2} q_{t}^{\prime 2}}{3 t^{\prime}}\right\} \\
& \xrightarrow{1 \text {-sub }}-\frac{15}{32} \frac{p_{t}^{2}}{p_{t}^{\prime 2}}\left\{t^{\prime}-4\left(s_{0}-a\right)-\frac{16 p_{t}^{\prime 2} q_{t}^{\prime 2}}{3 t^{\prime}}\right\}, \\
& \left.\Delta \tilde{K}_{13}^{1}\right|^{2-\mathrm{sub}}\left(t, t^{\prime}\right)=-\frac{35}{96} \frac{p_{t}^{2}}{p_{t}^{\prime 2}}\left\{t^{\prime}-4\left(s_{0}-a\right)-\frac{48 p_{t}^{\prime 2} q_{t}^{\prime 2}}{5 t^{\prime}}\right\}, \\
& \left.\Delta \tilde{K}_{11}^{2}\right|^{2-\mathrm{sub}}\left(t, t^{\prime}\right)=-\frac{m}{\sqrt{2}} \frac{1}{t^{\prime}}\left(1-\frac{p_{t}^{2}}{p_{t}^{\prime 2}}+\frac{t}{t^{\prime}}\right) \xrightarrow{1 \text {-sub }}-\frac{m}{\sqrt{2}} \frac{1}{t^{\prime}},\left.\quad \Delta \tilde{K}_{22}^{2}\right|^{2-\mathrm{sub}}\left(t, t^{\prime}\right)=-\frac{2 m}{\sqrt{6}} \frac{1}{t^{\prime}}, \\
& \left.\Delta \tilde{K}_{02}^{2}\right|^{2-\mathrm{sub}}\left(t, t^{\prime}\right)=\frac{15 m}{16 \sqrt{6}} \frac{p_{t}^{2}}{p_{t}^{\prime 2}}\left\{t+t^{\prime}-4\left(s_{0}-a\right)-q_{t}^{2} \frac{16 p_{t}^{2}}{3 t^{\prime}}\right\} \xrightarrow{1 \text {-sub }} \frac{15 m}{16 \sqrt{6}} \frac{p_{t}^{2}}{p_{t}^{\prime 2}}\left\{t^{\prime}-4\left(s_{0}-a\right)\right\}, \\
& \left.\Delta \tilde{K}_{13}^{2}\right|^{2-\mathrm{sub}}\left(t, t^{\prime}\right)=-\frac{35 m}{64 \sqrt{3}}\left\{t+\left(1-\frac{p_{t}^{2}}{p_{t}^{\prime 2}}\right)\left[t^{\prime}-4\left(s_{0}-a\right)\right]-\left(1-\frac{p_{t}^{2}}{p_{t}^{\prime 2}}+\frac{t}{t^{\prime}}\right) \frac{16 p_{t}^{2} q_{t}^{\prime 2}}{5 t^{\prime}}\right\} \\
& \xrightarrow{\text { 1-sub }}-\frac{35 m}{64 \sqrt{3}}\left\{t^{\prime}-4\left(s_{0}-a\right)-\frac{16 p_{t}^{\prime 2} q_{t}^{\prime 2}}{5 t^{\prime}}\right\}, \\
& \left.\Delta \tilde{K}_{11}^{3}\right|^{2-\mathrm{sub}}\left(t, t^{\prime}\right)=-\frac{1}{t^{\prime}}\left(1+\frac{t}{t^{\prime}}\right) \xrightarrow{1 \text {-sub }}-\frac{1}{t^{\prime}},\left.\quad \Delta \tilde{K}_{22}^{3}\right|^{2-\mathrm{sub}}\left(t, t^{\prime}\right)=-\frac{1}{t^{\prime}}, \\
& \left.\Delta \tilde{K}_{13}^{3}\right|^{2-\mathrm{sub}}\left(t, t^{\prime}\right)=-\frac{35}{32 \sqrt{6}}\left\{t+t^{\prime}-4\left(s_{0}-a\right)-\left(1+\frac{t}{t^{\prime}}\right) \frac{16 p_{t}^{\prime 2} q_{t}^{\prime 2}}{5 t^{\prime}}\right\} \\
& \xrightarrow{1 \text {-sub }}-\frac{35}{32 \sqrt{6}}\left\{t^{\prime}-4\left(s_{0}-a\right)-\frac{16 p_{t}^{\prime 2} q_{t}^{\prime 2}}{5 t^{\prime}}\right\}, \tag{13.34}
\end{align*}
$$

where we have also indicated the reductions for the case of one subtraction, ensures the threshold behavior (12.42) also for the additional terms. Further simplifications can be made by using

$$
\begin{equation*}
t+t^{\prime}-4\left(s_{0}-a\right)=4\left(p_{t}^{\prime 2}+q_{t}^{2}+a\right) \quad \text { or } \quad \frac{16 p_{t}^{\prime 2} q_{t}^{\prime 2}}{t^{\prime}}=t^{\prime}-4 s_{0}+\frac{t_{N} t_{\pi}}{t^{\prime}} \tag{13.35}
\end{equation*}
$$

and for later convenience we also give the explicit complete forms of all those subtracted kernels with $0 \leq J^{\prime} \leq 3$ that differ from their unsubtracted form (cf. (9.57) for $\tilde{\mathbf{K}}^{J J}$ ):

$$
\begin{align*}
& \left.\tilde{K}_{00}^{1}\right|^{2 \text {-sub }}\left(t, t^{\prime}\right)=\frac{t^{2}}{t^{\prime 2}} \tilde{K}_{J J}^{1}\left(t, t^{\prime}\right) \xrightarrow{1 \text {-sub }} \frac{t}{t^{\prime}} \tilde{K}_{J J}^{1}\left(t, t^{\prime}\right), \\
& \left.\tilde{K}_{11}^{1}\right|^{2 \text {-sub }}\left(t, t^{\prime}\right)=\frac{t}{t^{\prime}} \tilde{K}_{J J}^{1}\left(t, t^{\prime}\right) \xrightarrow{1 \text {-sub }} \tilde{K}_{J J}^{1}\left(t, t^{\prime}\right), \\
& \left.\tilde{K}_{02}^{1}\right|^{2-\mathrm{sub}}\left(t, t^{\prime}\right)=\frac{5}{8} \frac{p_{t}^{2}}{p_{t}^{\prime 2}}\left\{\left(1+\frac{t}{t^{\prime}}\right) \frac{t_{N} t_{\pi}}{4 t^{\prime}}-\frac{t}{t^{\prime}} s_{0}\right\}=\frac{5}{32} \frac{p_{t}^{2}}{p_{t}^{\prime 2}} \frac{1}{t^{\prime 2}}\left\{\left(t^{\prime}+t\right) t_{N} t_{\pi}-t^{\prime} t\left(t_{N}+t_{\pi}\right)\right\} \\
& \xrightarrow{1 \text {-sub }} \frac{5}{16} \frac{p_{t}^{2}}{p_{t}^{\prime 2}}\left\{t+\frac{t_{N} t_{\pi}}{2 t^{\prime}}\right\}, \\
& \left.\tilde{K}_{13}^{1}\right|^{2 \text {-sub }}\left(t, t^{\prime}\right)=\frac{7}{48} \frac{p_{t}^{2}}{p_{t}^{\prime 2}}\left\{t+\frac{3 t_{N} t_{\pi}}{2 t^{\prime}}\right\} \xrightarrow{1 \text {-sub }} \tilde{K}_{13}^{1}\left(t, t^{\prime}\right), \\
& \left.\tilde{K}_{11}^{2}\right|^{2 \text {-sub }}\left(t, t^{\prime}\right)=\frac{t t_{N}}{t^{\prime 2}} \tilde{K}_{11}^{2}\left(t, t^{\prime}\right) \xrightarrow{1 \text {-sub }} \frac{t_{N}}{t^{\prime}} \tilde{K}_{11}^{2}\left(t, t^{\prime}\right), \\
& \left.\tilde{K}_{22}^{2}\right|^{2 \text {-sub }}\left(t, t^{\prime}\right)=\frac{t_{N}}{t^{\prime}} \tilde{K}_{22}^{2}\left(t, t^{\prime}\right) \xrightarrow{1 \text {-sub }} \tilde{K}_{22}^{2}\left(t, t^{\prime}\right), \\
& \left.\tilde{K}_{02}^{2}\right|^{2-\mathrm{sub}}\left(t, t^{\prime}\right)=\frac{5 m}{4 \sqrt{6}} \frac{p_{t}^{2} q_{t}^{2}}{p_{t}^{\prime 2}} \frac{t_{N}}{t^{\prime}} \xrightarrow{1 \text {-sub }}-\frac{5 m}{8 \sqrt{6}} \frac{p_{t}^{2}}{p_{t}^{\prime 2}}\left\{t+\frac{t_{\pi}}{2}\right\}, \\
& \left.\tilde{K}_{13}^{2}\right|^{2-\mathrm{sub}}\left(t, t^{\prime}\right)=\frac{7 m}{16 \sqrt{3}}\left\{\frac{p_{t}^{2}}{p_{t}^{\prime 2}}\left[2 q_{t}^{2}-t-\frac{t_{N} t_{\pi}}{4 t^{\prime}}\right]+\left[\left(1+\frac{t}{t^{\prime}}\right) \frac{t_{N} t_{\pi}}{4 t^{\prime}}-\frac{t}{t^{\prime}} s_{0}\right]\right\} \\
& =\frac{7 m}{16 \sqrt{3}}\left\{-\frac{p_{t}^{2}}{p_{t}^{\prime 2}}\left[\frac{t+t_{\pi}}{2}+\frac{t_{N} t_{\pi}}{4 t^{\prime}}\right]+\frac{1}{4 t^{\prime 2}}\left[\left(t^{\prime}+t\right) t_{N} t_{\pi}-t^{\prime} t\left(t_{N}+t_{\pi}\right)\right]\right\} \\
& \xrightarrow{1 \text {-sub }} \frac{7 m}{16 \sqrt{3}}\left\{\frac{p_{t}^{2}}{p_{t}^{\prime 2}}\left[2 q_{t}^{2}-\left(t+t^{\prime}-4 s_{0}+5 a\right)\right]+\left[t+\frac{t_{N} t_{\pi}}{4 t^{\prime}}\right]\right\}, \\
& \left.\tilde{K}_{11}^{3}\right|^{2-\mathrm{sub}}\left(t, t^{\prime}\right)=\frac{t^{2}}{t^{\prime 2}} \tilde{K}_{J J}^{3}\left(t, t^{\prime}\right) \xrightarrow{1 \text {-sub }} \frac{t}{t^{\prime}} \tilde{K}_{J J}^{3}\left(t, t^{\prime}\right), \\
& \left.\tilde{K}_{22}^{3}\right|^{2 \text {-sub }}\left(t, t^{\prime}\right)=\frac{t}{t^{\prime}} \tilde{K}_{J J}^{3}\left(t, t^{\prime}\right) \xrightarrow{1 \text {-sub }} \tilde{K}_{J J}^{3}\left(t, t^{\prime}\right), \\
& \left.\tilde{K}_{13}^{3}\right|^{2 \text {-sub }}\left(t, t^{\prime}\right)=\frac{7}{8 \sqrt{6}}\left\{\left(1+\frac{t}{t^{\prime}}\right) \frac{t_{N} t_{\pi}}{4 t^{\prime}}-\frac{t}{t^{\prime}} s_{0}\right\}=\frac{7}{32 \sqrt{6}} \frac{1}{t^{\prime 2}}\left\{\left(t^{\prime}+t\right) t_{N} t_{\pi}-t^{\prime} t\left(t_{N}+t_{\pi}\right)\right\} \\
& \xrightarrow{1 \text {-sub }} \frac{7}{8 \sqrt{6}}\left\{t+\frac{t_{N} t_{\pi}}{4 t^{\prime}}\right\} . \tag{13.36}
\end{align*}
$$

still obeying the threshold-behavior relation (12.42). Note that at the level of two subtractions all these kernels are independent of $a$ (which is, however, not true for only one subtraction and $J \geq 3$ or without subtracting), and that the exceptionally safe behavior of $\tilde{K}_{02}^{2}\left(t, t^{\prime}\right)$ at $t_{N}(c f .(9.61))$ is preserved irrespective of the number of subtractions:

$$
\begin{equation*}
\left.\tilde{K}_{02}^{2}\right|^{n \text {-sub }}\left(t \rightarrow t_{N}, t^{\prime}\right)=\mathcal{O}\left(p_{t}^{2}\right) \quad \forall n \geq 0 \tag{13.37}
\end{equation*}
$$

### 13.6 Subtracted $t$-channel Muskhelishvili-Omnès problem

Now, using the subtracted kernels and pole terms as derived in the previous section leads to the subtracted analogs of the unsubtracted $t$-channel Muskhelishvili-Omnès problem (12.44), which we will state explicitly in the following for $J \leq 2$ (remember that the equations for $J \geq 3$ are unaltered for up to two subtractions). For one subtraction we can write

$$
\begin{align*}
& f_{+}^{0}(t)=\left.\Delta_{+}^{0}\right|^{1-\mathrm{sub}}(t)-\frac{t}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f_{+}^{0}\left(t^{\prime}\right)}{t^{\prime}\left(t^{\prime}-t_{N}\right)}+\frac{t}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f_{+}^{0}\left(t^{\prime}\right)}{t^{\prime}\left(t^{\prime}-t\right)}, \\
& f_{+}^{1}(t)=\left.\Delta_{+}^{1}\right|^{1-\mathrm{sub}}(t)+\frac{t_{N}}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\frac{m}{\sqrt{2}} \operatorname{Im} f_{-}^{1}\left(t^{\prime}\right)-\operatorname{Im} f_{+}^{1}\left(t^{\prime}\right)}{t^{\prime}\left(t^{\prime}-t_{N}\right)}+\frac{t}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\frac{\operatorname{Im}}{} f_{+}^{1}\left(t^{\prime}\right)} \\
& t^{\prime}\left(t^{\prime}-t\right) \\
& f_{-}^{1}(t)=\left.\Delta_{-}^{1}\right|^{1-\mathrm{sub}}(t)+\frac{t}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f_{-}^{1}\left(t^{\prime}\right)}{t^{\prime}\left(t^{\prime}-t\right)} \\
& f_{+}^{2}(t)=\left.\Delta_{+}^{2}\right|^{1-\mathrm{sub}}(t)+\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{m \sqrt{\frac{2}{3}} \operatorname{Im} f_{-}^{2}\left(t^{\prime}\right)-\operatorname{Im} f_{+}^{2}\left(t^{\prime}\right)}{t^{\prime}-t_{N}}+\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f_{+}^{2}\left(t^{\prime}\right)}{t^{\prime}-t}  \tag{13.38}\\
& f_{-}^{2}(t)=\left.\Delta_{-}^{2}\right|^{1-\mathrm{sub}}(t)+\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f_{-}^{2}\left(t^{\prime}\right)}{t^{\prime}-t}
\end{align*}
$$

while two subtractions yield

$$
\begin{align*}
& f_{+}^{0}(t)=\left.\Delta_{+}^{0}\right|^{2-\mathrm{sub}}(t)-\frac{t^{2}}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f_{+}^{0}\left(t^{\prime}\right)}{t^{\prime 2}\left(t^{\prime}-t_{N}\right)}+\frac{t^{2}}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f_{+}^{0}\left(t^{\prime}\right)}{t^{\prime 2}\left(t^{\prime}-t\right)} \\
& f_{+}^{1}(t)=\left.\Delta_{+}^{1}\right|^{2-\mathrm{sub}}(t)+\frac{t_{N} t}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\frac{m}{\sqrt{2}} \operatorname{Im} f_{-}^{1}\left(t^{\prime}\right)-\operatorname{Im} f_{+}^{1}\left(t^{\prime}\right)}{t^{\prime 2}\left(t^{\prime}-t_{N}\right)}+\frac{t^{2}}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f_{+}^{1}\left(t^{\prime}\right)}{t^{\prime 2}\left(t^{\prime}-t\right)} \\
& f_{-}^{1}(t)=\left.\Delta_{-}^{1}\right|^{2-\mathrm{sub}}(t)+\frac{t^{2}}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f_{-}^{1}\left(t^{\prime}\right)}{t^{\prime 2}\left(t^{\prime}-t\right)} \\
& f_{+}^{2}(t)=\left.\Delta_{+}^{2}\right|^{2-\mathrm{sub}}(t)+\frac{t_{N}}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{m \sqrt{\frac{2}{3}} \operatorname{Im} f_{-}^{2}\left(t^{\prime}\right)-\operatorname{Im} f_{+}^{2}\left(t^{\prime}\right)}{t^{\prime}\left(t^{\prime}-t_{N}\right)}+\frac{t}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f_{+}^{2}\left(t^{\prime}\right)}{t^{\prime}\left(t^{\prime}-t\right)} \\
& f_{-}^{2}(t)=\left.\Delta_{-}^{2}\right|^{2-\mathrm{sub}}(t)+\frac{t}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f_{-}^{2}\left(t^{\prime}\right)}{t^{\prime}\left(t^{\prime}-t\right)} \tag{13.39}
\end{align*}
$$

where it is important to note that $S$ - and $D$-waves are coupled, as $\Delta_{+}^{0}$ contains contributions from $J=2$ according to (12.45). While the integrands containing the Cauchy kernel in (13.38) and (13.39) for $J=0$ and $J=1$ clearly show the corresponding number of subtractions at $t_{0}=0$, for $J=2$ there is always one subtraction less or no subtraction at all. Note that the integrands containing linear combinations of the partial waves are proportional to
$t_{N} / t^{\prime}$ (if affected by the subtractions at all), which results in a suppressed internal highenergy dependence inside the integral due to division by $t^{\prime}$ without an increased external high-energy dependence due to multiplication with $t_{N}$ rather than $t$ as for a usual subtraction at zero.

The un- (12.44), once- (13.38) and twice-subtracted (13.39) equations are of the original form of the (subtracted) Muskhelishvili-Omnès problem with integrals of the absorptive parts times the Cauchy kernel, if the remaining $t$-independent integrals (which may, however, come with $t$-dependent prefactors) are absorbed into a redefinition of the inhomogeneities $\Delta_{ \pm}^{J}(t)$ (cf. (14.1)). This problem is well defined due to the threshold behavior of the partial waves at $t=t_{N}$. However, the price for taking advantage of the convergence properties of the integrals this way is that reasonable approximations for the starting values for the partial waves are needed as input, since the solutions can only be found iteratively.

Therefore, we prefer to utilize the threshold behavior of the partial waves and use the linear combinations $\Gamma^{J}(t)$ in order to rewrite the equations in analogy to (12.47), i.e. to modify the original form of the (subtracted) Muskhelishvili-Omnès problem in a well-defined manner. The general $n$-times subtracted (with $n \in\{0,1,2\}$ ) versions of the Muskhelishvili-Omnès equations (12.47) for all $J$ then read

$$
\begin{align*}
& f_{+}^{0}(t)=\left.\Delta_{+}^{0}\right|^{n-\mathrm{sub}}(t)+\frac{t^{n}\left(t-t_{N}\right)}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f_{+}^{0}\left(t^{\prime}\right)}{t^{\prime n}\left(t^{\prime}-t_{N}\right)\left(t^{\prime}-t\right)} \\
& \Gamma^{J}(t)=\left.\Delta_{\Gamma}^{J}\right|^{n-\mathrm{sub}}(t)+\frac{t^{(n-J) \theta(n-J)}\left(t-t_{N}\right)}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} \Gamma^{J}\left(t^{\prime}\right)}{t^{\prime(n-J) \theta(n-J)}\left(t^{\prime}-t_{N}\right)\left(t^{\prime}-t\right)} \quad \forall J \geq 1 \\
& f_{-}^{J}(t)=\left.\Delta_{-}^{J}\right|^{n \text {-sub }}(t)+\frac{t^{(n-J+1) \theta(n-J)}}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f_{-}^{J}\left(t^{\prime}\right)}{t^{\prime(n-J+1) \theta(n-J)}\left(t^{\prime}-t\right)} \quad \forall J \geq 1 \tag{13.40}
\end{align*}
$$

where the Heaviside step function is to be understood in its right-continuous form, i.e. $\theta(0)=1$. Again, the equations for $f_{+}^{0}(t)$ and $\Gamma^{J}(t)$ exhibit one additional subtraction at $t_{N}$, such that the combined number of subtractions for all $J \geq 0$ can be given as $(n-J+1) \theta(n-J)$. For convenience, we also state the explicit formulae for $J \in\{1,2\}$ for both one subtraction

$$
\begin{align*}
& \Gamma^{1}(t)=\left.\Delta_{\Gamma}^{1}\right|^{1-\mathrm{sub}}(t)+\frac{t-t_{N}}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} \Gamma^{1}\left(t^{\prime}\right)}{\left(t^{\prime}-t_{N}\right)\left(t^{\prime}-t\right)} \\
& f_{-}^{1}(t)=\left.\Delta_{-}^{1}\right|^{1-\mathrm{sub}}(t)+\frac{t}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f_{-}^{1}\left(t^{\prime}\right)}{t^{\prime}\left(t^{\prime}-t\right)} \\
& \Gamma^{2}(t)=\left.\Delta_{\Gamma}^{2}\right|^{1-\mathrm{sub}}(t)+\frac{t-t_{N}}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} \Gamma^{2}\left(t^{\prime}\right)}{\left(t^{\prime}-t_{N}\right)\left(t^{\prime}-t\right)} \\
& f_{-}^{2}(t)=\left.\Delta_{-}^{2}\right|^{1-\mathrm{sub}}(t)+\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f_{-}^{2}\left(t^{\prime}\right)}{t^{\prime}-t} \tag{13.41}
\end{align*}
$$

and two subtractions

$$
\begin{align*}
& \Gamma^{1}(t)=\left.\Delta_{\Gamma}^{1}\right|^{2-\mathrm{sub}}(t)+\frac{t\left(t-t_{N}\right)}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} \Gamma^{1}\left(t^{\prime}\right)}{t^{\prime}\left(t^{\prime}-t_{N}\right)\left(t^{\prime}-t\right)} \\
& f_{-}^{1}(t)=\left.\Delta_{-}^{1}\right|^{2-\mathrm{sub}}(t)+\frac{t^{2}}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f_{-}^{1}\left(t^{\prime}\right)}{t^{\prime 2}\left(t^{\prime}-t\right)} \\
& \Gamma^{2}(t)=\left.\Delta_{\Gamma}^{2}\right|^{2-\mathrm{sub}}(t)+\frac{t-t_{N}}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} \Gamma^{2}\left(t^{\prime}\right)}{\left(t^{\prime}-t_{N}\right)\left(t^{\prime}-t\right)} \\
& f_{-}^{2}(t)=\left.\Delta_{-}^{2}\right|^{2-\mathrm{sub}}(t)+\frac{t}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f_{-}^{2}\left(t^{\prime}\right)}{t^{\prime}\left(t^{\prime}-t\right)} \tag{13.42}
\end{align*}
$$

as well as the terms in $\Delta_{+}^{0}(t)$ that couple the $D$ - to the $S$-waves:

$$
\begin{align*}
\left.\Delta_{+}^{0}\right|^{0-\mathrm{sub}}(t)= & -\frac{5}{16} \frac{t-t_{N}}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime}\left\{\left[t^{\prime}+t-\left(t_{N}+t_{\pi}\right)+6 a\right] \frac{\operatorname{Im} \Gamma^{2}\left(t^{\prime}\right)}{t^{\prime}-t_{N}}+\frac{m}{\sqrt{6}} \operatorname{Im} f_{-}^{2}\left(t^{\prime}\right)\right\}+\ldots, \\
\left.\Delta_{+}^{0}\right|^{1-\text { sub }}(t)= & -\frac{5}{16} \frac{t-t_{N}}{\pi} \int_{t_{\pi}}^{\infty} \frac{\mathrm{d} t^{\prime}}{t^{\prime}}\left\{\left[t^{\prime} t+\frac{t_{N} t_{\pi}}{2}\right] \frac{\operatorname{Im} \Gamma^{2}\left(t^{\prime}\right)}{t^{\prime}-t_{N}}+t_{\pi} \frac{m}{\sqrt{6}} \operatorname{Im} f_{-}^{2}\left(t^{\prime}\right)\right\}+\ldots, \\
\left.\Delta_{+}^{0}\right|^{2-\mathrm{sub}}(t)= & -\frac{5}{16} \frac{t-t_{N}}{\pi} \int_{t_{\pi}}^{\infty} \frac{\mathrm{d} t^{\prime}}{t^{\prime 2}}\left\{\frac{1}{2}\left[\left(t^{\prime}+t\right) t_{N} t_{\pi}-t^{\prime} t\left(t_{N}+t_{\pi}\right)\right] \frac{\operatorname{Im} \Gamma^{2}\left(t^{\prime}\right)}{t^{\prime}-t_{N}}+t t_{\pi} \frac{m}{\sqrt{6}} \operatorname{Im} f_{-}^{2}\left(t^{\prime}\right)\right\} \\
& +\ldots, \tag{13.43}
\end{align*}
$$

which converge for $t^{\prime} \rightarrow t_{N}$ due to the threshold behavior of $\Gamma^{2}$ and vanish for $t \rightarrow t_{N}$ due to the exceptional behavior of the ( $n$-times subtracted) kernel $\tilde{K}_{02}^{2}$ (cf. (9.61) and (13.37)); the respective remainder denoted by dots above is then given by

$$
\begin{align*}
\ldots \doteq & \left.\tilde{N}_{+}^{0}\right|^{n \text {-sub }}(t)  \tag{13.44}\\
& +\frac{1}{\pi} \int_{W_{+}}^{\infty} \mathrm{d} W^{\prime} \sum_{l=0}^{\infty}\left\{\left.\tilde{G}_{0 l}\right|^{n \text {-sub }}\left(t, W^{\prime}\right) \operatorname{Im} f_{l+}^{+}\left(W^{\prime}\right)+\left.\tilde{G}_{0 l}\right|^{n \text {-sub }}\left(t,-W^{\prime}\right) \operatorname{Im} f_{(l+1)-}^{+}\left(W^{\prime}\right)\right\} \\
& +\frac{1}{\pi} \int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \sum_{J^{\prime}=4}^{\infty} \frac{1+(-1)^{J^{\prime}}}{2}\left\{\left.\tilde{K}_{0 J^{\prime}}^{1}\right|^{n \text {-sub }}\left(t, t^{\prime}\right) \operatorname{Im} f_{+}^{J^{\prime}}\left(t^{\prime}\right)+\left.\tilde{K}_{0 J^{\prime}}^{2}\right|^{n \text {-sub }}\left(t, t^{\prime}\right) \operatorname{Im} f_{-}^{J^{\prime}}\left(t^{\prime}\right)\right\} .
\end{align*}
$$

Note that this $D$ - to $S$-wave coupling becomes independent of $a$ by subtracting once or twice, while the corresponding $F$ - to $P$-wave coupling also depends on $a$ in the once-subtracted case (cf. (13.36)).

### 13.7 Subtracted kernels: $s$-channel partial-wave projection

Finally, we summarize the changes that are necessary if the subtracted versions of the hyperbolic dispersion relations are used for the $s$-channel projection as well.

The modified pole terms are given by

$$
\begin{align*}
&\left.N_{l+}^{I}\right|^{n \text {-sub }}(W)= \bar{N}_{l+}^{I}(W)+\left.\Delta \bar{N}_{l+}^{I}\right|^{n \text {-sub }}(W)=-\left.N_{(l+1)-}^{I}\right|^{n \text {-sub }}(-W) \\
&\left.\Delta \bar{N}_{l+}^{+}\right|^{2 \text {-sub }}(W)= \frac{\delta_{l 0}}{16 \pi W}\left\{(E+m)\left[2\left(\frac{g^{2}}{m}+d_{00}^{+}-2 q^{2} d_{01}^{+}\right)+(W-m)\left(s-s_{0}-q^{2}\right) \frac{b_{00}^{+}}{m}\right]\right. \\
&\left.-(E-m) \frac{q^{2}}{3}\left(4 d_{01}^{+}-(W+m) \frac{b_{00}^{+}}{m}\right)\right\} \\
&+\frac{\delta_{l 1}}{16 \pi W}(E+m) \frac{q^{2}}{3}\left(4 d_{01}^{+}+(W-m) \frac{b_{00}^{+}}{m}\right) \\
&\left.\Delta \bar{N}_{l+}^{-}\right|^{2 \text {-sub }}(W)= \frac{\delta_{l 0}}{16 \pi W}\left\{(E+m)\left[\left(s-s_{0}-q^{2}\right) \frac{a_{00}^{-}}{m}+2(W-m)\left(-\frac{g^{2}}{2 m^{2}}+b_{00}^{-}-2 q^{2} b_{01}^{-}\right)\right]\right. \\
& \frac{\left.-(E-m) \frac{q^{2}}{3}\left(\frac{a_{00}^{-}}{m}-4(W+m) b_{01}^{-}\right)\right\}}{m}(E+m)\left(\frac{g^{2}}{m}+d_{00}^{+}\right), \\
&+\frac{\delta_{l 1}}{16 \pi W}(E+m) \frac{q^{2}}{3}\left(\frac{a_{00}^{-}}{m}+4(W-m) b_{01}^{-}\right) \\
& \xrightarrow{1 \text {-sub }} \frac{\delta_{l 0}}{8 \pi W}(E+m)(W-m)\left(-\frac{g^{2}}{2 m^{2}}+b_{00}^{-}\right)
\end{align*}
$$

where in analogy to the $t$-channel projection we have defined unsubtracted "corrections" (cf. (8.11))

$$
\begin{equation*}
\left.\Delta \bar{N}_{l+}^{I}\right|^{0-\mathrm{sub}}(W)=-\tilde{\epsilon}_{-} \frac{g^{2}}{4 \pi} \frac{(E+m)(W-m)}{2 W} \frac{\delta_{l 0}}{m^{2}-a}=-\left.\Delta \bar{N}_{(l+1)-}^{I}\right|^{0-\mathrm{sub}}(-W) \tag{13.46}
\end{equation*}
$$

The additional $s$-channel kernel contributions obeying the MacDowell symmetry (8.1) in both $(W, l)$ and $\left(W^{\prime}, l^{\prime}\right)$ can be written for all $\left(l \geq 0, l^{\prime} \geq 0\right)$ in the symmetric form

$$
\begin{aligned}
\Delta K_{l l^{\prime}}^{I}\left(W, W^{\prime}\right)= & \widehat{\Delta K}_{l l^{\prime}}^{I}\left(W, W^{\prime}\right)-\widehat{\Delta K}_{l, l^{\prime}-1}^{I}\left(W,-W^{\prime}\right) \\
& +\widetilde{\Delta K}_{l l^{\prime}}^{I}\left(W, W^{\prime}\right)-\widetilde{\Delta K}_{l, l^{\prime}-1}^{I}\left(W,-W^{\prime}\right) \\
+ & \frac{1}{3}\left\{\widetilde{\Delta K}_{l l^{\prime}}^{I}\left(-W, W^{\prime}\right)-\widetilde{\Delta K}_{l, l^{\prime}-1}^{I}\left(-W,-W^{\prime}\right)\right. \\
& \left.-\widetilde{\Delta K}{\widetilde{l-1, l^{\prime}}}_{I}\left(W, W^{\prime}\right)+\widetilde{\Delta K}_{l-1, l^{\prime}-1}^{I}\left(W,-W^{\prime}\right)\right\} \\
\left.\widehat{\Delta K}_{l l^{\prime}}^{I}\right|^{2-\mathrm{sub}}\left(W, W^{\prime}\right)= & -\frac{W^{\prime}}{W}\left\{\varkappa^{I}\left(W, W^{\prime}\right) h_{0}\left(s^{\prime}\right)+\varkappa^{-I}\left(W, W^{\prime}\right) \frac{2\left(s-s_{0}\right)}{\left(s^{\prime}-s_{0}\right)^{2}}\right\} P_{l^{\prime}+1}^{\prime}\left(\left[z_{s}^{\prime}\right]_{(0,0)}\right) \delta_{l 0} \\
= & -\frac{W^{\prime}}{W}\left\{\frac{\delta\left(W, W^{\prime}\right)\left(s^{\prime}+s-2 s_{0}\right)+\epsilon^{I} \rho\left(W, W^{\prime}\right)\left(s^{\prime}-s\right)}{\left(s^{\prime}-s_{0}\right)^{2}}\right. \\
& \left.-\frac{\varkappa^{I}\left(W, W^{\prime}\right)}{s^{\prime}-a}\right\} P_{l^{\prime}+1}^{\prime}\left(\left[z_{s}^{\prime}\right]_{(0,0)}\right) \delta_{l 0} \\
\xrightarrow{1-\text { sub }} & -\frac{W^{\prime}}{W} \varkappa^{I}\left(W, W^{\prime}\right) h_{0}\left(s^{\prime}\right) P_{l^{\prime}+1}^{\prime}\left(\left[z_{s}^{\prime}\right]_{(0,0)}\right) \delta_{l 0}
\end{aligned}
$$

$$
\begin{align*}
\left.\widetilde{\Delta K}_{l l^{\prime}}^{I}\right|^{2 \text {-sub }}\left(W, W^{\prime}\right)=- & \frac{W^{\prime}}{W} 2 q^{2}\left\{\frac{\epsilon^{I} \rho\left(W, W^{\prime}\right)}{\left(s^{\prime}-s_{0}\right)^{2}} P_{l^{\prime}+1}^{\prime}\left(\left[z_{s}^{\prime}\right]_{(0,0)}\right)\right. \\
& \left.-\varkappa^{I}\left(W, W^{\prime}\right) h_{0}\left(s^{\prime}\right)\left[\partial_{t} z_{s}^{\prime}\right]_{(0,0)} P_{l^{\prime}+1}^{\prime \prime}\left(\left[z_{s}^{\prime}\right]_{(0,0)}\right)\right\} \delta_{l 0} \xrightarrow{1-\text { sub }} 0, \tag{13.47}
\end{align*}
$$

where we have used that $\epsilon^{ \pm I}= \pm \epsilon^{I}$. Note that for $l^{\prime}=0$ the term proportional to $\left(s^{\prime}-a\right)^{-1}$ cancels against the corresponding term in $K_{l 0}^{I}\left(W, W^{\prime}\right)$ of (8.75) like for the nucleon pole terms (cf. the relation (8.77)).

The additional contributions to $G_{l J}$ and $H_{l J}$ may be written as

$$
\begin{align*}
& \Delta G_{l J}\left(W, t^{\prime}\right)=\widehat{\Delta G}_{l J}\left(W, t^{\prime}\right)-\widehat{\Delta G}_{l+1, J}\left(-W, t^{\prime}\right) \quad \forall(l \geq 0, J \geq 0), \\
& \Delta H_{l J}\left(W, t^{\prime}\right)=\widehat{\Delta H}_{l J}\left(W, t^{\prime}\right)-\widehat{\Delta H}_{l+1, J}\left(-W, t^{\prime}\right) \quad \forall(l \geq 0, J \geq 1), \tag{13.48}
\end{align*}
$$

where for even $J$

$$
\begin{align*}
&\left.\widehat{\Delta G}_{l J}\right|^{2-\text { sub }}\left(W, t^{\prime}\right)= \frac{E+m}{2 W}(2 J+1) \frac{\left(p_{t}^{\prime} q_{t}^{\prime}\right)^{J}}{t^{\prime} p_{t}^{\prime 2}}\left\{\left[P_{J}\left(z_{t}^{\prime}\right)\right]_{(0,0)} \delta_{l 0}\right. \\
&\left.-2 q^{2}\left(\frac{1}{t^{\prime}}\left[P_{J}\left(z_{t}^{\prime}\right)\right]_{(0,0)}+\left[\partial_{t} P_{J}\left(z_{t}^{\prime}\right)\right]_{(0,0)}\right)\left(\delta_{l 0}-\frac{\delta_{l 1}}{3}\right)\right\} \\
& \begin{array}{ll}
\xrightarrow{1-\text { sub }} & \frac{E+m}{2 W}(2 J+1) \frac{\left(p_{p}^{\prime} q_{t}^{\prime}\right)^{J}}{t^{\prime} p_{t}^{\prime 2}}\left[P_{J}\left(z_{t}^{\prime}\right)\right]_{(0,0)} \delta_{l 0}, \\
\left.\widehat{\Delta H_{l J}}\right|^{2 \text {-sub }}\left(W, t^{\prime}\right)= & -\frac{E+m}{2 W} \frac{2 J+1}{\sqrt{J(J+1)}} \frac{\left(p_{t}^{\prime} q_{t}^{\prime}\right)^{J}}{t^{\prime} p_{t}^{\prime 2}}\left\{\left(\frac{W-m}{2 q_{t}^{\prime 2}}\left(s-s_{0}\right)\left[\frac{P_{J}^{\prime}\left(z_{t}^{\prime}\right)}{z_{t}^{\prime}}\right]_{(0,0)}\right.\right. \\
& \left.+m\left[z_{t}^{\prime} P_{J}^{\prime}\left(z_{t}^{\prime}\right)\right]_{(0,0)}\right) \delta_{l 0}-2 q^{2}\left(\frac{W-m}{4 q_{t}^{\prime 2}}\left[\frac{P_{J}^{\prime}\left(z_{t}^{\prime}\right)}{z_{t}^{\prime}}\right]_{(0,0)}\right. \\
& \left.\left.+m\left[\frac{1}{t^{\prime}}\left[z_{t}^{\prime} P_{J}^{\prime}\left(z_{t}^{\prime}\right)\right]_{(0,0)}+\left[\partial_{t}\left(z_{t}^{\prime} P_{J}^{\prime}\left(z_{t}^{\prime}\right)\right)\right]_{(0,0)}\right]\right)\left(\delta_{l 0}-\frac{\delta_{l 1}}{3}\right)\right\}
\end{array} \\
& \xrightarrow{1 \text {-sub }}- \frac{E+m}{2 W} \frac{2 J+1}{\sqrt{J(J+1)}} \frac{\left(p_{t}^{\prime} q_{t}^{\prime}\right)^{J}}{t^{\prime} p_{t}^{\prime 2}} m\left[z_{t}^{\prime} P_{J}^{\prime}\left(z_{t}^{\prime}\right)\right]_{(0,0)} \delta_{l 0},
\end{align*}
$$

and for odd $J$

$$
\begin{align*}
&\left.\widehat{\Delta G}_{l J}\right|^{2-\text { sub }}\left(W, t^{\prime}\right)= \frac{E+m}{2 W}(2 J+1) \frac{\left(p_{t}^{\prime} q_{t}^{\prime}\right)^{J-1}}{t^{\prime} p_{t}^{\prime 2}} \frac{1}{2}\left[\frac{P_{J}\left(z_{t}^{\prime}\right)}{z_{t}^{\prime}}\right]_{(0,0)}\left\{\left(s-s_{0}-q^{2}\right) \delta_{l 0}+q^{2} \frac{\delta_{l 1}}{3}\right\} \xrightarrow{1-\text { sub }} 0, \\
&\left.\widehat{\Delta H}_{l J}\right|^{2-\text { sub }}\left(W, t^{\prime}\right)=- \frac{E+m}{2 W} \frac{2 J+1}{\sqrt{J(J+1)}} \frac{\left(p_{t}^{\prime} q_{t}^{\prime}\right)^{J-1}}{t^{\prime} p_{t}^{\prime 2}}\left\{\left(p_{t}^{\prime 2}(W-m)+\frac{m}{2}\left(s-s_{0}\right)\right)\right. \\
& \times\left[P_{J}^{\prime}\left(z_{t}^{\prime}\right)\right]_{(0,0)} \delta_{l 0}-2 q^{2}\left(\frac{m}{4}\left[P_{J}^{\prime}\left(z_{t}^{\prime}\right)\right]_{(0,0)}\right. \\
&+p_{t}^{\prime 2}(W-m)\left[\frac{1}{t^{\prime}}\right. \\
& \xrightarrow{\left.\left.\left.\left[P_{J}^{\prime}\left(z_{t}^{\prime}\right)\right]_{(0,0)}+\left[\partial_{t} P_{J}^{\prime}\left(z_{t}^{\prime}\right)\right]_{(0,0)}\right]\right)\left(\delta_{l 0}-\frac{\delta_{l 1}}{3}\right)\right\}}  \tag{13.50}\\
& \xrightarrow{1-\text { sub }}- \frac{E+m}{2 W} \frac{2 J+1}{\sqrt{J(J+1)}} \frac{\left(p_{t}^{\prime} q_{t}^{\prime}\right)^{J-1}}{t^{\prime}}(W-m)\left[P_{J}^{\prime}\left(z_{t}^{\prime}\right)\right]_{(0,0)} \delta_{l 0} .
\end{align*}
$$

Note that again only even powers of momenta and $z_{t}^{\prime}$ occur.

## Chapter 14

## Generalized

## Muskhelishvili-Omnès problem

In the following, we will assume to know the $\pi N$ partial waves $f_{ \pm}^{J}(t)$ above the matching point (i.e for $t \geq t_{\mathrm{m}}$ ) as well as the phases and inelasticity parameters of the $\pi \pi$ partial waves $t_{J}^{I_{t}}(t)$ for $4 M_{\pi}^{2}=t_{\pi} \leq t \leq t_{\mathrm{m}}$ and both the $\pi K$ and $K N$ partial waves $g_{J}^{I_{t}}(t)$ and $h_{ \pm}^{J}(t)$, respectively, for $4 M_{K}^{2}=t_{K} \leq t \leq t_{\mathrm{m}}$. Note that the $h_{ \pm}^{J}(t)$ are the most critical ones, as they are needed in the unphysical region requiring an analytic continuation.

Under these assumptions, we have to solve equations that are of the Muskhelishvili-Omnès type [166, 167]

$$
\begin{equation*}
f(t)=\Delta(t)+\frac{1}{\pi} \int_{t_{\pi}}^{t_{\mathrm{m}}} \mathrm{~d} t^{\prime} \frac{T\left(t^{\prime}\right)^{*} f\left(t^{\prime}\right)+\sigma\left(t^{\prime}\right)}{t^{\prime}-t}+\frac{1}{\pi} \int_{t_{\mathrm{m}}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f\left(t^{\prime}\right)}{t^{\prime}-t} \tag{14.1}
\end{equation*}
$$

for $f(t)$ in the range $t_{\pi} \leq t \leq t_{\mathrm{m}}$, where the physical values of the integrals are obtained in the limit $t \rightarrow t+i \epsilon$ and the discontinuity of $f(t)$ across the right hand cut is given by unitarity (cf. hermitian analyticity (7.62) and the extended $t$-channel unitarity relation (12.27))

$$
\begin{equation*}
\frac{\operatorname{Disc} f(t)}{2 i}=\operatorname{Im} f(t)=T(t)^{*} f(t) \theta\left(t-t_{\pi}\right)+\sigma(t) \tag{14.2}
\end{equation*}
$$

Here, $\sigma(t) \propto \theta\left(t-t_{\sigma}\right)$ denotes all additional inelastic contributions due to additional intermediate channels that open at the corresponding threshold energies (like especially $\bar{K} K$ intermediate states for $t \geq t_{K}$ in (12.27)), the inhomogeneity $\Delta(t)$ contains potential left-hand cut contributions to $f(t)$ and is real for $t_{\pi} \leq t$, and the amplitude $T(t)$ is given by

$$
\begin{equation*}
T(t)=\frac{\eta(t) e^{2 i \delta(t)}-1}{2 i}, \quad 0 \leq \eta(t) \leq 1, \quad 1-\eta(t) \propto \theta\left(t-t_{\eta}\right) \tag{14.3}
\end{equation*}
$$

For infinite matching point $t_{\mathrm{m}}=\infty$, the solution for the elastic case (i.e. $\eta(t)=1$ and $\sigma(t)=0)$ can be found in the original work [167], while the impact of inelastic contributions is studied in [239, 240]. Conversely, finite-matching-point considerations for the elastic problem are given in [158, 241]. In the following, the generalized case with both inelasticities and a finite matching point will be considered.

### 14.1 Consistency condition

The consistency condition that the imaginary part $\operatorname{Im} f(t)$ itself must be real involves some powerful constraints from equation (14.2). To see this, in addition to (14.3) we write

$$
\begin{equation*}
f(t)=|f(t)| e^{i \varphi(t)}, \quad \sigma(t)=|\sigma(t)| e^{i \chi(t)}, \quad|\sigma(t)| \propto \theta\left(t-t_{\sigma}\right) \tag{14.4}
\end{equation*}
$$

which for $t \geq t_{\pi}$ (i.e. $\operatorname{Im} f(t) \neq 0$ and thus $|f(t)| \neq 0$ and $\left.\varphi(t) \neq 0\right)$ together with the abbreviation $\tilde{\varphi}(t)=\varphi(t)-\delta(t)$ leads to the system of equations

$$
\begin{align*}
\sin \varphi(t) & =\frac{1+\eta(t)}{2} \sin \delta(t) \cos \tilde{\varphi}(t)+\frac{1-\eta(t)}{2} \cos \delta(t) \sin \tilde{\varphi}(t)+\frac{|\sigma(t)|}{|f(t)|} \cos \chi(t) \\
0 & =\frac{1+\eta(t)}{2} \sin \delta(t) \sin \tilde{\varphi}(t)-\frac{1-\eta(t)}{2} \cos \delta(t) \cos \tilde{\varphi}(t)+\frac{|\sigma(t)|}{|f(t)|} \sin \chi(t) \tag{14.5}
\end{align*}
$$

and thereby to

$$
\left(\begin{array}{rr}
\frac{1-\eta(t)}{2} \sin \delta(t) & \frac{1+\eta(t)}{2} \cos \delta(t)  \tag{14.6}\\
\frac{1-\eta(t)}{2} \cos \delta(t) & -\frac{1+\eta(t)}{2} \sin \delta(t)
\end{array}\right)\binom{\cos \tilde{\varphi}(t)}{\sin \tilde{\varphi}(t)}=\frac{|\sigma(t)|}{|f(t)|}\binom{\cos \chi(t)}{\sin \chi(t)}
$$

First, we prove the identity of the inelastic thresholds $t_{\eta}$ and $t_{\sigma}$ from (14.6), which of course is also necessary for or following from the consistency of the physical picture. For $t_{\pi} \leq t<t_{\sigma}$, the vanishing right-hand side (RHS) requires that the determinant of the coefficient matrix vanishes as well in order to ensure the existence of non-trivial solutions. In this way, we find

$$
\begin{equation*}
\frac{1-\eta(t)^{2}}{4}=0 \tag{14.7}
\end{equation*}
$$

which can only be fulfilled for $\eta(t)=1$ and hence we must demand $t_{\eta} \geq t_{\sigma}$. Conversely, for $t_{\pi} \leq t<t_{\eta}$ from $\eta(t)=1$ follows

$$
\begin{equation*}
\frac{|\sigma(t)|}{|f(t)|} \frac{\cos \chi(t)}{\cos \delta(t)}=\sin \tilde{\varphi}(t)=-\frac{|\sigma(t)|}{|f(t)|} \frac{\sin \chi(t)}{\sin \delta(t)} \tag{14.8}
\end{equation*}
$$

which admits non-trivial solutions only for $\sin (\delta(t)+\chi(t))=0$. Excluding this fine-tuning between the phases of $T(t)$ and $\sigma(t)$, we conclude that $|\sigma(t)|=0$ and hence $t_{\sigma} \geq t_{\eta}$. Together this proves that

$$
\begin{equation*}
|\sigma(t)|=0 \Leftrightarrow \eta(t)=1, \quad \text { or } \quad t_{\sigma}=t_{\eta} \tag{14.9}
\end{equation*}
$$

For $t_{\pi} \leq t<t_{\sigma}$, i.e. in the elastic region, (14.6) reduces to

$$
\begin{equation*}
\cos \delta(t) \sin \tilde{\varphi}(t)=0=\sin \delta(t) \sin \tilde{\varphi}(t) \tag{14.10}
\end{equation*}
$$

and thus $\tilde{\varphi}(t)=\varphi(t)-\delta(t)=0 \bmod \pi$, which is just Watson's theorem (12.11) again. For $t \geq t_{\sigma}$, however, we can gain information by inverting (14.6) leading to

$$
\begin{equation*}
\cos \tilde{\varphi}(t)=\frac{2}{1-\eta(t)} \frac{|\sigma(t)|}{|f(t)|} \sin (\delta(t)+\chi(t)), \quad \sin \tilde{\varphi}(t)=\frac{2}{1+\eta(t)} \frac{|\sigma(t)|}{|f(t)|} \cos (\delta(t)+\chi(t)) \tag{14.11}
\end{equation*}
$$

and thus (cf. e.g. [240])

$$
\begin{align*}
\varphi(t) & =\delta(t)+\arctan \left(\frac{1-\eta(t)}{1+\eta(t)} \cot (\delta(t)+\chi(t))\right) \bmod \pi \\
|f(t)| & =2|\sigma(t)| \sqrt{\left(\frac{\sin (\delta(t)+\chi(t))}{1-\eta(t)}\right)^{2}+\left(\frac{\cos (\delta(t)+\chi(t))}{1+\eta(t)}\right)^{2}} \tag{14.12}
\end{align*}
$$

both invariant under $\delta(t)+\chi(t) \rightarrow \delta(t)+\chi(t)+n \pi$ with $n \in \mathbb{Z}_{0}$. In this way, both the phase $\varphi(t)$ (by additionally requiring smoothness) and the modulus $|f(t)|$ of the complex function $f(t)$ are in principle completely fixed by the inelasticities in the full unitarity relation (14.2) in the inelastic region $t \geq t_{\sigma}$, i.e. above the onset of the first inelastic channel. Since for $t_{\pi} \leq t<t_{\sigma}$ the phase is known due to Watson's theorem, in the elastic region we only need to solve the Muskhelishvili-Omnès problem (14.1) for the modulus $|f(t)|$.

### 14.2 Homogeneous problem

To begin with, we consider the homogeneous problem with finite matching point (i.e. without inhomogeneity $\Delta(t)$, also neglecting the inelastic contributions $\sigma(t)$ ) for a function $f_{0}(t)$ with $\operatorname{Im} f_{0}(t) \propto \theta\left(t-t_{\pi}\right) \theta\left(t_{\mathrm{m}}-t\right)$ (though this problem for itself is unphysical as long as $t_{\mathrm{m}}<\infty$ and $\sigma(t)$ is neglected)

$$
\begin{equation*}
f_{0}(t)=\frac{1}{\pi} \int_{t_{\pi}}^{t_{\mathrm{m}}} \mathrm{~d} t^{\prime} \frac{T\left(t^{\prime}\right)^{*} f_{0}\left(t^{\prime}\right)}{t^{\prime}-t} \tag{14.13}
\end{equation*}
$$

since any function $f(t)$ solving the general problem (14.1) will then generate further solutions by setting $f(t) \rightarrow f(t)+c f_{0}(t)$ with $c \in \mathbb{R}$. Writing $t_{ \pm}=t \pm i \epsilon$ and taking the difference of (14.13) evaluated in both limits (i.e. calculating the discontinuity with the physical amplitude $f_{0}(t)$ being identified with $f_{0}\left(t_{+}\right)$), we have (though $\eta(t)=1$ for $t<t_{\sigma}$, we keep the inelasticity function $\eta(t)$ in preparation for the general, inhomogeneous case in the following section)

$$
\left\{\begin{array}{c}
f_{0}\left(t_{+}\right) \eta(t) e^{-2 i \delta(t)}-f_{0}\left(t_{-}\right)=0  \tag{14.14}\\
f_{0}\left(t_{+}\right)-f_{0}\left(t_{-}\right)=0
\end{array}\right\} \quad \text { for } \quad\left\{\begin{array}{c}
t_{\pi} \leq t \leq t_{\mathrm{m}} \\
t>t_{\mathrm{m}}
\end{array}\right\}
$$

which is solved introducing the Omnès function $\Omega(t)$ defined by

$$
\left\{\begin{array}{c}
\Omega\left(t_{+}\right) e^{-2 i \delta(t)}-\Omega\left(t_{-}\right)=0  \tag{14.15}\\
\Omega\left(t_{+}\right)-\Omega\left(t_{-}\right)=0
\end{array}\right\} \quad \text { for } \quad\left\{\begin{array}{c}
t_{\pi} \leq t \leq t_{\mathrm{m}} \\
t>t_{\mathrm{m}}
\end{array}\right\}
$$

such that we can write

$$
\begin{align*}
& \Omega(t)=\exp \left\{\frac{1}{\pi} \int_{t_{\pi}}^{t_{\mathrm{m}}} \mathrm{~d} t^{\prime} \frac{\delta\left(t^{\prime}\right)}{t^{\prime}-t}\right\}=|\Omega(t)| \exp \left\{i \delta(t) \theta\left(t-t_{\pi}\right) \theta\left(t_{\mathrm{m}}-t\right)\right\} \\
& |\Omega(t)|=\exp \left\{\frac{1}{\pi} \int_{t_{\pi}}^{t_{\mathrm{m}}} \mathrm{~d} t^{\prime} \frac{\delta\left(t^{\prime}\right)}{t^{\prime}-t}\right\}=|\bar{\Omega}(t)|\left|t_{\mathrm{m}}-t\right|^{x(t)}, \quad x(t)=\frac{\delta(t)}{\pi} \\
& |\bar{\Omega}(t)|=\left|t-t_{\pi}\right|^{-x(t)} \exp \left\{\frac{1}{\pi} \int_{t_{\pi}}^{t_{\mathrm{m}}} \mathrm{~d} t^{\prime} \frac{\delta\left(t^{\prime}\right)-\delta(t)}{t^{\prime}-t}\right\} \tag{14.16}
\end{align*}
$$

where we have analytically separated the endpoint singularities of the principal value integral such that the remaining finite integral can be evaluated without any problems. The decomposition

$$
\begin{equation*}
f_{0}(t)=\Omega(t) \Sigma_{0}(t) \tag{14.17}
\end{equation*}
$$

then leads to

$$
\left\{\begin{array}{c}
\Sigma_{0}\left(t_{+}\right) \eta(t)-\Sigma_{0}\left(t_{-}\right)=0  \tag{14.18}\\
\Sigma_{0}\left(t_{+}\right)-\Sigma_{0}\left(t_{-}\right)=0
\end{array}\right\} \quad \text { for } \quad\left\{\begin{array}{c}
t_{\pi} \leq t \leq t_{\mathrm{m}} \\
t>t_{\mathrm{m}}
\end{array}\right\}
$$

The first equation may be rewritten as

$$
\begin{equation*}
\frac{1+\eta(t)}{2}\left(\Sigma_{0}\left(t_{+}\right)-\Sigma_{0}\left(t_{-}\right)\right)-\frac{1-\eta(t)}{2}\left(\Sigma_{0}\left(t_{+}\right)+\Sigma_{0}\left(t_{-}\right)\right)=0 \tag{14.19}
\end{equation*}
$$

where we can identify

$$
\begin{equation*}
\Sigma_{0}\left(t_{+}\right)-\Sigma_{0}\left(t_{-}\right)=2 i \operatorname{Im} \Sigma_{0}(t), \quad \Sigma_{0}\left(t_{+}\right)+\Sigma_{0}\left(t_{-}\right)=2 \operatorname{Re} \Sigma_{0}(t) \tag{14.20}
\end{equation*}
$$

since both $f_{0}(t)$ and $\Omega(t)$ are hermitian analytic functions and pass this property on to $\Sigma_{0}(t)$. As a consequence of this "reality condition" [239], both parts of (14.19) have to vanish separately, such that

$$
\begin{equation*}
\Sigma_{0}\left(t_{+}\right)-\Sigma_{0}\left(t_{-}\right)=0 \quad \forall t \geq t_{\pi} \tag{14.21}
\end{equation*}
$$

i.e. $\Sigma_{0}(t)$ has no right-hand cut, which of course was already clear from (14.18) for $\eta(t)=1$. By assuming the reasonable asymptotic behavior $f_{0}(t) \rightarrow 0$ for $t \rightarrow \infty$ (cf. (12.22)), which yields $\Sigma_{0}(t) \rightarrow 0$ due to $\Omega(t) \rightarrow 1$ for a finite matching point, and by excluding essential singularities, the only analytic structures of $\Sigma_{0}(t)$ allowed by $f_{0}(t)$ and $\Omega(t)$ are poles at $t=t_{\pi}$ and $t=t_{\mathrm{m}}$. At these endpoints, according to (14.16) and due to $\delta\left(t_{\pi}\right)=0$ the Omnès function behaves as (cf. [214])

$$
\begin{equation*}
\Omega(t) \sim\left|t-t_{\pi}\right|^{-x\left(t_{\pi}\right)} \sim 1 \quad \text { for } t \rightarrow t_{\pi}, \quad \Omega(t) \sim\left|t_{\mathrm{m}}-t\right|^{x\left(t_{\mathrm{m}}\right)} \quad \text { for } t \rightarrow t_{\mathrm{m}} \tag{14.22}
\end{equation*}
$$

In this way, the regularity of $f_{0}(t)$ excludes poles at $t=t_{\pi}$ and restricts the order of the poles at $t=t_{\mathrm{m}}$ to

$$
\begin{equation*}
n=\left\lfloor\frac{\delta\left(t_{\mathrm{m}}\right)}{\pi}\right\rfloor \in \mathbb{N}_{0} \tag{14.23}
\end{equation*}
$$

For later use we also define

$$
\begin{equation*}
n(t)=\lfloor x(t)\rfloor, \quad \tilde{x}(t)=x(t)-n(t) \in(0,1), \quad x=x\left(t_{\mathrm{m}}\right), \quad \tilde{x}=\tilde{x}\left(t_{\mathrm{m}}\right) \tag{14.24}
\end{equation*}
$$

i.e. suppression of the argument $t$ denotes evaluation at the matching point $t_{\mathrm{m}}$. Eventually, we find (for $t<t_{\sigma}$ )

$$
\begin{equation*}
\Sigma_{0}(t)=\frac{\mathcal{P}_{n-1}(t)}{\left(t_{\mathrm{m}}-t\right)^{n}} \tag{14.25}
\end{equation*}
$$

where $\mathcal{P}_{n-1}(t)$ is an arbitrary real polynomial of degree $n-1$ that introduces $n$ free parameters to the Omnès problem. For $n=0$ the homogeneous solution vanishes according to $\mathcal{P}_{-1}(t)=0$ and no free parameter enters the problem.

### 14.3 Inhomogeneous problem

The calculation for the general case goes along the same lines. Starting with

$$
\begin{equation*}
F(t)=f(t)-\Delta(t)=\frac{1}{\pi} \int_{t_{\pi}}^{t_{\mathrm{m}}} \mathrm{~d} t^{\prime} \frac{T\left(t^{\prime}\right)^{*} f\left(t^{\prime}\right)+\sigma\left(t^{\prime}\right)}{t^{\prime}-t}+\frac{1}{\pi} \int_{t_{\mathrm{m}}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f\left(t^{\prime}\right)}{t^{\prime}-t} \tag{14.26}
\end{equation*}
$$

we find that

$$
\left\{\begin{array}{c}
F\left(t_{+}\right) \eta(t) e^{-2 i \delta(t)}-F\left(t_{-}\right)=2 i\left(T(t)^{*} \Delta(t)+\sigma(t)\right)  \tag{14.27}\\
F\left(t_{+}\right)-F\left(t_{-}\right)=2 i \operatorname{Im} f(t)
\end{array}\right\} \quad \text { for } \quad\left\{\begin{array}{c}
t_{\pi} \leq t \leq t_{\mathrm{m}} \\
t>t_{\mathrm{m}}
\end{array}\right\}
$$

which via the analogous decomposition

$$
\begin{equation*}
F(t)=\Omega(t) \Sigma(t) \tag{14.28}
\end{equation*}
$$

corresponds to

$$
\left\{\begin{array}{c}
\Sigma\left(t_{+}\right) \eta(t)-\Sigma\left(t_{-}\right)=\frac{2 i}{|\Omega(t)|} e^{i \delta(t)}\left(T(t)^{*} \Delta(t)+\sigma(t)\right)  \tag{14.29}\\
\Sigma\left(t_{+}\right)-\Sigma\left(t_{-}\right)=\frac{2 i}{|\Omega(t)|} \operatorname{Im} f(t)
\end{array}\right\} \quad \text { for } \quad\left\{\begin{array}{c}
t_{\pi} \leq t \leq t_{\mathrm{m}} \\
t>t_{\mathrm{m}}
\end{array}\right\}
$$

Rewriting the first equation as

$$
\begin{equation*}
\frac{1+\eta(t)}{2}\left(\Sigma\left(t_{+}\right)-\Sigma\left(t_{-}\right)\right)-\frac{1-\eta(t)}{2}\left(\Sigma\left(t_{+}\right)+\Sigma\left(t_{-}\right)\right)=\frac{2 i}{|\Omega(t)|} e^{i \delta(t)}\left(T(t)^{*} \Delta(t)+\sigma(t)\right) \tag{14.30}
\end{equation*}
$$

and inferring the hermitian analyticity of $\Sigma(t)$ in analogy to the homogeneous case, we can deduce from the reality condition that for $t_{\pi} \leq t \leq t_{\mathrm{m}}$

$$
\begin{equation*}
2 i \operatorname{Im} \Sigma(t)=\operatorname{Disc} \Sigma(t)=\Sigma\left(t_{+}\right)-\Sigma\left(t_{-}\right)=\frac{2}{1+\eta(t)} \frac{2 i}{|\Omega(t)|} \operatorname{Re}\left\{e^{i \delta(t)}\left(T(t)^{*} \Delta(t)+\sigma(t)\right)\right\} \tag{14.31}
\end{equation*}
$$

and therefore together with (14.29) it follows

$$
\begin{equation*}
\Sigma(t)=\frac{1}{\pi} \int_{t_{\pi}}^{t_{\mathrm{m}}} \mathrm{~d} t^{\prime} \frac{\frac{2}{1+\eta\left(t^{\prime}\right)} \operatorname{Re}\left\{e^{i \delta\left(t^{\prime}\right)}\left(T\left(t^{\prime}\right)^{*} \Delta\left(t^{\prime}\right)+\sigma\left(t^{\prime}\right)\right)\right\}}{\left|\Omega\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)}+\frac{1}{\pi} \int_{t_{\mathrm{m}}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f\left(t^{\prime}\right)}{\left|\Omega\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)} \tag{14.32}
\end{equation*}
$$

Using the identity (since $\Delta(t)$ is real for $t_{\pi} \leq t$ )

$$
\begin{equation*}
\operatorname{Re}\left\{e^{i \delta(t)} T(t)^{*} \Delta(t)\right\}=\frac{1+\eta(t)}{2} \Delta(t) \sin \delta(t) \tag{14.33}
\end{equation*}
$$

the general solution (i.e. including the homogeneous solution) for $t_{\pi} \leq t \leq t_{\mathrm{m}}$ then reads

$$
\begin{align*}
f(t)=\Delta(t)+\Omega(t)\left\{\frac{\mathcal{P}_{n-1}(t)}{\left(t_{\mathrm{m}}-t\right)^{n}}\right. & +\frac{1}{\pi} \int_{t_{\pi}}^{t_{\mathrm{m}}} \mathrm{~d} t^{\prime} \frac{\Delta\left(t^{\prime}\right) \sin \delta\left(t^{\prime}\right)+\frac{2}{1+\eta\left(t^{\prime}\right)} \operatorname{Re}\left\{\sigma\left(t^{\prime}\right) e^{i \delta\left(t^{\prime}\right)}\right\}}{\left|\Omega\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)} \\
& \left.+\frac{1}{\pi} \int_{t_{\mathrm{m}}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f\left(t^{\prime}\right)}{\left|\Omega\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)}\right\} \tag{14.34}
\end{align*}
$$

which for $\sigma(t) \rightarrow 0$ reduces to the result quoted in [158,241] (up to the question of subtractions, cf. Sect. 14.4). The solution (14.34) may also be written in terms of a principal value integral for $t_{\pi} \leq t^{\prime} \leq t_{\mathrm{m}}$ as

$$
\begin{align*}
f(t)= & {\left[\Delta(t) \cos \delta(t)+\frac{2 i}{1+\eta(t)} \operatorname{Re}\left\{\sigma(t) e^{i \delta(t)}\right\}+|\Omega(t)|\left\{\frac{\mathcal{P}_{n-1}(t)}{\left(t_{\mathrm{m}}-t\right)^{n}}\right.\right.}  \tag{14.35}\\
& \left.\left.+\frac{1}{\pi} \int_{t_{\pi}}^{t_{\mathrm{m}}} \mathrm{~d} t^{\prime} \frac{\Delta\left(t^{\prime}\right) \sin \delta\left(t^{\prime}\right)+\frac{2}{1+\eta\left(t^{\prime}\right)} \operatorname{Re}\left\{\sigma\left(t^{\prime}\right) e^{i \delta\left(t^{\prime}\right)}\right\}}{\left|\Omega\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)}+\frac{1}{\pi} \int_{t_{\mathrm{m}}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f\left(t^{\prime}\right)}{\left|\Omega\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)}\right\}\right] e^{i \delta(t)}
\end{align*}
$$

in accordance with [167] for $\sigma(t) \rightarrow 0$ and $t_{\mathrm{m}} \rightarrow \infty$. Based upon the parameterizations (14.4), we can finally decompose (14.35) into its real and imaginary part. For $t<t_{\sigma}$ (i.e. for $t$ below the lowest inelastic threshold and hence $\sigma(t)=0$ ) no imaginary part occurs in the prefactor and thus we can immediately read off both the phase $\varphi(t)=\delta(t)$ (in accordance with Watson's theorem (12.11)) and the modulus

$$
\begin{align*}
&|f(t)|=\Delta(t) \cos \delta(t)+|\Omega(t)|\left\{\frac{\mathcal{P}_{n-1}(t)}{\left(t_{\mathrm{m}}-t\right)^{n}}+\frac{1}{\pi} \int_{t_{\mathrm{m}}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f\left(t^{\prime}\right)}{\left|\Omega\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)}\right. \\
&\left.+\frac{1}{\pi} \int_{t_{\pi}}^{t_{\mathrm{m}}} \mathrm{~d} t^{\prime} \frac{\Delta\left(t^{\prime}\right) \sin \delta\left(t^{\prime}\right)+\frac{2\left|\sigma\left(t^{\prime}\right)\right|}{1+\eta\left(t^{\prime}\right)} \cos \left(\delta\left(t^{\prime}\right)+\chi\left(t^{\prime}\right)\right)}{\left|\Omega\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)}\right\} \tag{14.36}
\end{align*}
$$

For $t \geq t_{\sigma}$ (i.e. $\sigma(t) \neq 0$ ), the non-trivial imaginary part in the prefactor in (14.35) is nonzero; furthermore, the polynomial part due to the homogeneous solution vanishes. Decomposing (14.35) into real and imaginary parts again, inserting the resulting constraint into the equation for the generic real part of $f(t)$ and using the relations (14.11) for $\varphi(t)-\delta(t)$ reproduces the result (14.12) for $|f(t)|$. In this sense, (14.35) is consistent with (14.12) for $t \geq t_{\sigma}$. In particular, (14.35) carries no additional information that could help to pin down $|f(t)|$ independently of (14.12) above the inelastic threshold (i.e. for $t_{\sigma} \leq t \leq t_{\mathrm{m}}$ ).

### 14.4 Subtractions

Recalling (14.16) and (14.24), however, we note that for $x>1$ the integrals of (14.36) in the present form do not converge. In order to ensure integrability for $t^{\prime} \rightarrow t_{\mathrm{m}}$ suitable subtractions need to be performed. Let us begin with the case $1<x<2$, i.e. $n=1$. The identity

$$
\begin{equation*}
\frac{1}{t^{\prime}-t}=\frac{1}{t_{\mathrm{m}}-t}\left\{1+\frac{t_{\mathrm{m}}-t^{\prime}}{t^{\prime}-t}\right\}=\frac{1}{t_{\mathrm{m}}-t}\left\{\frac{t_{\mathrm{m}}}{t^{\prime}}+\frac{t}{t^{\prime}} \frac{t_{\mathrm{m}}-t^{\prime}}{t^{\prime}-t}\right\} \tag{14.37}
\end{equation*}
$$

leads e.g. to

$$
\begin{equation*}
\int_{t_{\mathrm{m}}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f\left(t^{\prime}\right)}{\left|\Omega\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)}=\frac{1}{t_{\mathrm{m}}-t}\left\{t_{\mathrm{m}} \int_{t_{\mathrm{m}}}^{\infty} \frac{\mathrm{d} t^{\prime}}{t^{\prime}} \frac{\operatorname{Im} f\left(t^{\prime}\right)}{\left|\Omega\left(t^{\prime}\right)\right|}+t \int_{t_{\mathrm{m}}}^{\infty} \frac{\mathrm{d} t^{\prime}}{t^{\prime}} \frac{t_{\mathrm{m}}-t^{\prime}}{\left|\Omega\left(t^{\prime}\right)\right|} \frac{\operatorname{Im} f\left(t^{\prime}\right)}{t^{\prime}-t}\right\} \tag{14.38}
\end{equation*}
$$

where the second integral is now convergent. The first integral is still divergent, of course, but it does not depend on $t$ any more and can thus be absorbed into a redefinition of the
(constant) polynomial $\mathcal{P}_{0}$ in (14.36) due to the common prefactor $\left(t_{\mathrm{m}}-t\right)^{-1}$. Note that by choosing the second identity of (14.37) rather than the first one we can additionally introduce a subtraction in the usual sense (i.e. in order to lessen the dependence of the integrals on the high-energy region), and that no more such additional subtractions are compatible with this redefinition procedure. For higher values of $x$ this subtraction and redefinition prescription needs to be iterated, whereby all $n$ parameters contained in the polynomial receive corresponding contributions. Applying this reasoning to both integrals of (14.36) for general $x$ and using the highest number of subtractions allowed by the degree of the polynomial, the result for $t \leq t_{\sigma} \leq t_{\mathrm{m}}$ is given by \#1

$$
\begin{align*}
|f(t)|= & \Delta(t) \cos \delta(t)+\frac{|\Omega(t)|}{\left(t_{\mathrm{m}}-t\right)^{n}}\left\{\mathcal{P}_{n-1}(t)+\frac{t^{n}}{\pi} \int_{t_{\mathrm{m}}}^{\infty} \frac{\mathrm{d} t^{\prime}}{t^{\prime n}} \frac{\left(t_{\mathrm{m}}-t^{\prime}\right)^{n}}{\left|\Omega\left(t^{\prime}\right)\right|} \frac{\operatorname{Im} f\left(t^{\prime}\right)}{t^{\prime}-t}\right. \\
& \left.+\frac{t^{n}}{\pi} \int_{t_{\pi}}^{t_{\mathrm{m}}} \frac{\mathrm{~d} t^{\prime}}{t^{\prime n}} \frac{\left(t_{\mathrm{m}}-t^{\prime}\right)^{n}}{\left|\Omega\left(t^{\prime}\right)\right|} \frac{\Delta\left(t^{\prime}\right) \sin \delta\left(t^{\prime}\right)+\frac{2\left|\sigma\left(t^{\prime}\right)\right|}{1+\eta\left(t^{\prime}\right)} \cos \left(\delta\left(t^{\prime}\right)+\chi\left(t^{\prime}\right)\right)}{t^{\prime}-t}\right\} \tag{14.39}
\end{align*}
$$

In order to reduce the influence of the high-energy contributions on the Omnès integrals, subtractions may also be introduced already right from the beginning (14.1) by rewriting e.g.

$$
\begin{equation*}
\int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f\left(t^{\prime}\right)}{t^{\prime}-t}=\int_{t_{\pi}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f\left(t^{\prime}\right)}{t^{\prime}}+t \int_{t_{\pi}}^{\infty} \frac{\mathrm{d} t^{\prime}}{t^{\prime}} \frac{\operatorname{Im} f\left(t^{\prime}\right)}{t^{\prime}-t} \tag{14.40}
\end{equation*}
$$

and absorbing terms like the first one into a redefinition of $\Delta(t)$ at the cost of increasing the dependence of the solution of the Omnès problem on the starting value for $f(t)$ and thus potentially deteriorating its convergence properties when iterating the problem, cf. the discussion in Sect. 13.6. After $l$ such subtractions, the analog of (14.39) becomes $\left(t \leq t_{\sigma} \leq t_{\mathrm{m}}\right)$

$$
\begin{align*}
&|f(t)|= \Delta(t) \cos \delta(t)+\frac{t^{l}|\Omega(t)|}{\left(t_{\mathrm{m}}-t\right)^{n}}\left\{\mathcal{P}_{n-1}(t)+\frac{t^{n}}{\pi} \int_{t_{\mathrm{m}}}^{\infty} \frac{\mathrm{d} t^{\prime}}{t^{\prime n+l}} \frac{\left(t_{\mathrm{m}}-t^{\prime}\right)^{n}}{\left|\Omega\left(t^{\prime}\right)\right|} \frac{\operatorname{Im} f\left(t^{\prime}\right)}{t^{\prime}-t}\right. \\
&\left.+\frac{t^{n}}{\pi} \int_{t_{\pi}}^{t_{\mathrm{m}}} \frac{\mathrm{~d} t^{\prime}}{t^{\prime n+l}} \frac{\left(t_{\mathrm{m}}-t^{\prime}\right)^{n}}{\left|\Omega\left(t^{\prime}\right)\right|} \frac{\Delta\left(t^{\prime}\right) \sin \delta\left(t^{\prime}\right)+\frac{2\left|\sigma\left(t^{\prime}\right)\right|}{1+\eta\left(t^{\prime}\right)} \cos \left(\delta\left(t^{\prime}\right)+\chi\left(t^{\prime}\right)\right)}{t^{\prime}-t}\right\} \\
&=\Delta(t) \cos \delta(t)+t^{l}\left(t_{\mathrm{m}}-t\right)^{\tilde{x}(t)}|\bar{\Omega}(t)|\left\{\mathcal{P}_{n-1}(t)+\frac{(-t)^{n}}{\pi} \int_{t_{\mathrm{m}}}^{\infty} \frac{\mathrm{d} t^{\prime}}{t^{\prime n+l}} \frac{\operatorname{Im} f\left(t^{\prime}\right)}{\left.\left(t^{\prime}-t_{\mathrm{m}}\right)\right)^{\tilde{x}\left(t^{\prime}\right)\left|\bar{\Omega}\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)}}\right. \\
&+\frac{t^{n}}{\pi} \int_{t_{\pi}}^{t_{\mathrm{m}}} \frac{\mathrm{~d} t^{\prime}}{t^{\prime n+l}} \frac{\Delta\left(t^{\prime}\right) \sin \delta\left(t^{\prime}\right)+\frac{2\left|\sigma\left(t^{\prime}\right)\right|}{1+\eta\left(t^{\prime}\right)} \cos \left(\delta\left(t^{\prime}\right)+\chi\left(t^{\prime}\right)\right)}{\left.\left(t_{\mathrm{m}}-t^{\prime}\right)^{\tilde{x}\left(t^{\prime}\right)\left|\bar{\Omega}\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)}\right\}} \tag{14.41}
\end{align*}
$$

This constitutes our final general result and e.g. for $l=1$ and $n \in\{0,1\}$ it reduces to the results quoted in 158 (for $\sigma(t) \rightarrow 0$, cf. (14.34)).

[^83]Note that for a finite matching point\#2 the use of subtracted Omnès functions involves no conceptual changes, since e.g. for one subtraction at zero the decomposition

$$
\begin{equation*}
\tilde{\Omega}(t)=\exp \left\{\frac{t}{\pi} \int_{t_{\pi}}^{t_{\mathrm{m}}} \frac{\mathrm{~d} t^{\prime}}{t^{\prime}} \frac{\delta\left(t^{\prime}\right)}{t^{\prime}-t}\right\}=\exp \left\{-\frac{1}{\pi} \int_{t_{\pi}}^{t_{\mathrm{m}}} \mathrm{~d} t^{\prime} \frac{\delta\left(t^{\prime}\right)}{t^{\prime}}\right\} \Omega(t) \tag{14.42}
\end{equation*}
$$

shows that the difference is just a multiplicative and $t$-independent constant that cancels in (14.41) between Omnès functions in the numerator and denominator (up to a redefinition of the polynomial). More generally, each l-times subtracted Omnès function

$$
\begin{equation*}
\Omega^{(l)}(t)=\exp \left\{\left[\prod_{i=1}^{l}\left(t-t_{i}\right)\right] \frac{1}{\pi} \int_{t_{\pi}}^{t_{\mathrm{m}}} \mathrm{~d} t^{\prime}\left[\prod_{i=1}^{l}\left(t^{\prime}-t_{i}\right)\right]^{-1} \frac{\delta\left(t^{\prime}\right)}{t^{\prime}-t}\right\} \tag{14.43}
\end{equation*}
$$

with subtraction points $t_{i}<t_{\pi}$ also fulfills the defining property (14.15) of the general Omnès function and obeys the same behavior at the endpoints of integration for $t \rightarrow t_{\pi}$ and $t \rightarrow t_{\mathrm{m}}$. However, the asymptotic behavior for $t \rightarrow \infty$ is given by $\Omega^{(0)}(t)=\Omega(t) \rightarrow 1, \Omega^{(1)}(t) \rightarrow$ const and $\Omega^{(l \geq 2)}(t) \rightarrow 0$, which is most easily seen for identical subtraction points $t_{i}=t_{0}$ for all $i$ using (13.9).

### 14.5 Numerical treatment

The asymptotic behavior of the Omnès function $|\Omega(t)|$ for $t \rightarrow t_{\mathrm{m}}$ requires some care in the numerical evaluation of the integrals in (14.41). Since by construction $\tilde{x}<1$, the corresponding singularities for $t^{\prime} \rightarrow t_{\mathrm{m}}$ are integrable. However, this cusp generates large contributions to the integral and a fully numerical treatment would require a very careful distribution of mesh points in order to catch the effect. In the following, we will demonstrate how these endpoint singularities can be separated analytically (cf. the appendix of [158]). For the sake of simplicity, we discuss here only the case of $n=l=0$ and vanishing inelasticities, which already displays all relevant features; the generalization is then straightforward. To this end, we split the integrals close to the matching point $t_{\mathrm{m}}$ and approximate $|\Omega(t)|$ by its asymptotic form in the proximity of $t_{\mathrm{m}}$

$$
\begin{equation*}
\left|\Omega\left(t \approx t_{\mathrm{m}}\right)\right| \approx\left|\bar{\Omega}\left(t_{\mathrm{m}}\right)\right|\left|t_{\mathrm{m}}-t\right|^{x} \tag{14.44}
\end{equation*}
$$

For $\tau \rightarrow 0^{+}$, we may thus rewrite the integrals above the matching point as

$$
\begin{align*}
\int_{t_{\mathrm{m}}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f\left(t^{\prime}\right)}{\left|\Omega\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)} & =\int_{t_{\mathrm{m}}+\tau}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f\left(t^{\prime}\right)}{\left|\Omega\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)}+\frac{\operatorname{Im} f\left(t_{\mathrm{m}}\right)}{\left|\bar{\Omega}\left(t_{\mathrm{m}}\right)\right|} \int_{t_{\mathrm{m}}}^{t_{\mathrm{m}}+\tau} \frac{\mathrm{d} t^{\prime}}{\left|t_{\mathrm{m}}-t^{\prime}\right| x\left(t^{\prime}-t\right)} \\
& =\int_{t_{\mathrm{m}}+\tau}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f\left(t^{\prime}\right)}{\left|\Omega\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)}+\frac{\operatorname{Im} f\left(t_{\mathrm{m}}\right)}{\left|\bar{\Omega}\left(t_{\mathrm{m}}\right)\right|\left(t_{\mathrm{m}}-t\right)^{x}} I_{+}(t) \tag{14.45}
\end{align*}
$$

[^84]and similarly below the matching point either for $t_{\pi} \leq t<t_{\mathrm{m}}-\tau$ (whence $0<\tilde{\tau}(t)<1$ ) as
\[

$$
\begin{align*}
\int_{t_{\pi}}^{t_{\mathrm{m}}} \mathrm{~d} t^{\prime} \frac{\Delta\left(t^{\prime}\right) \sin \delta\left(t^{\prime}\right)}{\left|\Omega\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)}= & \int_{t_{\pi}}^{t_{\mathrm{m}}-\tau} \frac{\mathrm{d} t^{\prime}}{t^{\prime}-t}\left(\frac{\Delta\left(t^{\prime}\right) \sin \delta\left(t^{\prime}\right)}{\left|\Omega\left(t^{\prime}\right)\right|}-\frac{\Delta(t) \sin \delta(t)}{|\Omega(t)|}\right) \\
& +\frac{\Delta(t) \sin \delta(t)}{|\Omega(t)|} \log \frac{t_{\mathrm{m}}-\tau-t}{t-t_{\pi}}+\frac{\Delta\left(t_{\mathrm{m}}\right) \sin \delta\left(t_{\mathrm{m}}\right)}{\left|\bar{\Omega}\left(t_{\mathrm{m}}\right)\right|\left(t_{\mathrm{m}}-t\right)^{x}} I_{-}(t) \tag{14.46}
\end{align*}
$$
\]

where it is important to note that the log-term equals zero for $t=t_{\pi}$ since the phase vanishes at the $\pi \pi$ threshold, or for $t_{\mathrm{m}}-\tau \leq t \leq t_{\mathrm{m}}$ (whence $\tilde{\tau}(t) \geq 1$ ) as

$$
\begin{equation*}
\int_{t_{\pi}}^{t_{\mathrm{m}}} \mathrm{~d} t^{\prime} \frac{\Delta\left(t^{\prime}\right) \sin \delta\left(t^{\prime}\right)}{\left|\Omega\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)}=\int_{t_{\pi}}^{t_{\mathrm{m}}-\tau} \frac{\mathrm{d} t^{\prime}}{t^{\prime}-t} \frac{\Delta\left(t^{\prime}\right) \sin \delta\left(t^{\prime}\right)}{\left|\Omega\left(t^{\prime}\right)\right|}+\frac{\Delta\left(t_{\mathrm{m}}\right) \sin \delta\left(t_{\mathrm{m}}\right)}{\left|\bar{\Omega}\left(t_{\mathrm{m}}\right)\right|\left(t_{\mathrm{m}}-t\right)^{x}} \tilde{I}_{-}(t) \tag{14.47}
\end{equation*}
$$

where the substitution $v\left(t^{\prime}\right)=\left(t^{\prime}-t_{\mathrm{m}}\right) /\left(t_{\mathrm{m}}-t\right)$ leads to the integrals (with $x \in(0,1)$ )

$$
\begin{align*}
& I_{ \pm}(t)=\int_{0}^{\tilde{\tau}(t)} \frac{\mathrm{d} v}{v^{x}(1 \pm v)}=\frac{\tilde{\tau}(t)^{1-x}}{1-x} \mp \int_{0}^{\tilde{\tau}(t)} \mathrm{d} v \frac{v^{1-x}}{1 \pm v}, \quad \tilde{\tau}(t)=\frac{\tau}{t_{\mathrm{m}}-t} \\
& \tilde{I}_{-}(t)=\int_{0}^{\tilde{\tau}(t)} \frac{\mathrm{d} v}{v^{x}(1-v)}=-\log |\tilde{\tau}(t)-1|+\frac{\tilde{\tau}(t)^{1-x}}{1-x}+\int_{0}^{\tilde{\tau}(t)} \mathrm{d} v \frac{v^{1-x}-1}{1-v} \tag{14.48}
\end{align*}
$$

Separating the singularities as shown above, the remaining integrals can be solved by using standard integration routines. For sufficiently small $\tau$ (i.e. if $\tau$ is of the same order of magnitude as the discretization error of the integration routine), the above approximations are well justified and this procedure allows for a stable numerical evaluation of the Omnès integrals.

### 14.6 Continuity at the matching point

The continuity of the Omnès solution $f(t)$ at the matching point $t_{\mathrm{m}}$ (i.e. $t \rightarrow t_{\mathrm{m}}$ from below for fixed small but non-zero $\tau$ ) is analytically ensured by the asymptotic forms of the corresponding integrals of (14.48) (with $0<x<1$, cf. the appendix of [158])

$$
\begin{align*}
& I_{+}\left(t_{\mathrm{m}}\right)=\int_{0}^{\infty} \frac{\mathrm{d} v}{v^{x}(1+v)}=\frac{\pi}{\sin \pi x}=\pi \operatorname{cosec} \pi x \\
& \tilde{I}_{-}\left(t_{\mathrm{m}}\right)=\int_{0}^{\infty} \frac{\mathrm{d} v}{v^{x}(1-v)}=-\pi \frac{\cos \pi x}{\sin \pi x}=-\pi \cot \pi x \tag{14.49}
\end{align*}
$$

that can be proven by relying on Cauchy's theorem and taking appropriate combinations of different paths in the complex plane $\# 3$ Taking equation (14.36) in the limit $t \rightarrow t_{\mathrm{m}}$ from

[^85]below, plugging in these asymptotic forms of the integrals and using $x=\delta\left(t_{\mathrm{m}}\right) / \pi$ indeed reduces the RHS to $\left|f\left(t_{\mathrm{m}}\right)\right|$. This analytical equality may also be used as a check of the numerical evaluation.

However, the continuity of the first and higher derivatives is not ensured in a similar manner. Since the solution must not depend on the value of the matching point, an unphysical cusp or non-smooth behavior of the modulus of the solution at the matching point only indicates that the input in terms of the absorptive part is not precise enough or even physically inconsistent (so-called "non-analytic input", cf. [168, 169]); moreover, the physical condition of a smooth behavior at the matching point ensures the uniqueness of the solution [168] \#4 Physically consistent input given, this smoothness constraint may be used in order to tune/estimate/fit the subtraction constants (i.e. subthreshold parameters, cf. e.g. [158]).

[^86]
## Chapter 15

## Solving the $t$-channel Muskhelishvili-Omnès problem

In this chapter the solution of the Muskhelishvili-Omnès problem for the lowest $t$-channel partial waves $f_{ \pm}^{J}(t)$ with $J \in\{0,1,2\}$ will be discussed. First, the explicit analytical solutions will be stated. Then, the numerical input needed will be collected. Finally, the numerical results will be discussed.

### 15.1 Explicit analytical solutions

Here, we will give the explicit solutions for the $n$-times subtracted $t$-channel MuskhelishviliOmnès problem (13.40) using the general results of Chap. 14. The crucial ingredient for the following discussion is Watson's theorem (12.11), which states that below the onset of inelasticities the phases $\varphi_{ \pm}^{J}(t)=\delta_{J}(t)$ of the $t$-channel partial waves $f_{ \pm}^{J}(t)$ are given by the corresponding $\pi \pi$ scattering phases $\delta_{J}^{I_{t}}(t)$ with $I_{t} \in\{0,1\}$, i.e. explicitly for $J \in\{0,1,2\} \# 1$

$$
\begin{equation*}
\varphi_{+}^{0}(t)=\delta_{0}^{0}(t)=\delta_{0}(t), \quad \varphi_{ \pm}^{1}(t)=\delta_{1}^{1}(t)=\delta_{1}(t), \quad \varphi_{ \pm}^{2}(t)=\delta_{2}^{0}(t)=\delta_{2}(t), \quad \forall t \in\left[t_{\pi}, t_{\sigma}\right) \tag{15.1}
\end{equation*}
$$

These identities enter the solutions at two places: first, in this kinematical region we can use the same Omnès function $\Omega_{J}$ for both $f_{ \pm}^{J}$ and thus also for the linear combination $\Gamma^{J}$. Second, in this range of $t$ the linear relation (12.37) is also valid for the moduli such that after solving for $\left|\Gamma^{J}\right|$ we can recover

$$
\begin{equation*}
\left|f_{+}^{J}(t)\right|=m \sqrt{\frac{J}{J+1}}\left|f_{-}^{J}(t)\right|-\left|\Gamma^{J}(t)\right| \quad \forall t \in\left[t_{\pi}, t_{\sigma}\right) \tag{15.2}
\end{equation*}
$$

Using once-subtracted (at $t_{0}=0$ ) Omnès functions in the finite matching point prescription, i.e. the integrals converge also in the limit $t_{\mathrm{m}} \rightarrow \infty$ for phases constant or smoothly approaching $\pi$ above $t_{\mathrm{m}}$ and the Omnès functions themselves are normalized to unity at $t=0$ (cf. (14.16) and (14.42)),

$$
\Omega_{J}(t)=\exp \left\{\frac{t}{\pi} \int_{t_{\pi}}^{t_{\mathrm{m}}} \frac{\mathrm{~d} t^{\prime}}{t^{\prime}} \frac{\delta_{J}\left(t^{\prime}\right)}{t^{\prime}-t}\right\}=\left|\Omega_{J}(t)\right| \exp \left\{i \delta_{J}(t) \theta\left(t-t_{\pi}\right) \theta\left(t_{\mathrm{m}}-t\right)\right\}, \quad \Omega_{J}(0)=1
$$

[^87]\[

$$
\begin{equation*}
\left|\Omega_{J}(t)\right|=\left|1-\frac{t}{t_{\mathrm{m}}}\right|^{x_{J}(t)}\left|\frac{t}{t_{\pi}}-1\right|^{-x_{J}(t)} \exp \left\{\frac{t}{\pi} \int_{t_{\pi}}^{t_{\mathrm{m}}} \frac{\mathrm{~d} t^{\prime}}{t^{\prime}} \frac{\delta_{J}\left(t^{\prime}\right)-\delta_{J}(t)}{t^{\prime}-t}\right\}, \quad x_{J}(t)=\frac{\delta_{J}(t)}{\pi}, \tag{15.3}
\end{equation*}
$$

\]

the general $n$-times subtracted (with $n \in\{0,1,2\}$ ) solutions of (13.40) for $t \in\left[t_{\pi}, t_{\mathrm{m}}\right]$ and for $t_{\mathrm{m}}<t_{\sigma}$ and $\left\lfloor\delta_{J}\left(t_{\mathrm{m}}\right) / \pi\right\rfloor=0$ (i.e. neglecting inelasticities and no occurrence of polynomial terms) read

$$
\begin{align*}
f_{+}^{0}(t)= & \left.\Delta_{+}^{0}\right|^{n-\mathrm{sub}}(t)+\Omega_{0}(t) \frac{t^{n}\left(t-t_{N}\right)}{\pi}\left\{\int_{t_{\pi}}^{t_{\mathrm{m}}} \mathrm{~d} t^{\prime} \frac{\left.\Delta_{-}^{0}\right|^{n-\mathrm{sub}}\left(t^{\prime}\right) \sin \delta_{0}\left(t^{\prime}\right)}{t^{\prime n}\left(t^{\prime}-t_{N}\right)\left|\Omega_{0}\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)}\right. \\
& \left.+\int_{t_{\mathrm{m}}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f_{+}^{0}\left(t^{\prime}\right)}{t^{\prime n}\left(t^{\prime}-t_{N}\right)\left|\Omega_{0}\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)}\right\}, \\
\Gamma^{J}(t)= & \left.\Delta_{\Gamma}^{J}\right|^{n \text {-sub }}(t)+\Omega_{J}(t) \frac{t^{(n-J) \theta(n-J)}\left(t-t_{N}\right)}{\pi}\left\{\int_{t_{\pi}}^{t_{\mathrm{m}}} \mathrm{~d} t^{\prime} \frac{\left.\Delta_{\Gamma}^{J}\right|^{n-\mathrm{sub}}\left(t^{\prime}\right) \sin \delta_{J}\left(t^{\prime}\right)}{t^{\prime(n-J) \theta(n-J)}\left(t^{\prime}-t_{N}\right)\left|\Omega_{J}\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)}\right. \\
& \left.+\int_{t_{\mathrm{m}}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} \Gamma^{J}\left(t^{\prime}\right)}{t^{\prime(n-J) \theta(n-J)}\left(t^{\prime}-t_{N}\right)\left|\Omega_{J}\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)}\right\} \quad \forall J \geq 1, \\
f_{-}^{J}(t)= & \left.\Delta_{-}^{J}\right|^{n \text {-sub }}(t)+\Omega_{J}(t) \frac{t^{(n-J+1) \theta(n-J)}}{\pi}\left\{\int_{t_{\pi}}^{t_{\mathrm{m}}} \mathrm{~d} t^{\prime} \frac{\Delta_{-}^{J}}{t^{\prime(n-J+1) \theta(n-J)\left|\Omega_{J}\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)}}\right. \\
& +\int_{t_{\mathrm{m}}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f_{-}^{J}\left(t^{\prime}\right)}{\left.t^{\prime(n-J+1) \theta(n-J)\left|\Omega_{J}\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)}\right\} \quad \forall J \geq 1 .} \tag{15.4}
\end{align*}
$$

Expanding these solutions about $t=0$ and matching them to the original problem (13.40), as well as enforcing the correct threshold behavior for $p_{t} \rightarrow 0$, shows that the solutions indeed take the form of (15.4), i.e. no additional terms proportional to the corresponding lowest powers of $t$ are generated by expanding (15.4), e.g. for $f_{+}^{0}(t)-\left.\Delta_{+}^{0}\right|^{2 \text {-sub }}(t)$ we have

$$
\begin{equation*}
\frac{t^{2}\left(t-t_{N}\right)}{t^{\prime}-t}=\Omega_{0}(t) \frac{t^{2}\left(t-t_{N}\right)}{t^{\prime}-t}+\mathcal{O}\left(t^{3}\right) \tag{15.5}
\end{equation*}
$$

Now, we can use the spectral representations of the inverse of the Omnès functions in the un-, once- and twice-subtracted form

$$
\begin{align*}
\Omega_{J}^{-1}(t) & =\frac{1}{\Omega_{J}(t)}=\frac{1}{\pi} \int_{t_{\pi}}^{t_{\mathrm{m}}} \mathrm{~d} t^{\prime} \frac{\operatorname{Im} \Omega_{J}^{-1}\left(t^{\prime}\right)}{t^{\prime}-t}=-\frac{1}{\pi} \int_{t_{\pi}}^{t_{\mathrm{m}}} \mathrm{~d} t^{\prime} \frac{\sin \delta_{J}\left(t^{\prime}\right)}{\left|\Omega_{J}\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)} \\
& =1-\frac{t}{\pi} \int_{t_{\pi}}^{t_{\mathrm{m}}} \mathrm{~d} t^{\prime} \frac{\sin \delta_{J}\left(t^{\prime}\right)}{t^{\prime}\left|\Omega_{J}\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)}=1-t \dot{\Omega}_{J}(0)-\frac{t^{2}}{\pi} \int_{t_{\pi}}^{t_{\mathrm{m}}} \mathrm{~d} t^{\prime} \frac{\sin \delta_{J}\left(t^{\prime}\right)}{t^{2}\left|\Omega_{J}\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)} \tag{15.6}
\end{align*}
$$

using the derivative of the Omnès function\#2

$$
\begin{equation*}
\dot{\Omega}_{J}(0)=\left.\frac{\mathrm{d}}{\mathrm{~d} t} \Omega_{J}(t)\right|_{t=0}=\frac{1}{\pi} \int_{t_{\pi}}^{t_{\mathrm{m}}} \mathrm{~d} t^{\prime} \frac{\delta_{J}\left(t^{\prime}\right)}{t^{2}} \tag{15.7}
\end{equation*}
$$

in order to explicitly perform the integrals over terms that are either constant or come with appropriate factors of $t^{\prime}$ or $p_{t}^{\prime 2}$, i.e. all terms involving the subthreshold parameters as well as the term proportional to $\delta_{J 1} /\left(m^{2}-a\right)$ for the unsubtracted case. For this purpose we define $\tilde{\Delta}_{ \pm}^{J}(t)$ via removing all constant or subthreshold-parameter contributions from the inhomogeneities $\Delta_{ \pm}^{J}(t)$ (cf. (12.45) and (13.27))

$$
\begin{equation*}
\left.\tilde{\Delta}_{ \pm}^{J}\right|^{n \text {-sub }}(t)=\left.\Delta_{ \pm}^{J}\right|^{n \text {-sub }}(t)-\left.\Delta \hat{N}_{ \pm}^{J}\right|^{n \text {-sub }}(t)=\hat{N}_{ \pm}^{J}(t)+\left.\bar{\Delta}_{ \pm}^{J}\right|^{n \text {-sub }}(t) \tag{15.8}
\end{equation*}
$$

and thereby we obtain

$$
\begin{align*}
& f_{+}^{0}(t)=\left.\tilde{\Delta}_{+}^{0}\right|^{n \text {-sub }}(t)+\Omega_{0}(t) \frac{t-t_{N}}{\pi}\left\{\left.\chi_{+}^{0}\right|^{n \text {-sub }}(t)\right. \\
& \left.+t^{n}\left[\int_{t_{\pi}}^{t_{\mathrm{m}}} \mathrm{~d} t^{\prime} \frac{\left.\tilde{\Delta}_{+}^{0}\right|^{n-\mathrm{sub}}\left(t^{\prime}\right) \sin \delta_{0}\left(t^{\prime}\right)}{t^{\prime n}\left(t^{\prime}-t_{N}\right)\left|\Omega_{0}\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)}+\int_{t_{\mathrm{m}}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f_{+}^{0}\left(t^{\prime}\right)}{t^{\prime n}\left(t^{\prime}-t_{N}\right)\left|\Omega_{0}\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)}\right]\right\}, \\
& \Gamma^{J}(t)=\left.\tilde{\Delta}_{\Gamma}^{J}\right|^{n-\mathrm{sub}}(t)+\Omega_{J}(t) \frac{t-t_{N}}{\pi}\left\{\left.\chi_{\Gamma}^{J}\right|^{n \text {-sub }}(t)\right. \\
& +t^{(n-J) \theta(n-J)}\left[\int_{t_{\pi}}^{t_{\mathrm{m}}} \mathrm{~d} t^{\prime} \frac{\left.\tilde{\Delta}_{\Gamma}^{J}\right|^{n-\mathrm{sub}}\left(t^{\prime}\right) \sin \delta_{J}\left(t^{\prime}\right)}{t^{\prime(n-J) \theta(n-J)}\left(t^{\prime}-t_{N}\right)\left|\Omega_{J}\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)}\right. \\
& \left.\left.+\int_{t_{\mathrm{m}}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} \Gamma^{J}\left(t^{\prime}\right)}{t^{\prime(n-J) \theta(n-J)}\left(t^{\prime}-t_{N}\right)\left|\Omega_{J}\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)}\right]\right\} \quad \forall J \geq 1, \\
& f_{-}^{J}(t)=\left.\tilde{\Delta}_{-}^{J}\right|^{n-\mathrm{sub}}(t)+\Omega_{J}(t) \frac{1}{\pi}\left\{\left.\chi_{-}^{J}\right|^{n-\mathrm{sub}}(t)\right. \\
& +t^{(n-J+1) \theta(n-J)}\left[\int_{t_{\pi}}^{t_{\mathrm{m}}} \mathrm{~d} t^{\prime} \frac{\left.\tilde{\Delta}_{-}^{J}\right|^{n-\mathrm{sub}}\left(t^{\prime}\right) \sin \delta_{J}\left(t^{\prime}\right)}{t^{\prime(n-J+1) \theta(n-J)\left|\Omega_{J}\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)}}\right. \\
& \left.\left.+\int_{t_{\mathrm{m}}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f_{-}^{J}\left(t^{\prime}\right)}{t^{\prime(n-J+1) \theta(n-J)}\left|\Omega_{J}\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)}\right]\right\} \quad \forall J \geq 1, \tag{15.9}
\end{align*}
$$

with

$$
\begin{aligned}
\left.\chi_{+}^{0}\right|^{2-\text { sub }}(t) & =-\frac{1}{16}\left\{\left[\frac{g^{2}}{m}+d_{00}^{+}+t_{\pi} \frac{b_{00}^{+}}{12}\right]\left(1-t \dot{\Omega}_{0}(0)\right)+\left[d_{01}^{+}-\frac{b_{00}^{+}}{12}\right] t\right\}, \\
& \xrightarrow{1 \text {-sub }}-\frac{1}{16}\left[\frac{g^{2}}{m}+d_{00}^{+}\right] \xrightarrow{0 \text {-sub }} 0
\end{aligned}
$$

[^88]\[

$$
\begin{align*}
\left.\chi_{\Gamma}^{J}\right|^{2 \text {-sub }}(t) & =\frac{1}{12} \frac{a_{00}^{-}}{4 m} \delta_{J 1} \xrightarrow{1 \text {-sub }} 0 \xrightarrow{0 \text {-sub }} 0, \\
\left.\chi_{-}^{J}\right|^{2 \text {-sub }}(t) & =\frac{\sqrt{2}}{12}\left\{\left[-\frac{g^{2}}{2 m^{2}}+b_{00}^{-}\right]\left(1-t \dot{\Omega}_{1}(0)\right)+b_{01}^{-} t\right\} \delta_{J 1}+\frac{\sqrt{6}}{15} \frac{b_{00}^{+}}{4 m} \delta_{J 2} \\
& \xrightarrow{1 \text {-sub }} \frac{\sqrt{2}}{12}\left[-\frac{g^{2}}{2 m^{2}}+b_{00}^{-}\right] \delta_{J 1} \xrightarrow{0 \text {-sub }} 0 . \tag{15.10}
\end{align*}
$$
\]

Note that also in the unsubtracted case the explicit dependence on $a$ cancels, \#3
Finally, due to Watson's theorem (12.11) we can separate the unknown moduli from the known $\pi \pi$ phases for $t<t_{\sigma}$ and solve the MO problem for the moduli directly

$$
\begin{align*}
& \left|f_{+}^{0}(t)\right|=\left.\tilde{\Delta}_{+}^{0}\right|^{n-\text { sub }}(t) \cos \delta_{0}(t)+\left(t-t_{N}\right) \frac{\left|\Omega_{0}(t)\right|}{\pi}\left\{\left.\chi_{0}^{J}\right|^{n \text {-sub }}(t)\right. \\
& \left.+t^{n}\left[\int_{t_{\pi}}^{t_{\mathrm{m}}} \mathrm{~d} t^{\prime} \frac{\left.\tilde{\Delta}_{+}^{0}\right|^{n-\mathrm{sub}}\left(t^{\prime}\right) \sin \delta_{0}\left(t^{\prime}\right)}{t^{\prime n}\left(t^{\prime}-t_{N}\right)\left|\Omega_{0}\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)}+\int_{t_{\mathrm{m}}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f_{+}^{0}\left(t^{\prime}\right)}{t^{\prime n}\left(t^{\prime}-t_{N}\right)\left|\Omega_{0}\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)}\right]\right\}, \\
& \left|\Gamma^{J}(t)\right|=\left.\tilde{\Delta}_{\Gamma}^{J}\right|^{n \text {-sub }}(t) \cos \delta_{J}(t)+\left(t-t_{N}\right) \frac{\left|\Omega_{J}(t)\right|}{\pi}\left\{\left.\chi_{\Gamma}^{J}\right|^{n \text {-sub }}(t)\right. \\
& +t^{(n-J) \theta(n-J)}\left[\int_{t_{\pi}}^{t_{\mathrm{m}}} \mathrm{~d} t^{\prime} \frac{\left.\tilde{\Delta}_{\Gamma}^{J}\right|^{n-\mathrm{sub}}\left(t^{\prime}\right) \sin \delta_{J}\left(t^{\prime}\right)}{t^{\prime(n-J) \theta(n-J)}\left(t^{\prime}-t_{N}\right)\left|\Omega_{J}\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)}\right. \\
& \left.\left.+\int_{t_{\mathrm{m}}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} \Gamma^{J}\left(t^{\prime}\right)}{t^{\prime(n-J) \theta(n-J)}\left(t^{\prime}-t_{N}\right)\left|\Omega_{J}\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)}\right]\right\} \quad \forall J \geq 1, \\
& \left|f_{-}^{J}(t)\right|=\left.\tilde{\Delta}_{-}^{J}\right|^{n \text {-sub }}(t) \cos \delta_{J}(t)+\frac{\left|\Omega_{J}(t)\right|}{\pi}\left\{\left.\chi_{-}^{J}\right|^{n \text {-sub }}(t)\right. \\
& +t^{(n-J+1) \theta(n-J)}\left[\int_{t_{\pi}}^{t_{\mathrm{m}}} \mathrm{~d} t^{\prime} \frac{\left.\tilde{\Delta}_{-}^{J}\right|^{n-\mathrm{sub}}\left(t^{\prime}\right) \sin \delta_{J}\left(t^{\prime}\right)}{t^{\prime(n-J+1) \theta(n-J)}\left|\Omega_{J}\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)}\right. \\
& \left.\left.+\int_{t_{\mathrm{m}}}^{\infty} \mathrm{d} t^{\prime} \frac{\operatorname{Im} f_{-}^{J}\left(t^{\prime}\right)}{t^{\prime(n-J+1) \theta(n-J)}\left|\Omega_{J}\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)}\right]\right\} \quad \forall J \geq 1 . \tag{15.11}
\end{align*}
$$

On the one hand, the subtraction-independent pole terms $\hat{N}_{ \pm}^{J}$ are real for $t \geq t_{\pi}-\left(M_{\pi}^{2} / m\right)^{2}$ and grow rapidly with $J$ for $t$ in the vicinity of $t_{\pi}$, as discussed in Sect. 9.1. On the other

[^89]hand, in the elastic region the phases $\delta_{J}$ are given by the corresponding $\pi \pi$ scattering phases such that $\delta_{J}\left(t_{\pi}\right)=0$ and thus $\operatorname{Im} f_{ \pm}^{J}\left(t_{\pi}\right)=0$. Since furthermore phenomenologically the $\pi \pi$ phases grow slower for higher $J$, we expect the partial waves $f_{ \pm}^{J}$ (and thereby also their moduli $\left|f_{ \pm}^{J}\right|$ ) to be increasingly dominated by the pole terms for increasing $J$ and $t \rightarrow t_{\pi}$. However, we do not solve for $f_{+}^{J}$ directly but for the linear combinations $\Gamma^{J}$, for which in turn the pole-term contributions $\hat{N}_{ \pm}^{J}$ cancel at $t_{\pi}$, cf. Sect. 13.5. The pole-term domination of $\left|f_{+}^{J}\right|$ enters when calculating these parallel helicity moduli from the solutions for the $\left|\Gamma^{J}\right|$ and the (pole-term dominated) antiparallel helicity moduli $\left|f_{-}^{J}\right|$ via (15.2), where in addition the relative importance of the latter increases with $J$ due to the factor $\sqrt{J /(J+1)}$. For $\left|f_{+}^{J}\right|$ both the pole-term domination and the dependence on $\left|f_{-}^{J}\right|$ will be explicitly demonstrated in Sect. 15.3 .

### 15.2 Numerical input

In this section we will discuss all numerical input that is needed to solve the $t$-channel Muskhelishvili-Omnès problem (15.11) as given in Sect. 15.1

### 15.2.1 $\pi \pi$ phases and Omnès functions

We use the (preliminary) $\pi \pi$ scattering phase shifts $\delta_{J}^{I_{t}}(t)$ of [154, 155] for $J \in\{0,1,2\}$ with $I_{t} \in$ $\{0,1\}$ (and $I_{t}$ even/odd for $J$ even/odd) which are constructed for $\sqrt{t} \in\left[2 M_{\pi}, 1.15 \mathrm{GeV}\right]$ \#4 We reconstruct the phase shifts from the real and imaginary parts of the corresponding $\pi \pi$ scattering partial waves according to (cf. (12.6))

$$
\begin{equation*}
\delta_{J}^{I_{t}}(t)=\frac{1}{2}\left\{\arctan \frac{2 \sigma_{t}^{\pi} \operatorname{Re} t_{J}^{I_{t}}(t)}{1-2 \sigma_{t}^{\pi} \operatorname{Im} t_{J}^{I_{t}}(t)} \quad \bmod \pi\right\} \stackrel{\eta_{J}^{I_{t}}(t)=1}{=} \arcsin \sqrt{\sigma_{t}^{\pi} \operatorname{Im} t_{J}^{I_{t}}(t)} \bmod \pi, \tag{15.12}
\end{equation*}
$$

using the fact that the inelasticity is proportional to the real part of the partial wave. Furthermore, we ensure both the vanishing at threshold $\delta_{J}^{I_{t}}\left(t_{\pi}\right)=0$ as well as the correct square-rootpower behavior above threshold by matching the phase shifts at and above $t_{\pi}$ to Schenk-like parameterizations [53,243]

$$
\begin{equation*}
\tan \delta_{J}^{I_{t}}(t)=\sigma_{t}^{\pi} q_{t}^{2 J}\left\{A_{J}^{I_{t}}+B_{J}^{I_{t}} q_{t}^{2}+C_{J}^{I_{t}} q_{t}^{4}+D_{J}^{I_{t}} q_{t}^{6}\right\} \frac{t_{\pi}-r_{J}^{I_{t}}}{t-r_{J}^{I_{t}}} \tag{15.13}
\end{equation*}
$$

where the parameters $r_{J}^{I_{t}}$ denotes the point where the corresponding phase shift passes through $\pi / 2$ (i.e. the squared mass of the first resonance). Therefore, $\delta_{0}^{0}$ is linear, $\delta_{1}^{1}$ cubic, and $\delta_{2}^{0}$ quintic in $\sigma_{t}^{\pi} \# 5$ Furthermore, the Schenk parameters may be related to the coefficients of the threshold expansion

$$
\begin{equation*}
\operatorname{Re} t_{J}^{I_{t}}(t)=q_{t}^{2 J}\left\{a_{J}^{I_{t}}+b_{J}^{I_{t}} q_{t}^{2}+c_{J}^{I_{t}^{t}} q_{t}^{4}+d_{J}^{I_{t}^{t}} q_{t}^{6}+\mathcal{O}\left(q_{t}^{8}\right)\right\}, \tag{15.14}
\end{equation*}
$$
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Figure 15.1: Moduli $\left|\Omega_{J}\right|$ of the lowest once-subtracted finite-matching-point Omnès functions for $\sqrt{t_{\mathrm{m}}}=0.98 \mathrm{GeV}$.
since in the elastic region (cf. (12.6))

$$
\begin{equation*}
\operatorname{Re} t_{J}^{I_{t}}(t)=\cot \delta_{J}^{I_{t}}(t) \operatorname{Im} t_{J}^{I_{t}}(t)=\frac{1}{\sigma_{t}^{\pi}} \frac{\tan \delta_{J}^{I_{t}}(t)}{1+\tan ^{2} \delta_{J}^{I_{t}}(t)}, \tag{15.15}
\end{equation*}
$$

such that e.g. for the scattering lengths $a_{J}^{I_{t}}$ and the effective ranges/volumes/etc. $b_{J}^{I_{t}}$ we get

$$
\begin{equation*}
a_{J}^{I_{t}}=A_{J}^{I_{t}}, \quad b_{J}^{I_{t}}=B_{J}^{I_{t}}+\frac{4}{r_{J}^{I_{t}}-t_{\pi}} A_{J}^{I_{t}}+\delta_{J 0} \frac{4}{t_{\pi}}\left(A_{J}^{I_{t}}\right)^{3} . \tag{15.16}
\end{equation*}
$$

In Fig. 15.1 we show the moduli $\left|\Omega_{J}\right|$ of the resulting once-subtracted finite-matchingpoint Omnès functions according to (15.3) for $J \in\{0,1,2\}$, where the choice $\sqrt{t_{\mathrm{m}}}=0.98 \mathrm{GeV}$ ensures that $x_{J}(t) \in(0,1)$ and hence $n_{J}=\left\lfloor x_{J}\left(t_{\mathrm{m}}\right)\right\rfloor=0$ for $t \in\left[t_{\pi}, t_{\mathrm{m}}\right]$. Therefore all functions are normalized to unity at $t=0$, finite for all $t$, and vanish at $t=t_{\mathrm{m}}$ due to the finite-matching-point prefactor $\left|t_{\mathrm{m}}-t\right|^{x_{J}(t)}$. Furthermore, for $J=0$ the Omnès function exhibits a cusp (i.e. a discontinuity of the derivative) at the physical $\pi \pi$ threshold $t_{\pi}$ and decreases approximately linearly over a wide range in $t$, for $J=1$ it is fully dominated by the $\rho(770)$ peak, and for $J=2$ it is almost flat (equaling 1 again roughly at the end of the KH80 energy range at 0.88 GeV and dropping rapidly above) \#6

Using instead the parameterization of the $\pi \pi$ phases as given in [153] for the numerical evaluations in Sect. 15.3 leads to deviations in these Omnès functions and thereby the solutions of the Muskhelishvili-Omnès problem (15.11) which are much smaller, however, than the effects of the alterations described there \#7
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### 15.2.2 Remarks on existing $\pi N$ partial-wave analyses

Before summarizing the input from $\pi N$ partial-wave analyses that will be used in the following, some general remarks are in order: first of all, we will use the time-honored Karlsruhe-Helsinki dispersive partial-wave analysis KH80 [170, 171] both as input for $s$-channel partial waves as well as subthreshold parameters and as reference for our MO $t$-channel partial-wave solutions, since KH80 is still the only consistent analysis for all the partial waves and parameters entailed in our Roy-Steiner framework. KH80 is based on $\pi N \rightarrow \pi N$ data only (besides isospin invariance) and uses Pietarinen's expansion method [246] in combination with conformal mapping techniques, aided in particular by fixed- $t$ analyticity \#8 Its solutions for both channels are given as tables in [171], wherein (p. 10) also an iteration uncertainty of about $3 \%$ is stated for the given results of the iterative KH80 procedure \#9 Since the KH80 partialwave solutions exhibit sizable fluctuations, many efforts have been undertaken to improve the KH80 analysis. In [248], for instance, two different approaches to remove these fluctuations are advertised: on the one hand the subsequent Karlsruhe analysis KA84 [250] and on the other hand the $\pi N s$-channel PWHDRs proposed by 161 (mentioning work in progress, which is most probably contained in [225]). While KA84 indeed improves on KH80 especially for higher partial waves by using a modified PWDR framework and thereby smoothing KH80, unfortunately no consistent subthreshold parameters are derived in this framework \#10 Moreover, according to [162, 165, 172] the KH80 analysis seems to suffer from internal inconsistencies (as well as KA84), hinting at possible issues with its analytic properties in the low-energy regime \#11 Concerning HDRs on the other hand, in particular the pivotal role of the $t$-channel input for the reliability of the $s$-channel solutions of the PWHDRs of [161] is emphasized in [165. Also for the continuously updated VPI/GWU(SAID) $s$-channel analyses, see e.g. [204, 252 [254], at most the $\pi N$ coupling constant and small subsets of the necessary subthreshold parameters are determined. For the $t$-channel partial waves in the unphysical region $t \in\left[t_{\pi}, t_{N}\right]$, there also exists an unpublished solution [213] extending the KH80 energy range $\sqrt{t} \in\left[2 M_{\pi}, \sqrt{40} M_{\pi}=0.88 \mathrm{GeV}\right]$ to roughly 1 GeV . While this solution is compatible with KH80 within the aforementioned range, it seems to suffer from internal inconsistencies for higher energies \#12 For the $t$-channel partial waves in the physical region $t \geq t_{N}$, however, there exists a partial-wave analysis [255], which at least in principle could be used as
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Figure 15.2: Matching of the $s$-channel absorptive parts between KH80 partial-wave contributions for $l \leq 3, l \leq 4$, and $l \leq 5$ and the $\pi N$ backward scattering Regge model [228].
input\#13 Finally, a partial update of the KH80 analysis including new data and using more computational power was reported in [259], but so far only results for forward $\pi N$ scattering have been published 260].

### 15.2.3 $s$-channel partial waves

We use the KH80 solution for the $s$-channel partial waves from [254] for $W_{+} \leq W \leq W_{\mathrm{a}}=$ $2.5 \mathrm{GeV} \# 14$ On the one hand, this is roughly the same energy range as for the GWU "current solution" [254] $\# 15$ so that we are able to compare between KH80 and GWU solutions as input. However, the effect of taking the current GWU solution instead as input for the $t$ channel Omnès problem (i.e. on the corresponding inhomogeneities $\tilde{\Delta}_{ \pm}^{J}$ ) turns out to be much

[^93]smaller than the effects discussed in Sect. 15.3 and is hence neglected in the following. On the other hand, at $W_{\mathrm{a}}=2.5 \mathrm{GeV}$ a reasonable transition from the truncated sum of partial waves below $W_{\mathrm{a}}$ to the Regge model for the full invariant amplitudes above $W_{\mathrm{a}}$ can be achieved as we will demonstrate now (cf. Chap. (11). Summing up all partial waves with $l \leq 5$ would entail all 4 -star resonances of [176], but of both 4 -star resonances with $l=5, N(2220)$ as $H_{1,9}$ and $\Delta(2420)$ as $H_{3,11}$ (spectroscopic notation: $l_{2 I_{s}, 2 j}$ ), especially the latter one is mostly out of this energy range due to its broad width of roughly 700 MeV . Hence we expect the best agreement with the Regge model [228], which is based on differential cross section and polarization data for $\pi N$ backward scattering with $W \geq 3 \mathrm{GeV}$ as discussed in Sect. 11.1 for $l \leq 4$ and a scattering angle of $z_{s}=-1$ corresponding to backward scattering. Since deviations between summing up contributions for $l \leq 3, l \leq 4$ and $l \leq 5$ start to show up around 1.5 GeV and we are interested in the matching to the Regge model at the end of the GWU range of validity around 2.5 GeV , only this region is shown in Fig. 15.2 (in the spirit of [158]) \#16 Note that only $l \leq 4$ yields the correct sign compared to the Regge contribution in all four cases. Moreover, it turns out that for $l \leq 5$ the agreement is even worse than for $l \leq 3$. Hence, in the following all higher partial waves with $l \geq 5$ will be neglected below $W_{\mathrm{a}}$. The higher kernel functions that are needed to account for these higher $s$-channel partial waves in both the $s$ and $t$-channel driving terms are collected in Apps. C. 1 and C.2, respectively.

### 15.2.4 $t$-channel partial waves

Although it is tempting to employ direct experimental information in terms of the existing $t$-channel partial-wave analysis [255] as input above the physical threshold $t_{N}$, one would first need to fully account for the pseudophysical range $t_{\pi} \leq t \leq t_{N}$. However, as already mentioned before (cf. Sects. 11.2 and (12.1), there are significant inelastic contributions to the lowest partial waves already far below $t_{N}$ (starting roughly around $\sqrt{t_{N}} / 2$ ). In principle, there are several ways how inelasticities may be accommodated in a single-channel description of the $t$-channel MO problem. Since the general situation is similar for all of the lowest partial waves, in the following we will exemplarily discuss the $S$-wave $f_{+}^{0}$ (being the most important and also the most "problematic" partial wave at the same time), for which the assumption of elastic unitarity breaks down as soon as the $\bar{K} K$ channel opens, manifesting itself in the appearance of the $f_{0}(980)$ resonance.

First, inelastic contributions could be included directly in the solution of the MO equations using the formalism developed in Chap. 14 provided, however, that the inelasticities are sufficiently well known. The importance of this precondition becomes particularly obvious in view of the fact that above the onset of inelasticities the solutions are (in principle) fully determined by the (complete) inelasticities as discussed in Sects. 14.1 and 14.3. However, in the case of $f_{+}^{0}$ this method would in particular require knowledge of the $\bar{K} K \rightarrow \bar{N} N S$-wave, but it is unclear how reliable input for this partial wave can be obtained independently from the present approach.

Second, one could retain a rather low matching point $t_{\mathrm{m}}$, but try to model the energy region above $t_{\mathrm{m}}$ by means of a resonance description in order to establish a more meaningful matching condition. This strategy proved quite successful in $\gamma \gamma \rightarrow \pi \pi$ [159], where the input above the matching point is dominated by the $f_{2}(1270)$. However, in the case of the $f_{0}(980)$ this strategy is subject to several difficulties: its pole position is very close to the

[^94]two-kaon threshold, such that the subtle interplay between the $\pi \pi$ and $\bar{K} K$ channels can certainly not be approximated by a simple Breit-Wigner (BW) description. To circumvent this problem, one would be compelled to further decrease the matching point and include the $f_{0}(980)$ dynamics by hand using a Flatté-like parameterization [261] (see also e.g. [262]), which is a modified relativistic version of the BW differential mass distribution. However, while the $f_{0} \pi \pi$ coupling constant has been thoroughly investigated [263] based on the recent dispersive analysis [153] (which yields phases that are basically consistent with the phases of [154, 155]), the $f_{0} N N$ coupling constant is only very poorly known, with different meson-exchange models disagreeing significantly on the strength of the coupling and the continuation to the physical pole [264-267.

We conclude that including the $f_{0}(980)$ in our approach reliably as well as extending the energy range of our representation for $f_{+}^{0}$ beyond the two-kaon threshold will require a full solution of the underlying two-channel Omnès problem [173], whereas in this work we will content ourselves with the single-channel approximation.

Within the single-channel formalism, we thus can solve the MO problem for the lowest $t$-channel partial waves consistently in the elastic region only \#17 Since furthermore iteration with the $s$-channel RS solutions (for which in turn accurate MO solutions are needed as input) as well as a consistent determination of the $\pi N$ coupling and the subthreshold parameters is necessary to finally arrive at precise quantitative results for the partial waves of both channels, here we will only give qualitative results for the $t$-channel partial waves by comparing with KH80. Hence, in the following all $t$-channel absorptive parts above $t_{\mathrm{m}}$ are neglected (i.e. set to zero) and consequently also all $t$-channel Regge contributions are omitted (since $t_{\mathrm{m}}<t_{\mathrm{a}}$; cf. the discussion of the $t$-channel asymptotics in Sect. (11.2) \#18 Finally, also all higher partial waves with $J \geq 3$ are neglected.

### 15.2.5 Subthreshold parameters

To precisely determine the subthreshold parameters is not an easy task, since there simply is no experimental data available to analyze the $t$-dependence of the amplitudes close to $t=0$ and thus means of analytic continuation or extrapolation are needed. Accordingly, in the literature there are only a few determinations of all parameters that enter the subtracted Roy-Steiner system. The KH80 results (cf. [171], wherein the error estimates are quoted to be "based on deviations from the internal consistency" and the total uncertainty to be "somewhat larger" (p. 275)) and all more recent dispersion theoretical analyses that we are aware of are collected in Tab. 15.1 (cf. [160). Note that there are several determinations of only some of these parameters, which are therefore not listed in Tab. 15.1\#19

In [164 the subthreshold parameters are determined by means of interior dispersion relations together with fixed- $t$ dispersion relations and by using as input the $s$-channel partial waves of both KA84 [250] and VPI/SP98 [252] (see also [272]) as well as the $t$-channel partial

[^95]|  | KH 80 | $\mathrm{St}(\mathrm{KA} 84)$ | $\mathrm{St}(\mathrm{SP} 98)$ | $\mathrm{Oa}(\mathrm{KH} 80)$ | $\mathrm{Oa}(\mathrm{SP} 98)$ | Fe |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| $d_{00}^{+}\left[M_{\pi}^{-1}\right]$ | $-1.46 \pm 0.10$ | $-1.39 \pm 0.02$ | $-1.32 \pm 0.02$ | $-1.46 \pm 0.04$ | $-1.29 \pm 0.02$ | -1.58 |
| $d_{01}^{+}\left[M_{\pi}^{-3}\right]$ | $1.14 \pm 0.02$ | $1.14 \pm 0.01$ | $1.15 \pm 0.02$ | $1.15 \pm 0.11$ | $1.23 \pm 0.04$ | 1.36 |
| $a_{00}^{-}\left[M_{\pi}^{-2}\right]$ | $-8.83 \pm 0.10$ | $-8.82 \pm 0.04$ | $-8.97 \pm 0.01$ | $-9.26 \pm 0.17$ | $-8.92 \pm 0.07$ | -8.47 |
| $b_{00}^{+}\left[M_{\pi}^{-3}\right]$ | $-3.54 \pm 0.06$ | $-3.49 \pm 0.03$ | $-3.48 \pm 0.02$ | $-3.56 \pm 0.10$ | $-3.42 \pm 0.04$ | -7.90 |
| $b_{00}^{-}\left[M_{\pi}^{-2}\right]$ | $10.36 \pm 0.10$ | $10.35 \pm 0.02$ | $10.45 \pm 0.01$ | $10.84 \pm 0.18$ | $10.37 \pm 0.08$ | 10.34 |
| $b_{01}^{-}\left[M_{\pi}^{-4}\right]$ | $0.24 \pm 0.01$ | $0.22 \pm 0.01$ | $0.24 \pm 0.01$ | $0.26 \pm 0.22$ | $0.26 \pm 0.10$ | 0.14 |

Table 15.1: Subthreshold parameter values as given by KH80/Höhler [171], Stahov [164], Oades [269, 270], and Fettes (heavy-baryon ChPT, KA84) [271. See main text for details.
waves of KH80 (and those of [213] in the consistent energy range) \#20 In contrast, finitecontour dispersion relations are used in [269] to derive subthreshold parameter values - again for both KH80 and VPI/SP98 input (amongst others) W21 The subthreshold parameters are the standard expansion parameters for the Lorentz-invariant amplitudes, but neither these amplitudes nor the kinematical variables $\nu$ and $t$ are "natural" for heavy-baryon ChPT and hence these values are not very satisfactory, cf. [270]. However, for comparison we also state the corresponding values for a third-order calculation [271,273] as given in [271] (Fit 1 therein corresponding to KA84); note that according to [271, 274] some of the parameter values even deteriorate when calculated up to fourth order.

As can be seen already from the deviations between the different determinations of subthreshold parameters in Tab. 15.1 the errors on the central values are in general unrealistically small (i.e. only statistical "fit errors" for specific input in a given framework, thus neglecting systematic errors). Hence we can conclude that there is no precise and consistent determination of the subthreshold parameters including realistic errors.

Since we want to compare our MO results with the KH80 solutions, for consistency we use the KH80 subthreshold parameters as given in Tab. 15.1 as well as the outdated KH80 $\pi N$ pseudoscalar coupling value of 14.28 instead of the new value of 13.7 as given in (7.100) \#22

### 15.3 Numerical results

The numerical results that will be presented in this section are to be understood as a qualitative "KH80 consistency check" in order to show that the $t$-channel RS-MO machinery works, and as a first step towards a numerical analysis of the full Roy-Steiner system. In particular, by variation of either the coupling or the subthreshold parameters we can alter the results
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Figure 15.3: Contributions to the unsubtracted $S$-wave MO inhomogeneity $\left.\tilde{\Delta}_{+}^{0}\right|^{0 \text {-sub }}$. See main text for details.
significantly, since these variations produce the most sizable effects on the MO solutions compared to the other variations that will be discussed in the following. However, it is by no means clear a priori what the parameter values or their errors are, and only a self-consistent determination of all parameters and partial waves in a second step will allow for reliable quantitative results. Therefore, the necessary first task in this program is to check our method and the internal consistency of the KH80 results by using KH80 input as described in Sect. 15.2 and comparing our $t$-channel MO results with those of KH80. Moreover, we will investigate different systematic effects on the (subtracted) MO solutions $\left|f_{ \pm}^{J}\right|$, which should prove valuable for the solution of the full system: after discussing exemplarily the importance of the different contributions to the MO inhomogeneities $\tilde{\Delta}_{ \pm}^{J}(t)$, we will also discuss both the connection to the "fixed- $t$ limit" $\# 23$ and the effect of changing the matching point $t_{\mathrm{m}}$. Except for the $a \rightarrow-\infty$ results, we will always use the optimal hyperbola parameter value of $a=-2.71 M_{\pi}^{2}$ as obtained in Sect. 10.4.

### 15.3.1 Contributions to the inhomogeneities

In Figs. 15.3 , 15.4, and 15.5 we show the different contributions to the MO inhomogeneities $\tilde{\Delta}_{ \pm}^{J}(t)$ exemplarily for $\tilde{\Delta}_{+}^{0}$ for the un-, once-, and twice-subtracted case, respectively, from the $\pi \pi$ threshold $t_{\pi}$ up to 1.15 GeV , also showing the upper limit of the KH80 solution as well as the $\bar{K} K$ threshold $t_{K}$ as the uppermost limit of approximate elasticity for $J=0$. We choose the $S$-wave for the following reasons: for $J=0$ the nucleon pole term is zero at $t_{\pi}$ and does not dominate all other contributions like it does for the higher partial waves; additionally, for the $S$-wave we can also show the coupling of the $D$-wave as leading contribution for the
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Figure 15.4: Contributions to the once-subtracted $S$-wave MO inhomogeneity $\left.\tilde{\Delta}_{+}^{0}\right|^{1 \text {-sub }}$.


Figure 15.5: Contributions to the twice-subtracted $S$-wave MO inhomogeneity $\left.\tilde{\Delta}_{+}^{0}\right|^{2 \text {-sub }}$.
coupling of higher partial waves. The pole term $\hat{N}_{+}^{0}$ is independent of both the number of subtractions and $a$ and thus serves as reference in all three plots (double-dashed). The $s$ channel contributions are shown separately for the sum of all partial waves with $l \leq 4$ in the range $W \in\left[W_{+}, W_{\mathrm{a}}\right]$ (dashed) and the Regge contributions of the full invariant amplitudes for $W>W_{\mathrm{a}}$ (dot-dashed). Even in the unsubtracted case both the $s$-channel Regge as well as the $t$-channel $D$-wave contributions (dotted) are very small and almost negligible in comparison to the other parts. From this it is also clear that the coupling of higher $t$-channel partial waves
(e.g. $F$-wave contributions to $P$-waves) can be completely omitted. The solid line denotes the sum of all these contributions and we have checked for $J \in\{0,1,2\}$ and $n \in\{0,1,2\}$ that the expected threshold behavior according to (12.34) and (12.38) (as for the corresponding partial waves) is indeed fulfilled. While all results are given for the optimal value of $a$ unless stated otherwise, for comparison we also show the non-Regge $s$-channel contributions in the "fixed- $t$ limit" $a \rightarrow-\infty$. Since this is a very drastic alteration (the Roy-Steiner system is not strictly valid in this case as will be explained below), the difference of this contributions for the two $a$ values gives a very ample bound on the dependence on $a$. While the Regge contributions vanish for $a \rightarrow-\infty$ as discussed in Sect. 11.1, the $D$-wave coupling is not even well defined for $a \rightarrow-\infty$ in this framework as can be seen from the explicit $a$-dependence in the unsubtracted case leading to an infinite contribution, cf. (13.43). By comparing the three plots it is clearly seen that in the once-subtracted case all contributions except the pole term are suppressed, while in the twice-subtracted case an additional $t$-dependence is introduced such that they are strongly suppressed at $t_{\pi}$ but at least the $s$-channel partial-wave contributions are comparable to the pole term around 0.75 GeV . For small $t$, the differences between the two $a$ values are also suppressed by each subtraction as expected.

### 15.3.2 Comparison with KH80

We will compare our un-, once-, and twice-subtracted MO solutions for $\left|f_{ \pm}^{J}(t)\right|$ with $J \in$ $\{0,1,2\}$ for $t \in\left[t_{\pi}, t_{\mathrm{m}}\right]$ with the KH80 results given as tables in [171. Note that for $J \geq 2$ the un- and once-subtracted solutions coincide. The $a$-dependence (which is fully contained in $\tilde{\Delta}_{ \pm}^{J}$ ) can be used as a crude measure for the systematic uncertainties due to neglecting $t$-channel input above $t_{\mathrm{m}}$ (i.e. "non-analytic" input), since the physical result must be independent of $a \# 24$ Thus, for the five lowest $t$-channel partial waves we show our "KH80 consistency MO solution" for the un-, once-, and twice-subtracted case, each for both the optimal value of $a$ and $a \rightarrow-\infty$ in Figs. 15.6, 15.7 and 15.8. Here, we have chosen to use the same value of $\sqrt{t_{\mathrm{m}}}=0.98 \mathrm{GeV}$ for all considered partial waves, which in principle is not necessary; the effect of varying $t_{\mathrm{m}}$ will be explicitly investigated in Sect. 15.3 .3 . As discussed in Sects. 15.2.1 and 15.2 .4 , this choice is mainly motivated by the $S$-wave, since its phase is just below $\pi$ at this energy (reaching $\pi$ around the $\bar{K} K$ threshold $\sqrt{t_{K}}=2 M_{K}=0.987 \mathrm{GeV}$ ), so that no additional subtractions are necessary in the MO scheme, and furthermore at least for this partial wave the approximation of elasticity is severely broken for energies slightly above this matching point. In general, neglecting any $t$-channel input above the matching point as argued in Sect. 15.2.4 forces the MO solutions to go to zero at the matching point, i.e. $\left|f_{ \pm}^{J}\left(t_{\mathrm{m}}\right)\right|=0$, according to the matching condition discussed in Sect. 14.6. Nevertheless, even for the $S$-wave we expect reasonable agreement with KH80 for this choice of $t_{\mathrm{m}}$, since both KH80 and [213] suggest that the modulus $\left|f_{+}^{0}\right|$ has a minimum or even an approximate zero between 0.9 GeV and $\sqrt{t_{K}}, \# 25$
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Figure 15.6: MO solutions for the $S$-wave. See main text for details.

In general, the solutions are fixed on both ends of the solution interval $\left[t_{\pi}, t_{\mathrm{m}}\right]$ : on the right due to the input above $t_{\mathrm{m}}$ as discussed before and on the left due to the pole term, which becomes larger and thus more dominating with increasing $J$. Therefore the differences between the $n$-subtracted solutions and also the different $a$ values decrease close to $t_{\pi}$. As they furthermore agree very well with the KH80 solution in the respective pole-term-dominated regions, we only show the remaining regions. Since the $D$-wave coupling for the unsubtracted case depends on $a$, this contribution is omitted for the $a \rightarrow-\infty$ limit (thus the solutions for the two $a$ values do not coincide at $t_{\pi}$ ). Obviously, a negative modulus (i.e. the unsubtracted $\left|f_{+}^{0}\right|$ for optimal $a$ and the once-subtracted $\left|f_{+}^{1}\right|$ for $\left.a \rightarrow-\infty\right)$ only indicates that too much input information is missing in this particular case in order to yield a reasonable solution a problem that can be cured by subtractions. The general pattern is as expected: the effect of varying $a$ is suppressed by both the subtraction procedure and higher $J$. Furthermore, the agreement with the KH80 solution is strongly aided by subtracting. This is clear since each subtraction power on the one hand suppresses the lacking input above $t_{\mathrm{m}}$ and on the other hand introduces additional consistent information via the subthreshold parameters as subtraction constants. Hence, the twice-subtracted solution for optimal $a$ is our central "consistency result". The $S$-wave shows a nice convergence behavior in $n$, but around 0.8 GeV it starts to deviate from KH80, which is not surprising as the $f_{0}(980)$ is expected to have an important impact (cf. Sect. 15.2.4) $\# 26$ As far as the $P$-waves are concerned, the numerical results confirm the analytic expectation that $\left|f_{+}^{1}\right|$ is much less well determined or constrained than $\left|f_{-}^{1}\right|$ : basically, the MO equations for $\left|f_{+}^{1}\right|$ effectively contain one low-energy subtraction
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Figure 15.7: MO solutions for the $P$-waves.
less. Moreover, in the necessary intermediate step of solving the MO problem for $\left|\Gamma^{1}\right|$ the pole-term contributions $\hat{N}_{ \pm}^{J}$ cancel at $t_{\pi}$ (as discussed in Sect. 13.5) as for the $S$-wave and thus the solution for $\left|f_{+}^{1}\right|$ is less pole-term dominated and hence more sensitive to the values of the subthreshold parameters. Furthermore, the uncertainties of $\left|f_{-}^{1}\right|$ propagate into $\left|f_{+}^{1}\right|$ when calculating the latter from $\left|\Gamma^{1}\right|$ via (15.2). All this then leads to a rather slow convergence behavior in $n$ for fixed $a$ as well as the loss of the expected convergence pattern in $n$ of the differences between the two $a$ values (note especially the crossing of the unsubtracted solutions for different $a$ values and the negative once-subtracted modulus). However, our central twicesubtracted result for $\left|f_{+}^{1}\right|$ agrees rather well with KH80 especially in the $\rho(770)$ peak, even though our result for $\left|f_{-}^{1}\right|$ (which enters $\left|f_{+}^{1}\right|$ ) seems to be systematically smaller than KH80.


Figure 15.8: MO solutions for the $D$-waves. For $J \geq 2$ one subtraction has no effect.

Since this underestimation might be due to forcing the solution to go to zero at $t_{\mathrm{m}}$, we will investigate the effect of using a higher value for $t_{\mathrm{m}}$ below. Nevertheless, the $a \rightarrow-\infty$ variant of the twice-subtracted solution for $\left|f_{-}^{1}\right|$ agrees well with KH80 in the $\rho$ peak (though the agreement with KH80 becomes worse for $\left|f_{-}^{1}\right|$ in this limit). The $D$-wave results are systematically smaller than KH80 and the change from one (or equivalently zero) to two subtractions towards KH80 is roughly one third of this discrepancy and furthermore approximately of the same absolute size for both partial waves, which is probably due to calculating $\left|f_{+}^{2}\right|$ by using the result for $\left|f_{-}^{2}\right|$ together with the fact that $\chi_{\Gamma}^{J}=0$ for all $J \neq 1$. For both $\left|f_{+}^{2}\right|$ and $\left|f_{-}^{2}\right|$ the accordance with KH80 (which is based on fixed- $t$ dispersion relations) in the "fixed- $t$ limit" $a \rightarrow-\infty$ is striking, the effect of varying $a$ being much larger than the effect of subtractions.


Figure 15.9: MO solutions for the $P$-waves with $\sqrt{t_{\mathrm{m}}}=1.1 \mathrm{GeV}$. See main text for details.

### 15.3.3 Variation of the matching point

Up to now we have used the $S$-wave-motivated value $\sqrt{t_{\mathrm{m}}}=0.98 \mathrm{GeV}$ for all considered partial waves. The effect of changing $\sqrt{t_{\mathrm{m}}}$ to 1.1 GeV is shown in Figs. 15.9 and 15.10 for the un-, once-, and twice-subtracted solutions for $J \in\{1,2\}$. Again, for $J \geq 2$ the un- and once-subtracted solution coincide. For $J=1$ it is generally assumed that $4 \pi$ contributions can safely be neglected up to the $\pi \omega$ threshold around 0.92 GeV ; however, the $\pi \pi$ scattering $P$-wave inelasticity is small even above that energy and hence the impact of neglecting it (for both values of $t_{\mathrm{m}}$ ) should be smaller than the effect of changing $t_{\mathrm{m}}$. For $J=2$ no substantial deviations from elasticity are expected, since the $\pi \pi$ scattering $D$-wave is essentially elastic


Figure 15.10: MO solutions for the $D$-waves with $\sqrt{t_{\mathrm{m}}}=1.1 \mathrm{GeV}$. For $J \geq 2$ one subtraction has no effect.
in this energy range. The $P$-wave solutions exhibit the expected behavior: the differences between the two matching point values become smaller with each subtraction, but the convergence behavior in $n$ is again less good for $\left|f_{+}^{1}\right|$, where a higher value of $t_{\mathrm{m}}$ does not lead to a better agreement with KH80, while for $\left|f_{-}^{1}\right|$ already one subtraction in combination with the higher matching point yields description of the KH80 solution, which is even better than the twice-subtracted version for $a \rightarrow-\infty$ discussed before. Therefore we conclude that on the one hand the KH80 solution for $\left|f_{-}^{1}\right|$ can be reproduced well with a higher matching point already in the once-subtracted case, but on the other hand the KH80 solution for $\left|f_{+}^{1}\right|$ calls for a second subtraction and is hard to be accommodated in our MO scheme for energies above
roughly 0.8 GeV . The $D$-wave solutions, however, are hardly affected at all in the KH80 energy range by changing $t_{\mathrm{m}}$. As discussed in Sect. 15.1 , they are expected to be dominated by the pole terms $\hat{N}_{ \pm}^{2}$, which for comparison are also shown in Fig. 15.10. While for $\left|f_{-}^{2}\right|$ the KH80 solution indeed agrees rather well with the pole term itself throughout the whole KH80 energy range, for $\left|f_{+}^{2}\right|$ there are "sizable" (w.r.t. the scale) deviations between KH80 and the pole term in this region, which again fits the picture that the partial wave with parallel helicity is both analytically and numerically less well constrained. Together with Fig. 15.8 we can conclude that in the limit $a \rightarrow-\infty$ for $\left|f_{-}^{2}\right|$ the net effect of adding the dispersive integrals to the pole term is very small, while for $\left|f_{+}^{2}\right|$ the corresponding dispersive contributions (which thus are not mainly induced by $\left|f_{-}^{2}\right|$ in this limit) are crucial for the agreement with KH80. For optimal $a$ (and independent from the choice of $t_{\mathrm{m}}$ ), though, these contributions deteriorate the agreement with KH80 (with respect to the pole term) for $\left|f_{-}^{2}\right|$, whereas improving the agreement for $\left|f_{+}^{2}\right|$; in this case the corrections to $\left|f_{+}^{2}\right|$ are effectively due to $\left|f_{-}^{2}\right|$.

### 15.3.4 Application to nucleon form factors

The $t$-channel partial waves considered in the previous sections are not only an integral part of any closed system of dispersion relations for $\pi N$ scattering fully consistent with crossing symmetry, but also an essential ingredient to dispersive analyses of nucleon form factors. The contributions to the isovector spectral functions by two-pion intermediate states $\# 27$ in the case of the dimensionless electromagnetic Sachs form factors read [233] (cf. [275] as well as [171] for precise definitions and [276, 277] for recent applications)

$$
\begin{equation*}
\operatorname{Im} G_{E}^{v}(t)=\frac{q_{t}^{3}}{m \sqrt{t}}\left(F_{\pi}^{V}(t)\right)^{*} f_{+}^{1}(t) \theta\left(t-t_{\pi}\right), \quad \operatorname{Im} G_{M}^{v}(t)=\frac{q_{t}^{3}}{\sqrt{2 t}}\left(F_{\pi}^{V}(t)\right)^{*} f_{-}^{1}(t) \theta\left(t-t_{\pi}\right) \tag{15.17}
\end{equation*}
$$

which due to the threshold behavior (12.38) of the $t$-channel partial waves obey

$$
\begin{equation*}
\operatorname{Im} G_{E}^{v}\left(t \rightarrow t_{N}\right)-\operatorname{Im} G_{M}^{v}\left(t \rightarrow t_{N}\right)=\mathcal{O}\left(p_{t}^{2}\right) \tag{15.18}
\end{equation*}
$$

while the imaginary part of the scalar form factor is determined by [278]

$$
\begin{equation*}
\operatorname{Im} \sigma(t)=-\frac{3 q_{t}}{4 p_{t}^{2} \sqrt{t}}\left(F_{\pi}^{S}(t)\right)^{*} f_{+}^{0}(t) \theta\left(t-t_{\pi}\right)=\frac{\sigma_{t}^{\pi}}{2} \frac{3}{t_{N}-t}\left(F_{\pi}^{S}(t)\right)^{*} f_{+}^{0}(t) \theta\left(t-t_{\pi}\right) \tag{15.19}
\end{equation*}
$$

with the scalar and vector pion form factor $F_{\pi}^{S}(t)$ and $F_{\pi}^{V}(t)$, respectively $\# 28$ In the case of the scalar form factors the approximation by $\pi \pi$ intermediate states breaks down as soon as the two-kaon threshold opens, and effects from $\bar{K} K$ intermediate states are known to be important for a dispersive description of $F_{\pi}^{S}(t)$ [230, 279]. In contrast, the two-pion contribution dominates in the vector channel, where inelasticities set in more smoothly. It is thus instructive to investigate the impact of our results for $\left|f_{ \pm}^{1}(t)\right|$ on the spectral functions of the Sachs

[^100]form factors. To illustrate the corresponding effects we approximate the vector pion form factor by a simple twice-subtracted Omnès representation (cf. [280] and references therein as well as (15.3))
\[

$$
\begin{align*}
F_{\pi}^{V}(t) & =\exp \left\{\frac{\left\langle r^{2}\right\rangle_{\pi}^{V}}{6} t+\frac{t^{2}}{\pi} \int_{t_{\pi}}^{\infty} \frac{\mathrm{d} t^{\prime}}{t^{\prime 2}} \frac{\delta_{1}\left(t^{\prime}\right)}{t^{\prime}-t}\right\}=\left|F_{\pi}^{V}(t)\right| \exp \left\{i \delta_{1}(t) \theta\left(t-t_{\pi}\right)\right\}, \quad F_{\pi}^{V}(0)=1 \\
\left|F_{\pi}^{V}(t)\right| & =\left|\frac{t}{t_{\pi}}-1\right|^{-x_{1}(t)} \exp \left\{t\left[\frac{\left\langle r^{2}\right\rangle_{\pi}^{V}}{6}-\frac{x_{1}(t)}{t_{\pi}}\right]+t^{2} \int_{t_{\pi}}^{\infty} \frac{\mathrm{d} t^{\prime}}{t^{\prime 2}} \frac{x_{1}\left(t^{\prime}\right)-x_{1}(t)}{t^{\prime}-t}\right\} \tag{15.20}
\end{align*}
$$
\]

where the normalization ensures charge conservation (i.e. the constant part of the subtraction polynomial is fixed to zero) and Watson's theorem is fulfilled by construction, so that the phases in (15.17) cancel in the approximation of elasticity \#29

$$
\begin{align*}
\operatorname{Im} G_{E}^{v}(t) & =\frac{\sigma_{t}^{\pi}}{8} \frac{t-t_{\pi}}{m}\left|F_{\pi}^{V}(t)\right|\left|f_{+}^{1}(t)\right| \theta\left(t-t_{\pi}\right) \\
\operatorname{Im} G_{M}^{v}(t) & =\frac{\sigma_{t}^{\pi}}{8} \frac{t-t_{\pi}}{\sqrt{2}}\left|F_{\pi}^{V}(t)\right|\left|f_{-}^{1}(t)\right| \theta\left(t-t_{\pi}\right) \tag{15.21}
\end{align*}
$$

For the mean square pion vector (or charge) radius we use $\left\langle r^{2}\right\rangle_{\pi}^{V}=0.435 \mathrm{fm}^{2}$ in accordance with [281] in order to ensure a decent description of form-factor data. However, the precise value of $\left\langle r^{2}\right\rangle_{\pi}^{V}$ is immaterial in the present context, since we merely wish to convey how the uncertainties in $\left|f_{ \pm}^{1}\right|$ propagate into the spectral functions. Moreover, for the infinite-matching-point Omnès representation (15.20) in principle we need the phase $\delta_{1}$ also in the high-energy regime. Since the numerical impact of the explicit assumption for the asymptotic behavior of the phase is suppressed by two subtractions, for our purpose of illustration we choose to simply keep the phase constant above $1.15 \mathrm{GeV} \# 30$ The results for the once- and twice-subtracted versions of $\left|f_{ \pm}^{1}\right|$ (the latter also for the "fixed- $t$ limit" and a higher matching point value) together with the comparison to KH80 are depicted in Fig. 15.11 ,

As expected from the discussion in Sects. 15.3 .2 and 15.3.3, the relative uncertainty in $\operatorname{Im} G_{E}^{v}$ is much larger than in $\operatorname{Im} G_{M}^{v}$, which is a result of the effectively lower number of subtractions in the calculation of $\left|f_{+}^{1}\right|$ and its enhanced subthreshold-parameter dependence. However, since $\operatorname{Im} G_{M}^{v}$ is much larger than $\operatorname{Im} G_{E}^{v}$, the absolute deviations between the individual curves are actually of comparable size in both cases. We conclude that a new determination of the subthreshold parameters from a full solution of our Roy-Steiner system should lead to improved central values and associated uncertainties for the two-pion contribution to the spectral functions of both form factors.
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Figure 15.11: Two-pion-continuum contribution to $\operatorname{Im} G_{E}^{v}(t)$ and $\operatorname{Im} G_{M}^{v}(t)$.

## Chapter 16

## Conclusion

In this work we have derived a closed system of Roy-Steiner equations (i.e. partial-wave hyperbolic dispersion relations respecting analyticity, unitarity, and crossing symmetry) for $\pi N$ scattering and analytically calculated all kernel functions for the lowest $s$ - and especially the $t$-channel partial waves. Furthermore, we have constructed the corresponding unitarity relations in detail - including in particular inelastic contributions from $\bar{K} K$ intermediate states in the $t$-channel reaction - and thereby completed the Roy-Steiner system for $\pi N$ scattering. To pin down the optimal value of the free hyperbola parameter $a$, assuming Mandelstam analyticity we have analyzed the domain of validity of the full system and determined $a$ for both the $s$ - and $t$-channel equations such that the corresponding range of convergence is maximized. We have accounted for the asymptotic contributions explicitly (in the $s$-channel) by means of a Regge model and found them to be numerically small. Subsequently, we have used the threshold behavior of the $t$-channel partial waves in order to cast the $t$-channel part of the Roy-Steiner system into the form of a Muskhelishvili-Omnès problem with a finite matching point. Furthermore, we have introduced subtractions at the subthreshold point in order to suppress the dependence on the high-energy region and derived the corresponding once- and twice-subtracted versions of our Roy-Steiner system and thereby the accordingly subtracted Muskhelishvili-Omnès equations. For this purpose, starting from the hyperbolic dispersion relations for $\pi N$ scattering we have derived sum rules for the pertinent subtraction constants (i.e. subthreshold parameters) and calculated all necessary corrections to the kernel functions for both channels as well as the subtracted asymptotic contributions (which by subtracting, of course, get numerically immaterial). Moreover, we have developed a general (single-channel) Muskhelishvili-Omnès formalism that combines both the concepts of a finite matching point and the inclusion of inelasticities. However, the present knowledge of the pertinent couplings and partial waves is not sufficient to account for inelastic effects (particularly $\bar{K} K$ intermediate states) in this framework especially for the $t$-channel $S$-wave, while for the $P$ - and higher partial waves already the elastic approximation yields reasonable results.

As a first step in solving the full Roy-Steiner system, we have then numerically solved the un-, once, and twice-subtracted Muskhelishvili-Omnès equations for the $t$-channel partial waves in the single-channel approximation (i.e. neglecting inelasticities). We have assessed the numerical importance of different input contributions for the Muskhelishvili-Omnès problem (in particular via the Muskhelishvili-Omnès inhomogeneities) by examining the behavior of the Muskhelishvili-Omnès solutions for the lowest $t$-channel partial waves $(J \in\{0,1,2\})$ with respect to varying both the input and/or the framework in many ways, including their
sensitivity to the $\pi \pi$ phase shifts, the number of subtractions $(n \in\{0,1,2\})$, variation of the finite matching point $t_{\mathrm{m}}$, and taking the hyperbola parameter $a$ to $-\infty$ (to some extent emulating fixed- $t$ dispersion relations). In general, we have found consistency with the KH80 solutions and thereby confirmed the (approximate) self-consistency of the KH80 results for the $s$ - and $t$-channel partial waves, the subthreshold parameters, and the (outdated) $\pi N$ coupling constant - although there is clearly room for improvement on the KH80 analysis, especially regarding the analysis of the theoretical uncertainties. However, our analysis has shown that the structure of the equations renders the $t$-channel partial waves $f_{+}^{J}$ systematically less well determined than their counterparts $f_{-}^{J}$ both due to an enhanced sensitivity to the subtraction constants and an effectively lower number of subtractions. Finally, we have briefly discussed some consequences for nucleon form factors, in particular our analysis gives a first indication where the largest uncertainties in the spectral functions are to be expected.

The next step in the solution of our system of Roy-Steiner equations is the incorporation of $\bar{K} K$ intermediate states in a full two-channel Muskhelishvili-Omnès treatment of the $t$ channel $S$-wave, which has immediate consequences for the scalar form factor of the nucleon (and thereby also for the extraction of the $\pi N \sigma$-term) as discussed separately in [173] (which is not a part of this work). Having then thoroughly solved the $t$-channel part of the Roy-Steiner system also for the $S$-wave, the $s$-channel equations are solvable with techniques similar to those employed in the context of $\pi \pi$ Roy equations, and finally the iteration of the full system should determine the lowest partial waves as well as the subtraction parameters (as discussed in Chap.6, cf. Fig. 6.2). We are confident that the framework proposed in this work eventually will allow for a reliable extrapolation to the Cheng-Dashen point and thus for an accurate determination of the $\pi N \sigma$-term.

## Appendix C

## Higher kernels for the $s$-channel driving terms

According to the general solution strategy for the full Roy-Steiner system as outlined in Chap. 6, only the lowest partial waves of both channels are solved for, namely those with $l \leq l_{\mathrm{d}}$ and $J \leq J_{\mathrm{d}}$, while the contributions of higher partial waves (i.e. the corresponding higher resonances) are collected as input in the respective driving terms. In the following, the higher kernel functions that are needed to incorporate higher $s$-channel partial waves as discussed in Sect. 15.2.3 are given.

## C. $1 \quad s$-channel partial-wave projection

Here, we display the explicit form of the additional angular kernels $U_{l l^{\prime}}, \bar{U}_{l l^{\prime}}$, and $V_{l l^{\prime}}$ for $\left(l \leq 2,4 \leq l^{\prime} \leq 6\right)$ that are required for calculating the additional higher kernels $K_{l l^{\prime}}^{I}$ for $\left(l \leq 1,3 \leq l^{\prime} \leq 5\right)$ via (8.49). From (8.53) we obtain

$$
\begin{align*}
& U_{04}=\frac{5}{2} \beta\left\{7 \alpha^{2}+7 \beta^{2}-3\right\}, \quad U_{14}=\frac{1}{2} \alpha\left\{7 \alpha^{2}+35 \beta^{2}-5\right\}, \quad U_{24}=7 \alpha^{2} \beta  \tag{C.1}\\
& U_{05}=\frac{1}{8}\left\{15-70\left(\alpha^{2}+3 \beta^{2}\right)+63\left(\alpha^{4}+5 \beta^{4}+10 \alpha^{2} \beta^{2}\right)\right\} \\
& U_{15}=\frac{7}{2} \alpha \beta\left\{9 \alpha^{2}+15 \beta^{2}-5\right\}, \quad U_{25}=\frac{1}{2} \alpha^{2}\left\{9 \alpha^{2}+63 \beta^{2}-7\right\}, \\
& U_{06}=\frac{21}{8} \beta\left\{5-30\left(\alpha^{2}+\beta^{2}\right)+11\left(3 \alpha^{4}+3 \beta^{4}+10 \alpha^{2} \beta^{2}\right)\right\} \\
& U_{16}=\frac{1}{8} \alpha\left\{35-126\left(\alpha^{2}+5 \beta^{2}\right)+33\left(3 \alpha^{4}+35 \beta^{4}+42 \alpha^{2} \beta^{2}\right)\right\} \\
& U_{26}=\frac{3}{2} \alpha^{2} \beta\left\{33 \alpha^{2}+77 \beta^{2}-21\right\},
\end{align*}
$$

and (8.60) yields

$$
\begin{align*}
& \bar{U}_{04}=-5\left\{7 b_{3}-14 b_{2}+9 b_{1}+\bar{\omega}[4-14 \alpha(1-\alpha)+7 \beta(1-\alpha+\beta)]\right\}  \tag{C.2}\\
& \bar{U}_{14}=21 b_{3}-35 b_{2}+15 b_{1}-35 \bar{\omega} \alpha(1-\alpha+\beta), \quad \bar{U}_{24}=-7\left\{b_{3}-b_{2}+2 \bar{\omega} \alpha^{2}\right\} \\
& \bar{U}_{05}=7\left\{18 b_{4}-5\left(9 b_{3}-8 b_{2}+3 b_{1}\right)-\frac{15}{4} \bar{\omega}(1-\alpha+\beta)\left[(1-3 \alpha)^{2}+3 \beta^{2}\right]\right\}
\end{align*}
$$

$$
\begin{aligned}
\bar{U}_{15} & =-7\left\{12 b_{4}-27 b_{3}+20 b_{2}-5 b_{1}+\bar{\omega} \alpha\left[2\left(5-15 \alpha+12 \alpha^{2}\right)+15 \beta(1-\alpha+\beta)\right]\right\} \\
\bar{U}_{25} & =36 b_{4}-63 b_{3}+28 b_{2}-63 \bar{\omega} \alpha^{2}(1-\alpha+\beta) \\
\bar{U}_{06} & =-21\left\{22\left(b_{5}-3 b_{4}\right)+5\left(15 b_{3}-8 b_{2}+2 b_{1}\right)+\bar{\omega}\left[2\left(1-9 \alpha+31 \alpha^{2}-22 \alpha^{3}(2-\alpha)\right)\right.\right. \\
& \left.\left.\quad+\frac{\beta}{4}(1-\alpha+\beta)\left(3-11 \alpha(6-13 \alpha)+33 \beta^{2}\right)\right]\right\} \\
\bar{U}_{16} & =66\left(5 b_{5}-14 b_{4}\right)+35\left(27 b_{3}-12 b_{2}+2 b_{1}\right)-\frac{21}{4} \bar{\omega} \alpha(1-\alpha+\beta)\left[(5-11 \alpha)^{2}+55 \beta^{2}\right] \\
\bar{U}_{26} & =-3\left\{11\left(5 b_{5}-12 b_{4}\right)+7\left(15 b_{3}-4 b_{2}\right)+\bar{\omega} \alpha^{2}[56-22 \alpha(7-5 \alpha)+77 \beta(1-\alpha+\beta)]\right\}
\end{aligned}
$$

where we refrain from spelling out explicitly the form of $b_{\mu}\left(W, W^{\prime}\right)$ for higher values of $\mu$, as these functions follow directly from their definition (8.58). From (8.68) follows

$$
\begin{align*}
\bar{V}_{04}= & \frac{5}{6} \alpha\left\{21\left(\alpha x_{s}\right)^{2}+63 \beta\left(\alpha x_{s}\right)+7 \alpha^{2}+63 \beta^{2}-9\right\}  \tag{C.3}\\
\bar{V}_{14}= & \frac{35}{6} \alpha^{2}\left\{\left(\alpha x_{s}\right)+3 \beta\right\}, \quad \bar{V}_{24}=\frac{7}{3} \alpha^{3} \\
\bar{V}_{05}= & \frac{105}{8} \alpha\left\{3\left(\alpha x_{s}\right)^{3}+12 \beta\left(\alpha x_{s}\right)^{2}+\left(\alpha^{2}+18 \beta^{2}-2\right)\left(\alpha x_{s}\right)+4 \beta\left(\alpha^{2}+3 \beta^{2}-1\right)\right\} \\
\bar{V}_{15}= & \frac{7}{8} \alpha^{2}\left\{15\left(\alpha x_{s}\right)^{2}+60 \beta\left(\alpha x_{s}\right)+9 \alpha^{2}+90 \beta^{2}-10\right\}, \quad \bar{V}_{25}=\frac{21}{4} \alpha^{3}\left\{\left(\alpha x_{s}\right)+4 \beta\right\} \\
\bar{V}_{06}= & \frac{21}{40} \alpha\left\{165\left(\alpha x_{s}\right)^{4}+825 \beta\left(\alpha x_{s}\right)^{3}+5\left(11 \alpha^{2}+330 \beta^{2}-30\right)\left(\alpha x_{s}\right)^{2}\right. \\
& \left.\quad+25 \beta\left(11 \alpha^{2}+66 \beta^{2}-18\right)\left(\alpha x_{s}\right)+25-50 \alpha^{2}+33 \alpha^{4}+50\left(11 \alpha^{2}-9\right) \beta^{2}+825 \beta^{4}\right\} \\
\bar{V}_{16}= & \frac{21}{40} \alpha^{2}\left\{55\left(\alpha x_{s}\right)^{3}+275 \beta\left(\alpha x_{s}\right)^{2}+\left(33 \alpha^{2}+550 \beta^{2}-50\right)\left(\alpha x_{s}\right)+5 \beta\left(33 \alpha^{2}+110 \beta^{2}-30\right)\right\} \\
\bar{V}_{26}= & \frac{3}{20} \alpha^{3}\left\{77\left(\alpha x_{s}\right)^{2}+385 \beta\left(\alpha x_{s}\right)+2\left(33 \alpha^{2}+385 \beta^{2}-35\right)\right\}
\end{align*}
$$

## C. $2 t$-channel partial-wave projection

The explicit forms of the polynomial parts $\bar{A}_{J l}, \bar{B}_{J l}$ and $\bar{C}_{J, l}$ from (9.34) for $(J \leq 2, l \leq 6)$ that are needed in order to calculate the kernels $\tilde{G}_{J l}$ and $\tilde{H}_{J l}$ for $(J \leq 2, l \leq 5)$ via (9.35) read

$$
\begin{align*}
\bar{A}_{01}= & \frac{1}{s^{\prime}-a}, \quad \bar{A}_{02}=\frac{3}{\tilde{\gamma}}\left[\frac{\tilde{x}_{t}}{p_{t} q_{t}}+\frac{1}{s^{\prime}-a}\left\{\frac{1}{3}-\tilde{\delta}\right\}\right]  \tag{C.4}\\
\bar{A}_{03}= & \frac{15}{2 \tilde{\gamma}^{2}}\left[\frac{\tilde{x}_{t}}{p_{t} q_{t}}\left\{\tilde{x}_{t}^{2}+\frac{1}{3}-2 \tilde{\delta}\right\}+\frac{1}{s^{\prime}-a}\left\{\frac{1-\tilde{\gamma}^{2}}{5}-\frac{2}{3} \tilde{\delta}+\tilde{\delta}^{2}\right\}\right] \\
\bar{A}_{04}= & \frac{35}{2 \tilde{\gamma}^{3}}\left[\frac{\tilde{x}_{t}}{p_{t} q_{t}}\left\{\tilde{x}_{t}^{4}+\tilde{x}_{t}^{2}\left(\frac{1}{3}-3 \tilde{\delta}\right)+\frac{1}{5}-\frac{3}{7} \tilde{\gamma}^{2}-\tilde{\delta}+3 \tilde{\delta}^{2}\right\}\right. \\
& \left.\quad+\frac{1}{s^{\prime}-a}\left\{\frac{1}{7}-\frac{\tilde{\gamma}^{2}}{7}(1-3 \tilde{\delta})-\frac{3}{5} \tilde{\delta}+\tilde{\delta}^{2}-\tilde{\delta}^{3}\right\}\right] \\
\bar{A}_{05}= & \frac{315}{2 \tilde{\gamma}^{4}}\left[\frac { \tilde { x } _ { t } } { p _ { t } q _ { t } } \left\{\frac{\tilde{x}_{t}^{6}}{4}+\tilde{x}_{t}^{4}\left(\frac{1}{12}-\tilde{\delta}\right)+\tilde{x}_{t}^{2}\left(\frac{1}{20}-\frac{\tilde{\gamma}^{2}}{6}-\frac{\tilde{\delta}}{3}+\frac{3}{2} \tilde{\delta}^{2}\right)\right.\right. \\
& \left.\quad+\frac{1}{28}-\frac{\tilde{\gamma}^{2}}{3}\left(\frac{1}{6}-\tilde{\delta}\right)-\frac{\tilde{\delta}}{5}+\frac{\tilde{\delta}^{2}}{2}-\tilde{\delta}^{3}\right\}
\end{align*}
$$

$$
\begin{align*}
& \left.+\frac{1}{s^{\prime}-a}\left\{\frac{1}{36}-\frac{\tilde{\gamma}^{2}}{6}\left(\frac{1}{5}-\frac{\tilde{\gamma}^{2}}{14}-\frac{2}{3} \tilde{\delta}+\tilde{\delta}^{2}\right)-\frac{\tilde{\delta}}{7}+\frac{3}{10} \tilde{\delta}^{2}-\frac{\tilde{\delta}^{3}}{3}+\frac{\tilde{\delta}^{4}}{4}\right\}\right], \\
& \bar{A}_{06}=\frac{3465}{4 \tilde{\gamma}^{5}}\left[\frac { \tilde { x } _ { t } } { p _ { t } q _ { t } } \left\{\frac{\tilde{x}_{t}^{8}}{10}+\tilde{x}_{t}^{4}\left(\frac{1}{50}-\frac{\tilde{\gamma}^{2}}{11}-\frac{\tilde{\delta}}{6}+\tilde{\delta}^{2}\right)+\tilde{x}_{t}^{2}\left(\frac{1}{70}-\frac{\tilde{\gamma}^{2}}{11}\left(\frac{1}{3}-3 \tilde{\delta}\right)-\frac{\tilde{\delta}}{10}+\frac{\tilde{\delta}^{2}}{3}-\tilde{\delta}^{3}\right)\right.\right. \\
& \left.+\frac{\tilde{x}_{t}^{6}}{2}\left(\frac{1}{15}-\tilde{\delta}\right)+\frac{1}{90}-\frac{\tilde{\gamma}^{2}}{11}\left(\frac{1}{5}-\frac{\tilde{\gamma}^{2}}{6}-\tilde{\delta}+3 \tilde{\delta}^{2}\right)-\frac{\tilde{\delta}}{14}+\frac{\tilde{\delta}^{2}}{5}-\frac{\tilde{\delta}^{3}}{3}+\frac{\tilde{\delta}^{4}}{2}\right\} \\
& \left.+\frac{1}{s^{\prime}-a}\left\{\frac{1}{110}-\frac{\tilde{\gamma}^{2}}{11}\left(\frac{1}{7}-\frac{\tilde{\gamma}^{2}}{6}\left(\frac{1}{3}-\tilde{\delta}\right)-\frac{3}{5} \tilde{\delta}+\tilde{\delta}^{2}-\tilde{\delta}^{3}\right)-\frac{\tilde{\delta}}{18}+\frac{\tilde{\delta}^{2}}{7}-\frac{\tilde{\delta}^{3}}{5}+\frac{\tilde{\delta}^{4}}{6}-\frac{\tilde{\delta}^{5}}{10}\right\}\right], \\
& \bar{A}_{11}=0, \quad \bar{A}_{12}=\frac{1}{p_{t} q_{t}} \frac{1}{\tilde{\gamma}}, \quad \bar{A}_{13}=\frac{1}{p_{t} q_{t}} \frac{5}{2 \tilde{\gamma}^{2}}\left\{\tilde{x}_{t}^{2}+\frac{3}{5}-2 \tilde{\delta}\right\}, \\
& \bar{A}_{14}=\frac{1}{p_{t} q_{t}} \frac{35}{2 \tilde{\gamma}^{3}}\left\{\frac{\tilde{x}_{t}^{4}}{3}+\tilde{x}_{t}^{2}\left(\frac{1}{5}-\tilde{\delta}\right)+\frac{1-\tilde{\gamma}^{2}}{7}-\frac{3}{5} \tilde{\delta}+\tilde{\delta}^{2}\right\}, \\
& \bar{A}_{15}=\frac{1}{p_{t} q_{t}} \frac{315}{2 \tilde{\gamma}^{4}}\left\{\frac{\tilde{x}_{t}^{6}}{12}+\tilde{x}_{t}^{4}\left(\frac{1}{20}-\frac{\tilde{\delta}}{3}\right)+\tilde{x}_{t}^{2}\left(\frac{1}{28}-\frac{\tilde{\gamma}^{2}}{18}-\frac{\tilde{\delta}}{5}+\frac{\tilde{\delta}^{2}}{2}\right)\right. \\
& \left.+\frac{1}{36}-\frac{\tilde{\gamma}^{2}}{3}\left(\frac{1}{10}-\frac{\tilde{\delta}}{3}\right)-\frac{\tilde{\delta}}{7}+\frac{3}{10} \tilde{\delta}^{2}-\frac{\tilde{\delta}^{3}}{3}\right\}, \\
& \bar{A}_{16}=\frac{1}{p_{t} q_{t}} \frac{3465}{4 \tilde{\gamma}^{5}}\left\{\frac{\tilde{x}_{t}^{8}}{30}+\tilde{x}_{t}^{4}\left(\frac{1}{70}-\frac{\tilde{\gamma}^{2}}{33}-\frac{\tilde{\delta}}{10}+\frac{\tilde{\delta}^{2}}{3}\right)+\tilde{x}_{t}^{2}\left(\frac{1}{90}-\frac{\tilde{\gamma}^{2}}{11}\left(\frac{1}{5}-\tilde{\delta}\right)-\frac{\tilde{\delta}}{14}+\frac{\tilde{\delta}^{2}}{5}-\frac{\tilde{\delta}^{3}}{3}\right)\right. \\
& \left.+\frac{\tilde{x}_{t}^{6}}{2}\left(\frac{1}{25}-\frac{\tilde{\delta}}{3}\right)+\frac{1}{110}-\frac{\tilde{\gamma}^{2}}{11}\left(\frac{1}{7}-\frac{\tilde{\gamma}^{2}}{18}-\frac{3}{5} \tilde{\delta}+\tilde{\delta}^{2}\right)-\frac{\tilde{\delta}}{18}+\frac{\tilde{\delta}^{2}}{7}-\frac{\tilde{\delta}^{3}}{5}+\frac{\tilde{\delta}^{4}}{6}\right\}, \\
& \bar{A}_{21}=0, \quad \bar{A}_{22}=\frac{2}{5 \tilde{\gamma}} \frac{1}{s^{\prime}-a}, \quad \bar{A}_{23}=\frac{1}{\tilde{\gamma}^{2}}\left[\frac{\tilde{x}_{t}}{p_{t} q_{t}}+\frac{1}{s^{\prime}-a}\left\{\frac{6}{7}-2 \tilde{\delta}\right\}\right],  \tag{C.6}\\
& \bar{A}_{24}=\frac{7}{\tilde{\gamma}^{3}}\left[\frac{\tilde{x}_{t}}{p_{t} q_{t}}\left\{\frac{\tilde{x}_{t}^{2}}{3}+\frac{2}{7}-\tilde{\delta}\right\}+\frac{1}{s^{\prime}-a}\left\{\frac{5}{21}-\frac{\tilde{\gamma}^{2}}{7}-\frac{6}{7} \tilde{\delta}+\tilde{\delta}^{2}\right\}\right] \text {, } \\
& \bar{A}_{25}=\frac{21}{\tilde{\gamma}^{4}}\left[\frac{\tilde{x}_{t}}{p_{t} q_{t}}\left\{\frac{\tilde{x}_{t}^{4}}{4}+\tilde{x}_{t}^{2}\left(\frac{3}{14}-\tilde{\delta}\right)+\frac{5}{28}-\frac{\tilde{\gamma}^{2}}{6}-\frac{6}{7} \tilde{\delta}+\frac{3}{2} \tilde{\delta}^{2}\right\}\right. \\
& \left.+\frac{1}{s^{\prime}-a}\left\{\frac{5}{33}-\tilde{\gamma}^{2}\left(\frac{1}{7}-\frac{\tilde{\delta}}{3}\right)-\frac{5}{7} \tilde{\delta}+\frac{9}{7} \tilde{\delta}^{2}-\tilde{\delta}^{3}\right\}\right], \\
& \bar{A}_{26}=\frac{231}{2 \tilde{\gamma}^{5}}\left[\frac { \tilde { x } _ { t } } { p _ { t } q _ { t } } \left\{\frac{\tilde{x}_{t}^{6}}{10}+\tilde{x}_{t}^{4}\left(\frac{3}{35}-\frac{\tilde{\delta}}{2}\right)+\tilde{x}_{t}^{2}\left(\frac{1}{14}-\frac{\tilde{\gamma}^{2}}{11}-\frac{3}{7} \tilde{\delta}+\tilde{\delta}^{2}\right)\right.\right. \\
& \left.+\frac{2}{33}-\frac{\tilde{\gamma}^{2}}{11}\left(\frac{6}{7}-3 \tilde{\delta}\right)-\frac{5}{14} \tilde{\delta}+\frac{6}{7} \tilde{\delta}^{2}-\tilde{\delta}^{3}\right\} \\
& \left.+\frac{1}{s^{\prime}-a}\left\{\frac{15}{286}-\frac{\tilde{\gamma}^{2}}{11}\left(\frac{5}{7}-\frac{\tilde{\gamma}^{2}}{6}-\frac{18}{7} \tilde{\delta}+3 \tilde{\delta}^{2}\right)-\frac{10}{33} \tilde{\delta}+\frac{5}{7} \tilde{\delta}^{2}-\frac{6}{7} \tilde{\delta}^{3}+\frac{\tilde{\delta}^{4}}{2}\right\}\right], \\
& \bar{B}_{01}=\frac{1}{p_{t} q_{t}}, \quad \bar{B}_{02}=\frac{1}{p_{t} q_{t}} \frac{3}{\tilde{\gamma}}\left\{\tilde{x}_{t}^{2}+\frac{1}{3}-\tilde{\delta}\right\},  \tag{C.7}\\
& \bar{B}_{03}=\frac{1}{p_{t} q_{t}} \frac{15}{2 \tilde{\gamma}^{2}}\left\{\tilde{x}_{t}^{4}+\tilde{x}_{t}^{2}\left(\frac{1}{3}-2 \tilde{\delta}\right)+\frac{1-\tilde{\gamma}^{2}}{5}-\frac{2}{3} \tilde{\delta}+\tilde{\delta}^{2}\right\},
\end{align*}
$$

$$
\begin{align*}
& \bar{B}_{04}=\frac{1}{p_{t} q_{t}} \frac{35}{2 \tilde{\gamma}^{3}}\left\{\tilde{x}_{t}^{6}+\tilde{x}_{t}^{4}\left(\frac{1}{3}-3 \tilde{\delta}\right)+\tilde{x}_{t}^{2}\left(\frac{1}{5}-\frac{3}{7} \tilde{\gamma}^{2}-\tilde{\delta}+3 \tilde{\delta}^{2}\right)\right. \\
& \left.+\frac{1}{7}-\frac{\tilde{\gamma}^{2}}{7}(1-3 \tilde{\delta})-\frac{3}{5} \tilde{\delta}+\tilde{\delta}^{2}-\tilde{\delta}^{3}\right\}, \\
& \bar{B}_{05}=\frac{1}{p_{t} q_{t}} \frac{315}{2 \tilde{\gamma}^{4}}\left\{\frac{\tilde{x}_{t}^{8}}{4}+\tilde{x}_{t}^{4}\left(\frac{1}{20}-\frac{\tilde{\gamma}^{2}}{6}-\frac{\tilde{\delta}}{3}+\frac{3}{2} \tilde{\delta}^{2}\right)+\tilde{x}_{t}^{2}\left(\frac{1}{28}-\frac{\tilde{\gamma}^{2}}{3}\left(\frac{1}{6}-\tilde{\delta}\right)-\frac{\tilde{\delta}}{5}+\frac{\tilde{\delta}^{2}}{2}-\tilde{\delta}^{3}\right)\right. \\
& \left.+\tilde{x}_{t}^{6}\left(\frac{1}{12}-\tilde{\delta}\right)+\frac{1}{36}-\frac{\tilde{\gamma}^{2}}{6}\left(\frac{1}{5}-\frac{\tilde{\gamma}^{2}}{14}-\frac{2}{3} \tilde{\delta}+\tilde{\delta}^{2}\right)-\frac{\tilde{\delta}}{7}+\frac{3}{10} \tilde{\delta}^{2}-\frac{\tilde{\delta}^{3}}{3}+\frac{\tilde{\delta}^{4}}{4}\right\}, \\
& \bar{B}_{06}=\frac{1}{p_{t} q_{t}} \frac{3465}{4 \tilde{\gamma}^{5}}\left\{\frac{\tilde{x}_{t}^{10}}{10}+\tilde{x}_{t}^{6}\left(\frac{1}{50}-\frac{\tilde{\gamma}^{2}}{11}-\frac{\tilde{\delta}}{6}+\tilde{\delta}^{2}\right)+\tilde{x}_{t}^{4}\left(\frac{1}{70}-\frac{\tilde{\gamma}^{2}}{11}\left(\frac{1}{3}-3 \tilde{\delta}\right)-\frac{\tilde{\delta}}{10}+\frac{\tilde{\delta}^{2}}{3}-\tilde{\delta}^{3}\right)\right. \\
& +\frac{\tilde{x}_{t}^{8}}{2}\left(\frac{1}{15}-\tilde{\delta}\right)+\tilde{x}_{t}^{2}\left(\frac{1}{90}-\frac{\tilde{\gamma}^{2}}{11}\left(\frac{1}{5}-\frac{\tilde{\gamma}^{2}}{6}-\tilde{\delta}+3 \tilde{\delta}^{2}\right)-\frac{\tilde{\delta}}{14}+\frac{\tilde{\delta}^{2}}{5}-\frac{\tilde{\delta}^{3}}{3}+\frac{\tilde{\delta}^{4}}{2}\right) \\
& \left.+\frac{1}{110}-\frac{\tilde{\gamma}^{2}}{11}\left(\frac{1}{7}-\frac{\tilde{\gamma}^{2}}{6}\left(\frac{1}{3}-\tilde{\delta}\right)-\frac{3}{5} \tilde{\delta}+\tilde{\delta}^{2}-\tilde{\delta}^{3}\right)-\frac{\tilde{\delta}}{18}+\frac{\tilde{\delta}^{2}}{7}-\frac{\tilde{\delta}^{3}}{5}+\frac{\tilde{\delta}^{4}}{6}-\frac{\tilde{\delta}^{5}}{10}\right\}, \\
& \bar{B}_{11}=\frac{1}{s^{\prime}-a} \frac{1}{3}, \quad \bar{B}_{12}=\frac{1}{\tilde{\gamma}}\left[\frac{\tilde{x}_{t}}{p_{t} q_{t}}+\frac{1}{s^{\prime}-a}\left\{\frac{3}{5}-\tilde{\delta}\right\}\right], \\
& \bar{B}_{13}=\frac{5}{2 \tilde{\gamma}^{2}}\left[\frac{\tilde{x}_{t}}{p_{t} q_{t}}\left\{\tilde{x}_{t}^{2}+\frac{3}{5}-2 \tilde{\delta}\right\}+\frac{1}{s^{\prime}-a}\left\{\frac{3}{7}-\frac{\tilde{\gamma}^{2}}{5}-\frac{6}{5} \tilde{\delta}+\tilde{\delta}^{2}\right\}\right] \text {, } \\
& \bar{B}_{14}=\frac{35}{2 \tilde{\gamma}^{3}}\left[\frac{\tilde{x}_{t}}{p_{t} q_{t}}\left\{\frac{\tilde{x}_{t}^{4}}{3}+\tilde{x}_{t}^{2}\left(\frac{1}{5}-\tilde{\delta}\right)+\frac{1-\tilde{\gamma}^{2}}{7}-\frac{3}{5} \tilde{\delta}+\tilde{\delta}^{2}\right\}\right. \\
& \left.+\frac{1}{s^{\prime}-a}\left\{\frac{1}{9}-\frac{\tilde{\gamma}^{2}}{7}\left(\frac{3}{5}-\tilde{\delta}\right)-\frac{3}{7} \tilde{\delta}+\frac{3}{5} \tilde{\delta}^{2}-\frac{\tilde{\delta}^{3}}{3}\right\}\right], \\
& \bar{B}_{15}=\frac{105}{2 \tilde{\gamma}^{4}}\left[\frac { \tilde { x } _ { t } } { p _ { t } q _ { t } } \left\{\frac{\tilde{x}_{t}^{6}}{4}+\tilde{x}_{t}^{4}\left(\frac{3}{20}-\tilde{\delta}\right)+\tilde{x}_{t}^{2}\left(\frac{3}{28}-\frac{\tilde{\gamma}^{2}}{6}-\frac{3}{5} \tilde{\delta}+\frac{3}{2} \tilde{\delta}^{2}\right)\right.\right. \\
& \left.+\frac{1}{12}-\tilde{\gamma}^{2}\left(\frac{1}{10}-\frac{\tilde{\delta}}{3}\right)-\frac{3}{7} \tilde{\delta}+\frac{9}{10} \tilde{\delta}^{2}-\tilde{\delta}^{3}\right\} \\
& \left.+\frac{1}{s^{\prime}-a}\left\{\frac{3}{44}-\tilde{\gamma}^{2}\left(\frac{1}{14}-\frac{\tilde{\gamma}^{2}}{84}-\frac{\tilde{\delta}}{5}+\frac{\tilde{\delta}^{2}}{6}\right)-\frac{\tilde{\delta}}{3}+\frac{9}{14} \tilde{\delta}^{2}-\frac{3}{5} \tilde{\delta}^{3}+\frac{\tilde{\delta}^{4}}{4}\right\}\right] \text {, } \\
& \bar{B}_{16}=\frac{3465}{4 \tilde{\gamma}^{5}}\left[\frac { \tilde { x } _ { t } } { p _ { t } q _ { t } } \left\{\frac{\tilde{x}_{t}^{8}}{30}+\tilde{x}_{t}^{4}\left(\frac{1}{70}-\frac{\tilde{\gamma}^{2}}{33}-\frac{\tilde{\delta}}{10}+\frac{\tilde{\delta}^{2}}{3}\right)+\tilde{x}_{t}^{2}\left(\frac{1}{90}-\frac{\tilde{\gamma}^{2}}{11}\left(\frac{1}{5}-\tilde{\delta}\right)-\frac{\tilde{\delta}}{14}+\frac{\tilde{\delta}^{2}}{5}-\frac{\tilde{\delta}^{3}}{3}\right)\right.\right. \\
& \left.+\frac{\tilde{x}_{t}^{6}}{2}\left(\frac{1}{25}-\frac{\tilde{\delta}}{3}\right)+\frac{1}{110}-\frac{\tilde{\gamma}^{2}}{11}\left(\frac{1}{7}-\frac{\tilde{\gamma}^{2}}{18}-\frac{3}{5} \tilde{\delta}+\tilde{\delta}^{2}\right)-\frac{\tilde{\delta}}{18}+\frac{\tilde{\delta}^{2}}{7}-\frac{\tilde{\delta}^{3}}{5}+\frac{\tilde{\delta}^{4}}{6}\right\} \\
& +\frac{1}{s^{\prime}-a}\left\{\frac{1}{130}-\frac{\tilde{\gamma}^{2}}{11}\left(\frac{1}{9}-\frac{\tilde{\gamma}^{2}}{6}\left(\frac{1}{5}-\frac{\tilde{\delta}}{3}\right)-\frac{3}{7} \tilde{\delta}+\frac{3}{5} \tilde{\delta}^{2}-\frac{\tilde{\delta}^{3}}{3}\right)\right. \\
& \left.-\frac{\tilde{\delta}}{22}+\frac{\tilde{\delta}^{2}}{9}-\frac{\tilde{\delta}^{3}}{7}+\frac{\tilde{\delta}^{4}}{10}-\frac{\tilde{\delta}^{5}}{30}\right\}, \\
& \bar{B}_{21}=0, \quad \bar{B}_{22}=\frac{1}{p_{t} q_{t}} \frac{2}{5 \tilde{\gamma}}, \quad \bar{B}_{23}=\frac{1}{p_{t} q_{t}} \frac{1}{\tilde{\gamma}^{2}}\left\{\tilde{x}_{t}^{2}+\frac{6}{7}-2 \tilde{\delta}\right\}, \tag{C.9}
\end{align*}
$$

$$
\begin{align*}
& \bar{B}_{24}=\frac{1}{p_{t} q_{t}} \frac{7}{\tilde{\gamma}^{3}}\left\{\frac{\tilde{x}_{t}^{4}}{3}+\tilde{x}_{t}^{2}\left(\frac{2}{7}-\tilde{\delta}\right)+\frac{5}{21}-\frac{\tilde{\gamma}^{2}}{7}-\frac{6}{7} \tilde{\delta}+\tilde{\delta}^{2}\right\}, \\
& \bar{B}_{25}=\frac{1}{p_{t} q_{t}} \frac{21}{\tilde{\gamma}^{4}}\left\{\frac{\tilde{x}_{t}^{6}}{4}+\tilde{x}_{t}^{4}\left(\frac{3}{14}-\tilde{\delta}\right)+\tilde{x}_{t}^{2}\left(\frac{5}{28}-\frac{\tilde{\gamma}^{2}}{6}-\frac{6}{7} \tilde{\delta}+\frac{3}{2} \tilde{\delta}^{2}\right)\right. \\
& \left.+\frac{5}{33}-\tilde{\gamma}^{2}\left(\frac{1}{7}-\frac{\tilde{\delta}}{3}\right)-\frac{5}{7} \tilde{\delta}+\frac{9}{7} \tilde{\delta}^{2}-\tilde{\delta}^{3}\right\}, \\
& \bar{B}_{26}=\frac{1}{p_{t} q_{t}} \frac{231}{2 \tilde{\gamma}^{5}}\left\{\frac{\tilde{x}_{t}^{8}}{10}+\tilde{x}_{t}^{4}\left(\frac{1}{14}-\frac{\tilde{\gamma}^{2}}{11}-\frac{3}{7} \tilde{\delta}+\tilde{\delta}^{2}\right)+\tilde{x}_{t}^{2}\left(\frac{2}{33}-\frac{\tilde{\gamma}^{2}}{11}\left(\frac{6}{7}-3 \tilde{\delta}\right)-\frac{5}{14} \tilde{\delta}+\frac{6}{7} \tilde{\delta}^{2}-\tilde{\delta}^{3}\right)\right. \\
& \left.+\tilde{x}_{t}^{6}\left(\frac{3}{35}-\frac{\tilde{\delta}}{2}\right)+\frac{15}{286}-\frac{\tilde{\gamma}^{2}}{11}\left(\frac{5}{7}-\frac{\tilde{\gamma}^{2}}{6}-\frac{18}{7} \tilde{\delta}+3 \tilde{\delta}^{2}\right)-\frac{10}{33} \tilde{\delta}+\frac{5}{7} \tilde{\delta}^{2}-\frac{6}{7} \tilde{\delta}^{3}+\frac{\tilde{\delta}^{4}}{2}\right\}, \\
& \bar{C}_{11}=\frac{1}{s^{\prime}-a}, \quad \bar{C}_{12}=\frac{3}{\tilde{\gamma}}\left[\frac{\tilde{x}_{t}}{p_{t} q_{t}}+\frac{1}{s^{\prime}-a}\left\{\frac{1}{5}-\tilde{\delta}\right\}\right], \\
& \bar{C}_{13}=\frac{15}{2 \tilde{\gamma}^{2}}\left[\frac{\tilde{x}_{t}}{p_{t} q_{t}}\left\{\tilde{x}_{t}^{2}+\frac{1}{5}-2 \tilde{\delta}\right\}+\frac{1}{s^{\prime}-a}\left\{\frac{3}{35}-\frac{\tilde{\gamma}^{2}}{5}-\frac{2}{5} \tilde{\delta}+\tilde{\delta}^{2}\right\}\right] \text {, } \\
& \bar{C}_{14}=\frac{105}{2 \tilde{\gamma}^{3}}\left[\frac{\tilde{x}_{t}}{p_{t} q_{t}}\left\{\frac{\tilde{x}_{t}^{4}}{3}+\tilde{x}_{t}^{2}\left(\frac{1}{15}-\tilde{\delta}\right)+\frac{1}{35}-\frac{\tilde{\gamma}^{2}}{7}-\frac{\tilde{\delta}}{5}+\tilde{\delta}^{2}\right\}\right. \\
& \left.+\frac{1}{s^{\prime}-a}\left\{\frac{1}{63}-\frac{\tilde{\gamma}^{2}}{7}\left(\frac{1}{5}-\tilde{\delta}\right)-\frac{3}{35} \tilde{\delta}+\frac{\tilde{\delta}^{2}}{5}-\frac{\tilde{\delta}^{3}}{3}\right\}\right], \\
& \bar{C}_{15}=\frac{315}{2 \tilde{\gamma}^{4}}\left[\frac { \tilde { x } _ { t } } { p _ { t } q _ { t } } \left\{\frac{\tilde{x}_{t}^{6}}{4}+\tilde{x}_{t}^{4}\left(\frac{1}{20}-\tilde{\delta}\right)+\tilde{x}_{t}^{2}\left(\frac{3}{140}-\frac{\tilde{\gamma}^{2}}{6}-\frac{\tilde{\delta}}{5}+\frac{3}{2} \tilde{\delta}^{2}\right)\right.\right. \\
& \left.+\frac{1}{84}-\frac{\tilde{\gamma}^{2}}{3}\left(\frac{1}{10}-\tilde{\delta}\right)-\frac{3}{35} \tilde{\delta}+\frac{3}{10} \tilde{\delta}^{2}-\tilde{\delta}^{3}\right\} \\
& \left.+\frac{1}{s^{\prime}-a}\left\{\frac{1}{132}-\tilde{\gamma}^{2}\left(\frac{1}{70}-\frac{\tilde{\gamma}^{2}}{84}-\frac{\tilde{\delta}}{15}+\frac{\tilde{\delta}^{2}}{6}\right)-\frac{\tilde{\delta}}{21}+\frac{9}{70} \tilde{\delta}^{2}-\frac{\tilde{\delta}^{3}}{5}+\frac{\tilde{\delta}^{4}}{4}\right\}\right], \\
& \bar{C}_{16}=\frac{3465}{4 \tilde{\gamma}^{5}}\left[\frac { \tilde { x } _ { t } } { p _ { t } q _ { t } } \left\{\tilde{x}_{t}^{4}\left(\frac{3}{350}-\frac{\tilde{\gamma}^{2}}{11}-\frac{\tilde{\delta}}{10}+\tilde{\delta}^{2}\right)+\tilde{x}_{t}^{2}\left(\frac{1}{210}-\frac{\tilde{\gamma}^{2}}{11}\left(\frac{1}{5}-3 \tilde{\delta}\right)-\frac{3}{70} \tilde{\delta}+\frac{\tilde{\delta}^{2}}{5}-\tilde{\delta}^{3}\right)\right.\right. \\
& \left.+\frac{\tilde{x}_{t}^{8}}{10}+\frac{\tilde{x}_{t}^{6}}{2}\left(\frac{1}{25}-\tilde{\delta}\right)+\frac{1}{330}-\frac{\tilde{\gamma}^{2}}{11}\left(\frac{3}{35}-\frac{\tilde{\gamma}^{2}}{6}-\frac{3}{5} \tilde{\delta}+3 \tilde{\delta}^{2}\right)-\frac{\tilde{\delta}}{42}+\frac{3}{35} \tilde{\delta}^{2}-\frac{\tilde{\delta}^{3}}{5}+\frac{\tilde{\delta}^{4}}{2}\right\} \\
& +\frac{1}{s^{\prime}-a}\left\{\frac{3}{1430}-\frac{\tilde{\gamma}^{2}}{11}\left(\frac{1}{21}-\frac{\tilde{\gamma}^{2}}{6}\left(\frac{1}{5}-\tilde{\delta}\right)-\frac{9}{35} \tilde{\delta}+\frac{3}{5} \tilde{\delta}^{2}-\tilde{\delta}^{3}\right)\right. \\
& \left.\left.-\frac{\tilde{\delta}}{66}+\frac{\tilde{\delta}^{2}}{21}-\frac{3}{35} \tilde{\delta}^{3}+\frac{\tilde{\delta}^{4}}{10}-\frac{\tilde{\delta}^{5}}{10}\right\}\right] \text {, } \\
& \bar{C}_{21}=0, \quad \bar{C}_{22}=\frac{1}{p_{t} q_{t}} \frac{1}{\tilde{\gamma}}, \quad \bar{C}_{23}=\frac{1}{p_{t} q_{t}} \frac{5}{2 \tilde{\gamma}^{2}}\left\{\tilde{x}_{t}^{2}+\frac{3}{7}-2 \tilde{\delta}\right\},  \tag{C.11}\\
& \bar{C}_{24}=\frac{1}{p_{t} q_{t}} \frac{35}{2 \tilde{\gamma}^{3}}\left\{\frac{\tilde{x}_{t}^{4}}{3}+\tilde{x}_{t}^{2}\left(\frac{1}{7}-\tilde{\delta}\right)+\frac{5}{63}-\frac{\tilde{\gamma}^{2}}{7}-\frac{3}{7} \tilde{\delta}+\tilde{\delta}^{2}\right\}, \\
& \bar{C}_{25}=\frac{1}{p_{t} q_{t}} \frac{105}{2 \tilde{\gamma}^{4}}\left\{\frac{\tilde{x}_{t}^{6}}{4}+\tilde{x}_{t}^{4}\left(\frac{3}{28}-\tilde{\delta}\right)+\tilde{x}_{t}^{2}\left(\frac{5}{84}-\frac{\tilde{\gamma}^{2}}{6}-\frac{3}{7} \tilde{\delta}+\frac{3}{2} \tilde{\delta}^{2}\right)\right. \\
& \left.+\frac{5}{132}-\tilde{\gamma}^{2}\left(\frac{1}{14}-\frac{\tilde{\delta}}{3}\right)-\frac{5}{21} \tilde{\delta}+\frac{9}{14} \tilde{\delta}^{2}-\tilde{\delta}^{3}\right\},
\end{align*}
$$

$$
\begin{gathered}
\bar{C}_{26}=\frac{1}{p_{t} q_{t}} \frac{1155}{4 \tilde{\gamma}^{5}}\left\{\frac{\tilde{x}_{t}^{8}}{10}+\tilde{x}_{t}^{4}\left(\frac{1}{42}-\frac{\tilde{\gamma}^{2}}{11}-\frac{3}{14} \tilde{\delta}+\tilde{\delta}^{2}\right)+\tilde{x}_{t}^{2}\left(\frac{1}{66}-\frac{\tilde{\gamma}^{2}}{11}\left(\frac{3}{7}-3 \tilde{\delta}\right)-\frac{5}{42} \tilde{\delta}+\frac{3}{7} \tilde{\delta}^{2}-\tilde{\delta}^{3}\right)\right. \\
\\
\left.+\frac{\tilde{x}_{t}^{6}}{2}\left(\frac{3}{35}-\tilde{\delta}\right)+\frac{3}{286}-\frac{\tilde{\gamma}^{2}}{11}\left(\frac{5}{21}-\frac{\tilde{\gamma}^{2}}{6}-\frac{9}{7} \tilde{\delta}+3 \tilde{\delta}^{2}\right)-\frac{5}{66} \tilde{\delta}+\frac{5}{21} \tilde{\delta}^{2}-\frac{3}{7} \tilde{\delta}^{3}+\frac{\tilde{\delta}^{4}}{2}\right\}
\end{gathered}
$$
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    Aristotle. Aristotle in 23 Volumes, Vols. $17 \& 18$, translated by Hugh Tredennick. Cambridge (MA), Harvard University Press; London, William Heinemann Ltd. 1933, 1989.
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[^1]:    ${ }^{\dagger}$ Most contents of this part have been published in [1-3].

[^2]:    ${ }^{\# 1}$ The experimental values for both $\Gamma_{\eta \rightarrow \pi^{0} \pi^{+} \pi^{-}}$and $\Gamma_{\eta \rightarrow 3 \pi^{0}}$ have changed considerably in time, however, mostly due to the normalization of the total $\eta$ decay width by the partial width $\Gamma_{\eta \rightarrow 2 \gamma}$ and therefore not influencing the ratio $r$ much. In fact, the results of 13 were in good agreement with the majority of the then-current experimental results.
    \#2 In the framework of $S U(3)$ ChPT including electromagnetism as chosen for this work, the quark masses $m_{q} \in\left\{m_{u}, m_{d}, m_{s}\right\}$ and the electric charge squared $e^{2}$ are of the same chiral $\mathcal{O}\left(p^{2}\right)$, whereas $1 / Q^{2}=\mathcal{O}\left(p^{0}\right)$.
    ${ }^{\# 3}$ See in addition 32, 33] for the first determination of $\alpha$ and 32] as well as the references given in [23] for former analyses of charged Dalitz plot parameters.
    ${ }^{\# 4}$ The rather large errors given in [21, however, are not based on the uncertainties in the bulk of the a

[^3]:    priori unknown low-energy constants (LECs) appearing at $\mathcal{O}\left(p^{6}\right)$, which are estimated therein by resonance saturation, but results solely from the chosen fitting procedure.

[^4]:    \#5 The remarkable agreement of the results of 20 in the framework of unitarized ChPT with experiment (especially for the neutral slope parameter $\alpha$ ), however, is not an unbiased prediction, since the input $U(3)$ LECs (differing from the respective perturbative LECs due to the coupled-channel approach) are determined by fitting to several hadronic $\eta$ and $\eta^{\prime}$ decay channels, amongst them $\eta \rightarrow 3 \pi$ and in particular $\eta \rightarrow 3 \pi^{0}$.

[^5]:    ${ }^{\text {\#6 }}$ For the neutral decay $\eta \rightarrow 3 \pi^{0}$, the contributions to the amplitude at $\mathcal{O}\left(e^{2} \delta\right)$ have also been derived in 68, which was published, however, after the completion of [39. Concerning $\eta \rightarrow 3 \pi^{0}$, moreover, some partial results for electromagnetic corrections at the two-loop level $\mathcal{O}\left(p^{6}\right)$ have been published: at $\mathcal{O}\left(e^{2} \delta p^{2}\right)$, by considering solely the exchange of a virtual photon between intermediate charged pions, it has been "concluded" in 69] that this contribution be sizeable (thus criticizing the NREFT analysis 3] for neglecting it; furthermore ignoring the solution of the " $\alpha$-puzzle" presented therein), and furthermore at $\mathcal{O}\left(e^{2} p^{4}\right)$, by calculating the contributions from the exchange of a virtual photon inside the loop of intermediate charged kaons only, in summary it has been "concluded" in [70 that the decay $\eta \rightarrow 3 \pi^{0}$ be mainly driven by electromagnetic isospin breaking and thus could not be used "to determine [quark mass ratios containing] $m_{d}-m_{u}$ ". However, in both cases the "conclusions" are drawn from alarmingly incomplete two-loop calculations and are thus invalid; actually, in 69, the authors honestly mention the possibility of cancellations with the remaining contributions at this order, while in [70] it is even explicitly stated that the resulting amplitude is neither finite nor scale-independent.
    ${ }^{\# 7}$ For instance, a ChPT amplitude at next-to-leading $\mathcal{O}\left(p^{4}\right)$ can only include the effect of one $\pi \pi$ rescattering vertex at leading $\mathcal{O}\left(p^{2}\right)$.

[^6]:    ${ }^{\# 1}$ According to the decomposition $\phi=\sum_{a=1}^{8} \lambda^{a} \phi^{a}$ in terms of the $S U(3)$ Gell-Mann matrices $\lambda^{a}$ and field operators $\phi^{a}$, the ChPT (phase-)convention $\sqrt{2}\left|\pi^{ \pm}\right\rangle=\left|\pi^{1}\right\rangle \pm i\left|\pi^{2}\right\rangle$ (corresponding to the adjoint representation of $S U(2)$ ) for the relation between the pion charge eigenstates and their Cartesian components differs from the usual spherical convention $\sqrt{2}\left|\pi^{ \pm}\right\rangle=\mp\left|\pi^{1}\right\rangle-i\left|\pi^{2}\right\rangle$ by an overall sign for $\left|\pi^{+}\right\rangle$. The flavor eigenstate $\left|\pi^{3}\right\rangle$ coincides with the mass eigenstate $\left|\pi^{0}\right\rangle$ only in the limit of $S U(2)$ isospin symmetry (i.e. $\delta=0$ ), cf. Sect. 2.1.2

[^7]:    ${ }^{\# 2}$ Supplementing the two diagonal Gell-Mann matrices $\lambda^{3}=\operatorname{diag}(1,-1,0)$ and $\lambda^{8}=\frac{1}{\sqrt{3}} \operatorname{diag}(1,1,-2)$ by $\lambda^{0}=\sqrt{2 / 3} 1_{3}, \mathcal{M}$ can be decomposed according to $\mathcal{M}=\frac{m_{u}+m_{d}+m_{s}}{\sqrt{6}} \lambda^{0}-\frac{\delta}{2} \lambda^{3}-\frac{m_{s}-\hat{m}}{\sqrt{3}} \lambda^{8}$, cf. (1.1).
    ${ }^{\# 3}$ In analogy to $\mathcal{M}$, also $\mathcal{Q}$ can be decomposed according to $\mathcal{Q}=\frac{e}{2}\left\{\lambda^{3}+\frac{\lambda^{8}}{\sqrt{3}}\right\}$.

[^8]:    ${ }^{\# 4}$ Note that this description of $\pi^{0} \eta$ mixing via a single rotation angle is only valid at lowest chiral $\mathcal{O}\left(p^{2}\right) 12$ 91 93. The mixing of the octet $\eta^{8}$ and the singlet $\eta^{0}$ to the observed mass eigenstates $\eta$ and $\eta^{\prime}$, on the contrary, is encoded in the strong NLO LEC $L_{7}$ [94], i.e. the heavy $\eta^{\prime}$ is not a dynamical particle here.
    ${ }^{\# 5}$ These equations are of the form of the Gell-Mann-Oakes-Renner relation $M_{G B}^{2} \sim B_{0} m_{q}$ [95] stating that the squared Goldstone boson (i.e. meson) masses are given by the product of $B_{0}$ (which is a measure for the spontaneous breaking of chiral symmetry due to a non-zero chiral quark condensate) and quark masses (breaking chiral symmetry explicitly by their non-vanishing values). The linear dependence on the quark masses gives rise to the famous chiral logarithms $\log M_{G B}$.

[^9]:    ${ }^{\# 6}$ In any effective Lagrangian approach as e.g. ChPT, only ratios of quark masses can be determined. Using a mass-independent renormalization scheme like $\overline{M S}$, the quark masses are renormalized multiplicatively, so that their dependence on the renormalization scale cancels in quark mass ratios. Moreover, the corresponding (and a priori unknown) LEC, i.e. here $B_{0}$, also cancels. Note that by construction the quark masses in ChPT are the same as those in QCD.

[^10]:    \#7 While the numerical values in (2.19) correspond to inserting the physical meson masses, averaging threeflavor lattice QCD results (in the $\overline{M S}$ scheme and fixing the running scale at 2 GeV ) yields $\frac{m_{u}}{m_{d}}=0.47 \pm 0.04$ and $\frac{m_{s}}{\hat{m}}=27.4 \pm 0.4$ [100]; see also [101, 102$]$. For the single ratio $R$, the values in (2.19) lead to $R \approx 44.1$ whereas [100] quotes $R=36.6 \pm 3.8$; from (2.11) thus follows in both cases $\epsilon \approx 1 \times 10^{-2}$, which is in agreement with more sophisticated determinations as e.g. 103 (considering both strong and electromagnetic isospin breaking). In view of $\frac{\delta}{\hat{m}} \approx \frac{2}{3}$ not being small (in contrast to $e^{2} \approx \frac{4 \pi}{137} \approx \frac{1}{10}$ ), however, it should be noted that $(S U(2))$ isospin is a good symmetry because the terms proportional to $\delta$ are usually chirally suppressed.
    ${ }^{\# 8}$ These shifts can be compensated by a redefinition of the quark condensate and certain LECs (up to corrections at chiral $\mathcal{O}\left(p^{8}\right)$ ) and thus lead to the well-known Kaplan-Manohar ambiguity [104]: since these unobservable shifts allow one to move freely on Leutwyler's ellipse (2.23), additional input (e.g. quark mass ratios from baryon mass splittings) is needed in order to extract Weinberg's quark mass ratios (2.19) therefrom (in a given scheme and at a given scale).

[^11]:    ${ }^{\# 9}$ Note that these conventions are in line with 1 but differ from [3], where the third pion is the odd one (cf. Fig. 2.1). While this does not affect the amplitudes in terms of $s, t$, and $u$, however, there is also a difference concerning the pion charge eigenstates between the usual ChPT convention applied in [1] and the spherical convention (which corresponds to the Condon-Shortley phase convention) used in other theoretical frameworks like e.g. [3, 66], see \#1, the additional sign for the $\pi^{+}$wave function in the latter convention leads to an overall sign for the charged amplitude, whereas the neutral amplitude remains unchanged.
    ${ }^{\# 10}$ In order to ease the notation, we refrain from adding superscript indices $c$ and $n$ to the Mandelstam variables $s, t$, and $u$ for the charged and neutral decay, respectively, although they differ by definition.

[^12]:    \#11 Adler zeros are kinematical points, where hadronic amplitudes with a soft pion (i.e. with vanishing 4momentum) in the final state go to zero due to a chiral $S U(2) \otimes S U(2)$ soft-pion theorem [115, 116, cf. the discussion of Sutherland's soft-pion theorem in Sect. 3.3.

[^13]:    ${ }^{\# 12}$ In fact, the negative $G$-parity of the pion isotriplet (transforming like a vector in isospin space) can be used as the defining property of $G$-parity, which can therefore be interpreted as parity operation in isospin space. While this naturally agrees with the ChPT convention (i.e. the adjoint representation of $S U(2)$ ), as in the 3-dimensional Cartesian isospin basis $C=\operatorname{diag}(1,-1,1)$ and $\exp \left(-i \pi I^{2}\right)=\operatorname{diag}(-1,1,-1)$ yield $G=-\mathbb{1}_{3}$, the additional sign for the spherical convention is compensated by adopting $C\left|\pi^{ \pm}\right\rangle=-\left|\pi^{\mp}\right\rangle$ in contrast to $C|\pi\rangle=+|\bar{\pi}\rangle$. In both cases, however, the charge eigenstates are just linear combinations of the Cartesian/flavor eigenstates, cf. \#1 and the Gell-Mann-Nishijima relation $Q=I^{3}+Y / 2$.
    ${ }^{\# 13}$ The corresponding Clebsch-Gordan coefficient $\langle 11,00 \mid 11,10\rangle$ vanishes due to the general symmetry relation $\left\langle j_{1} j_{2}, m_{1} m_{2} \mid j_{1} j_{2}, J M\right\rangle=(-1)^{J-\left(j_{1}+j_{2}\right)}\left\langle j_{2} j_{1}, m_{2} m_{1} \mid j_{2} j_{1}, J M\right\rangle$, cf. e.g. 34. For the same reason also the decays $\rho^{0} \rightarrow 2 \pi^{0}$ and $\omega \rightarrow 3 \pi^{0}$ are forbidden by isospin symmetry. In fact, these decays (as well as $\omega \rightarrow 2 \pi^{0}$ and $\omega \rightarrow \eta \pi^{0}$ ) are also forbidden by $C$-invariance, since both $\rho^{0}$ and $\omega$ are vector particles with negative $C$-parity $\left(J^{P C}=1^{--}\right)$whereas $C\left|\pi^{0}\right\rangle=+\left|\pi^{0}\right\rangle$.

[^14]:    $\# 14$ Note that, for a three-particle system, this does not necessarily imply $(-1)^{L}=-1$ and thus $L>0$ for the total angular momentum due to Bose symmetry so that the decay would be forbidden by conservation of angular momentum, since it is possible to construct totally antisymmetric $3 \pi$ spatial wave functions with $L=0$ but non-zero relative angular momenta between pairs of pions and these $2 \pi$ states and the respective third pion; the conclusion would be true, however, in the case of a two-particle system. Furthermore, note that in the case of a antiboson-boson state with relative angular momentum $L$ charge conjugation yields $C|\bar{b} b\rangle=(-1)^{L}|\bar{b} b\rangle$ leading to an additional minus sign for odd values of $L$. Therefore, the reasoning does not rely on angular momentum considerations at all.

[^15]:    \#15 For the latter, this choice also represents the best possible separation of (strong) $S U(3)$ isospin breaking due to $1 \gg \hat{m} / m_{s} \approx 4 \%$, cf. (2.19) as well as (2.24) and (2.41).
    ${ }^{\# 16}$ First, it is important to note that the 2 -dimensional neutral phase space integration is symmetric in $s$, $t$, and $u$. The inequality then follows by using the triangle inequality for the modulus $\left|\mathcal{A}_{n}(s, t, u)\right|$ written in terms of the charged amplitude via (2.46) and subsequently employing Hölder's inequality in order to split the integrals over the six "kinematically mixed" products of amplitude moduli like e.g. $2\left|\mathcal{A}_{c}(s, t, u) \| \mathcal{A}(t, u, s)\right|$, so that each integral yields the same contribution by virtue of the crossing-invariant phase space. If the charged amplitude is independent of the Mandelstam variables, the inequality turns into an equality, of course.

[^16]:    \#17 This value agrees with $r^{\text {LO }}=1.51$ as given in [13. However, in contrast to a statement made in [21], the LO result for $r$ when neglecting the phase space differences is not exactly 1.5 , but $1.405=0.931 r^{\text {LO }}$ (using $\int \mathrm{d} \Pi_{n}$ ). This deviation is smaller than the $12 \%$ phase space effect, since the amplitudes are squared inside the integrals. Especially in this context it is interesting to note that $\int \mathrm{d} \Pi_{n} y_{n}(s)=0$, which would yield - upon erroneously not squaring the amplitudes - a value of exactly 1.5 , since the normalized charged LO amplitude $\hat{a}(s)=\left(s-s_{A}\right) /\left(s_{0}^{n}-s_{A}\right)=1-y_{n}(s) / y_{n}\left(s_{A}\right)$ obeys $\hat{a}(s)+\hat{a}(t)+\hat{a}(u)=3$ for $s+t+u=3 s_{0}^{n}$ (cf. (2.47), in concordance with considering the neutral phase space). This property of the neutral Dalitz plot distribution follows from the neutral phase space being totally symmetric in all Mandelstam variables together with the peculiar crossing property of $\hat{a}(s)$ (which in turn derives from its linear dependence on $s, t$, and $u$ ) and reflects its accidental rotational symmetry at LO that is not preserved at higher orders in contrast to the generally expected threefold angular symmetry, see (2.53). In analogy, the property $\int \mathrm{d} \Pi_{c / n} x_{(n)}(s)=0$ for both the charged and the neutral distribution corresponds to the $t \leftrightarrow u$ symmetry for both decays.
    ${ }^{\# 18}$ Note that 21 uses the average pion mass $\overline{M_{\pi}^{2}}$ and a slightly different value of $M_{\eta}$, affecting the numerically value of both $\Gamma_{n / c}$ and in particular $r$ at any chiral order.

[^17]:    \#19 Due to the total symmetry of the neutral amplitude under exchanges of pions, it actually suffices to consider a sixth of the neutral Dalitz plot, e.g. the region between the arrows for $z=1$ and $z=0.598$ (i.e. $\varphi \in[\pi / 6, \pi / 2]$ ) shown in Fig. 2.3, since all events can be mapped into it by a proper choice of the outgoing momenta, cf. the symmetry factor $S_{n}=1 / 6$ in (2.37). Moreover, when considering the differential distribution $\mathrm{d} \Gamma_{n} / \mathrm{d} s$ (i.e. the neutral decay spectrum w.r.t. to the invariant mass $s$ of the non-odd pair $\pi_{2}^{0} \pi_{3}^{0}$ ), this procedure increases the number of neutral pion pairs in the vicinity of the cusp region by a factor of 3 , see for instance 61].

[^18]:    ${ }^{*}$ Most contents of this chapter have been published in [1 2].
    ${ }^{\# 1}$ Either way, there are no photon tadpole contributions $\Delta_{\gamma}\left(c f\right.$. e.g. (A.2) for $\left.m_{\gamma} \rightarrow 0\right)$; see also Sect. 4.2.

[^19]:    ${ }^{\# 2}$ Strictly speaking, however, $m_{\gamma}$ is supposed to be small in contrast to $M_{\eta}$.
    ${ }^{\# 3}$ Hence, also for the definition of these $\eta \rightarrow 3 \pi$ soft-pion points in the Mandelstam plane at least in principle care needs to be taken as soon as one allows for different pion masses, cf. the discussions in Sects. 2.2.3 and 2.2.4

[^20]:    \#4 As an instructive example consider the Adler zeros: in the two-flavor chiral limit, it can be shown (by using PCAC) that the $\eta \rightarrow 3 \pi$ amplitude goes to zero for vanishing 4-momentum of a charged pion; i.e. for $p_{\pi^{+}} \rightarrow 0$ or $p_{\pi^{-}} \rightarrow 0$ the charged amplitude develops the two Adler zeros at $t=M_{\eta}^{2}+\mathcal{O}\left(M_{\pi^{0}}^{2}\right)$ and $u=s=\mathcal{O}\left(M_{\pi^{0}}^{2}\right)$ or $u=M_{\eta}^{2}+\mathcal{O}\left(M_{\pi^{0}}^{2}\right)$ and $s=t=\mathcal{O}\left(M_{\pi^{0}}^{2}\right)$, respectively. These zeros are related by crossing and due to the $t \leftrightarrow u$ symmetry of the charged amplitude they can be combined as $s_{A}=\mathcal{O}\left(M_{\pi^{0}}^{2}\right)$ and $(t-u)_{A}^{2}=\left(M_{\eta}^{2}+\mathcal{O}\left(M_{\pi^{0}}^{2}\right)\right)^{2}$. By virtue of the $S U(2) \otimes S U(2)$ symmetry, both these positions and the corresponding zeros $\mathcal{A}_{c}\left(s_{A},(t-u)_{A}\right)=\mathcal{O}\left(M_{\pi^{0}}^{2}\right)$ are protected from being of $\mathcal{O}\left(M_{\eta}^{2}\right)$ and are thus small. At leading chiral order, from (2.40) one can read off $s_{A}^{(\mathrm{LO})}=4 M_{\pi^{0}}^{2} / 3$ (and thus $(t-u)_{A}^{2}=\left(M_{\eta}^{2}-M_{\pi^{0}}^{2}\right)^{2}$, yielding in fact a line of zeros in the Mandelstam plane), whereas at NLO one usually takes the zero of $\operatorname{Re} \mathcal{A}_{c}$ as approximation for the Adler zero.
    ${ }^{\# 5}$ In [15], both $s=M_{\eta}^{2}+3 M_{\pi}^{2}=3 s_{0}$ and $t=u=0$ as well as $s=M_{\eta}^{2}$ and $t=u=0$ are stated for the $\eta \rightarrow 3 \pi$ soft-pion point, which, however, is (self-)consistent only if all pion masses are sent to zero.
    ${ }^{\# 6}$ Technically, due to our definition of the soft-pion point, one can first replace both $t$ and $u$ by $\left(3 s_{0}^{c / n}-s\right) / 2$ (thereby ensuring $t=u$ ) and then needs to expand in $s$ around $3 s_{0}^{c / n}$ only. Note that for the charged channel one has to be be careful when expanding the "divergent" parts of the amplitude proportional to $1 / t$ and $1 / u$, which also contain loop functions leading to powers of $t$ and $u$ upon expansion.

[^21]:    ${ }^{\text {\#7 }}$ We refrain from repeating this numerical analysis with the amplitudes amended by the contributions at $\mathcal{O}\left(\delta^{2}\right)$ (cf. Sect. 2.2), since these additional terms are never enhanced compared to $\delta / m_{s}$ w.r.t. the leading $\mathcal{O}(\delta)$ terms, as discussed in App. A. 2 Therefore, we expect the second-order strong effects for $\eta \rightarrow 3 \pi$ decays to be numerically negligible (cf. \#7 in Sect. 2.1.3), in particular w.r.t. the uncertainties concerning the electromagnetic corrections. Moreover, in Chap. 4 we will argue that the contributions at $\mathcal{O}\left(\delta^{2}\right)$ to the higher-order isospin-breaking corrections in $\eta \rightarrow 3 \pi$ decays - cast into a form that is particularly useful in combination with other theoretical approaches yielding more robust representations of the amplitudes like e.g. (modified) NREFT - drop out entirely.
    ${ }^{\# 8}$ Note that for additionally $s=s_{0}^{c / n}$ (i.e. $t=u=0$ ), this corresponds to the respective soft-pion point.

[^22]:    ${ }^{\# 9}$ To be more precise, the cusp strength in our calculation is determined by the leading-order scattering length for $\pi^{+} \pi^{-} \rightarrow \pi^{0} \pi^{0}$ including isospin breaking, which is given by $\left(s_{-}^{c}-M_{\pi^{0}}^{2}\right) /\left(32 \pi F_{\pi}^{2}\right)=\left(a_{0}^{0}-a_{0}^{2}\right)^{\text {LO }} \times$ $\left\{1+\Delta M_{\pi}^{2} /\left(3 M_{\pi}^{2}\right)\right\}[118$, increasing the isospin-symmetric value by about $2 \%$. Note that for historical reasons

[^23]:    the isospin limit of the scattering lengths is defined in terms of the charged-pion mass, however, not affecting this relative increase.

[^24]:    ${ }^{* *}$ Most contents of this chapter have been published in 3].

[^25]:    ${ }^{\# 1}$ By not replacing the kaon masses inside the loop functions (i.e. not expanding the loop functions around the neutral kaon mass) in the derivation of the amplitudes of [1] the corresponding higher-order isospinbreaking effects are implicitly included, which substantially eases the derivation of the $\mathcal{O}\left(\delta^{2}\right)$ contributions (by explicitly expanding the isospin-breaking kaon loop differences as discussed in App. A.2).

[^26]:    \#2 Of course, there is no relation at linear order in Mandelstam variables due to the symmetry (2.45) of the neutral amplitude, cf. the discussion after (2.53). While the relation between the normalizations follows at LO already, the leading slope for the charged channel at LO reads $\tilde{a}=3 /\left(M_{\eta}^{2}-M_{\pi^{0}}^{2}\right)=1 /\left(s_{0}^{n}-s_{A}\right)$, cf. (2.43).
    ${ }^{\# 3}$ Using the spherical convention instead leads to an additional sign in the $\Delta I=1$ amplitude relation (2.46). However, this sign only affects the relation between the normalizations in (4.6), whereas the relations between the higher parameters (in particular the one for the neutral slope) remain unchanged. Furthermore, this change of horses does not alter the sign of the correction $\Delta_{\tilde{\mathcal{N}}}$ in (4.7), if the changeover is made by explicitly adapting the sign in front of the charged normalization, as done in [3].

[^27]:    ${ }^{\# 4}$ Note that an unfortunate misprint in the (first) preprint version of the two-loop ChPT analysis [21] (neglecting isospin-breaking corrections beyond $\mathcal{O}(\delta)$ and using the average pion mass $\overline{M_{\pi}^{2}}$ ) has been corrected in the published version: the inequality symbol in the relation corresponding to (4.8) was erroneously twisted. The statement made in [21] that all sets of Dalitz plot parameters given therein be in agreement with the (corrected) relation, however, is not true (any more): whereas the LO results are fine, neither the results at NLO nor those at NNLO obey the correct inequality.

[^28]:    \#5 Note that the definitions of $G(s)$ differ by an overall sign. Furthermore, in 3] the IR scale $\mu_{\mathrm{IR}}$ was not mentioned explicitly in this matching prescription; however, alike the IR singularity $\lambda_{\text {IR }}$ it cancels anyway.

[^29]:    ${ }^{\# 6}$ On a rather technical note, we keep $t=u$ (corresponding to the common part of the symmetries of both amplitudes) fixed during the expansions by replacing both $t$ and $u$ in both amplitudes by $s, s_{0}^{n}$, and $\Delta M_{\pi}^{2}$ via (2.34) or (2.36), respectively, so that we are effectively left with one kinematical expansion only (i.e. in $\tilde{s}$ around 0 ).

[^30]:    ${ }^{\# 7}$ Unfortunately, the formula for $\bar{J}_{\eta \pi}(s)$ given in [3] contains a typographical error, cf. $\bar{J}_{\eta \pi^{0}}(s)$ in (4.16).
    ${ }^{\# 8}$ In particular, we do not need to use the unphysical loop function $\Delta_{3 \eta \pi^{0}}$ introduced in App. A. 2 any longer.
    ${ }^{\# 9}$ In [3], the ratio $\rho$ as well as the results for $\Delta_{\tilde{\mathcal{N}}} / \mathcal{N}_{n}$ and $\Delta_{\tilde{\alpha}}$ are given in terms of the charged pion mass, the difference being of $\mathcal{O}\left(e^{4}\right)$ anyway. Furthermore, therein and here we only state the dominant errors, whereas the whole omitted terms are given by $\mathcal{O}\left(e^{2} \delta, \delta^{2}, p^{4}\right)$ and $\mathcal{O}\left(e^{2} \delta, \delta^{2}, p^{0}\right)$, respectively.

[^31]:    ${ }^{\# 10}$ It is interesting to note that calculating the parameter $\tilde{\alpha}$ itself with errors in analogy to those of $\Delta_{\tilde{\alpha}}$ yields $\tilde{\alpha}=(4.3 \pm 0.2) \mathrm{GeV}^{-4}$ so that numerically the relative correction amounts to $\Delta_{\tilde{\alpha}} / \tilde{\alpha}=(0.8 \pm 0.1) \%$; thus the correction to $\tilde{\alpha}$ induced by $\Delta_{\tilde{\alpha}}$ is largely counterbalanced by the effect of $\Delta_{\tilde{\mathcal{N}}} / \mathcal{N}_{n}$ in total, cf. (4.5).

[^32]:    \#11 According to (3.18), using a $5 \%$ smaller $Q$-value leads to about $20 \%$ larger results for $\Gamma_{c / n}$ in ChPT calculations, e.g. $\Gamma_{c}^{\mathrm{NLO}} \approx 197 \mathrm{eV}$ for $Q=22.8$ (cf. the discussion in Sect. 2.1.3), being somewhat closer to experimental findings. Of course, such a relative shift does not affect the rescaling of $\Delta_{\tilde{\mathcal{N}}} / \mathcal{N}_{n}$.

[^33]:    ${ }^{\# 1}$ All propagators are to be understood in the causal form $-i /\left(M^{2}-k^{2}-i \varepsilon\right)$ with $\varepsilon \rightarrow 0$.

[^34]:    \#2 Note that the result in 118 contains a typographical error and uses a different sign convention for Li.

[^35]:    ${ }^{\# 3}$ Of course, in analogy also differences of pion loop functions contain both electromagnetic and strong isospin-breaking effects, cf. (2.14), which are, however, beyond the accuracy we are concerned with, since these differences are always accompanied by isospin-breaking prefactors.

[^36]:    ${ }^{\# 4}$ The counter-term contributions $\mathcal{A}_{c / n}^{c t}$ are given explicitly only in 39 but not in [1], since they are fully included in the total NLO tree-like amplitudes $\mathcal{A}_{c / n}^{\text {tree }}$ as defined and explained in [1], cf. A.17) and (A.19).

[^37]:    ${ }^{\# 5}$ When comparing to (2.48), note that in the case of the charged amplitude also the total NLO tree-like amplitude $\mathcal{A}_{c}^{\text {tree }}$ A.17) contains kinematical dependences.
    ${ }^{\# 6}$ Both $L_{7}$ and $L_{8}$ can be eliminated simultaneously in terms of $\Delta_{\mathrm{GMO}}$, while $L_{5}$ can be replaced by $\Delta_{F}$; the dependences on $K_{7}$ and $K_{8}$ are already canceled by the NLO renormalization corrections $\Delta_{M}$ and $\Delta_{Z}$.

[^38]:    ${ }^{\# 7}$ Note the change of $M_{\eta}$ in comparison with older values; in particular $M_{\eta}=547.3 \mathrm{MeV}$ is used in 21.

[^39]:    \#8 Note that a recent global fit of all $L_{i}^{r}$ including resonance estimates for the strong LECs at two-loop order yields $10^{3} \times L_{3}=-3.04 \pm 0.43[135]$, whereas lattice QCD yields results only for those $L_{i}^{r}$ (or combinations thereof) that depend on quark masses, i.e. not for $L_{3}$.
    ${ }^{\# 9}$ Unfortunately, the value for $K_{5}^{r}$ was not given in [1].

[^40]:    ${ }^{\# 1}$ In principle, the following relations with general $n$ also apply to $\pi \pi$ scattering.

[^41]:    ${ }^{\text {\#2 }}$ Using the spherical convention (i.e. the Condon-Shortley phase convention), on the contrary, the additional sign for $\left|\pi^{+}\right\rangle$yields $\mathcal{A}_{1}\left(s_{1}, s_{2}, s_{3}\right)=-A_{c}\left(s_{1}, s_{2}, s_{3}\right)$ and thus an overall sign on the RHS of the $\Delta I=1$ amplitude relation (2.46).

[^42]:    ${ }^{\ddagger}$ Most contents of this part have been published in 141 .

[^43]:    ${ }^{\# 1}$ The exceptions, however, are the $S$-wave scattering lengths, which can be extracted with high precision from the beautiful data on pionic hydrogen and pionic deuterium, see $142-145$.

[^44]:    ${ }^{\# 2}$ In fact, the $t$-channel integrals start at the $\pi \pi$ threshold rather than at the $\bar{N} N$ threshold, i.e. below the physical region of $\pi \pi \rightarrow \bar{N} N$, which has important consequences for the $t$-channel part of the RS system.

[^45]:    ${ }^{\# 3}$ Working in the $I_{s}$ isospin basis, conversely, the kernels couple $I_{s}=1 / 2$ and $I_{s}=3 / 2$ states leading to effectively the same recoupling structure.

[^46]:    \#4 Note that in principle the RS framework furthermore allows for systematic improvements, e.g. by solving for higher partial waves, introducing more subtractions, or incorporating more information on inelasticities.

[^47]:    \#5 According to [163], the best method for extracting the sigma term from scattering data is to use partialwave analyses with strong dispersive constraints and subsequently perform an analytic continuation from the $s$-channel physical region to the Cheng-Dashen point (preferably along different paths), evaluating the important nearby left-hand cut contributions via $t$-channel partial waves.

[^48]:    ${ }^{\# 1}$ For more on $\pi N$ kinematics and for $\pi N$ conventions in general we refer to 171. Note that the convention for $\nu$ therein and which we have adopted here differs from the choice $\nu=s-u$ of e.g. 161].

[^49]:    ${ }^{\# 2}$ Note that $t \leq 0$ is necessary for both the $s$ - and $u$-channel reaction to be physical as can be easily seen for the $s$-channel from $t=-2 q^{2}\left(1-z_{s}\right)$ with $q \geq 0$ and $\left|z_{s}\right| \leq 1$ (and due to $s \leftrightarrow u$ crossing symmetry in analogy for the $u$-channel). Thus, for the $u$-channel reaction from $u \geq s_{+}$follows $s \leq s_{-}$. Demanding both $s \geq s_{+}$and $u \geq s_{+}$yields $t \leq-4 m M_{\pi}=s_{-}-s_{+}$.

[^50]:    \#3 In 177 it was shown how to construct PWDRs solely via the singularity structure in the complex $s$-plane.
    \#4 Actually, there are two short nucleon cuts as discussed in the appendix of 178 . The second one, however, is situated on an unphysical sheet.
    ${ }^{\# 5}$ For the invariant amplitudes, a bar usually denotes the subtraction of the corresponding pseudovector Born term, while a tilde denotes the subtraction of the pertinent pseudoscalar Born term.
    ${ }^{\# 6}$ Note that since $z_{s}^{\mathrm{CD}}=z_{s}\left(m^{2}, 2 M_{\pi}^{2}\right)=-M_{\pi}^{2} /\left(4 m^{2}-M_{\pi}^{2}\right) \approx-5.56 \times 10^{-3}$ is close to zero, the amplitudes at the Cheng-Dashen point are dominated by the $(s$-channel) $S$-wave.
    ${ }^{\# 7}$ The general definition $\nu_{B}\left(t, q_{i}^{2}, q_{f}^{2}\right)=\left(t-q_{i}^{2}-q_{f}^{2}\right) /(4 m)$ with 4-momenta $q_{i}$ and $q_{f}$ for the pion in the initial and final state, respectively, reduces for the on-shell case $\nu_{B}\left(t, M_{\pi}^{2}, M_{\pi}^{2}\right)=\nu_{B}(t)$ to (7.12), while e.g. the case of two soft pions (i.e. $q_{i} \rightarrow 0$ and $\left.q_{f} \rightarrow 0\right)$ yields $\nu_{B}=t /(4 m)$. Thus, the preferable choice of variables in the low-energy region, which is independent of soft-pion considerations, is $(\nu, t)$, see also [185].

[^51]:    ${ }^{\# 8}$ The Lie-algebras of $S U(2)$ and $S O(3)$ are isomorphic.

[^52]:    ${ }^{\# 9}$ Note that (7.42) and (7.43) are in perfect agreement with the usual Clebsch-Gordan coefficients [176], but differ from 171 where different conventions are used in these and corresponding equations. In particular, the analog of (7.48) in 171 seems to (exceptionally) follow the cyclic kinematical convention. Nevertheless, all other relations, especially the crossing matrix (7.49) and the important relations (7.50), are identical.

[^53]:    ${ }^{\# 10}$ Only isospin multiplets with vanishing mean electromagnetic charge $\bar{Q}=0$ (i.e. $\bar{I}_{3}=0$ ) are eigenstates of $G$-conjugation.
    \#11 Besides 171 for $\pi N$ specifics, a good point of reference for general scattering conventions as well as the partial-wave formalism is [186].
    \#12 Potentially along with additional factors as following e.g. from isospin considerations, see for instance (7.56) and Sect. 12.1

[^54]:    ${ }^{\# 13}$ In general, the matrix elements are functions of the components of the external 4-momenta, but due to 4-momentum conservation, Lorentz invariance, and the on-mass-shell condition for the external particles the Lorentz-invariant amplitudes for $n$ external lines depend on $(3 n-10)$ invariant variables only (cf. [174). For two-by-two scattering with 4 external lines this reduces to e.g. two of the three Mandelstam variables: $T_{f i}(s, t)$. \#14 The integration runs over physically distinguishable configurations only. Hence, for $n_{j}$ identical particles, one must either restrict the integration to nonequivalent configurations or divide by the symmetry factor $S_{n_{j}}^{(j)}$ after integrating over all sets of momenta. We will always use the latter convention as it is favorable for performing the angular integrations.

[^55]:    \#15 From the generalized optical theorem (17.60) for the case $f=i$ one can infer the usual optical theorem relating the imaginary part of the invariant amplitude to the total cross section for the initial state $i$ going to any possible final state, which is the reason for the imaginary part of the invariant amplitude also being called absorptive part. For $a+b \rightarrow c+d$ this situation corresponds to forward scattering (i.e. $t=0$ ) and from (7.67) and (7.71) one may easily reproduce the usual form $\sigma_{i}^{\text {tot }}(s)=\lambda^{1 / 2}\left(s, m_{a}^{2}, m_{b}^{2}\right) \operatorname{Im} T_{i i}(s, t=0)$.

[^56]:    \#16 A very good reference on Wigner functions and a comparison of the different conventions used in the literature is given in 190 .

[^57]:    $\# 17$ Note that in addition no symmetry factors occur in the relation between the differential cross section and the squared matrix element.

[^58]:    \#18 Although these two terms are frequently used in a synonymical way in the literature, in fact they comprise a variety of conceptually rather different theories and theoretical programs, which, however, share a good deal of the calculational (i.e. especially dispersive) techniques. An excellent overview on both the differences and overlaps of the miscellaneous specific theoretical approaches during the historical development of the general field is given in [191, which thereby proves valuable as literature survey. For the sake of simplicity, however, we will generically use the term $S$-matrix theory in the following. Moreover, [191] is concerned with the interrelation and the (at least historical) rivalry between $S$-matrix theory and (local) quantum field theory as a case study for a philosophical discussion (though being fairly technical at the same time) on the construction and, in particular, the selection of theories in modern physics.
    \#19 Its roots can be traced back to Heisenberg in the 1930s, though.
    \#20 A very good example for the strong interrelation between these two different theoretical approaches is the Lehmann-Symanzik-Zimmermann (LSZ) formalism of causal asymptotic field theory as a means of implementing the general principles of $S$-matrix theory. Moreover, together with the more speculative concept of duality (i.e. that any hadronic scattering amplitude may be considered either as the sum of direct-channel resonances or as the sum of crossed-channel Regge exchanges), $S$-matrix theory lead to the bootstrap model for strong interactions (or even the notion of nuclear democracy), which was the starting point for the development of modern string theory.

[^59]:    \#21 Note that an equilateral hyperbolic parameterization is ideally suited to fulfill the first of the above requirements also in view of the hyperbolic boundaries of the physical regions, cf. (7.20) and Fig. 7.1 for the specific case of $\pi N$ scattering.
    $\# 22$ Note that the order of limits is important in the derivation of dispersion relations: the physical limit $\epsilon \rightarrow 0$ is well-defined only after the contour limit $\epsilon_{c} \rightarrow 0$.

[^60]:    ${ }^{\# 23}$ The form of these nucleon pole terms easily follows from Cauchy's theorem via algebraic manipulations along the same lines as discussed for the integral contributions.
    $\# 24$ Note that 171 quotes a value of 14.28 based on 202 . For more information on conventions as well as the historical evolution of the value see $144,145,203,204$.

[^61]:    ${ }^{\# 25}$ While for the $t$-channel integrals the kernels simplify and reduce to Cauchy-type kernels like for $A^{+}$and $B^{-}$, for the $s$-channel integrals the expansion into partial waves is complicated by the fact that $\nu^{\prime}$ mixes the powers of $z_{s}^{\prime}$.
    ${ }^{\# 26}$ As explained in Sect. 10.2 only the limit $a \rightarrow-\infty$ is compatible with range-of-convergence considerations.

[^62]:    ${ }^{\# 1}$ Correcting several typographical errors, adjusting the conventions, and partially extending the presentation in $161,206-208$ at the same time.

[^63]:    \#2 Of course, also this form of the nucleon pole terms obeys the MacDowell symmetry relation (8.1), since the term proportional to $\delta_{l+1,0}$ or $\delta_{l 0}$ vanishes for $\bar{N}_{l \pm}^{I}$ as a consequence of $l$ starting at 0 or 1 , respectively.

[^64]:    ${ }^{\# 3}$ In order to accommodate the fact that there is no $f_{-}^{0}$ to the matrix notation, we define $f_{-}^{0} \equiv 0$ and in the following all corresponding quantities (e.g. integral kernels) are also understood to vanish.

[^65]:    ${ }^{\# 1}$ Alternatively, one may use prefactors containing either $(-1)^{J}$ or $\epsilon^{I}$ and $\tilde{\epsilon}_{ \pm}$here and in the following for the distinction of the two cases, cf. 8.6).

[^66]:    ${ }^{\# 2}$ Note that $\tilde{\delta}\left(t, s^{\prime}\right)$ depends linearly on $a$ (i.e. $\left.\tilde{\delta}=\mathcal{O}(a)\right)$, which will be important when considering $|a| \rightarrow \infty$.

[^67]:    ${ }^{\# 3}$ Note that for $|a| \rightarrow \infty$, of all polynomial parts only the $\bar{B}_{0 l}$ do not vanish completely and hence $f_{+}^{0}$ receives polynomial contributions from the kernels $\tilde{G}_{0 l}$. These remaining contributions, however, are just those that cancel with the leading terms of the $S$-wave pole terms (9.14), cf. the discussion following (9.17) as well as the explicit kernels (9.36).

[^68]:    ${ }^{\# 4}$ These identities are similar to the Saalschütz formula (8.52) employed in 206 . Note that $(-1)!!=0!!=1$.

[^69]:    ${ }^{\# 1}$ Note however that particularly in this case the devil is in the details: unfortunately, in the literature there are numerous errors floating around and especially the existing partial results for $\pi N$ scattering are incomplete, not properly published and/or even totally inaccessible.

[^70]:    ${ }^{\# 2}$ Note that the authors of $[158]$ corrected their results for the boundaries of the double spectral regions in 214.
    ${ }^{\# 3}$ With respect to the discussion of the analyticity postulate of $S$-matrix theory in Sect. 7.4 this amounts to the additional assumption of analyticity also in the second (i.e. angular) Mandelstam variable; see e.g. [206] for the enlargement of the analyticity domain for $\pi N$ scattering by assuming Mandelstam analyticity (compared to the analyticity domain axiomatically proven in [200]). Moreover, starting from dispersion relations along hyperbolas (in contrast to fixed- $t$ lines) has proven successful in enlarging the domain of validity even further for Roy-type equations for $\pi \pi$ scattering, cf. 198, 216. At any rate, Mandelstam analyticity can be justified in the framework of perturbation theory 215, 217, 218. While for $\pi \pi$ scattering the validity of the Mandelstam representation can even be shown rigorously in a finite domain [219, 220], for $\pi N$ scattering (involving unequal masses and spin) at least the uniqueness of amplitudes satisfying this representation is ensured by the MacDowell symmetry 221,222.

[^71]:    ${ }^{\# 4}$ As shown already in [223], the general result for the box graph in [187] lacks a factor of 2 .
    ${ }^{\# 5}$ The kinematical abbreviations $a$ and $b$ defined here are not to be confused with the hyperbola parameters.
    ${ }^{\# 6}$ Note that both the result quoted in [188] and the original result for general masses of [217] for the imaginary part of the box integral (10.5) contain typographical errors. Remarkably, in both cases the same factor of $1 / 4$ is missing. For the resulting double spectral density (10.7) then [217] consequently lacks the factor of $1 / 4$, while 188 is now off by a factor of $1 / 2$. Our result, however, agrees with 160 and 174 (the latter unfortunately containing some typographical errors in the derivation). Noting in addition the missing factor of 2 in [187] as discussed in [223] (wherein also at least some of the errors in 217] are mentioned), we therefore fully agree with the authors of 199 (besides correcting the result for the corresponding unitarity integral of [215], they discuss similar errors in further references) in stating that (p. 152) "there seem to be many possibilities of errors in this seemingly innocuous integral." Interestingly, this statement is in line with a comment in [188] in the same context (p. 309): "The analysis of complex singularities is indeed...complex!"

[^72]:    ${ }^{\# 7}$ Using the corresponding "untwisted" versions of diagrams (III,IV), this reduces to $t \leftrightarrow u$ in $\cos \theta_{s}$.
    ${ }^{\# 8}$ Note that the results for the $\pi N$ double spectral region boundary functions $b_{\text {III }}$ and $b_{\text {IV }}$ given in the original work [218] are incomplete, while the formulae in e.g. [171, 212] are correct.

[^73]:    ${ }^{\# 9}$ Note that both the $s$ - and $u$-channel physical regions fit well in between $\rho_{s t}, \rho_{u t}$, and their reflected boundaries, cf. Fig. 7.1
    ${ }^{\# 10}$ One can easily read off the range of convergence for fixed- $t$ dispersion relations from Fig. 10.3 by considering lines of constant $t$, yielding $-25.81 M_{\pi}^{2} \leq t \leq t_{\pi}$ in order not to enter the double spectral regions or the reflected boundaries.

[^74]:    ${ }^{\# 11}$ Note that the lower bounds coincide: $\tilde{b}_{s}^{-}(a)=\tilde{b}_{t}^{-}(a)$ for all $a<s_{+}$.

[^75]:    \#12 App. E of 161 deals with finding the optimal values for the $s$-channel partial-wave projection of the $s$-channel partial-wave-expanded absorptive parts of the HDRs only and follows a similar scheme. The quoted results are $\tilde{s}_{s}^{\max } \gtrsim 105 M_{\pi}^{2}$ for $\tilde{a}_{s}^{s} \approx-117 M_{\pi}^{2}$.
    ${ }^{\# 13}$ As combined result for both $s$ - and $t$-channel contributions, the numbers $\tilde{s}^{\max }=97 M_{\pi}^{2}$ for $\tilde{a}^{s}=-23 M_{\pi}^{2}$

[^76]:    are quoted in [171 without further explanation and giving only a vague reference for these numerical values, which is most probably meant to be 225 . However, roughly the same numbers are also given more recently in 165 .
    ${ }^{\text {\#14 }}$ Accordingly, at the thresholds the respective $\min / \max$ values are identical: $b_{t}^{\min }\left(t_{\pi}, a\right)=b_{t}^{\max }\left(t_{\pi}, a\right)=$ $\left(a-\Sigma_{-}\right)^{2} \geq 0$ and $b_{t}^{\min }\left(t_{N}, a\right)=b_{t}^{\max }\left(t_{N}, a\right)=\left(a+\Sigma_{-}\right)^{2} \geq 0$.

[^77]:    ${ }^{\# 1}$ Note that here $S_{f i}, T_{f i}$ denote matrix elements and not the corresponding invariant amplitudes, cf. (7.59), such that the product of matrix elements is to be understood as an integration over the corresponding intermediate LIPS (respecting 4-momentum conservation and including potential symmetry factors) when rewriting these relations in terms of invariant amplitudes, cf. (7.61).
    ${ }^{\# 2}$ Note that our symmetric normalization of the helicity partial waves (7.78) together with (12.7) and (12.8) leads to an additional factor of $1 / \sqrt{2}$ to $\left[S_{ \pm}^{J}(t)\right]_{\pi \pi \rightarrow \bar{N} N}^{I_{t}}$ in comparison with [171] or 212, where one should read in addition $\left[S_{ \pm}^{J}(t)\right]_{\pi \pi \rightarrow \bar{N} N} \equiv c_{J}\left[S_{ \pm}^{J}(t)\right]_{\pi \pi \rightarrow \bar{N} N}^{I_{t}}$.

[^78]:    ${ }^{\text {\#1 }}$ While the original Froissart bound assumes validity of the Mandelstam representation for the scattering amplitude, the result of Martin is based on somewhat less restrictive assumptions.
    \#2 For the application of heavy-baryon ChPT to $\pi N$ scattering in the subthreshold region see [237]. Conversely, analyticity and unitarity are used in [238] to stabilize the extrapolation of $\pi N$ partial waves derived from ChPT amplitudes in the subthreshold region into the physical region, thus enabling the determination of the chiral parameters by matching to experimental information in terms of $s$-channel phase shifts.

[^79]:    ${ }^{\# 3}$ Note that for $B^{-}$the factor in square brackets is not proportional to $\nu_{B}$.

[^80]:    ${ }^{\# 4}$ If the subtraction point is chosen away from the cut of $f(s)$ such that $\operatorname{Im} f\left(s_{0}\right)=0$ (e.g. $\left.s_{0}<s_{1}\right)$, the subtracted dispersion relation can also be written as unsubtracted dispersion relation for a subtracted function, i.e. $\left(f(s)-f\left(s_{0}\right)\right) /\left(s-s_{0}\right)$ for $n=1$.

[^81]:    ${ }^{\# 5}$ For the sake of simplicity, throughout this work we have chosen to count the number of subtractions according to the simultaneous expansion around $s_{0}$ and $t_{0}=0$, i.e. to expand in terms of Mandelstam variables directly. Alternatively, one may work with crossing-even amplitudes solely and expand around $\nu_{0}^{2}=0$ and $t_{0}$ simultaneously (note that $\nu^{2}-\nu_{0}^{2} \propto\left(\nu-\nu_{0}\right)$ and that both $\nu^{2}$ and $t$ are of $\left.\mathcal{O}\left(\mathrm{GeV}^{2}\right)\right)$; the numbering of subtractions would then be in line with the indices of the subthreshold parameters (cf. (13.2); see, however, also the comment on (7.106) ). Another possible counting (i.e. ordering) scheme derives from the observation that $A^{ \pm}=\mathcal{O}\left(\mathrm{GeV}^{-1}\right)$ and $B^{ \pm}=\mathcal{O}\left(\mathrm{GeV}^{-2}\right)$, which means that the $B^{ \pm}$amplitudes are relatively suppressed by one order in energy (and thus the reduced amplitude $B^{+} / \nu$ already by two orders): One may define the successive steps of the (subthreshold) expansion procedure via the (negative) orders of energy of the corresponding (subthreshold) expansion parameters in order to consistently account for the relative importance

[^82]:    of the successive terms in the subtraction polynomials on the full $T$-matrix element (which in turn is the fundamental quantity for the partial-wave expansion, cf. Sect. 7.3); in this scheme the "first subtraction" corresponds to expanding only $A^{+}$up to $d_{00}^{+}=\mathcal{O}\left(\mathrm{GeV}^{-1}\right)$, the "second subtraction" at $\mathcal{O}\left(\mathrm{GeV}^{-2}\right)$ comprises $a_{00}^{-}=d_{00}^{-}-b_{00}^{-}$as well as $b_{00}^{-}$, and so forth. In contrast to the chosen counting scheme, besides $d_{01}^{+}=\mathcal{O}\left(\mathrm{GeV}^{-3}\right)$ this ordering would in particular suggest to account for $a_{10}^{+}=d_{10}^{+}-b_{00}^{+}=\mathcal{O}\left(\mathrm{GeV}^{-3}\right)$ instead of $b_{01}^{-}=d_{01}^{-}-a_{01}^{-}=$ $\mathcal{O}\left(\mathrm{GeV}^{-4}\right)$ at the next subtraction level (cf. (13.7) and Tab. 15.1). Note that this ordering automatically ensures the possibility to choose between working with $a_{m n}^{ \pm}$and $d_{m n}^{ \pm}$via (13.4), i.e. the expansion is independent of the decomposition of the $T$-matrix element into different sets of invariant amplitudes. Therefore, using both $a_{10}^{+}$ and $b_{01}^{-}$as well as in addition $a_{01}^{-}$(which is consistent with subtracting $A^{ \pm}$at least partially once more often than $B^{ \pm}$, cf. also the discussion in [160]) would be the natural choice for extending the chosen subtraction scheme (allowing for $d_{10}^{+}$and $d_{01}^{-}$), while furthermore accounting for $a_{10}^{-}=d_{10}^{-}-b_{10}^{-}$and $b_{10}^{-}$would complete the $\mathcal{O}\left(\mathrm{GeV}^{-4}\right)$.

[^83]:    \#1 Of course, less subtractions can always be achieved by a suitable redefinition of the polynomial.

[^84]:    ${ }^{\# 2}$ For $t_{\mathrm{m}} \rightarrow \infty$ the subtraction is of course needed to ensure the convergence of the integral (for the usual assumptions on the behavior of the phase, e.g. $\left.\lim _{t \rightarrow \infty} \delta(t)=\pi\right)$. Furthermore, one subtraction at zero normalizes the Omnès function to unity: $\tilde{\Omega}(0)=1$.

[^85]:    ${ }^{\# 3}$ These results agree with those quoted in 158 . Though not essential here, it is interesting to note that both $\pi \operatorname{cosec} \pi x$ and $\pi \cot \pi x$ are meromorphic in the entire complex $x$-plane with single poles at all integers $n \in \mathbb{Z}_{0}$ with residues $(-1)^{n}$ and 1 , respectively. Furthermore, we can identify $\pi \operatorname{cosec} \pi x=\Gamma(1-x) \Gamma(x)$ due to Euler's reflection formula for the usual gamma function, while the reflection formula for the digamma function $\Psi(x)$ defined in (13.22) reads $\pi \cot \pi x=\Psi(1-x)-\Psi(x)$. Due to their nice properties these functions are often used in the Sommerfeld-Watson transform in order to rewrite the sum of an infinite sequence as a contour integral, e.g. in the derivation of Regge theory (see for instance [174).

[^86]:    ${ }^{\text {\#4 }}$ Furthermore, in 169 it is shown that also a matching point in the inelastic region admits a unique non-cusp solution provided that the inelasticity parameter $\eta$ is known and sufficiently smooth.

[^87]:    ${ }^{\# 1}$ Though possible in principle, for the sake of simplicity we refrain from introducing $J$-dependent inelastic thresholds $t_{\sigma}^{J}$ here (cf. the discussion in Sect. 12.1) as well as $J$-dependent matching points $t_{\mathrm{m}}^{J}$ (cf. Sect. 15.3.3).

[^88]:    ${ }^{\# 2}$ Note that for $t_{\mathrm{m}} \rightarrow \infty$ (and neglecting inelasticities in the single-channel approximation) this quantity is closely related to the pion vector (charge) radius for $J=1: \lim _{t_{\mathrm{m}} \rightarrow \infty} \dot{\Omega}_{1}=\frac{1}{6}\left\langle r^{2}\right\rangle_{\pi}^{V}$.

[^89]:    ${ }^{\# 3}$ Actually, this has to be the case: e.g. the constant term proportional to $\left(m^{2}-a\right)^{-1}$ in the nucleon pole terms (7.99), which was introduced to the dispersion relations via the hyperbolic kinematical relations and which can be thought of as a contribution of the contour integral from the circle with infinite radius (i.e. for $|t| \rightarrow \infty)$, leads to constant pole-term contributions to the partial waves (cf. (9.15) and (13.28)). These (unphysical) contributions do not vanish asymptotically, generate an unphysical behavior on $a$, and thus they must cancel in any (physical) solution. Hence, the dispersion integrals for the unsubtracted case both for the Omnès solution and the spectral representation of the Omnès function are strictly speaking not correct: there should be contributions from the contour at infinity. However, this problem can be solved most easily by removing all "dangerous" parts of the inhomogeneities via (15.6), which ensures that all these potential contributions from the contour at infinity cancel.

[^90]:    ${ }^{\# 4}$ For $\pi \pi$ scattering the validity of the Roy equations can be shown rigorously for $t_{\pi} \leq t \leq 60 M_{\pi}^{2}$ based on axiomatic field theory [52]. Assuming Mandelstam analyticity, this range can be extended to $t_{\pi} \leq t \leq$ $68 M_{\pi}^{2}$ [242, which corresponds to $2 M_{\pi} \leq \sqrt{t} \leq 1.15 \mathrm{GeV}$ by reasoning along the lines of Chap. 10
    \#5 Here, we restrict ourselves to matching up to and including cubic powers of $\sigma_{t}^{\pi}$. While without this matching particularly the $S$-wave Omnès function $\Omega_{0}$ exhibits an unphysical and sizable dint upwards just above $t_{\pi}$, matching up to and including also the fifth power of $\sigma_{t}^{\pi}$ (as leading contribution for the $D$-waves) does not lead to significant changes.

[^91]:    ${ }^{\# 6}$ Note that by construction these Omnès functions describe the contributions of the so-called two-pion continuum to the $t$-channel partial waves (assuming elastic $\pi \pi$ scattering). In fact, the importance of the two-pion continuum for the nucleon structure (i.e. the nucleon form factors, cf. Sect. 15.3.4) especially for the $P$-wave has lead to the prediction of the $\rho$-resonance 244.
    \#7 As stated in [171], the Karlsruhe-Helsinki dispersive partial-wave analyses KH78 and KH80 (see Sect. 15.2 .2

[^92]:    for more details) use as input the $\pi \pi$ phase shifts of [245], which are based on Roy-equation fits. In principle, the differences between these phase shifts and the recent results [153-155] are sources of discrepancies between the KH80 results and the solutions of the MO problem. However, this point is of minor importance for the results discussed in Sect. 15.3
    ${ }^{\# 8}$ In general, analyticity constraints are necessary to get rid of ambiguities in $\pi N$ partial-wave analyses, cf. [247. Interestingly, the importance of a new and complete partial-wave analysis of $\pi N$ scattering with hyperbolic analyticity constraints (in order to account for the $t$-channel properly) especially for determining $\sigma_{\pi N}$ was already pointed out a long time ago [162].
    ${ }^{\# 9}$ In [171], the results for the $t$-channel partial waves are quoted as KH78 solution, but according to 163 these tables are actually calculated from the KH80 s-channel solutions. Thus we will speak of the $t$-channel partial waves in 171 as KH80 solution as well. In general, KH80 is an update of KH78 including more recent data and particularly improved fixed- $t$ analyticity constraints. Note, however, that according to [248] in particular the KH80 $t$-channel $P$-wave solutions as given in 249 are slightly wrong (there, notably, the $t$-channel partial wave solutions are given up to $\sqrt{t} \leq \sqrt{60} M_{\pi}=1.08 \mathrm{GeV}$ ), whereas the results in [171] (given for $\sqrt{t} \leq \sqrt{40} M_{\pi}=0.88 \mathrm{GeV}$ ) are correct.
    \#10 For a comparison of KH80 with KA84 (and for an improvement of the formalism outlined in 206), see 251.
    ${ }^{\# 11}$ For instance, "indications for some fairly large systematic errors of unknown origin" in both KH80 and KA84 are found in 172 (p. 178) when inspecting the $\pi N S$-wave scattering lengths.
    ${ }^{\# 12}$ There are e.g. rather obvious outliers (corresponding to unphysical jumps) in the phases.

[^93]:    ${ }^{\# 13}$ Note also previous work on $\bar{N} N \rightarrow \pi \pi$ : in particular, in [256] the $\pi N$ invariant amplitudes are determined in the $t$-channel physical region by using (parametric) HDRs in order to be able to incorporate empirical information on the $s$-channel reaction. These results are then used as constraints in an analysis of the $t$ channel partial waves of $\pi N$ scattering in [257] (for an energy-dependent update of this analysis see [258).
    \#14 Note that this corresponds to a slightly "smoothed" version of the original KH80 solution. We have checked, however, that both the effect of this smoothing of KH80 as well as the deviations induced by reading in the data for either KH80 or GWU solution from 254 in different energy steps (e.g. 2 MeV instead of 5 MeV , yielding effects especially close to threshold, but with smaller steps leading to an even more noisy behavior of the partial waves and thus the invariant amplitudes) are at least as small as the difference between KH80 and GWU solutions themselves.
    ${ }^{\# 15}$ While $W \leq 2.458 \mathrm{GeV}$ is stated for the solution SP06 [204], e.g. the update [253] already gives $W \leq 2.6 \mathrm{GeV}$.

[^94]:    ${ }^{\# 16}$ Note that the absorptive parts $\operatorname{Im} A^{ \pm}$exhibit pronounced peaks at $W_{+}+M_{\pi}$ (cf. Sect. 10.1). Of course, all imaginary parts are zero at the threshold $W_{+}$.

[^95]:    \#17 Basically, the reconstruction of the partial waves above the matching point up to $t_{N}$ via either inelasticities or resonance models fails to yield meaningful results in view of the deficient present knowledge of both the corresponding inelasticities and the couplings of $\pi \pi$ and $\bar{N} N$ to the pertinent resonances. Loosely speaking, the physical region turns out to be too far away from the onset of inelasticities in order to sufficiently constrain and thereby aid the reconstruction of the input absorptive parts in the range $t \in\left[t_{\mathrm{m}}, t_{N}\right]$.
    ${ }^{\# 18}$ Note that otherwise one would have to avoid double counting of the asymptotic regions of the $t$-channel partial waves in the MO problem.
    ${ }^{\# 19}$ E.g. $d_{00}^{+}=-1.30 / M_{\pi}$ and $d_{01}^{+}=1.27 / M_{\pi}^{3}\left[252\right.$ as well as the same $d_{00}^{+}$but $d_{01}^{+}=1.19 / M_{\pi}^{3}$ 268 based on the VPI/SP98 solution [252], or $d_{00}^{+}=(-1.20 \pm 0.03) / M_{\pi}$ and $d_{00}^{-}=a_{00}^{-}+b_{00}^{-}=(1.41 \pm 0.05) / M_{\pi}^{2}$ in [260].

[^96]:    \#20 These are most probably the "new" subthreshold parameters mentioned in [247], where no explicit reference is given unfortunately.
    ${ }^{\# 21}$ Note that some of the results of 269 are corrected in [270, where also a modified version of the finitecontour dispersion relations together with conformal mapping techniques is applied (it is mentioned therein that the subthreshold parameters do not change substantially). Since the applied fitting procedure does not respect the exact analytic equality of the parameters $d_{0 n}^{+}$and $a_{0 n}^{+}(c f .(13.5)$, however, the (corrected) values agree only within the given errors, but not exactly.
    $\# 22$ Note that the $\pi N$ coupling and the subthreshold parameters are related, as the difference $d_{00}^{-}-g^{2} /(2 m)$ is given by an integral over a total cross section, cf. 160 .

[^97]:    ${ }^{\# 23}$ Accordingly, the $s$-channel integral of the HDRs reduces to the fixed- $t$ result, cf. Sect. $7.4 a \rightarrow-\infty$. However, even in this limit the HDRs contain additional information as compared to fixed- $t$ dispersion relations, since those do not provide equations for the $t$-channel partial waves in the first place.

[^98]:    ${ }^{\# 24}$ Numerically, we have checked that the limit $a \rightarrow-\infty$ can be safely approximated by $a=-10^{6}[\mathrm{GeV}]$.
    ${ }^{\# 25}$ Note that despite neglecting (almost) all input absorptive parts above $t_{\mathrm{m}},\left|f\left(t_{\mathrm{m}}\right)\right|$ may be fixed by hand to any (positive) finite value by using the second term on the RHS of (14.45) (containing the integral $I_{+}(t)$ for $t_{\mathrm{m}} \leq t<t_{\mathrm{m}}+\tau$, i.e. the asymptotic input contribution for $t \rightarrow t_{\mathrm{m}}$ from above) and tuning $\operatorname{Im} f\left(t_{\mathrm{m}}\right)$ appropriately (given the phase $\delta\left(t_{\mathrm{m}}\right)$ ), e.g. in order to estimate the numerical importance of input above $t_{\mathrm{m}}$ for the MO solutions. Unfortunately, this kind of input is obviously quite "non-analytic" for sizable non-zero $\left|f\left(t_{\mathrm{m}}\right)\right|$ and hence produces a strong cusp at $t_{\mathrm{m}}$ (cf. Sect 14.6) thereby deteriorating the solutions already far below $t_{\mathrm{m}}$. For this reason, the agreement between KH80 and the MO solutions becomes even worse in general when using a lower value $\sqrt{t_{\mathrm{m}}}=\sqrt{40} M_{\pi}=0.88 \mathrm{GeV}$ and taking the last data points of the corresponding KH80 partial-wave results in order to fix $\left|f_{ \pm}^{J}\left(40 M_{\pi}^{2}\right)\right|$. Ironically, a "smooth" matching to neglecting any input

[^99]:    above $t_{\mathrm{m}}$ could be achieved especially for the $S$-wave (and also for the linear combinations $\Gamma^{J}$, but not for $f_{-}^{J}$ ) for the unfeasible high value $t_{\mathrm{m}}=t_{N}$ at the physical threshold (due to the threshold behavior explained in Sect. 12.3.1) - just from where on input information is actually available.
    \#26 Interestingly, we can find reasonable agreement with the unpublished (and partially inconsistent) result of [213] also for energies above the KH80 range by introducing the $f_{0}(980)$ resonance even via a (too) simple BW ansatz and adjusting by hand the $f_{0} N N$ coupling constant accordingly. Small changes in this basically unknown coupling, however, lead to huge effects on the MO solution.

[^100]:    ${ }^{\# 27} G$-parity dictates that intermediate states of an even (odd) number of pions only contribute to the isovector (isoscalar) spectral functions; cf. Sect. 7.2.
    \#28 The relations (15.17) and (15.19) can be derived by explicitly calculating the corresponding pion loop integrals in terms of the $\pi N T$-matrix elements (7.22) in the $t$-channel CMS (i.e. effectively considering $T^{-}$ for the vector form factors and $T^{+}$for the scalar one); imposing current conservation as usual, the tensor decompositions of the resulting integrals over invariant amplitudes $A^{ \pm}$and $B^{ \pm}$(which are either even or odd in $z_{t}$ ) then automatically lead to explicit $t$-channel partial-wave projections according to (9.7) for $P$ - and $S$-waves, respectively.

[^101]:    \#29 Strictly speaking, using any representation that goes beyond the two-pion approximation would be inconsistent unless the corresponding inelasticities are accounted for in the determination of $f_{ \pm}^{1}$ and the unitarity relation (15.17) as well, as exemplified by the breakdown of Watson's theorem and the spectral functions becoming complex.
    ${ }^{\# 30}$ For instance, smoothly leading $\delta_{1}$ to $\pi$ at $t=\infty$ using e.g. $\delta_{1}(t)=\pi-\frac{c}{t-d}$ (with $c$ and $d$ adjusted for a smooth matching at 1.15 GeV ) instead does not lead to notable effects.

