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#### Abstract

Due to the running coupling constant of Quantum Chromodynamics one of the pillars of the Standard Model, the strong interactions, is still insufficiently understood at low energies. In order to describe the interactions of hadrons that form in this physical regime, one has to devise methods that are non-perturbative in the strong coupling constant. In particular hadronic three-body decays and transition form factors present a great challenge due to the complex analytic structure ensued by strong final-state interactions. In this thesis we present two approaches to tackle these processes.

In the first part we use a modified version of non-relativistic effective field theory to analyze the decay $\eta \rightarrow 3 \pi$. This perturbative low-energy expansion is ideally suited to study the effects of $\pi \pi$ rescattering and contributes greatly to the understanding of the slope parameter of the $\eta \rightarrow 3 \pi^{0}$ Dalitz plot, a quantity that is strongly influenced by final-state interactions and has presented a long-standing puzzle for theoretical approaches.

In the second part we present dispersion relations as a non-perturbative means to study three-particle decays. Using the example of $\eta^{\prime} \rightarrow \eta \pi \pi$ we give a detailed introduction to the framework and its numerical implementation. We confront our findings with recent experimental data from the BES-III and VES collaborations and discuss whether the extraction of $\pi \eta$ scattering parameters, one of the prime motives to study this decay channel, is feasible in such an approach.

A more clear-cut application will be given in our study of the decays $\omega / \phi \rightarrow 3 \pi$ due to the relative simplicity of this decay channel: our results are solely dependent on the $\pi \pi \mathrm{P}$-wave scattering phase shift. We give predictions for the Dalitz plot distributions and compare our findings to very precise data on $\phi \rightarrow 3 \pi$ by the KLOE and CMD-2 collaborations. We also predict Dalitz plot parameters that may be determined in future high-precision measurements of $\omega \rightarrow 3 \pi$ and present a calculation of the $\pi \pi$ P-wave inelasticity from $\omega \pi$ intermediate states.

Finally, we extend the framework and discuss the $\omega / \phi \rightarrow \pi^{0} \gamma^{*}$ transition form factor. For that we use the previously determined $\omega / \phi \rightarrow 3 \pi$ partial-wave amplitude and the wellknown pion vector form factor as input. Our findings are compared to recent measurements of $\omega \rightarrow \pi^{0} \mu^{+} \mu^{-}$by the NA60 collaboration. We also suggest that a precise measurement of the Okubo-Zweig-Iizuka-forbidden $\phi \rightarrow \pi^{0} \ell^{+} \ell^{-}$decay may help to understand the strong deviations found between recent theoretical determinations and transition form factor data.
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## Chapter 1

## Introduction

Ever since its inception in the late 1960s and early 1970s the Standard Model of elementary particle physics [1-4] has formidably withstood detailed experimental scrutiny. Only recently a non-vector boson with a measured mass between 125 and 126 GeV has been discovered by the ATLAS [5] and CMS [6] collaborations at CERN. This particle that appears to have all the makings of a Standard-Model Higgs boson [7-9] eluded experimental physicists for almost four decades and endeavors yet to be another pillar of this very successful theory that unites electromagnetic, weak and strong interactions. As far as the understanding of particle physics in general and the strong interactions based on the theory of Quantum Chromodynamics (QCD) in particular has progressed at the high-energy frontier, it is rather remarkable that the low-energy end of the QCD spectrum is still insufficiently understood. This is a consequence of the running of the QCD coupling constant.

The interactions between quarks and gluons are subsumed in the QCD Lagrangian, which was first formulated in terms of a Yang-Mills theory by Fritzsch, Gell-Mann, and Leutwyler [10]. Shortly after it was found that the coupling constant that determines the strength of these interactions is actually not constant, but dependent on the energy scale, obeying the renormalization group equation (see e.g. [11] and references therein), ${ }^{\# 1}$

$$
\begin{equation*}
Q^{2} \frac{\partial \alpha_{s}\left(Q^{2}\right)}{\partial Q^{2}}=\beta\left(\alpha_{s}\right), \quad \beta\left(\alpha_{s}\right)=-\frac{\alpha_{s}^{2}}{12 \pi}\left(33-2 n_{f}\right)+\mathcal{O}\left(\alpha_{s}^{3}\right), \tag{1.1}
\end{equation*}
$$

where $n_{f}$ is the number of active quark flavors at energy scale $Q$, see Fig. 1.1 for an illustration. In particular it was discovered that the coupling constant decreases as the energy increases giving rise to a phenomenon called asymptotic freedom [13,14], for which Gross, Politzer, and Wilczek were awarded the Nobel Prize in 2004. In this regime a perturbative expansion in terms of the coupling constant thus allows to calculate scattering and decay processes.

On the other hand the coupling constant significantly increases as one approaches the lower end of the spectrum: quarks are confined in hadrons rendering any attempt to perform a perturbative calculation in terms of $\alpha_{s}$ futile. It is obvious that one has to devise other methods to study the interactions of mesons and baryons. Over the last decades Chiral Perturbation Theory (ChPT), the systematization of current algebra into an effective fieldtheory pioneered by the works of Weinberg [15], and Gasser and Leutwyler [16-18], has proven

[^0]

Figure 1.1: Running of the strong coupling constant $\alpha_{s}$ as a function of the energy scale $Q$ as compared to several experimental determinations from deep inelastic scattering, $e^{+} e^{-}$ annihilation, and heavy quarkonia. Figure taken from Ref. [11] with kind permission from Springer and S. Bethke.
a very successful tool in the meson sector. ${ }^{\# 2}$ However, an expansion in small momenta and pion masses, ChPT reaches its limits as soon as the energies of the interacting particles are close to the chiral scale (and even earlier, as for example in the isospin-zero $\pi \pi$ scattering channel). But also in precision studies of decay and scattering processes, where the final-state interactions are strong, ChPT has limitations as we shall see. It is evident that new analysis tools have to be developed that are fit to tighten our grasp around these kinds of physics.

In this thesis we shall present two very distinct tools that are specifically tailored to treat final-state interactions in hadronic three-body decays and transition form factors: a perturbative method in modified non-relativistic effective field theory (NREFT), and a nonperturbative method in dispersion relations. The outline is as follows: we shall in the following give a very brief introduction to the two methods. The main part of the thesis is then divided into two parts, each attempting to show the potential of the respective method. Chapter 2 is an application of NREFT to the decay $\eta \rightarrow 3 \pi$ and discloses a way to solve the longstanding puzzle of the slope parameter in the neutral decay channel. The second part deals with dispersion relations and their application in several decays, starting with $\eta^{\prime} \rightarrow \eta \pi \pi$ in Chapter 3, followed by an analysis of $\omega / \phi \rightarrow 3 \pi$ in Chapter 4, and concludes with a study of the transition form factor $\omega / \phi \rightarrow \pi^{0} l^{+} l^{-}$in Chapter 5 . We will give a summary and outlook in Chapter 6. Several technical details of Parts I and II are relegated to Appendices A and B.6.

[^1]

Figure 1.2: Feynman diagram for the electron loop contribution in light-by-light scattering.

### 1.1 Perturbative methods - Effective field theories

The idea behind an effective field theory is rooted in Weinberg's conjecture, which states that a quantum field theory has no content besides unitarity, analyticity, cluster decomposition, and symmetries [15]. One constructs the most general effective Lagrangian for the low-energy degrees-of-freedom consistent with the symmetry principles of the underlying theory. This Lagrangian can be organized as a series of operators that are suppressed by increasing powers of an expansion parameter (or set of expansion parameters). This expansion parameter, that determines the range of applicability of the effective theory, relies on the ratio of the low- to high-energy scales. A small ratio between scales, and thus a strong scale separation, entails a small expansion parameter and thus guarantees a fast convergence of the expansion.

A neat and very simple example that gives some insight into the mechanisms of effective field theories is light-by-light scattering (see also [23]): consider Quantum Electrodynamics (QED), where the only available scale is given by the electron mass $m_{e}$. If what we explained before is true, we should be able to write down an effective Lagrangian that contains only photons as degrees of freedom as long as we stay below the scale $m_{e}$, where electrons cannot be produced directly,

$$
\begin{equation*}
\mathcal{L}_{\mathrm{QED}}\left[\psi, \bar{\psi}, A_{\mu}\right] \rightarrow \mathcal{L}_{\mathrm{eff}}\left[A_{\mu}\right] . \tag{1.2}
\end{equation*}
$$

Lorentz and gauge invariance as the symmetries of the underlying theory (QED) tell us that we can only have terms depending on the field-strength tensor $F_{\mu \nu}$, its adjoint $\tilde{F}_{\mu \nu}$ and derivatives thereof. The latter, however, are suppressed by powers of $\left(\omega / m_{e}\right)^{n}$ since we are only interested in low-energy interactions, $\omega \ll m_{e}$. Considering only terms with four photon fields, the effective Lagrangian reads

$$
\begin{align*}
\mathcal{L}_{\text {eff }} & =\frac{1}{4}\left(F_{\mu \nu} F^{\mu \nu}\right)+\tilde{a}\left(F_{\mu \nu} F^{\mu \nu}\right)^{2}+\tilde{b}\left(F_{\mu \nu} \tilde{F}^{\mu \nu}\right)^{2}+\ldots \\
& =\frac{1}{2}\left(\mathbf{E}^{2}-\mathbf{B}^{2}\right)+\frac{\alpha^{2}}{m_{e}^{4}}\left[a\left(\mathbf{E}^{2}-\mathbf{B}^{2}\right)^{2}+b(\mathbf{E} \cdot \mathbf{B})^{2}\right]+\ldots, \tag{1.3}
\end{align*}
$$

where $\alpha=e^{2} / 4 \pi, e$ is the electric charge, $a$ and $b$ are low-energy constants that have to be determined from the underlying theory, and the prefactor follows from dimensional analysis. In the case at hand one has to calculate the underlying loop diagram in Fig. 1.2, the result being $7 a=b=14 / 45[24]$.

While the basic principles of an effective field theory have been nicely illustrated by this brief exercise, the low-energy constants still merit some discussion. Of course calculating loop
diagrams to determine these constants is rather artificial. When considering strong interactions in the low-energy regime, where QCD becomes nonpertubative, such a determination would require the calculation of an infinite amount of diagrams. Effective field theories describing these dynamics, such as Chiral Perturbation Theory, resort to different methods to constrain the low-energy constants: in ChPT one uses experimental information and input from Lattice QCD. This is a formidable task since ChPT is non-renormalizable and thus the number of lowenergy constants quickly explodes with every additional order. For higher-order calculations one tries to obtain estimates for the low-energy constants by assuming that the constants are saturated by resonances.

In our analysis of final-state interactions in $\eta \rightarrow 3 \pi$ we will resort to the modified nonrelativistic effective field theory framework. This framework provides a useful tool to investigate low-energy scattering and decay processes: it has found applications in detailed studies of cusp effects in $K \rightarrow 3 \pi$ [25-27] and $\eta \rightarrow 3 \pi$ [28] as well as $\eta^{\prime} \rightarrow \eta \pi \pi$ [29] decays, and has been extended to describe near-threshold pion photo- and electroproduction on the nucleon [30,31] (for an overview on cusp effects in meson decays, see Ref. [32]). In the following subsection we will begin with a very general construction of the framework, specific details to the $\eta \rightarrow 3 \pi$ decay are laid out in Chapter 2.

### 1.1.1 Construction of the non-relativistic effective field theory

The following construction of the modified non-relativistic effective field theory closely follows the train of thought that is outlined in Ref. [33]. We are considering a three-particle decay with relatively small excess energy, so that momenta of the final-state particles are small. It makes sense that these momenta constitute the small energy scale of the system summarized in a small power-counting parameter $\epsilon$. The large energy scale is given by the masses of the particles involved, the lowest being the pion mass. The rules for the power counting are as follows:

- three-momenta of the decay products in the rest frame of the decaying particle are counted as $\mathcal{O}(\epsilon)$;
- as a consequence kinetic energies $T_{i}=p_{i}^{0}-M_{i}=\frac{\mathbf{p}_{i}^{2}}{2 M_{i}^{2}}+\ldots$ are to be counted as $\mathcal{O}\left(\epsilon^{2}\right)$;
- masses of the particles involved shall be counted as $\mathcal{O}(1)$;
- the excess energy $Q=\sum_{i} T_{i}=M_{D}-\sum_{i} M_{i}$ is counted as $\mathcal{O}\left(\epsilon^{2}\right)$.

The above counting rules may give pause since it is quite possible for the maximum pion three-momenta to be of the size of the pion mass in $\eta \rightarrow 3 \pi$. We will address this point at a later stage.

At the current stage of the discussion our framework has in terms of power-counting all the makings of a non-relativistic effective theory (see Ref. [34]), so the question why we coin the framework 'modified' naturally arises. The standard non-relativistic propagator has a pole at $p_{0}=M+\mathbf{p}^{2} / 2 M$ and thus obeys a non-relativistic dispersion law. Loop calculations with such a propagator fulfill Lorentz invariance only perturbatively, which is highly inconvenient: the location of singularities in the two-body subsystems, which in general are not in the rest-frame, only approximately agrees with the exact relativistic value. This can be remedied by summing up the higher-order corrections to the propagator, leading to the relativistic dispersion law of the form $p^{0}=w(\mathbf{p})=\sqrt{\mathbf{p}^{2}+M^{2}}$.

We will discuss this issue on the level of the effective Lagrangian that describes scattering of a massive scalar particle in the center-of-mass frame (CM):

$$
\begin{equation*}
\left.\mathcal{L}_{\mathrm{NR}}=\phi^{\dagger}\left(i \partial_{t}-M+\frac{\Delta}{2 M}+\frac{\Delta^{2}}{8 M^{3}}+\ldots\right) \phi+c_{0}\left(\phi^{\dagger}\right)^{2} \phi^{2}+c_{1}\left[\left(\phi^{\dagger} \stackrel{\leftrightarrow}{\Delta} \phi^{\dagger}\right) \phi^{2}+h . c .\right)\right]+\ldots \tag{1.4}
\end{equation*}
$$

where $\phi$ is the non-relativistic field operator of the particle with mass $M, \Delta$ is the Laplacian, $u \stackrel{\Delta}{\Delta} v=u(\Delta v)+(\Delta u) v$ and we have omitted higher orders in the derivative couplings. It is readily observed that Eq. (1.4) is an expansion organized in powers of $\epsilon$. The term containing four fields corresponds to the effective range expansion in the center-of-mass frame. If we consider the effective Lagrangian as the sum of a free dynamical part and an interaction part according to

$$
\begin{equation*}
\mathcal{L}_{\mathrm{NR}}=\mathcal{L}_{\mathrm{NR}}^{0}+\mathcal{L}_{\mathrm{NR}}^{\mathrm{int}} \tag{1.5}
\end{equation*}
$$

where the free part is given by $\mathcal{L}_{\mathrm{NR}}^{0}=\phi^{\dagger}\left(i \partial_{t}-M+\frac{\Delta}{2 M}\right) \phi$, we obtain for the two-point function

$$
\begin{equation*}
i\langle 0| \phi(x) \phi^{\dagger}(y)|0\rangle=\int \frac{d^{4} p}{(2 \pi)^{4}} \frac{e^{-i p(x-y)}}{M+\frac{\mathbf{p}^{2}}{2 M}-p_{0}-i \epsilon}, \tag{1.6}
\end{equation*}
$$

which obeys the non-relativistic dispersion law as alluded to before. To arrive at the relativistic dispersion law one has to sum up the additional mass insertions $\Delta^{2} / 8 M+\ldots$ into the external legs of the Green's functions, and thus modify the propagator according to

$$
\begin{equation*}
\int \frac{d^{4} p}{(2 \pi)^{4}} \frac{e^{-i p(x-y)}}{M+\frac{\mathbf{p}^{2}}{2 M}-p_{0}-i \epsilon} \rightarrow \int \frac{d^{4} p}{(2 \pi)^{4}} \frac{e^{-i p(x-y)}}{w(\mathbf{p})-p_{0}-i \epsilon} \tag{1.7}
\end{equation*}
$$

which obeys the desired dispersion law.
There is an additional modification to the classical non-relativistic effective field theory that is tied to the matching between the non-relativistic and the relativistic theory. In the conventional approach, see Ref. [34], the matching condition is given as

$$
\begin{equation*}
\prod_{i=1}^{4}\left(2 w\left(\mathbf{p}_{i}\right)\right)^{1 / 2} T_{\mathrm{NR}}\left(\mathbf{p}_{3}, \mathbf{p}_{4} ; \mathbf{p}_{1}, \mathbf{p}_{2}\right)=T_{\mathrm{R}}\left(\mathbf{p}_{3}, \mathbf{p}_{4} ; \mathbf{p}_{1}, \mathbf{p}_{2}\right) \tag{1.8}
\end{equation*}
$$

From Eq. (1.8) one determines the low-energy couplings of the non-relativistic theory in terms of the underlying relativistic theory. The prefactors $\left(2 w\left(\mathbf{p}_{i}\right)\right)^{1 / 2}$ stem from the normalization of the relativistic asymptotic states. The matching condition is not explicitly covariant, which is illustrated by the following example: consider standard $\varphi^{4}$-theory as the underlying relativistic theory with an interaction piece in the Lagrangian given as $\lambda \varphi^{4} / 24$. At leading order the relativistic amplitude is then given as $T_{\mathrm{R}}\left(\mathbf{p}_{3}, \mathbf{p}_{4} ; \mathbf{p}_{1}, \mathbf{p}_{2}\right)=\lambda$, so that

$$
\begin{equation*}
T_{\mathrm{NR}}\left(\mathbf{p}_{3}, \mathbf{p}_{4} ; \mathbf{p}_{1}, \mathbf{p}_{2}\right)=\frac{\lambda}{\left(2 w\left(\mathbf{p}_{1}\right) 2 w\left(\mathbf{p}_{2}\right) 2 w\left(\mathbf{p}_{3}\right) 2 w\left(\mathbf{p}_{4}\right)\right)^{1 / 2}} \tag{1.9}
\end{equation*}
$$

which at threshold simplifies to

$$
\begin{equation*}
\left.T_{\mathrm{NR}}\left(\mathbf{p}_{3}, \mathbf{p}_{4} ; \mathbf{p}_{1}, \mathbf{p}_{2}\right)\right|_{\text {threshold, } \mathrm{CM}}=\frac{\lambda}{4 M^{2}} \tag{1.10}
\end{equation*}
$$

implying $c_{0}=\lambda / 4 M^{2}$ and $c_{1}=c_{2}=\ldots=0$ in the center-of-mass frame. If, however, we move away from the center-of-mass system to an arbitrary reference frame, the matching condition implies for the non-relativistic amplitude at threshold:

$$
\begin{equation*}
\left.T_{\mathrm{NR}}\left(\mathbf{p}_{3}, \mathbf{p}_{4} ; \mathbf{p}_{1}, \mathbf{p}_{2}\right)\right|_{\text {threshold, } \mathrm{CM}}=\frac{\lambda}{4 w^{2}(\mathbf{P})}=\frac{\lambda}{4 M^{2}}-\frac{\lambda}{16 M^{2}} \mathbf{P}^{2}+\ldots \tag{1.11}
\end{equation*}
$$

$\mathbf{P}$ denotes the total 3-momentum of particles 1 and 2 at threshold. An infinite amount of low-energy constants is needed to properly describe the system. Of course these low-energy constants are not all independent as they are related by Lorentz invariance. In principle one could simply perform this matching at any given order, but this procedure certainly leaves a lot to be desired.

The problem can be circumvented if one rearranges the non-relativistic theory in such a way that the prefactor on the left-hand side of Eq. (1.8) vanishes. This is achieved by introducing a new field $\Phi(x)=(2 W)^{-1 / 2} \phi(x)$, where $W=\sqrt{M^{2}-\Delta}$, leading to a non-local modified Lagrangian of the very compact form,

$$
\begin{equation*}
\mathcal{L}=2 \Phi^{\dagger} W\left(i \partial_{t}-W\right) \Phi+C_{0}\left(\Phi^{\dagger}\right)^{2} \Phi^{2}+\ldots \tag{1.12}
\end{equation*}
$$

The ellipsis stands for four-particle interactions of higher order in $\epsilon$. For the two-point function based on this modified Lagrangian we obtain

$$
\begin{equation*}
i\langle 0| \phi(x) \phi^{\dagger}(y)|0\rangle=\int \frac{d^{4} p}{(2 \pi)^{4}} \frac{e^{-i p(x-y)}}{2 w(\mathbf{p})\left(w(\mathbf{p})-p_{0}-i \epsilon\right)} \tag{1.13}
\end{equation*}
$$

This propagator has some interesting features that explain to what extent the theory is still non-relativistic. If we split up the relativistic propagator according to

$$
\begin{equation*}
\frac{1}{M^{2}-p^{2}-i \epsilon}=\underbrace{\frac{1}{2 w(\mathbf{p})\left(w(\mathbf{p})-p_{0}-i \epsilon\right)}}_{\text {non-relativistic }}+\underbrace{\frac{1}{2 w(\mathbf{p})\left(w(\mathbf{p})+p_{0}-i \epsilon\right)}}_{\text {anti-particle }} \tag{1.14}
\end{equation*}
$$

we observe that the non-relativistic part describes the propagation of the particle, while it does not account for the anti-particle. In that sense the number of heavy particles in the theory is conserved: no particle-anti-particle pairs can be created or annihilated, ${ }^{\# 3}$ and no additional inelastic thresholds complicate the analytic structure of the amplitude. This concludes our discussion of the construction of the modified non-relativistic effective field theory framework. Part I of thesis deals with the application of the theory to the decay $\eta \rightarrow 3 \pi$.

### 1.2 Non-perturbative methods - Dispersion relations

Effective field theories such as chiral perturbation theory and the modified non-relativistic effective field theories reach their limitations as soon as strong final-state interactions at large energies (as compared to the scale) are involved. In the case of ChPT this scale is given by the appearance of the first resonances, e.g. the $\sigma(500)$ and the $\rho(770)$ in pion-pion scattering. We already discussed that contributions of these resonances are subsumed in low-energy constants

[^2]of the theory, but they are not dynamically included: any process containing these resonances in the physical regime cannot be described by either of the above effective field theories. Such processes involve the decays of the lowest lying ( $\omega, \phi, \ldots$ ) vector mesons, where the $\rho$ resonance is sufficiently close to (in case of the $\omega$ ) or even part of the physical region, so that effective field theory approaches are doomed to failure. One has to conceive methods that go beyond a perturbative expansion in small energies - non-perturbative methods of which we will introduce dispersion relations in this section. We follow Ref. [35] and further treatment and references on the subject may be found there.

### 1.2.1 Analyticity and unitarity

To study the subject of dispersion relations we shall consider a specific process, the analytic structure of which we wish to investigate in the following. We shall focus on the elastic scattering of two spinless particles of the same mass,

$$
\begin{equation*}
1\left(p_{1}\right) 2\left(p_{2}\right) \rightarrow 3\left(p_{3}\right) 4\left(p_{4}\right) . \tag{1.15}
\end{equation*}
$$

In the latter stages of this work we will analyze the decay of one particle into three final-state products. This process is related to the above by analytic continuation, but at the same time entails a more complicated analytic structure. It is therefore more instructive to start with this rather simple case. The transition from an initial state $|n\rangle$ to a final state $|m\rangle$ is described by the so-called $S$-matrix,

$$
\begin{equation*}
\langle m| S|n\rangle . \tag{1.16}
\end{equation*}
$$

Since the probability of the system ending up in some other state must be unity, the $S$-matrix necessarily fulfills the condition,

$$
\begin{equation*}
S^{\dagger} S=S S^{\dagger}=\mathbb{1}, \tag{1.17}
\end{equation*}
$$

thus $S$ is unitary. For our specific process the transition matrix element is given by

$$
\begin{equation*}
\left\langle p_{3}, p_{4}\right| S\left|p_{1}, p_{2}\right\rangle . \tag{1.18}
\end{equation*}
$$

It is most convenient to express matrix elements and amplitudes in terms of the Lorentzinvariant Mandelstam variables,

$$
\begin{equation*}
s=\left(p_{1}+p_{2}\right)^{2}, \quad t=\left(p_{1}-p_{3}\right)^{2}, \quad u=\left(p_{1}-p_{4}\right)^{2}, \tag{1.19}
\end{equation*}
$$

which due to momentum conservation and the mass shell relation for each particle fulfill

$$
\begin{equation*}
s+t+u=\sum_{i=1}^{4} M_{i}^{2}=4 M^{2} . \tag{1.20}
\end{equation*}
$$

Separating the trivial part and thus isolating the interesting piece that is due to interactions, we can rewrite the $S$-matrix as

$$
\begin{equation*}
S=\mathbb{1}+i T, \tag{1.21}
\end{equation*}
$$

which substituted into the unitarity relation Eq. (1.17) leads to

$$
\begin{equation*}
T-T^{\dagger}=i T^{\dagger} T=i T T^{\dagger} \tag{1.22}
\end{equation*}
$$

Finally we extract the transition amplitude $\mathcal{M}$ from the $T$-matrix, which is related by a momentum conserving $\delta$-function

$$
\begin{equation*}
\left\langle p_{3}, p_{4}\right| T\left|p_{1}, p_{2}\right\rangle=(2 \pi)^{4} \delta\left(p_{1}+p_{2}-p_{3}-p_{4}\right) \mathcal{M}(s, t, u) . \tag{1.23}
\end{equation*}
$$

In the case of two-particle scattering $\mathcal{M}(s, t, u)$ in principle depends only on two of the Mandelstam variables due to Eq. (1.20). We will thus also use $\mathcal{M}(s, t)$ always implying that Eq. (1.20) is enforced. In the following we study the implications of unitarity on the analytic structure of $\mathcal{M}$. First of all we note that thresholds generate branch cuts of the amplitude [36] in the complex $s$-plane starting at $s>4 M^{2}$, so-called right-hand cuts, with additional cuts starting at the respective multi-particle thresholds, $s=9 M^{2}, s=16 M^{2}$, and so forth. We will concentrate on elastic processes exclusively in this section, so only the cut at $s=4 M^{2}$ is relevant in the following. It is of course convention to use the positive real axis for the cut: its only purpose is to remove ambiguities by selecting a single sheet of the Riemann surface, and thus to arrive at single-valued functions. So long as we do not cross any of the branch cuts we are by definition located on the physical sheet. As soon as we cross a branch cut, we land on unphysical sheets.

For time-invariant interactions, that is for processes in which $\langle m| S|n\rangle=\langle n| S|m\rangle$, we find upon invoking the unitarity relation in the form of Eq. (1.22),

$$
\begin{align*}
2 \operatorname{Im}\left\langle p_{3} p_{4}\right| \mathcal{M}\left|p_{1} p_{2}\right\rangle= & \int \frac{d^{4} k_{1}}{(2 \pi)^{4}} \frac{d^{4} k_{2}}{(2 \pi)^{4}}(2 \pi) \delta\left(k_{1}^{2}-M^{2}\right)(2 \pi) \delta\left(k_{2}^{2}-M^{2}\right)  \tag{1.24}\\
& \times(2 \pi)^{4} \delta^{(4)}\left(p_{1}+p_{2}-k_{1}-k_{2}\right)\left\langle p_{3} p_{4}\right| \mathcal{M}\left|k_{1} k_{2}\right\rangle\left\langle p_{1} p_{2}\right| \mathcal{M}\left|k_{1} k_{2}\right\rangle^{*}+\ldots
\end{align*}
$$

where the ellipsis stands for intermediate states of allowed physical processes beyond the twoparticle threshold. We note that in general $\langle m| S|n\rangle \neq\langle n| S|m\rangle$ and the imaginary part has to be replaced by the discontinuity across the cut. This issue will be discussed at a later stage. For now we observe that unitarity implies that whenever a physical process is allowed as an intermediate state it will generate a singularity in the scattering amplitude. This is part of the statement of maximal analyticity that the amplitude possesses no singularities other than those dictated by unitarity and crossing symmetry. In the following we will study how crossing symmetry influences the analytic structure.

For that we first observe that the physical region of $\mathcal{M}(s, t)$ for the process $1,2 \rightarrow 3,4$ is constrained in the Mandelstam plane,

$$
\begin{equation*}
s \geq 4 M^{2}, \quad t \leq 0, \quad u \leq 0 \tag{1.25}
\end{equation*}
$$

which is easily seen when resorting to the center-of-mass frame, in which

$$
\begin{align*}
s & =4\left(M^{2}+q^{2}\right) \\
t & =-2 q^{2}(1-\cos \theta) \\
u & =-2 q^{2}(1-\cos \theta) \tag{1.26}
\end{align*}
$$

where $q^{2}=s / 4-M^{2}$ is the center-of-mass momentum squared, $\cos \theta$ the center-of-mass scattering angle, and obviously $q^{2}>0$. If one analytically continues $\mathcal{M}(s, t)$ to the region where

$$
\begin{equation*}
t \geq 4 M^{2}, \quad s \leq 0, \quad u \leq 0 \tag{1.27}
\end{equation*}
$$



Figure 1.3: The Mandelstam plane for elastic two-particle scattering with equal masses $M$. The dashed lines denote the threshold of the respective channel.
one instead describes the physical region for $1, \overline{3} \rightarrow \overline{2}, 4$, which is related to the above by crossing symmetry. The same exercise for the analytic continuation to

$$
\begin{equation*}
u \geq 4 M^{2}, \quad s \leq 0, \quad t \leq 0, \tag{1.28}
\end{equation*}
$$

yields the scattering amplitude for the process $1, \overline{4} \rightarrow \overline{2}, 3$. In other words the analytic structure of the decay amplitude in different physical regions is related through crossing symmetry: we can use the same function $\mathcal{M}(s, t)$ to describe these channels as long as we perform the correct analytic continuation. This principle will be of fundamental importance later on when we construct dispersion relations for three-body decays. The analytic continuation itself is a little more involved in that case, but the principle is the same. A visualization of the physical regions may be found in Fig. 1.3.

Crossing symmetry also implies the existence of an additional singularity in the $s$-channel itself. To be specific let us consider a fixed value of $t$, say $t_{0}=0$. Then the branch cut at the two-particle threshold in the $u$-channel generates a left-hand cut in the $s$-channel through Eq. (1.20) starting at

$$
\begin{equation*}
s=-t_{0}-u_{\mathrm{thr}}+4 M^{2}=-t_{0} . \tag{1.29}
\end{equation*}
$$

The complex $s$-plane thus has two cuts, one starting at $s=-t_{0}$ and running along the negative real axis up to infinity, and one starting $s=4 M^{2}$ running along the positive real axis to infinity. Again, the real axis is chosen by convention: only the branch points themselves are fixed and in principle the cut can be distorted arbitrarily without changing the function $\mathcal{M}\left(s, t_{0}\right)$ - so long as one does not hit another singularity. Perturbation theory implies that the physical amplitude is given by approaching the right-hand branch cut from above, ${ }^{\# 4}$

$$
\begin{equation*}
\mathcal{M}_{\text {physical }}=\lim _{\epsilon \rightarrow 0+} \mathcal{M}\left(s+i \epsilon, t_{0}\right) . \tag{1.30}
\end{equation*}
$$

[^3]

Figure 1.4: Integration contour $\mathcal{C}$ for Cauchy's theorem as in Eq. (1.31) (with $t_{0}=0$ ) and cut structure of the complex $s$-plane.

Up to this point we have a fairly good idea of the analytic structure of the function $\mathcal{M}\left(s, t_{0}\right)$, but to what end? To address this question we invoke Cauchy's theorem,

$$
\begin{equation*}
\mathcal{M}\left(s, t_{0}\right)=\frac{1}{2 \pi i} \int_{\mathcal{C}} d s^{\prime} \frac{\mathcal{M}\left(s^{\prime}, t_{0}\right)}{s^{\prime}-s} \tag{1.31}
\end{equation*}
$$

where the integration contour $\mathcal{C}$ is shown in the complex $s$-plane in Fig. 1.4. Provided that $\mathcal{M}\left(s, t_{0}\right)$ falls off sufficiently fast as $\left|s^{\prime}\right| \rightarrow \infty$, the contribution of the outer half-circles to the integral vanishes and we are left with

$$
\begin{equation*}
\mathcal{M}\left(s, t_{0}\right)=\frac{1}{2 \pi i} \int_{-\infty}^{-t_{0}} d s^{\prime} \frac{\operatorname{disc} \mathcal{M}\left(s^{\prime}, t_{0}\right)}{s^{\prime}-s}+\frac{1}{2 \pi i} \int_{4 M^{2}}^{\infty} d s^{\prime} \frac{\operatorname{disc} \mathcal{M}\left(s^{\prime}, t_{0}\right)}{s^{\prime}-s} \tag{1.32}
\end{equation*}
$$

where the discontinuities across the left- and right-hand cut respectively are defined as

$$
\begin{equation*}
\operatorname{disc} \mathcal{M}\left(s, t_{0}\right)=\lim _{\epsilon \rightarrow 0}\left[\mathcal{M}\left(s+i \epsilon, t_{0}\right)-\mathcal{M}\left(s-i \epsilon, t_{0}\right)\right] \tag{1.33}
\end{equation*}
$$

As long as $\langle m| S|n\rangle=\langle n| S|m\rangle$ the discontinuity can be expressed in terms of the imaginary part as $\operatorname{disc} \mathcal{M}\left(s, t_{0}\right)=2 i \operatorname{Im} \mathcal{M}\left(s, t_{0}\right)$. In general, however, the discontinuity is complex as is the case in three-body decays. Using $s^{\prime}+t_{0}+u^{\prime}=4 M^{2}$, we can reexpress Eq. (1.32) according to

$$
\begin{equation*}
\mathcal{M}\left(s, t_{0}\right)=\frac{1}{2 \pi i} \int_{4 M^{2}}^{\infty} d s^{\prime}\left\{\frac{1}{s^{\prime}-s}+\frac{1}{s^{\prime}-u}\right\} \operatorname{disc} \mathcal{M}\left(s^{\prime}, t_{0}\right) \tag{1.34}
\end{equation*}
$$

This equation is a so-called fixed- $t$ dispersion relation and a very powerful tool at that: once the singularity structure of a particular process is known the full amplitude can be determined on the grounds of unitarity and crossing symmetry. Dispersion relations have found numerous application in scattering processes: currently the most precise determinations of $\pi \pi$ scattering
phase shifts are performed using so-called Roy equations. These are derived from fixed- $t$ dispersion relations using partial-wave expansions of the scattering amplitudes, see Refs. [37-41]. A very elaborate treatment of pion-nucleon scattering with Roy-Steiner equations (respecting the spin structure of the nucleon) as well as a dispersive calculation of the scalar form factor of the nucleon may be found in Refs. [42, 43].

Our discussion so far had a rather serious caveat. We assumed $\mathcal{M}\left(s, t_{0}\right)$ to drop off sufficiently fast as $|s| \rightarrow \infty$. However, this need not be (and in most relevant examples is not) the case. Let us instead assume that the amplitude behaves as

$$
\begin{equation*}
\left|\mathcal{M}\left(s, t_{0}\right)\right| \propto|s|^{N-1} . \tag{1.35}
\end{equation*}
$$

as $s \rightarrow \infty$. In this case the integral equation (1.34) does not converge. This can easily be remedied: the function

$$
\begin{equation*}
\frac{\mathcal{M}\left(s, t_{0}\right)}{\left(s-s_{1}\right) \ldots\left(s-s_{N}\right)}, \tag{1.36}
\end{equation*}
$$

has the desired behavior and tends to zero as $|s| \rightarrow \infty$. The new dispersion relation then takes the form,

$$
\begin{align*}
\mathcal{M}\left(s, t_{0}\right)=P(s)+\frac{\left(s-s_{1}\right) \ldots\left(s-s_{N}\right)}{2 \pi i} & \int_{4 M^{2}}^{\infty} d s^{\prime}\left\{\frac{1}{\left(s^{\prime}-s_{1}\right) \ldots\left(s^{\prime}-s_{N}\right)\left(s^{\prime}-s\right)}\right. \\
& \left.+\frac{1}{\left(s^{\prime}-u_{1}\right) \ldots\left(s^{\prime}-u_{N}\right)\left(s^{\prime}-u\right)}\right\} \operatorname{disc} \mathcal{M}\left(s^{\prime}, t_{0}\right) \tag{1.37}
\end{align*}
$$

where $u_{i}$ is determined by $s_{i}+t_{0}+u_{i}=4 M^{2}$ and $P(s)$ is a polynomial of degree $N-1$. The unknown $N$ coefficients are called subtraction constants and have to be fixed independently. In the case of $\pi \pi$ scattering for example this is done by matching the low-energy representation to ChPT (see Ref. [44]). We will discuss our matching procedures for the distinct processes at the appropriate stages of our analyses. In general we will determine the maximal number of necessary subtractions from the Froissart-Martin bound [45, 46], that states that the total cross section does not grow faster than $\log ^{2} s$ as $s \rightarrow \infty$.

In this section we introduced dispersion relations with a somewhat artificial example. Part II of this thesis is dedicated to the discussion of rather complicated "real-life" processes in hadronic three-body decays and transition form factors. There is, however, a rather simple example with a physical application: the pion vector form factor. We will revisit it quite frequently throughout the second part of this work, especially when discussing the transition form factors $\omega / \phi \rightarrow \pi^{0} \gamma^{*}$, so that it is as instructive as it is convenient to treat it in some detail at this stage, as we shall do in the following.

### 1.2.2 A simple application: the pion vector form factor

We consider the process of two pions converting into a photon. The matrix element for this process is given by

$$
\begin{equation*}
\left\langle\pi^{+}(p) \pi^{-}(q)\right| J_{\mu}(0)|0\rangle=i\left(p_{\mu}-q_{\mu}\right) F_{\pi}^{V}(s), \tag{1.38}
\end{equation*}
$$

where $J_{\mu}$ is the electromagnetic current and the scalar function $F_{\pi}^{V}(s)$ is known as the pion vector form factor. This process is particularly simple from a dispersive point-of-view, since it does not contain a left-hand cut: there are no physically allowed crossed-channel processes.


Figure 1.5: Diagram for the pion vector form factor. The black circle denotes the $\pi \pi$ scattering amplitude, the white circle the pion vector form factor describing the $\pi^{+} \pi^{-} \rightarrow \gamma$ transition.

To set up the dispersion relations as outlined in the previous section, we need to calculate the discontinuity of the form factor. To that end we assume that the form factor is dominated by $\pi \pi$ intermediate states as shown in Fig 1.5. The discontinuity of this diagram is given as $[47]^{\# 5}$
$(p-q)_{\mu} \operatorname{disc} F_{\pi}^{V}(s)=\frac{i}{2} \int \frac{d^{4} l}{(2 \pi)^{4}}(2 \pi) \delta\left(l^{2}-M_{\pi}^{2}\right)(2 \pi) \delta\left(\left(p_{s}-l\right)^{2}-M_{\pi}^{2}\right) \mathcal{T}_{I}\left(s, z_{l}\right)\left(p_{s}-2 l\right)_{\mu} F_{\pi}^{V}(s)$,
where $\mathcal{T}^{I}(s, z)$ denotes the $\pi \pi$ scattering amplitude of isospin $I$ in terms of $s$ and the center-of-mass scattering angle $\cos \theta_{l}=z_{l}, p_{s}=p+q$ with $p_{s}^{2}=s$, and $M_{\pi}$ is the pion mass. After carrying out the momentum integration, we obtain

$$
\begin{equation*}
(p-q)_{\mu} \operatorname{disc} F_{\pi}^{V}(s)=\frac{i}{64 \pi^{2}} \sigma_{\pi}(s) F_{\pi}^{V}(s) \int d \Omega_{l} \mathcal{T}_{I}^{*}\left(s, z_{l}\right)\left(p_{s}-2 l\right)_{\mu} \tag{1.40}
\end{equation*}
$$

where we defined $\sigma_{\pi}(s)=\sqrt{1-4 M_{\pi}^{2} / s}$ and the integral measure $d \Omega_{l}$ is the solid angle of the $\pi \pi$ subsystem. One can easily show (for example by evaluation in the center-of-mass system) that the integral can be rewritten as

$$
\begin{equation*}
\int d \Omega_{l} \mathcal{T}_{I}^{*}\left(s, z_{l}\right)\left(p_{s}-2 l\right)_{\mu}=2 \pi(p-q)_{\mu} \int_{-1}^{1} d z_{l} z_{l} \mathcal{T}_{I}^{*}\left(s, z_{l}\right) \tag{1.41}
\end{equation*}
$$

Using the partial-wave expansion of the $\pi \pi$ scattering amplitude,

$$
\begin{equation*}
\mathcal{T}_{I}(s, z)=32 \pi \sum_{\ell=0}^{\infty}(2 \ell+1) t_{\ell}^{I}(s) P_{\ell}(z) \tag{1.42}
\end{equation*}
$$

where $t_{\ell}^{I}(s)$ is the amplitude of the $\ell$-th partial wave with isospin $I$ and $P_{l}$ are the Legendre polynomials, along with the orthogonality condition,

$$
\begin{equation*}
(2 \ell+1) \int_{-1}^{1} d z P_{\ell}(z) P_{\ell^{\prime}}(z)=2 \delta_{\ell \ell^{\prime}} \tag{1.43}
\end{equation*}
$$

we find that only the $\ell=1$ partial-wave is projected out. Due to Bose symmetry only isospin $I=1$ contributes. We have

$$
\begin{equation*}
\operatorname{disc} F_{\pi}^{V}(s)=2 i \sigma_{\pi}(s) F_{\pi}^{V}(s) t_{1}^{1 *}(s) \theta\left(s-4 M_{\pi}^{2}\right) \tag{1.44}
\end{equation*}
$$

[^4]

Figure 1.6: Iteration of bubble diagrams for the vector form factor.
and finally, after reparametrizing the partial-wave amplitude via the phase shift,

$$
\begin{equation*}
t_{1}^{1}(s)=\frac{1}{\sigma_{\pi}(s)} \sin \delta_{1}^{1}(s) e^{i \delta_{1}^{1}(s)} \tag{1.45}
\end{equation*}
$$

we arrive at the final result for the discontinuity of the form factor,

$$
\begin{equation*}
\operatorname{disc} F_{\pi}^{V}(s)=2 i F_{\pi}^{V}(s) \sin \delta_{1}^{1}(s) e^{-i \delta_{1}^{1}(s)} \theta\left(s-4 M_{\pi}^{2}\right) . \tag{1.46}
\end{equation*}
$$

The above is the manifestation of Watson's final-state theorem [48] that states that the phase of the form factor below inelastic thresholds is given by the two-particle scattering phase shift, $\delta_{F_{\pi}^{V}}(s)=\delta_{1}^{1}(s)$. We can construct an analytical solution for Eq. (1.46): first consider a special solution $\Omega_{1}^{1}(s)$ that is free of zeros (otherwise the zeros can be subsumed in a polynomial). We obtain the general solution for $F_{\pi}^{V}(s)$ by multiplying with a real polynomial $P(s)$,

$$
\begin{equation*}
F_{\pi}^{V}(s)=P(s) \Omega_{1}^{1}(s) . \tag{1.47}
\end{equation*}
$$

Noting that the special solution to Eq. (1.46) has to fulfill

$$
\begin{equation*}
\Omega_{1}^{1}(s-i \epsilon)=\Omega_{1}^{1}(s+i \epsilon) e^{-2 i \delta_{1}^{1}(s)}, \tag{1.48}
\end{equation*}
$$

we find upon taking the logarithm that

$$
\begin{equation*}
\operatorname{disc} \log \Omega_{1}^{1}(s)=2 i \delta_{1}^{1}(s), \tag{1.49}
\end{equation*}
$$

which can be cast into a dispersion relation

$$
\begin{equation*}
\log \Omega_{1}^{1}(s)=\frac{1}{2 \pi i} \int_{4 M_{\pi}^{2}}^{\infty} d s^{\prime} \frac{\text { disc } \log \Omega_{1}^{1}\left(s^{\prime}\right)}{s^{\prime}-s} \tag{1.50}
\end{equation*}
$$

Adjusting the normalization in such a way that $\Omega_{1}^{1}(0)=1$, we arive at the final result,

$$
\begin{equation*}
\Omega_{1}^{1}(s)=\exp \left\{\frac{s}{\pi} \int_{4 M_{\pi}^{2}}^{\infty} d s^{\prime} \frac{\delta_{1}^{1}\left(s^{\prime}\right)}{s^{\prime}\left(s^{\prime}-s\right)}\right\} . \tag{1.51}
\end{equation*}
$$

The above solution for the form factor integral equation is known as the Omnès function [49] (see also Ref. [50]). One can think of it as an iteration of bubble diagrams as visualized in Fig. 1.6. The Omnès function is entirely determined by the input for the Pwave phase shift of $\pi \pi$ scattering, on which we will comment more elaborately at a later stage. We reiterate that the solution we derived here is valid for elastic scattering. Inelastic channels modify the unitarity relation (1.46), see Refs. [51-53]. Nevertheless, Eq. (1.51) is of fundamental importance: it has been used to constrain the contribution of hadronic vacuum polarization to $g-2$ of the muon $[52,53]$ and is an essential input for the Roy-Steiner analysis of $\pi N$ scattering [42,43]. We will make ample use of it in our analyses of three-body decays and transition form factors.

## Part I

Perturbative methods: Non-relativistic effective field theory

## Chapter 2

## Rescattering effects in $\boldsymbol{\eta} \rightarrow 3 \pi$ <br> decays ${ }^{\# 1}$

### 2.1 Introduction

The decay $\eta \rightarrow 3 \pi$ has been the center of attention in many theoretical and experimental works over the recent decades. The considerable interest is due to the fact that the decay can only occur via isospin-breaking operators and is therefore sensitive to the up- and down-quark mass difference. Indeed, the $\eta \rightarrow 3 \pi$ transition amplitude is inversely proportional to the quark mass double ratio $\mathcal{Q}^{2}$,

$$
\begin{equation*}
\frac{1}{\mathcal{Q}^{2}}=\frac{m_{d}^{2}-m_{u}^{2}}{m_{s}^{2}-\hat{m}^{2}}, \quad \hat{m}=\frac{1}{2}\left(m_{u}+m_{d}\right), \tag{2.1}
\end{equation*}
$$

and thus the decay provides an excellent testing ground for the breaking of chiral symmetry.
Despite valiant efforts it seemed difficult to bring theoretical description and experimental results in agreement. First attempts that relied on an electromagnetic transition [55,56] were unsuccessful in explaining the decay. $\mathrm{SU}(3)$ current algebra techniques in combination with the partially conserved axial-vector current hypothesis $[57,58]$ were generalized to $\mathrm{SU}(3)$ chiral perturbation theory (ChPT) and initiated systematic improvements to the decay rate. While the one- and two-loop corrections to the decay were sizable [59,60], a consistent implementation of electromagnetic contributions only lead to small effects $[61,62]$. Despite these theoretical improvements the Dalitz plot expansion, especially of the neutral decay, remained an unsolved puzzle. The slope $\alpha$ vanishes at leading order, while at next-to-leading order ( $\mathcal{O}\left(p^{4}\right)$, one loop) it disagrees in sign with experimental findings [63-71]. The same holds for the next-to-next-to-leading order ( $\mathcal{O}\left(p^{6}\right)$, two loops) calculation [60]. The error on the final result is rather large, so that it allows for a negative slope parameter. However, this error is not based on the uncertainties due to the low-energy constants at $\mathcal{O}\left(p^{6}\right)$, which are estimated by resonance saturation, but results solely from the authors' fitting procedure.

It has been argued that $\pi \pi$ final-state interactions are the dominant force behind the sizable corrections [72,73], motivating several dispersive analyses [74-78] (see also Ref. [79]), which were able to give a more robust prediction of the slope parameter. Among the shortcomings of these dispersion relation techniques and the next-to-next-to-leading-order calculation is the

[^5]treatment of higher-order isospin-breaking effects due to electromagnetism, as for example the mass difference between charged and neutral pions. It is not yet clear how to incorporate these effects.

An analysis of $\eta \rightarrow 3 \pi$ in the framework of unitarized chiral perturbation theory has been conducted in Ref. [80], producing remarkable agreement with experiment. In particular, the experimental value of the slope parameter in the neutral decay channel can be accommodated. However, since this approach is based on an elaborate fitting procedure, wherein the $\mathrm{U}(3)$ expansion parameters are determined from several hadronic $\eta$ and $\eta^{\prime}$ decay channels, among those $\eta \rightarrow 3 \pi$, we do not consider this value for the slope parameter an unbiased prediction. Finally, a study of $\eta \rightarrow 3 \pi$ in the framework of resummed ChPT is currently work in progress [81].

In this chapter we attempt to bridge the gap between the ChPT prediction and the dispersive analysis using the modified non-relativistic effective field theory framework. While this framework does not allow for a fundamental prediction of physical observables, it is ideally suited to study the dynamics of the final-state interactions. At two-loop accuracy and with the correct empirical $\pi \pi$ scattering parameters, we ought to have a reasonable approximation to the full dispersive resummation of rescattering effects at hand, so when matching to ChPT at $\mathcal{O}\left(p^{4}\right)$, we can hope to find a transparent interpretation of the dispersive results obtained in a similar fashion [74]. Additionally, the non-relativistic framework provides access to investigating the effects of isospin-breaking corrections.

This chapter is organized as follows. In Section 2.2 we begin with a general discussion of the properties of the $\eta \rightarrow 3 \pi$ decay and a short description of the Dalitz plot expansion and the conventions used throughout this chapter. An introduction to the non-relativistic framework, its power counting, the matching procedure, and numerical input is given in Section 2.3. Sections 2.4 and 2.5 comprise the analytic and numerical results in the isospin limit and with isospin breaking included. In Section 2.6 we study final-state interaction effects on an isospin relation between the charged and the neutral decay channel. In Section 2.7 finally, we briefly comment on the $\eta \rightarrow 3 \pi$ partial widths and their ratio, before summarizing our findings in Section 2.8. Several details of the calculation and more laborious formulae are relegated to the appendices.

### 2.2 Dalitz plot expansion of the decay amplitude

In the following we consider the charged and neutral decay modes

$$
\begin{align*}
& \eta\left(P_{\eta}\right) \rightarrow \pi^{+}\left(p_{1}\right) \pi^{-}\left(p_{2}\right) \pi^{0}\left(p_{3}\right), \quad s_{1}+s_{2}+s_{3}=3 s_{c}=M_{\eta}^{2}+2 M_{\pi}^{2}+M_{\pi^{0}}^{2}, \\
& Q_{c}=M_{\eta}-2 M_{\pi}-M_{\pi^{0}}, \\
& \eta\left(P_{\eta}\right) \rightarrow \pi^{0}\left(p_{1}\right) \pi^{0}\left(p_{2}\right) \pi^{0}\left(p_{3}\right), \quad s_{1}+s_{2}+s_{3}=3 s_{n}=M_{\eta}^{2}+3 M_{\pi^{0}}^{2}, \\
& Q_{n}=M_{\eta}-3 M_{\pi^{0}}, \tag{2.2}
\end{align*}
$$

where the kinematical variables are defined as $s_{i}=\left(P_{\eta}-p_{i}\right)^{2}$ with $p_{i}^{2}=M_{i}^{2}, i=1,2,3$, and $Q_{n / c}$ is the excess energy of the respective channel. ${ }^{\# 1}$ We will use the notation $M_{\pi} \doteq M_{\pi^{ \pm}}$ throughout.

[^6]In experimental analyses of these decays, the squared absolute value of the amplitude is conventionally expanded as a polynomial around the center of the Dalitz plot in terms of symmetrized coordinates. For the charged decay channel one uses

$$
\begin{equation*}
x=\sqrt{3} \frac{E_{2}-E_{1}}{Q_{c}}=\frac{s_{1}-s_{2}}{\sqrt{3} R_{c}}, \quad y=\frac{3 E_{3}}{Q_{c}}-1=\frac{s_{n}-s_{3}}{R_{c}}+\delta \tag{2.3}
\end{equation*}
$$

where $E_{i}=p_{i}^{0}-M_{i}$ is the kinetic energy of $i$-th particle in the $\eta$ rest frame, and we used the definitions

$$
\begin{equation*}
p_{i}^{0}=\frac{M_{\eta}^{2}+M_{i}^{2}-s_{i}}{2 M_{\eta}}, \quad R_{c / n}=\frac{2}{3} M_{\eta} Q_{c / n}, \quad \delta=\frac{Q_{n}}{Q_{c}}-1 \tag{2.4}
\end{equation*}
$$

For the neutral channel one defines

$$
\begin{gather*}
z=\frac{2}{3} \sum_{i=1}^{3}\left(\frac{3 E_{i}}{Q_{n}}-1\right)^{2}=\frac{2}{3} \sum_{i=1}^{3} \frac{\left(s_{i}-s_{n}\right)^{2}}{R_{n}^{2}}=x_{n}^{2}+y_{n}^{2} \\
x_{n}=\sqrt{z} \cos (\phi), \quad y_{n}=\sqrt{z} \sin (\phi) \tag{2.5}
\end{gather*}
$$

where we have introduced polar coordinates $(z, \phi)$ in the center of the Dalitz plot. These definitions of $x_{n}$ and $y_{n}$ agree with $x$ and $y$ only for $M_{\pi}=M_{\pi^{0}}$. In current experimental analyses data is then fitted to the Dalitz plot distribution, which is of the form (assuming charge conjugation invariance)

$$
\begin{align*}
\left|\mathcal{M}_{c}(x, y)\right|^{2} & =\left|\mathcal{N}_{c}\right|^{2}\left\{1+a y+b y^{2}+d x^{2}+f y^{3}+g x^{2} y+\ldots\right\} \\
\left|\mathcal{M}_{n}(z)\right|^{2} & =\left|\mathcal{N}_{n}\right|^{2}\left\{1+2 \alpha z+2 \beta z^{3 / 2} \sin (3 \phi)+2 \gamma z^{2}+\ldots\right\} \tag{2.6}
\end{align*}
$$

where $a, b, d, f, g$ and $\alpha, \beta, \gamma$ are the Dalitz plot parameters and $\mathcal{N}_{c}, \mathcal{N}_{n}$ are the normalizations of the charged and the neutral decay, respectively. We note that of the higher-order parameters beyond quadratic order in $x$ and $y$, only $f$ has been measured so far (by the KLOE collaboration [82] and in Ref. [83]). However, with the advent of very high statistics measurements for $\eta \rightarrow 3 \pi^{0}$ e.g. at MAMI [84], a determination of $\beta$ and $\gamma$ might not be beyond the realm of possibility.

We wish to comment on the validity of the polynomial expansion Eq. (2.6) in particular for the neutral decay channel. The boundary of the Dalitz plot for $\eta \rightarrow 3 \pi^{0}$ is shown in Fig. 2.1. The dotted lines denote the three symmetry axes, the dotted circle depicts the beginning of the rapid decrease of pure phase space for radii $\sqrt{z}>\sqrt{0.756}$. It is important to note that the cusps due to $\pi^{+} \pi^{-} \rightarrow \pi^{0} \pi^{0}$ final state rescattering occur at $s_{i}=4 M_{\pi}^{2}$ and not at a single $z$ value; the smallest and the largest values of $z$ crossing the cusp lines $(z=0.598$ and $z=0.882$, respectively) are indicated at the corresponding arrows. Therefore the polynomial representation for the neutral Dalitz plot distribution (2.6) is only valid for $z<0.598$, i.e. inside the dashed circle.

Table 2.1 summarizes the latest experimental determinations and theoretical predictions for $\alpha$. In the following we propose an explanation for the disagreement between the ChPT result and experimental data. Our findings substantiate the dispersive result [74], and we are confident that it leads to a better understanding of the nature of the final-state interactions.

It is worthwhile at this point to quote the ChPT decay amplitudes at leading order $p^{2}$ and up to next-to-leading order in the isospin-breaking parameters $m_{d}-m_{u}$ and $e^{2}$. For the


Figure 2.1: Boundary of the $\eta \rightarrow 3 \pi^{0}$ Dalitz plot. Dotted: symmetry axes and biggest enclosed circle. Dashed: cusps at $s_{i}=4 M_{\pi}^{2}$ and corresponding circle. Arrows: indicating specific $z$ values (see text for details).
charged and neutral decay, respectively, they read [62] (we use the Condon-Shortley phase convention throughout)

$$
\begin{align*}
& \mathcal{M}_{c}^{\mathrm{LO}}\left(s_{1}, s_{2}, s_{3}\right)=\frac{B_{0}\left(m_{d}-m_{u}\right)}{3 \sqrt{3} F_{\pi}^{2}}\left\{1+\frac{3\left(s_{3}-s_{n}\right)}{M_{\eta}^{2}-M_{\pi^{0}}^{2}}\right\}, \\
& \mathcal{M}_{n}^{\mathrm{LO}}\left(s_{1}, s_{2}, s_{3}\right)=-\frac{B_{0}\left(m_{d}-m_{u}\right)}{\sqrt{3} F_{\pi}^{2}}, \tag{2.7}
\end{align*}
$$

where $F_{\pi}=92.2 \mathrm{MeV}$ is the pion decay constant, and $B_{0}$ is linked to the quark condensate in the ( $\mathrm{SU}(3)$ ) chiral limit in the standard manner. Equation (2.7) shows the isospin-violating nature of the decay, as both leading-order amplitudes are explicitly of order $m_{d}-m_{u}$. At that order in isospin breaking, the $\eta \rightarrow 3 \pi$ amplitudes fulfill the well-known $\Delta I=1$ relation

$$
\begin{equation*}
\mathcal{M}_{n}\left(s_{1}, s_{2}, s_{3}\right)=-\mathcal{M}_{c}\left(s_{1}, s_{2}, s_{3}\right)-\mathcal{M}_{c}\left(s_{2}, s_{3}, s_{1}\right)-\mathcal{M}_{c}\left(s_{3}, s_{1}, s_{2}\right), \tag{2.8}
\end{equation*}
$$

which can be easily checked in Eq. (2.7). This relation even holds in general at leading order in the isospin-breaking parameters, i.e. also for terms of $\mathcal{O}\left(e^{2}\right)$ [61], and is only violated at $\mathcal{O}\left(\left(m_{d}-m_{u}\right) e^{2}\right)$ [62]. In the following, we will often adopt a loose way of talking and speak about the isospin limit for the charged and neutral $\eta \rightarrow 3 \pi$ amplitudes; this only refers to the approximation in which the relation Eq. (2.8) holds, in particular $M_{\pi^{0}}=M_{\pi}$, and not to the limit $m_{u}=m_{d}$, where the decay $\eta \rightarrow 3 \pi$ is (almost) forbidden.

Note furthermore that all contributions involving $\Delta_{\pi}=M_{\pi}^{2}-M_{\pi^{0}}^{2}=\mathcal{O}\left(e^{2}\right)$ in the charged decay amplitude have been absorbed by writing Eq. (2.7) in terms of $s_{n}$. This motivates an expansion of the decay amplitudes of both channels around the point $s_{3}=s_{n}, s_{1}=s_{2}$ : we anticipate that, defined this way, higher-order isospin-breaking corrections to the $\Delta I=1$ rule for the normalization of the amplitude are going to be of chiral order $p^{4}$, without contributions from the tree-level amplitudes Eq. (2.7), and therefore small. This "center" of the Dalitz plot

| Theory | $\alpha$ |  |
| :---: | :--- | :---: |
| ChPT $\mathcal{O}\left(p^{4}\right)[59]$ | +0.013 |  |
| ChPT $\mathcal{O}\left(p^{6}\right)[60]$ | $+0.013 \pm 0.032$ |  |
| Dispersive [74] | $-0.007 \ldots-0.014$ |  |
| Experiment | $\alpha$ |  |
| Crystal Ball@BNL [63] | $-0.031 \pm 0.004$ |  |
| Crystal Barrel@LEAR [64] | $-0.052 \pm 0.020$ |  |
| GAMS-2000 [65] | $-0.022 \pm 0.023$ |  |
| KLOE [66] | $-0.0301 \pm 0.0035_{-0.0035}^{+0.0022}$ |  |
| MAMI-B [67] | $-0.032 \pm 0.002 \pm 0.002$ |  |
| MAMI-C [68] | $-0.032 \pm 0.003$ |  |
| SND [69] | $-0.010 \pm 0.021 \pm 0.010$ |  |
| WASA@CELSIUS [70] | $-0.026 \pm 0.010 \pm 0.010$ |  |
| WASA@COSY [71] | -0.027 |  |

Table 2.1: Theoretical predictions and experimental findings on the slope parameter $\alpha$.
then corresponds to $s_{1}=s_{2}=s_{3}=s_{n}$ and $x_{n}=y_{n}=z=0$ in the neutral channel, but to $s_{1}=s_{2}=s_{n}+\Delta_{\pi}, s_{3}=s_{n}$ or $x=0$ and $y=\delta \neq 0$ in the charged case. The charged and neutral decay amplitudes then take the form

$$
\begin{align*}
\mathcal{M}_{c}\left(s_{1}, s_{2}, s_{3}\right)= & \tilde{\mathcal{N}}_{c}\left\{1+\tilde{a}\left(s_{3}-s_{n}\right)+\tilde{b}\left(s_{3}-s_{n}\right)^{2}+\tilde{d}\left(s_{1}-s_{2}\right)^{2}+\tilde{f}\left(s_{3}-s_{n}\right)^{3}\right. \\
& \left.+\tilde{g}\left(s_{1}-s_{2}\right)^{2}\left(s_{3}-s_{n}\right)+\ldots\right\} \\
= & \mathcal{N}_{c}\left\{1+\bar{a} y+\bar{b} y^{2}+\bar{d} x^{2}+\bar{f} y^{3}+\bar{g} x^{2} y+\ldots+\mathcal{O}\left(\left(R_{n}-R_{c}\right)^{2}\right)\right\} \\
\mathcal{M}_{n}\left(s_{1}, s_{2}, s_{3}\right)= & \mathcal{N}_{n}\left\{1+\tilde{\alpha}\left[\left(s_{1}-s_{n}\right)^{2}+\left(s_{2}-s_{n}\right)^{2}+\left(s_{3}-s_{n}\right)^{2}\right]\right. \\
& +\tilde{\beta}\left[\left(s_{1}-s_{n}\right)^{3}+\left(s_{2}-s_{n}\right)^{3}+\left(s_{3}-s_{n}\right)^{3}\right] \\
& \left.+\tilde{\gamma}\left[\left(s_{1}-s_{n}\right)^{4}+\left(s_{2}-s_{n}\right)^{4}+\left(s_{3}-s_{n}\right)^{4}\right]+\ldots\right\} \\
= & \mathcal{N}_{n}\left\{1+\bar{\alpha} z+\bar{\beta} z^{3 / 2} \sin (3 \phi)+\bar{\gamma} z^{2}+\ldots\right\} \tag{2.9}
\end{align*}
$$

The relations between the expansion parameters up to first order in isospin breaking are found to be

$$
\begin{align*}
& \mathcal{N}_{c}=\overline{\mathcal{N}}_{c} \times \tilde{\mathcal{N}}_{c}, \quad \overline{\mathcal{N}}_{c}=1+\tilde{a}\left(R_{n}-R_{c}\right) \\
& \bar{a}=-R_{c} \frac{\tilde{a}+2\left(R_{n}-R_{c}\right) \tilde{b}}{\overline{\mathcal{N}}_{c}}, \quad \bar{b}=R_{c}^{2} \frac{\tilde{b}+3\left(R_{n}-R_{c}\right) \tilde{f}}{\overline{\mathcal{N}}_{c}}, \quad \bar{d}=3 R_{c}^{2} \frac{\tilde{d}+\tilde{g}\left(R_{n}-R_{c}\right)}{\overline{\mathcal{N}}_{c}} \\
& \bar{f}=-\frac{R_{c}^{3} \tilde{f}}{\overline{\mathcal{N}}_{c}}, \quad \bar{g}=-\frac{3 R_{c}^{3} \tilde{g}}{\overline{\mathcal{N}}_{c}}, \quad \bar{\alpha}=\frac{3}{2} R_{n}^{2} \tilde{\alpha}, \quad \bar{\beta}=\frac{3}{4} R_{n}^{3} \tilde{\beta}, \quad \bar{\gamma}=\frac{9}{8} R_{n}^{4} \tilde{\gamma} . \tag{2.10}
\end{align*}
$$

The expansion in powers of $R_{n}-R_{c} \simeq 3.35 \times 10^{-3} \mathrm{GeV}^{2}$ hinges on the fact that we have considered isospin breaking corrections in the definition of $y$ (in the isospin limit, $R_{n}=R_{c}$,
we reproduce the results derived in Ref. [60]). The relations to the Dalitz plot parameters of the squared value of the respective amplitudes Eq. (2.6) are then easily shown to be

$$
\begin{align*}
& a=2 \operatorname{Re}(\bar{a}), \quad b=|\bar{a}|^{2}+2 \operatorname{Re}(\bar{b}), \quad d=2 \operatorname{Re}(\bar{d}), \quad f=2 \operatorname{Re}\left(\bar{a} \bar{b}^{*}+\bar{f}\right), \\
& g=2 \operatorname{Re}\left(\bar{a} \bar{d}^{*}+\bar{g}\right),  \tag{2.11}\\
& \alpha=\operatorname{Re}(\bar{\alpha}) \text {, } \\
& \beta=\operatorname{Re}(\bar{\beta}), \quad \gamma=\operatorname{Re}(\bar{\gamma}) .
\end{align*}
$$

The $\Delta I=1$ rule Eq. (2.8) gives rise to relations between Dalitz plot parameters and normalizations of the neutral and the charged decay amplitude, namely

$$
\begin{equation*}
\mathcal{N}_{n}=-3 \tilde{\mathcal{N}}_{c}, \quad \tilde{\alpha}=\frac{1}{3}(\tilde{b}+3 \tilde{d}) . \tag{2.12}
\end{equation*}
$$

### 2.3 Modified non-relativistic effective field theory and $\eta \rightarrow 3 \pi$

An analysis of $\eta \rightarrow 3 \pi$ within the non-relativistic framework is useful for the following reasons. While the non-relativistic amplitude is perturbative, just as the chiral amplitude, it allows for a more accurate implementation of $\pi \pi$ interactions due to the inclusion of phenomenological threshold parameters as determined from Roy equations. Non-perturbative treatments, as for example dispersive analyses, are expected to yield yet more precise results. Compared to such numerically very involved studies, however, the NREFT calculation leads to a very transparent analytic representation. Moreover, it allows for the direct implementation of isospin breaking in particular in all kinematic effects, which is much more involved in ChPT and still in its infancy in dispersive analyses [85]. In that context it is useful to narrow down the precise definition of the term "non-relativistic" as it is used in our work.

Our representation of the decay amplitude is only non-relativistic in the sense that inelastic thresholds outside the physical region are subsumed into point-like effective coupling constants. Inside the physical region, however, we arrive at a fully covariant expression with the correct non-analytic low-energy behavior. The number of low-energy Dalitz plot couplings to be included in the Lagrangian at tree-level is modeled after the traditional (experimental) Dalitz plot expansion, which seems to yield a rather good description of the experimental data in the center of the Dalitz plot. We note again, see Section 2.2, that the full Dalitz plot is not accurately described by a polynomial expansion, since such a representation neglects non-analytic effects, such as cusps at the opening of the charged pion threshold (see also Refs. [26, 28, 62]).

In fact, the non-relativistic approach to $\eta \rightarrow 3 \pi$ is not entirely new. In Ref. [28] the authors performed a fit to experimental data in an attempt to investigate the cusp effect in $\eta \rightarrow 3 \pi^{0}$ generated at the opening of the charged pion threshold. The scope of our work is entirely different. We focus specifically on an analysis of the Dalitz plot parameters based on numerical input parameters derived from ChPT. For that endeavor the amplitudes are calculated to yet-higher accuracy in order to ensure the incorporation of the most prominent effects generated by the final-state interactions. In the following section we briefly report how the modified non-relativistic framework is applied to $\eta \rightarrow 3 \pi$.

### 2.3.1 Power counting (1): specifics for $\eta \rightarrow 3 \pi$

Let us review the power counting based on what we have observed in Section 1.1.1. We use the formal parameter $\epsilon$ and count as before

- pion 3-momenta in the $\eta$ rest frame as $\mathcal{O}(\epsilon)$,
- kinetic energies $T_{i}=p_{i}^{0}-M_{i}$ as $\mathcal{O}\left(\epsilon^{2}\right)$,
- masses of the particles involved as $\mathcal{O}(1)$, but now isospin breaking effects such as $\Delta_{\pi}=$ $M_{\pi}^{2}-M_{\pi^{0}}^{2}$ are counted as $\mathcal{O}\left(\epsilon^{2}\right)$,
- and the excess energy $Q_{n}=M_{\eta}-3 M_{\pi^{0}}$ and $Q_{c}=M_{\eta}-2 M_{\pi}-M_{\pi^{0}}$ as $\mathcal{O}\left(\epsilon^{2}\right)$.

Loop corrections in the perturbative series involve $\pi \pi$ rescattering at not-too-high energies, which can be related to the effective range expansion of the $\pi \pi$ amplitude. Since these effective range parameters are phenomenologically small, we use them as an additional power counting parameter, referred to generically as $a_{\pi \pi}$. We thus have a correlated expansion in $a_{\pi \pi}$ and $\epsilon$ and can uniquely assign powers to our loop expansion (see also Refs. [25-27,33]).

### 2.3.2 Non-relativistic Lagragian and tree-level amplitudes

In this section we provide the non-relativistic Lagrangian that is required for the calculations performed in this work. These results have previously been reported in Ref. [26]. The full Lagrangian for the process is composed of a direct $\eta \rightarrow 3 \pi$ part and $\pi \pi$ final-state interactions. We start off by displaying the $\eta \rightarrow 3 \pi$ Lagrangian,

$$
\begin{align*}
\mathcal{L}_{\eta} & =2 \eta^{\dagger} W_{\eta}\left(i \partial_{t}-W_{\eta}\right) \eta+L_{0}\left(K^{\dagger} \Phi_{0} \Phi_{+} \Phi_{-}+h . c .\right) \\
& +L_{1}\left(\eta^{\dagger}\left(W_{0}-M_{\pi^{0}}\right) \Phi_{0} \Phi_{+} \Phi_{-}+h . c .\right)+L_{2}\left(\eta^{\dagger}\left(W_{0}-M_{\pi^{0}}\right) \Phi_{0} \Phi_{+} \Phi_{-}+h . c .\right) \\
& +L_{3}\left(\eta^{\dagger} \Phi_{0}\left(W_{ \pm}^{2} \Phi_{+} \Phi_{-}+\Phi_{+} W_{ \pm}^{2} \Phi_{-}-2 W_{ \pm} \Phi_{+} W_{ \pm} \Phi_{-}\right)+h . c .\right) \\
& +\frac{1}{6}\left(\eta^{\dagger} \Phi_{0}^{3}+h . c .\right)+\frac{1}{2} K_{1}\left(\eta^{\dagger} \Phi_{0}^{2}\left(W_{0}-M_{\pi^{0}}\right)^{2} \Phi_{0}+h . c .\right)+\ldots \tag{2.13}
\end{align*}
$$

where $W_{i}=\sqrt{M_{i}^{2}-\Delta}$ and $\eta, \Phi_{ \pm}, \Phi_{0}$ denote the non-relativistic fields of the $\eta$ particle, the charged, and the neutral pion, respectively. The Lagrangian in Eq. (2.13) is an expansion valid up to $\mathcal{O}\left(\epsilon^{4}\right)$ in the counting scheme. It gives rise to the tree-level amplitudes

$$
\begin{align*}
& \mathcal{M}_{n}^{\text {tree }}\left(s_{1}, s_{2}, s_{3}\right)=K_{0}+K_{1}\left[\left(p_{1}^{0}-M_{\pi^{0}}\right)^{2}+\left(p_{2}^{0}-M_{\pi^{0}}\right)^{2}+\left(p_{3}^{0}-M_{\pi^{0}}\right)^{2}\right]+\mathcal{O}\left(\epsilon^{6}\right) \\
& \mathcal{M}_{c}^{\text {tree }}\left(s_{1}, s_{2}, s_{3}\right)=L_{0}+L_{1}\left(p_{3}^{0}-M_{\pi^{0}}\right)+L_{2}\left(p_{3}^{0}-M_{\pi^{0}}\right)^{2}+L_{3}\left(p_{1}^{0}-p_{2}^{0}\right)^{2}+\mathcal{O}\left(\epsilon^{6}\right) \tag{2.14}
\end{align*}
$$

where the low-energy couplings $K_{i}, L_{i}$ are of $\mathcal{O}(1)$ and are related to the traditional Dalitz plot, see Section 2.3.4. The isospin relation Eq. (2.8) translates into

$$
\begin{equation*}
K_{0}=-\left(3 L_{0}+L_{1} Q_{n}-L_{3} Q_{n}^{2}\right), \quad K_{1}=-\left(L_{2}+3 L_{3}\right) \tag{2.15}
\end{equation*}
$$

The number of constants included here corresponds to expanding the Dalitz plot up to quadratic order; we briefly comment on the possible inclusion of cubic terms at tree level in Section 2.4.2. We remark that the number of four independent tree-level couplings (in the isospin limit) chosen here equals the number of subtraction constants in several of the dispersive analyses [75, 76] (compare Refs. [77, 78], though).

Similarly, the Lagrangian for $\pi \pi$ finals-state interactions can be determined. We consider the following final-state processes $(i)\left(\pi^{a} \pi^{b} \rightarrow \pi^{c} \pi^{d}\right):(00)(00 ; 00),(+0)(+0 ;+0),(x)$ $(+-; 00)$, and $(+-)(+-;+-)$. The Lagrangian can be displayed as

$$
\begin{equation*}
\mathcal{L}_{\pi \pi}=2 \sum_{ \pm} \Phi_{ \pm}^{\dagger} W_{ \pm}\left(i \partial_{t}-W_{ \pm}\right) \Phi_{ \pm}+2 \Phi_{0}^{\dagger} W_{0}\left(i \partial_{t}-W_{0}\right) \Phi_{0}+\sum_{i=(00), \ldots,(+-)} \mathcal{L}_{i} \tag{2.16}
\end{equation*}
$$

and upon introducing the notations

$$
\begin{array}{rlrl}
\left(\Phi_{n}\right)_{\mu} & =\left(\mathcal{P}_{n}\right)_{\mu} \Phi_{n}, & \left(\Phi_{n}\right)_{\mu \nu}=\left(\mathcal{P}_{n}\right)_{\mu}\left(\mathcal{P}_{n}\right)_{\nu} \Phi_{n}, & \\
\left(\mathcal{P}_{n}\right)_{\mu}=\left(W_{n},-i \nabla\right),  \tag{2.17}\\
\left(\Phi_{n}^{\dagger}\right)_{\mu} & =\left(\mathcal{P}_{n}^{\dagger}\right)_{\mu} \Phi_{n}^{\dagger}, & \left(\Phi_{n}^{\dagger}\right)_{\mu \nu}=\left(\mathcal{P}_{n}^{\dagger}\right)_{\mu}\left(\mathcal{P}_{n}^{\dagger}\right)_{\nu} \Phi_{n}^{\dagger}, & \\
\left.\mathcal{P}_{n}^{\dagger}\right)_{\mu}=\left(W_{n}, i \nabla\right)
\end{array}
$$

for $n=a, b, c, d$, one finds

$$
\begin{align*}
\mathcal{L}_{i}= & x_{i} C_{i}\left\{\Phi_{c}^{\dagger} \Phi_{d}^{\dagger} \Phi_{a} \Phi_{b}+h . c .\right\} \\
& +x_{i} D_{i}\left\{\left(\Phi_{c}^{\dagger}\right)_{\mu}\left(\Phi_{d}^{\dagger}\right)^{\mu} \Phi_{a} \Phi_{b}+\Phi_{c}^{\dagger} \Phi_{d}^{\dagger}\left(\Phi_{a}\right)_{\mu}\left(\Phi_{b}\right)^{\mu}-h_{i} \Phi_{c}^{\dagger} \Phi_{d}^{\dagger} \Phi_{a} \Phi_{b}+h . c .\right\} \\
& \left.\left.+\frac{u_{i} E_{i}}{2}\left\{\left(\Phi_{c}^{\dagger}\left(\Phi_{d}^{\dagger}\right)^{\mu}-\left(\Phi_{c}^{\dagger}\right)^{\mu} \Phi_{d}^{\dagger}\right)\right)\left(\left(\Phi_{a}\right)_{\mu} \Phi_{b}\right)-\Phi_{a}\left(\Phi_{b}\right)_{\mu}\right)+h . c .\right\} \\
& +x_{i} F_{i}\left\{\left(\Phi_{c}^{\dagger}\right)_{\mu \nu}\left(\Phi_{d}^{\dagger}\right)^{\mu \nu} \Phi_{a} \Phi_{b}+\Phi_{c}^{\dagger} \Phi_{d}^{\dagger}\left(\Phi_{a}\right)_{\mu \nu}\left(\Phi_{b}\right)^{\mu \nu}\right. \\
& +2\left(\Phi_{c}^{\dagger}\right)_{\mu}\left(\Phi_{d}^{\dagger}\right)^{\mu}\left(\Phi_{a}\right)_{\nu}\left(\Phi_{b}\right)^{\nu}+h_{i}^{2} \Phi_{c}^{\dagger} \Phi_{d}^{\dagger} \Phi_{a} \Phi_{b} \\
& \left.\quad-2 h_{i}\left(\left(\Phi_{c}^{\dagger}\right)_{\mu}\left(\Phi_{d}^{\dagger}\right)^{\mu} \Phi_{a} \Phi_{b}+\Phi_{c}^{\dagger} \Phi_{d}^{\dagger}\left(\Phi_{a}\right)_{\mu}\left(\Phi_{b}\right)^{\mu}\right)+h . c .\right\}+\ldots \tag{2.18}
\end{align*}
$$

where $h_{i}=s_{i}^{\text {thr }}-\frac{1}{2}\left(M_{a}^{2}+M_{b}^{2}+M_{c}^{2}+M_{d}^{2}\right)$, and $s_{i}^{\text {thr }}$ denotes the threshold of the pertinent channel, $s_{00}^{\text {thr }}=4 M_{\pi^{0}}^{2}, s_{+0}^{\text {thr }}=\left(M_{\pi^{0}}+M_{\pi}\right)^{2}, s_{x}^{\text {thr }}=4 M_{\pi}^{2}, s_{+-}^{\text {thr }}=4 M_{\pi}^{2}$. The combinatorial factors are given as $x_{00}=1 / 4, x_{+0}=x_{x}=x_{+-}=1, u_{00}=u_{x}=0, u_{+0}=u_{+-}=1$. The expansion is valid up-to-and-including $\mathcal{O}\left(\epsilon^{4}\right)$ in the $S$ wave and $\mathcal{O}\left(\epsilon^{2}\right)$ in the P and D waves. From Eq. (2.18) we can derive the threshold expansion of the amplitudes up to $\mathcal{O}\left(a_{\pi \pi}^{2} \epsilon^{2}\right)$ in the respective channels as

$$
\begin{align*}
& \operatorname{Re} T_{N R}^{00}=2 C_{00}+2 D_{00}\left(s-s_{00}^{\mathrm{thr}}\right)+2 F_{00}\left(s-s_{00}^{\mathrm{thr}}\right)^{2}+4 C_{x}^{2} J_{+-}(s)+\ldots, \\
& \operatorname{Re} T_{N R}^{x}=2 C_{x}+2 D_{x}\left(s-s_{x}^{\mathrm{thr}}\right)+2 F_{x}\left(s-s_{x}^{\mathrm{thr}}\right)^{2}+\ldots, \\
& \operatorname{Re} T_{N R}^{+0}=2 C_{+0}+2 D_{+0}\left(s-s_{+0}^{\mathrm{thr}}\right)+2 F_{+0}\left(s-s_{+0}^{\mathrm{thr}}\right)^{2}-E_{+0}(t-u)+\ldots, \\
& \operatorname{Re} T_{N R}^{+-}=2 C_{+-}+2 D_{+-}\left(s-s_{+-}^{\mathrm{thr}}\right)+2 F_{+-}\left(s-s_{+-}^{\mathrm{thr}}\right)^{2}-E_{+-}(t-u)+\ldots . \tag{2.19}
\end{align*}
$$

The one-loop function of the non-relativistic theory,

$$
\begin{equation*}
J_{+-}(s)=\frac{i}{16 \pi} \sqrt{1-\frac{4 M_{\pi}^{2}}{s}}, \tag{2.20}
\end{equation*}
$$

is responsible for a cusp structure in the (00)-channel (see Refs. [25,86] and Appendix A. 1 for further details). The low-energy couplings are matched to the effective range expansion in the following section.

### 2.3.3 Matching (1): $\pi \pi$ scattering

We want to make more sense of the low-energy couplings introduced in the previous section. To determine the matching relations for the low-energy constants of $\pi \pi$ scattering, we resort to the effective range expansion of the $\pi \pi \rightarrow \pi \pi$ scattering amplitude, which is conventionally decomposed into partial waves according to

$$
\begin{equation*}
\mathcal{T}_{I}(s, t)=32 \pi \sum_{\ell}(2 l+1) t_{\ell}^{I}(s) P_{\ell}(z), \tag{2.21}
\end{equation*}
$$

where $t_{\ell}^{I}(s)$ is the partial wave amplitude of angular momentum $\ell$ and isospin $I, P_{\ell}(z)$ are the Legendre polynomials, and $z=\cos \theta$ is the cosine of the scattering angle in the center-ofmass system. Close to threshold the partial wave amplitude can be expanded in terms of the center-of-mass momentum $q^{2} \doteq q^{2}(s)=\left(s-4 M_{\pi}^{2}\right) / 4$, leading to

$$
\begin{equation*}
\operatorname{Re} t_{\ell}^{I}(s)=q^{2 l}\left\{a_{\ell}^{I}+b_{\ell}^{I} q^{2}+c_{\ell}^{I} q^{4}+\mathcal{O}\left(q^{6}\right)\right\} \tag{2.22}
\end{equation*}
$$

where $a_{\ell}^{I}$ is the scattering length, $b_{\ell}^{I}$ is the effective range, and $c_{\ell}^{I}$ is the (leading) shape parameter. In the following we use the simplified notation $a_{I}, b_{I}, c_{I}$, as only S - and P -waves will be considered. In the language of NREFT power counting the previous equation is an expansion in orders of $\epsilon$, since $q^{2} \propto \epsilon^{2}$. The effective range expansion is thus naturally related to the non-relativistic $\pi \pi$ scattering amplitude in Eq. (2.19), and we can read off the matching relations for the low-energy couplings, shown here for simplicity in the isospin limit:

$$
\begin{array}{rlrlrl}
C_{00} & =\frac{16 \pi}{3}\left(a_{0}+2 a_{2}\right), & D_{00} & =\frac{4 \pi}{3}\left(b_{0}+2 b_{2}\right), & F_{00} & =\frac{\pi}{3}\left(c_{0}+2 c_{2}\right),  \tag{2.23}\\
C_{x} & =\frac{16 \pi}{3}\left(-a_{0}+a_{2}\right), & D_{x} & =\frac{4 \pi}{3}\left(-b_{0}+b_{2}\right), & F_{x} & =\frac{\pi}{3}\left(-c_{0}+c_{2}\right), \\
C_{+0} & =8 \pi a_{2}, & F_{+0} & =\frac{\pi}{2} c_{2}, & E_{+0}=12 \pi a_{1} \\
C_{+-} & =\frac{8 \pi}{3}\left(2 a_{0}+a_{2}\right), & D_{+-} & =\frac{2 \pi}{3}\left(2 b_{0}+b_{2}\right), & F_{+-} & =\frac{\pi}{6}\left(2 c_{0}+c_{2}\right),
\end{array} E_{+-}=12 \pi a_{1} .
$$

Isospin-breaking corrections to these matching relations are discussed in Appendix A.2.1. Note that Eq. (2.23) is only valid up to $\mathcal{O}\left(a_{\pi \pi}^{2}\right)$, i.e. $\pi \pi$ scattering to one loop, or $\eta \rightarrow 3 \pi$ to two loops. At higher loop orders, the low-energy couplings $D_{i}$ and $F_{i}$ are renormalized, which we will briefly discuss in the context of higher-loop resummation at the end of Section 2.4.1.

We will use two sets of phenomenological values for the $\pi \pi$ effective range parameters, the combined Roy equation plus ChPT analysis of Refs. [37, 44] (henceforth denoted by ACGL) and a combination of forward dispersion relations and Roy equations [40] (KPY). The central or "best" values for S- and P-wave scattering lengths and effective ranges as obtained in those two analyses are quoted in Table 2.2. The determination of the shape parameters is a little more delicate. We use the respective parameterizations of the phase shifts given in Refs. [37,40] and calculate the scattering amplitude according to

$$
\begin{equation*}
\operatorname{Re} t_{0}^{I}\left(q^{2}\right)=\left(1+\frac{M_{\pi}^{2}}{q^{2}}\right)^{1 / 2} \frac{\tan \delta_{I}}{1+\tan ^{2} \delta_{I}}, \quad I=0,2 \tag{2.24}
\end{equation*}
$$

Since the shape parameters are numerically very small in comparison to effective ranges and scattering lengths, they are rather sensitive to the method by which they are determined. For example, one receives rather different results when extracting the shape parameter from a strict threshold expansion of the amplitude, or from a fit over a certain low-energy range, minimizing the $\chi^{2}$-function

$$
\begin{equation*}
\chi^{2}\left(c_{I}\right)=\left(\operatorname{Re} t_{0}^{I}\left(q^{2}\right)-a_{I}-b_{I} q^{2}-c_{I} q^{4}\right)^{2} \tag{2.25}
\end{equation*}
$$

in a range from the threshold $4 M_{\pi}^{2}$ up to the expansion point $s_{n}$. Furthermore, the inclusion of an additional term $d_{I} q^{6}$ causes significant deviations in the $I=0$ channel, since this term and the leading shape parameter are of comparable size. We decide to use the central values

|  | ACGL | KPY |
| :--- | ---: | ---: |
| $a_{0}$ | 0.220 | 0.223 |
| $a_{2}$ | -0.0444 | -0.0444 |
| $b_{0} \times M_{\pi}^{2}$ | 0.276 | 0.290 |
| $b_{2} \times M_{\pi}^{2}$ | -0.0803 | -0.081 |
| $c_{0} \times 10^{2} M_{\pi}^{4}$ | -0.19 | 0.04 |
| $c_{2} \times 10^{2} M_{\pi}^{4}$ | 1.33 | 0.68 |
| $a_{1} \times 10 M_{\pi}^{2}$ | 0.379 | 0.381 |
| $b_{1} \times 10^{2} M_{\pi}^{4}$ | 0.567 | 0.512 |

Table 2.2: Input values for the scattering lengths $a_{I}$, effective ranges $b_{I}$, and shape parameters $c_{I}$ as determined from the two parameterizations ACGL [37, 44] and KPY [40] (see text for discussion).
obtained from the minimization of Eq. (2.25) as the most reasonable approximation to the true partial wave. The numerical results for $c_{0,2}$ thus obtained are also given in Table 2.2. In the following, we use the variation between the central values of the two parameterizations [37,40] as a means to estimate the uncertainty due to $\pi \pi$ rescattering.

### 2.3.4 Matching (2): $\eta \rightarrow 3 \pi$

We compare Eqs. (2.9) and (2.14) to derive the matching relation between the low-energy couplings of the $\eta \rightarrow 3 \pi$ tree amplitude and the traditional Dalitz plot parameterization, namely

$$
\begin{align*}
K_{0} & =\tilde{\mathcal{N}}_{n}^{\text {tree }}\left(1-3 \tilde{a}^{\text {tree }} R_{n}^{2}\right), & & K_{1}=4 \tilde{\mathcal{N}}_{n}^{\text {tree }} M_{\eta}^{2} \tilde{\alpha}^{\text {tree }} \\
L_{0} & =\tilde{\mathcal{N}}_{c}^{\text {tree }}\left(1+\tilde{a}^{\text {tree }} R_{n}+\tilde{b}^{\text {tree }} R_{n}^{2}\right), & & L_{1}=-2 \tilde{\mathcal{N}}_{c}^{\text {tree }} M_{\eta}\left(\tilde{a}^{\text {tree }}+2 \tilde{b}^{\text {tree }} R_{n}\right), \\
L_{2} & =4 \tilde{\mathcal{N}}_{c}^{\text {tree }} M_{\eta}^{2} \tilde{b}^{\text {tree }}, & & L_{3}=4 \tilde{\mathcal{N}}_{c}^{\text {tree }} M_{\eta}^{2} \tilde{d}^{\text {tree }}, \tag{2.26}
\end{align*}
$$

where the superscript "tree" denotes tree-level input parameters. Note that Eq. (2.26) fulfills the isospin relation Eq. (2.15) as long as Eq. (2.12) is satisfied. To extract the Dalitz plot parameters in the non-relativistic framework, we have to fix the numerical input for the treelevel low-energy couplings for the $\eta \rightarrow 3 \pi$ amplitude. We determine the low-energy couplings of the Dalitz plot in Eq. (2.26) by matching the non-relativistic framework to the one-loop ChPT amplitude [59] at the center of the Dalitz plot. Following Ref. [62], we evaluate the chiral $\eta \rightarrow 3 \pi$ amplitude using neutral masses everywhere.

We remark that the upcoming [76] (and previous [75]) dispersive analyses use the Adler zero of the $\eta \rightarrow \pi^{+} \pi^{-} \pi^{0}$ amplitude as the matching point, compare Eq. (2.7). It is protected by $\mathrm{SU}(2)$ symmetry and therefore not prone to large strange-quark-mass corrections. The chiral series is thus expected to converge rather quickly, which makes the Adler zero a natural choice. The fact that it lies outside the physical region at roughly $s_{A} \approx \frac{4}{3} M_{\pi}^{2}$, however, renders matching the non-relativistic framework to the chiral amplitude at this point ill-fated: the expansion in terms of $\epsilon$ does not necessarily converge there, and we therefore have to resort to matching inside the Dalitz plot.

For the matching procedure we tune the rescattering parameters in the non-relativistic amplitude in such a way as to mimic the chiral amplitude. In essence this means that the scattering lengths and effective ranges are fixed at their current algebra values (this corresponds to the insertion of $\mathcal{O}\left(p^{2}\right)$ vertices in the chiral expansion). Explicitly, we have

$$
\begin{array}{rlrl}
a_{0}^{\mathrm{CA}} & =\frac{7 M_{\pi}^{2}}{32 \pi F_{\pi}^{2}}, & a_{2}^{\mathrm{CA}}=-\frac{M_{\pi}^{2}}{16 \pi F_{\pi}^{2}}, & a_{1}^{\mathrm{CA}}=\frac{1}{24 \pi F_{\pi}^{2}} \\
b_{0}^{\mathrm{CA}} & =\frac{1}{4 \pi F_{\pi}^{2}}, & b_{2}^{\mathrm{CA}}=-\frac{1}{8 \pi F_{\pi}^{2}}
\end{array}
$$

We proceed analogously with the $\eta \rightarrow 3 \pi$ couplings that enter the non-relativistic amplitude at one-loop level and derive from Eq. (2.7)

$$
\begin{equation*}
\tilde{\mathcal{N}}_{c}^{\mathrm{LO}}=-\frac{\left(M_{\eta}^{2}-M_{\pi}^{2}\right)\left(M_{\pi}^{2}+3 M_{\eta}^{2}\right)}{16 \mathcal{Q}^{2} \sqrt{3} F_{\pi}^{2} M_{\pi}^{2}}, \quad \tilde{a}^{\mathrm{LO}}=\frac{3}{M_{\eta}^{2}-M_{\pi}^{2}} \tag{2.28}
\end{equation*}
$$

For our numerical analysis we will use the value for $\mathcal{Q}$ dictated by Dashen's theorem, $\mathcal{Q}_{D}=$ 24.2. Note that the specific choice does not hold any ramifications for our main statements, since it merely enters in the normalization, which drops out in the Dalitz plot parameters.

The above matching procedure is consistent as it ensures that the imaginary parts are exclusively generated by $\pi \pi$ final-state interactions. Residual effects from the chiral pion loops are purely real and absorbed in the low-energy couplings. We use matching to $\mathcal{O}\left(p^{4}\right)$ and not to $\mathcal{O}\left(p^{6}\right)$ for practical reasons: the above matching procedure is simpler and our results can be used to compare with and interpret the dispersive analyses directly. A high-precision determination of the Dalitz plot parameters would likely require matching to $\mathcal{O}\left(p^{6}\right)$, but for that purpose the low-energy constants showing up at $\mathcal{O}\left(p^{6}\right)$ may not be known with sufficient accuracy. Numerically we obtain from matching to the ChPT amplitude at $\mathcal{O}\left(p^{4}\right)$ (using the chiral $\mathrm{SU}(3)$ low-energy constant ${ }^{\# 2} L_{3}^{\mathrm{r}}=-3.5 \times 10^{-3}$ [19])

$$
\begin{align*}
\tilde{\mathcal{N}}_{c}^{\text {tree }} & =-0.158, & \tilde{a}^{\text {tree }} & =13.428 \mathrm{GeV}^{-2} \\
\tilde{b}^{\text {tree }} & =-7.291 \mathrm{GeV}^{-4}, & \tilde{d}^{\text {tree }} & =5.189 \mathrm{GeV}^{-4}
\end{align*}
$$

The particle masses used throughout this analysis are given by the current particle data group values [87], i.e. $M_{\pi}=139.57 \mathrm{MeV}, M_{\pi^{0}}=134.98 \mathrm{MeV}$, and $M_{\eta}=547.86 \mathrm{MeV}$.

### 2.3.5 Power counting (2): loops and $\eta \rightarrow 3 \pi$

The power counting scheme discussed in Section 2.3 .1 gives rise to a natural decomposition of the NREFT amplitude. This can be seen as follows. The modified non-relativistic propagator counts as $\mathcal{O}\left(\epsilon^{-2}\right)$ (see e.g. Ref. [25]), the loop integration measure (with one energy and three momentum integration variables) as $\epsilon^{5}$, therefore any loop integral with two-body rescattering contributes at $\mathcal{O}(\epsilon)$. Moreover, such a loop always involves a $\pi \pi$ rescattering vertex and is thus of $\mathcal{O}\left(a_{\pi \pi}\right)$. The decomposition of the full $\eta \rightarrow 3 \pi$ amplitude according to its loop-structure,

$$
\begin{equation*}
\mathcal{M}_{n / c}\left(s_{1}, s_{2}, s_{3}\right)=\mathcal{M}_{n / c}^{\text {tree }}\left(s_{1}, s_{2}, s_{3}\right)+\mathcal{M}_{n / c}^{1 \text {-loop }}\left(s_{1}, s_{2}, s_{3}\right)+\mathcal{M}_{n / c}^{2 \text {-loop }}\left(s_{1}, s_{2}, s_{3}\right)+\ldots \tag{2.30}
\end{equation*}
$$

[^7]is thus an expansion in powers of $a_{\pi \pi} \epsilon$. There is an interesting simplification of Eq. (2.30) close to the center of the Dalitz plot $\left(s_{1} \approx s_{2}, s_{3} \approx s_{n}\right)$ above all two-pion thresholds. The contribution of the one-loop function is purely imaginary as can be seen from Eq. (2.20). At the same time the two-loop bubble diagram, which is the product of two one-loop functions, is purely real and it can be shown that the imaginary part of the non-trivial two-loop function does not contribute at this order (see Appendix A. 1 and Refs. [25, 26]). Symbolically we can write both amplitudes in terms of the power counting parameter $a_{\pi \pi}$,
\[

$$
\begin{equation*}
\mathcal{M}=\mathcal{M}_{\text {tree }}+i \mathcal{M}_{1-\mathrm{loop}} a_{\pi \pi}+\mathcal{M}_{2-\mathrm{loop}} a_{\pi \pi}^{2}+\mathcal{O}\left(i a_{\pi \pi}^{3} \epsilon^{3}, i a_{\pi \pi}^{2} \epsilon^{4}\right) \tag{2.31}
\end{equation*}
$$

\]

where the $\mathcal{O}\left(i a_{\pi \pi}^{2} \epsilon^{4}\right)$ term stems from the three-particle cut at two-loop order, which is numerically small as discussed in Appendix A. 4 and therefore neglected. By taking the absolute value squared we obtain

$$
\begin{equation*}
|\mathcal{M}|^{2}=\mathcal{M}_{\text {tree }}^{2}+\left(\mathcal{M}_{1 \text {-loop }}^{2}+\mathcal{M}_{\text {tree }} \times \mathcal{M}_{2 \text {-loop }}\right) a_{\pi \pi}^{2}+\mathcal{O}\left(a_{\pi \pi}^{4} \epsilon^{4}, a_{\pi \pi}^{3} \epsilon^{5}\right) \tag{2.32}
\end{equation*}
$$

We therefore expect one- and two-loop effects to be of the same size at the center of the Dalitz plot, as only the two-loop contributions can interfere with the dominant tree terms there, and thus to impact the Dalitz plot parameters about equally.

The heightened importance of rescattering effects in Dalitz plot parameters is further substantiated by another observation. Consider the generic one-loop function of $\pi \pi$ rescattering in the non-relativistic theory expanded about the center of the Dalitz plot ( $s=s_{n}$, we neglect isospin-breaking effects in the following discussion, so that $M_{\pi^{0}}=M_{\pi}$ ):

$$
\begin{align*}
J(s) & =\frac{i \sqrt{1-\frac{4 M_{\pi}^{2}}{s_{n}}}}{16 \pi}\left(1+\frac{6 M_{\pi}^{2}}{s_{n}} \frac{s-s_{n}}{M_{\eta}^{2}-9 M_{\pi}^{2}}-\frac{18 M_{\pi}^{2}\left(s_{n}-3 M_{\pi}^{2}\right)}{s_{n}^{2}}\left(\frac{s-s_{n}}{M_{\eta}^{2}-9 M_{\pi}^{2}}\right)^{2}+\ldots\right) \\
& =\mathcal{O}(\epsilon) \tag{2.33}
\end{align*}
$$

since $s-s_{n}=\mathcal{O}\left(\epsilon^{2}\right)$ and $M_{\eta}-3 M_{\pi}=\mathcal{O}\left(\epsilon^{2}\right)$. The same holds true for the two-loop functions. This implies that contributions to higher-order Dalitz plot parameters from the loop functions are enhanced non-analytically in $M_{\eta}-3 M_{\pi}$. We conclude from Eq. (2.32)

$$
\begin{equation*}
\mathcal{M}_{1 \text {-loop }}^{2}+\mathcal{M}_{\text {tree }} \times \mathcal{M}_{2 \text {-loop }}=\mathcal{O}\left(\epsilon^{2}\right) \tag{2.34}
\end{equation*}
$$

which has substantial consequences for the slope parameter $\alpha$ of the neutral decay channel. We can parametrize the slope parameter according to

$$
\begin{equation*}
\alpha=\alpha_{0}+\alpha_{2} a_{\pi \pi}^{2}+\mathcal{O}\left(a_{\pi \pi}^{4}\right) \tag{2.35}
\end{equation*}
$$

From relations Eq. (2.26) we find $\tilde{\alpha}^{\text {tree }}=\mathcal{O}(1)$ and consequently the slope parameter at treelevel is of order $\alpha_{0} \propto Q_{n}^{2} \tilde{\alpha}^{\text {tree }}=\mathcal{O}\left(\epsilon^{4}\right)$, whereas rescattering effects enter the slope parameter at $\mathcal{O}\left(a_{\pi \pi}^{2} \epsilon^{2}\right)$. This obviously implies that rescattering effects become increasingly more important for higher-order Dalitz plot parameters. On the other hand, they are far less significant (as we will confirm numerically below) for the normalization of the amplitude, for which we expect higher-order quark-mass renormalization effects to be more important.

The full NREFT representation beyond tree level with isospin breaking included is given in Appendix A.3. It comprises the loop graph topologies, displayed in Fig. 2.2 (see also Appendix A. 1 for a detailed discussion), and is fully consistent in terms of non-relativistic


Figure 2.2: The Feynman graph topologies at one and two loops contributing to the decay $\eta \rightarrow 3 \pi$ in NREFT. The double line denotes the $\eta$ particle, the single lines stand for pions (of arbitrary charges).
power counting up-to-and-including $\mathcal{O}\left(a_{\pi \pi}^{2} \epsilon^{4}\right)$, i.e. the vertices of the two-loop graphs are included at $\mathcal{O}\left(\epsilon^{2}\right)$. Phenomenologically, one finds that the expansions of the $\eta \rightarrow 3 \pi$ and $\pi \pi \rightarrow \pi \pi$ polynomials in powers of $\epsilon^{2}$ only converge well starting from next-to-next-to-leading order, i.e. the $\mathcal{O}\left(\epsilon^{2}\right)$ terms (the linear slope in $\eta \rightarrow \pi^{+} \pi^{-} \pi^{0}$ and the $\pi \pi$ effective ranges) are not really suppressed compared to the leading (constant) terms. This observation is readily understood resorting to chiral perturbation theory: due to the Goldstone nature of the pions, the constant terms are chirally suppressed by powers of $M_{\pi}^{2}$ and the leading $\mathcal{O}\left(p^{2}\right)$ amplitudes are linear in energy $s$. In other words, the $\mathcal{O}\left(\epsilon^{2}\right)$ contributions are "suppressed" versus the constant ones by factors of $s / M_{\pi}^{2}$, and only starting from $\mathcal{O}\left(\epsilon^{4}\right)$, the relative suppression is $s / \Lambda_{\chi}^{2}$ with $\Lambda_{\chi} \approx 1 \mathrm{GeV}$. The chiral two-loop or $\mathcal{O}\left(p^{6}\right)$ calculation [60] contains all the leading $\mathcal{O}\left(p^{2}\right)$ vertices and therefore the linear $\eta \rightarrow 3 \pi$ slope as well as effective ranges for the $\pi \pi$ interaction (although not quite the phenomenologically accurate ones). In order to guarantee that our NREFT representation of the decay amplitude is at least as accurate as the chiral two-loop one, we include all combinations of linear energy dependencies in the three vertices of the two-loop diagrams. Thus, our amplitude also contains terms that are of $\mathcal{O}\left(a_{\pi \pi}^{2} \epsilon^{6}\right)$ and $\mathcal{O}\left(a_{\pi \pi}^{2} \epsilon^{8}\right)$, and due to the enhancement discussed above, the numerically most important ones appearing at those orders. The representation of the "double bubbles" (see also Fig. 2.2) is even strictly complete up to $\mathcal{O}\left(a_{\pi \pi}^{2} \epsilon^{6}\right)$, as P-wave contributions only start at $\mathcal{O}\left(a_{\pi}^{2} \epsilon^{8}\right)$. Furthermore, we have added shape parameter terms in the "double bubbles" and in the outer vertex of the irreducible two-loop graph, where the addition of these terms is trivial.

### 2.4 The isospin limit

We first give an analytic and numerical treatment of the amplitude in the isospin limit, which we define as $M_{\pi^{0}}=M_{\pi}$ and using Eq. (2.15). This already includes the gross features of our total analysis. However, in the isospin limit, we can give relatively simple closed analytic expressions for all parts of the amplitudes up to two loops.

### 2.4.1 Structure of the amplitude

The non-relativistic decay amplitude (for the charged channel) can be split into parts consisting of tree and final-state contributions

$$
\begin{equation*}
\mathcal{M}_{c}\left(s_{1}, s_{2}, s_{3}\right)=\mathcal{M}_{c}^{\text {tree }}\left(s_{1}, s_{2}, s_{3}\right)+\mathcal{M}_{c}^{\mathrm{fsi}}\left(s_{1}, s_{2}, s_{3}\right), \tag{2.36}
\end{equation*}
$$

where the tree amplitude is given by

$$
\begin{equation*}
\mathcal{M}_{c}^{\text {tree }}\left(s_{1}, s_{2}, s_{3}\right)=\tilde{\mathcal{N}}_{c}^{\text {tree }}\left\{1+\tilde{a}^{\text {tree }}\left(s_{3}-s_{n}\right)+\tilde{b}^{\text {tree }}\left(s_{3}-s_{n}\right)^{2}+\tilde{d}^{\text {tree }}\left(s_{1}-s_{2}\right)^{2}\right\}, \tag{2.37}
\end{equation*}
$$

and the rescattering contributions of the amplitude can be decomposed up to $\mathcal{O}\left(p^{8}\right)$ according to the isospin structure of the final-state pions $[75,88,89]$ (see also Section 3.3),

$$
\begin{align*}
& \mathcal{M}_{c}^{\mathrm{fsi}}\left(s_{1}, s_{2}, s_{3}\right)=\mathcal{M}_{0}\left(s_{3}\right)+\left(s_{3}-s_{1}\right) \mathcal{M}_{1}\left(s_{2}\right)+\left(s_{3}-s_{2}\right) \mathcal{M}_{1}\left(s_{1}\right) \\
&+\mathcal{M}_{2}\left(s_{1}\right)+\mathcal{M}_{2}\left(s_{2}\right)-\frac{2}{3} \mathcal{M}_{2}\left(s_{3}\right) \tag{2.38}
\end{align*}
$$

where the index $I=0,1,2$ of the function $M_{I}\left(s_{i}\right)$ denotes the total isospin of the respective kinematic channel. At $\mathcal{O}\left(a_{\pi \pi}^{2} \epsilon^{4}\right)$ (for details see Section 2.3.5) the isospin amplitudes are given as

$$
\begin{align*}
\mathcal{M}_{0}(s)= & \frac{5}{3}\left\{\ell_{0}(s) J(s)\left(1+16 \pi a_{0}(s) J(s)\right)\right. \\
+ & \frac{32 \pi}{3}\left[\left(\ell_{0}^{\prime}(s) a_{0}(\tilde{s})+2 \ell_{2}^{\prime}(s) a_{2}(\tilde{s})\right) F^{(0)}(s)+\left(\frac{2 L_{1}}{M_{\eta}}\left(\frac{2}{5} a_{0}(\tilde{s})-a_{2}(\tilde{s})\right)-\ell_{0}^{\prime}(s) b_{0}\right.\right. \\
& \left.\left.\left.-2 \ell_{2}^{\prime}(s) b_{2}\right) \frac{M_{\eta} \mathbf{Q}^{2}}{2 Q^{0}} F^{(1)}(s)-2 L_{1}\left(\frac{2}{5} b_{0}-b_{2}\right) \frac{M_{\eta} \mathbf{Q}^{4}}{4 Q^{0^{2}}} F^{(2)}(s)\right]\right\} 16 \pi a_{0}(s), \\
\mathcal{M}_{1}(s)=\{ & -\frac{q^{2} \ell_{1}(s)}{M_{\eta}} J(s)+\frac{80 \pi s}{M_{\eta} Q^{0}}\left[\left(\ell_{0}^{\prime}(s) a_{0}(\tilde{s})-\ell_{2}^{\prime}(s) a_{2}(\tilde{s})\right)\left(F^{(0)}(s)-2 F^{(1)}(s)\right)\right. \\
& +\left(\frac{L_{1}}{M_{\eta}}\left(\frac{4}{5} a_{0}(\tilde{s})+a_{2}(\tilde{s})\right)-\ell_{0}^{\prime}(s) b_{0}+\ell_{2}^{\prime}(s) b_{2}\right) \frac{M_{\eta} \mathbf{Q}^{2}}{2 Q^{0}}\left(F^{(1)}(s)-2 F^{(2)}(s)\right) \\
& \left.\left.-L_{1}\left(\frac{4}{5} b_{0}+b_{2}\right) \frac{M_{\eta} \mathbf{Q}^{4}}{4 Q^{0^{2}}}\left(F^{(2)}(s)-2 F^{(3)}(s)\right)\right]\right\} 4 \pi a_{1}(s), \\
\mathcal{M}_{2}(s)=\{ & \ell_{2}(s) J(s)\left(1+16 \pi a_{2}(s) J(s)\right) \\
+ & \frac{16 \pi}{3}\left[\left(5 \ell_{0}^{\prime}(s) a_{0}(\tilde{s})+\ell_{2}^{\prime}(s) a_{2}(\tilde{s})\right) F^{(0)}(s)+\left(\frac{4 L_{1}}{M_{\eta}}\left(a_{0}(\tilde{s})-\frac{a_{2}(\tilde{s})}{4}\right)-5 \ell_{0}^{\prime}(s) b_{0}\right.\right. \\
& \left.\left.\left.-\ell_{2}^{\prime}(s) b_{2}\right) \frac{M_{\eta} \mathbf{Q}^{2}}{2 Q^{0}} F^{(1)}(s)-4 L_{1}\left(b_{0}-\frac{b_{2}}{4}\right) \frac{M_{\eta} \mathbf{Q}^{4}}{4 Q^{0^{2}}} F^{(2)}(s)\right]\right\} 16 \pi a_{2}(s), \tag{2.39}
\end{align*}
$$

where the various polynomials are given by

$$
\begin{align*}
& \ell_{0}(s)=\frac{3}{5} \ell(s)+\frac{2}{5} \ell_{2}(s), \quad \ell(s)=L_{0}+L_{1}\left(p^{0}-M_{\pi}\right)+L_{2}\left(p^{0}-M_{\pi}\right)^{2}+L_{3} \frac{4 \mathbf{Q}^{2}}{3 s} q^{2} \\
& \ell_{2}(s)=L_{0}+L_{1}\left(\frac{Q^{0}}{2}-M_{\pi}\right)+L_{2}\left[\left(\frac{Q^{0}}{2}-M_{\pi}\right)^{2}+\frac{\mathbf{Q}^{2}}{3 s} q^{2}\right]+L_{3}\left[\left(\frac{Q^{0}}{2}-p^{0}\right)^{2}+\frac{\mathbf{Q}^{2}}{3 s} q^{2}\right] \\
& \ell_{1}(s)=L_{1}+2 L_{2}\left(\frac{Q^{0}}{2}-M_{\pi}\right)+2 L_{3}\left(p^{0}-\frac{Q^{0}}{2}\right), \quad \ell_{0}^{\prime}(s)=\frac{3}{5} \ell^{\prime}(s)+\frac{2}{5} \ell_{2}^{\prime}(s) \\
& \ell^{\prime}(s)=L_{0}+L_{1}\left(\frac{s}{2 Q^{0}}-M_{\pi}\right), \quad \ell_{2}^{\prime}(s)=L_{0}+L_{1}\left(\frac{M_{\eta}}{2}-M_{\pi}-\frac{s}{4 Q^{0}}\right) \\
& a_{I}(s)=a_{I}+b_{I} q^{2}+c_{I} q^{4} \tag{2.40}
\end{align*}
$$

and we use the kinematic variables

$$
p^{0}=\frac{M_{\eta}^{2}+M_{\pi}^{2}-s}{2 M_{\eta}}, \quad Q^{0}=\frac{M_{\eta}^{2}-M_{\pi}^{2}+s}{2 M_{\eta}}, \quad \mathbf{Q}^{2}=\frac{\lambda\left(M_{\eta}^{2}, M_{\pi}^{2}, s\right)}{4 M_{\eta}^{2}}
$$

$$
\begin{equation*}
\tilde{s}=2 M_{\pi}^{2}-s+\frac{M_{\eta}}{Q^{0}}\left(s+2 \mathbf{Q}^{2}\right) \tag{2.41}
\end{equation*}
$$

with the Källén function $\lambda(x, y, z)=x^{2}+y^{2}+z^{2}-2(x y+x z+y z)$. Note that the shape parameter terms $\propto c_{I}$ are to be omitted in $a_{I}(\tilde{s})$; we also neglect them in the $I=1$ partial wave. We use the shorthand expressions $J(s) \doteq J_{+-}(s)$ and $F^{(n)}(s) \doteq F_{+}^{(n)}\left(M_{\pi}, M_{\pi}, M_{\pi}, M_{\pi}, s\right)$ (in the isospin limit), where for the exact form of the two-loop functions we refer to Appendix A.3. We can now write the Dalitz plot parameters in terms of the isospin amplitudes, namely for the charged channel

$$
\begin{align*}
\mathcal{N}_{c} & =\tilde{\mathcal{N}}_{c}^{\text {tree }}+\mathcal{M}_{0}\left(s_{n}\right)+\frac{4}{3} \mathcal{M}_{2}\left(s_{n}\right), \\
\bar{a} & =-\frac{R_{c}}{\mathcal{N}_{c}}\left(\tilde{\mathcal{N}}_{c}^{\text {tree }} \tilde{a}^{\text {tree }}+\mathcal{M}_{0}^{(1)}\left(s_{n}\right)+3 \mathcal{M}_{1}\left(s_{n}\right)-\frac{5}{3} \mathcal{M}_{2}^{(1)}\left(s_{n}\right)\right), \\
\bar{b} & =\frac{R_{c}^{2}}{\mathcal{N}_{c}}\left(\tilde{\mathcal{N}}_{c}^{\text {tree }} \tilde{b}^{\text {tree }}+\frac{1}{2} \mathcal{M}_{0}^{(2)}\left(s_{n}\right)-\frac{3}{2} \mathcal{M}_{1}^{(1)}\left(s_{n}\right)-\frac{1}{12} \mathcal{M}_{2}^{(2)}\left(s_{n}\right)\right), \\
\bar{d} & =\frac{3 R_{c}^{2}}{\mathcal{N}_{c}}\left(\tilde{\mathcal{N}}_{c}^{\text {tree }} \tilde{d}\right. \text { tree } \\
\bar{f} & \left.\frac{1}{2} \mathcal{M}_{1}^{(1)}\left(s_{n}\right)+\frac{1}{4} \mathcal{M}_{2}^{(2)}\left(s_{n}\right)\right), \\
\bar{f} & =-\frac{R_{c}^{3}}{\mathcal{N}_{c}}\left(\frac{1}{6} \mathcal{M}_{0}^{(3)}\left(s_{n}\right)+\frac{3}{8} \mathcal{M}_{1}^{(2)}\left(s_{n}\right)-\frac{11}{72} \mathcal{M}_{2}^{(3)}\left(s_{n}\right)\right),  \tag{2.42}\\
\bar{g} & =-\frac{3 R_{c}^{3}}{8 \mathcal{N}_{c}}\left(\mathcal{M}_{1}^{(2)}\left(s_{n}\right)-\mathcal{M}_{2}^{(3)}\left(s_{n}\right)\right),
\end{align*}
$$

and for the neutral channel

$$
\left.\left.\begin{array}{rl}
\bar{\alpha} & =\frac{R_{n}^{2}}{4 \mathcal{N}_{c}}\left(2 \tilde { \mathcal { N } } _ { c } ^ { \text { tree } } \left(\tilde{b}^{\text {tree }}\right.\right.
\end{array}+3 \tilde{d}^{\text {tree }}\right)+\mathcal{M}_{0}^{(2)}\left(s_{n}\right)+\frac{4}{3} \mathcal{M}_{2}^{(2)}\left(s_{n}\right)\right), ~ \begin{aligned}
\bar{\beta} & =\frac{R_{n}^{3}}{24 \mathcal{N}_{c}}\left(\mathcal{M}_{0}^{(3)}\left(s_{n}\right)+\frac{4}{3} \mathcal{M}_{2}^{(3)}\left(s_{n}\right)\right), \\
\bar{\gamma} & =\frac{R_{n}^{4}}{64 \mathcal{N}_{c}}\left(\mathcal{M}_{0}^{(4)}\left(s_{n}\right)+\frac{4}{3} \mathcal{M}_{2}^{(4)}\left(s_{n}\right)\right),
\end{aligned}
$$

where $\mathcal{M}_{I}^{(n)}\left(s_{n}\right)$ denotes the $n$-th derivative of the function $\mathcal{M}_{I}(s)$, evaluated at the center of the Dalitz plot. Note that $\bar{d}$ and $\bar{g}$ do not receive contributions from the isospin $I=0$ amplitude.

Despite working in the limit of evaluating all amplitudes for the charged pion mass, we employ the physical values for $R_{c}$ and $R_{n}$ in Eqs. (2.42), (2.43). These prefactors stem from the conversion of $\tilde{a}, \tilde{\alpha}$ etc. into $\bar{a}, \bar{\alpha}$ etc., see Eq. (2.10), and are just due to a normalization choice in the definition of the Dalitz plot variables $x$ and $y$; we therefore decide to present our results including this "trivial" isospin-breaking effect already at this stage. Note that due to $\left(M_{\eta}-3 M_{\pi^{0}}\right) /\left(M_{\eta}-3 M_{\pi}\right) \approx 1.11$ and $\left(M_{\eta}-2 M_{\pi}-M_{\pi^{0}}\right) /\left(M_{\eta}-3 M_{\pi}\right) \approx 1.04$, the effects of using these normalization factors in the isospin limit are large, most so for the neutral channel, where $\alpha$ for instance is affected by a shift of $22 \%$.

In our numerical analysis we will observe that among the two-loop contributions those of the non-trivial two-loop graphs, see Fig. 2.2 (right), are in general strongly suppressed. This can be traced back to the isospin properties of these pieces: for those Dalitz plot parameters to which the $I=0$ partial wave can contribute, it usually dominates. For those graphs




Figure 2.3: Diagrammatic expression of the resummed amplitudes. Above: the bubble chain. Below: resummed external vertex of the non-trivial two-loop graph. The line style is as in Fig. 2.2.
that only describe rescattering in one channel and can be written as simple products of oneloop functions, see Fig. 2.2 (middle), the $I=0$ isospin amplitude receives contributions proportional to second powers of $a_{0}, b_{0}$, etc., whereas the "inner" vertex in the non-trivial two-loop contributions has parts of $I=0$ and $I=2$ ( P -waves vanish due to symmetry reasons in the isospin limit) that tend to partially cancel each other.

In an attempt to estimate (partial) higher-order corrections, we therefore expect to find a good approximation to the full result by iterating the bubble diagrams and the exterior two-particle rescattering of the non-trivial two-loop function as depicted diagrammatically in Fig. 2.3. In the aforementioned representation the unitarized amplitudes are easily determined to be

$$
\begin{align*}
& \mathcal{M}_{0}^{\mathrm{u}}(s)=\frac{\mathcal{M}_{0}(s)-\frac{5}{3} \ell_{0}(s)\left(16 \pi a_{0}(s) J(s)\right)^{2}}{1-16 \pi a_{0}(s) J(s)} \\
& \mathcal{M}_{1}^{\mathrm{u}}(s)=\frac{\mathcal{M}_{1}(s)}{1-16 \pi a_{1}(s) q^{2} J(s)} \\
& \mathcal{M}_{2}^{\mathrm{u}}(s)=\frac{\mathcal{M}_{2}(s)-\ell_{2}(s)\left(16 \pi a_{2}(s) J(s)\right)^{2}}{1-16 \pi a_{2}(s) J(s)} \tag{2.44}
\end{align*}
$$

The inclusion of iterated diagrams requires modified matching relations for the effective range parameters. This becomes obvious when considering the expansion of the iterated bubble sum of $\pi \pi$ scattering of isospin $I=0,2$ at the $\pi \pi$ threshold:

$$
\begin{equation*}
\operatorname{Re}\left[\frac{a_{I}(s)}{1-16 \pi a_{I}(s) J(s)}\right]=a_{I}+\left(b_{I}-\frac{a_{I}^{3}}{M_{\pi}^{2}}\right) q^{2}+\left(c_{I}+\frac{a_{I}^{3}+a_{I}^{5}-3 a_{I}^{2} b_{I} M_{\pi}^{2}}{M_{\pi}^{4}}\right) q^{4}+\mathcal{O}\left(q^{6}\right) \tag{2.45}
\end{equation*}
$$

One immediately sees that the effective range picks up a contribution from two-loop diagrams, the shape parameter from two- and four-loop diagrams. To account for this shift, the above expression has to be compared with the effective range expansion of the $\pi \pi$ amplitude (for $l=0$ ),

$$
\begin{equation*}
\operatorname{Re} t_{0}^{I}\left(q^{2}\right)=a_{I}+b_{I} q^{2}+c_{I} q^{4}+\mathcal{O}\left(q^{6}\right), \quad I=0,2 \tag{2.46}
\end{equation*}
$$

from which one reads off the following renormalization prescriptions:

$$
\begin{equation*}
a_{I}^{\mathrm{ren}}=a_{I}, \quad b_{I}^{\mathrm{ren}}=b_{I}+\frac{a_{I}^{3}}{M_{\pi}^{2}}, \quad c_{I}^{\mathrm{ren}}=c_{I}-\frac{a_{I}^{3}-2 a_{I}^{5}-3 a_{I}^{2} b_{I} M_{\pi}^{2}}{M_{\pi}^{4}} \tag{2.47}
\end{equation*}
$$

| charged channel |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\left\|\mathcal{N}_{c}\right\|^{2}$ | $a$ | $b$ | $d$ | $f$ | $g$ |
| tree | 0.0310 | -1.306 | 0.393 | 0.071 | 0.022 | -0.046 |
| one-loop | 0.0338 | -1.450 | 0.580 | 0.085 | -0.026 | -0.078 |
| two-loop* | 0.0289 | -1.288 | 0.334 | 0.093 | 0.078 | -0.076 |
| full two-loop | 0.0287 | -1.290 | 0.379 | 0.056 | 0.071 | -0.045 |
| unitarized | 0.0284 | -1.268 | 0.342 | 0.053 | 0.101 | -0.042 |
|  | neutral channel |  |  |  |  |  |
|  | $\left\|\mathcal{N}_{n}\right\|^{2}$ | $\alpha$ | $\beta$ | $\gamma$ |  |  |
| tree | 0.279 | 0.0107 | 0 | 0.0001 |  |  |
| one-loop | 0.304 | 0.0227 | 0.0005 | 0.0000 |  |  |
| two-loop* | 0.260 | -0.0209 | -0.0027 | 0.0007 |  |  |
| full two-loop | 0.258 | -0.0192 | -0.0036 | 0.0009 |  |  |
| unitarized | 0.255 | -0.0249 | -0.0043 | 0.0013 |  |  |

Table 2.3: Results for the charged and neutral Dalitz plot parameters in the isospin limit. We show tree, one-loop, two-loop neglecting the irreducible two-loop graphs (marked "twoloop*"), and full two-loop results calculated as described in the text, plus the result employing the unitarized amplitudes according to Eq. (2.44).

The $a_{I}^{\text {ren }}, b_{I}^{\mathrm{ren}}, c_{I}^{\mathrm{ren}}$ are now to be inserted into the matching relations for the coupling constants $C_{i}, D_{i}, F_{i}$. The renormalization prescriptions have pretty remarkable effects in the isospin $I=0$ channel, where the shape parameter is shifted from $-0.002 M_{\pi}^{-4}$ to $+0.030 M_{\pi}^{-4}$ (for the ACGL parameter set). We note that the P-wave effective range $b_{1}$ does not pick up an additional contribution due to the $q^{2}(s)$ prefactor. Corrections in the P-wave channel start at $\mathcal{O}\left(\epsilon^{8}\right)$, that is the higher-order shape parameter $d_{1}$.

### 2.4.2 Numerical results

We begin our numerical analysis of the various $\eta \rightarrow 3 \pi$ Dalitz plot parameters by investigating how the tree-level values are modified at one- and two-loop order, and finally beyond two loops (via the estimate through the unitarized amplitudes in Eq. (2.44)). This part of the analysis is based solely on the ACGL parameters for the $\pi \pi$ final-state interaction; the qualitative conclusions are identical for the KPY parameterization. We keep the $\eta \rightarrow 3 \pi$ tree level parameters fixed as obtained by matching to ChPT at $\mathcal{O}\left(p^{4}\right)$ throughout, see Section 2.3.4. Our results are summarized in Table 2.3. In particular, we observe the following:

1. Individual loop corrections to the Dalitz plot parameters are sizable; their relative importance grows with increasing order (in $\epsilon$ ) of the parameters concerned, as suggested a priori by power-counting arguments (see Section 2.3.5).
2. One- and two-loop contributions are in general of the same size, as indeed expected, with a tendency to cancel to varying extent due to contributions of opposite sign. This
again substantiates the power-counting arguments of the NREFT framework, which is particularly interesting in the case of $\alpha$ : while at one loop we see a sizable positive shift added to the already positive tree-level result, the two-loop correction overwhelms both, leading to a negative total. We therefore find the correct sign for $\alpha$, as opposed to the ChPT result. At two loops our result is in fairly good agreement with the dispersive one from Ref. [74].
3. There are large contributions from derivative couplings at two-loop order. This is seen when considering the amplitude expanded only up to $\mathcal{O}\left(a_{\pi \pi} \epsilon^{5}, a_{\pi \pi}^{2} \epsilon^{2}\right)$ (cf. Ref. [26]), at which order only constant vertices are implemented at two loops. In this approximation, we find numerically e.g. $\alpha=+0.033$. Once the effective range corrections in the $I=0$ two-loop bubble are added, $\alpha$ receives a shift to -0.017 . This observation explains why the authors of Ref. [28] obtain a positive sign for $\alpha$ when matching to ChPT at tree-level: no derivative couplings at two-loop level are included in that work. With respect to this omission, matching to ChPT at tree-level plays a minor role in the deviation from our result.
4. By comparing the two-loop contributions with and without the parts due to the irreducible two-loop graphs, see Fig. 2.2 (right), we see that at least in those parameters that receive contributions from the $I=0$ amplitude the irreducible two-loop graphs only give a very small contribution. As detailed before, this can be traced back to the isospin structure of the different amplitudes. Specifically $\alpha$ is a case in point: the simple "bubble sum" type two-loop graphs shift it by about -0.044 , while the irreducible graphs only add +0.002 .
5. Our estimate of higher-order effects via simple two-channel unitarization shows that those are significantly smaller than the (individual) one- and two-loop effects, although not negligible throughout. Due to the smallness of the irreducible two-loop graphs, we expect to catch the major part of the higher-order corrections in this way.
In order to study the dependence of our results on the precise input for $\pi \pi$ scattering, we next compare the values obtained for the various charged and neutral Dalitz plot parameters, at two loops and unitarized, for the ACGL and the KPY parameter sets in Table 2.4. In most cases, the variation with different $\pi \pi$ input is a bit smaller than the difference due to the higher-order estimates, although not by much. As our final result in the last column of Table 2.4, we determine central values and (symmetric) errors in such a way as to cover all four values for each parameter.

Our finding for the $\eta \rightarrow 3 \pi^{0}$ slope parameter, $\alpha=-0.024 \pm 0.005$, is considerably closer to the current experimental average $\alpha=-0.0317 \pm 0.0016$ [87] than previous theoretical approaches. Note again that the theoretical prediction for $\alpha$ is lowered (in absolute value) by about $22 \%$ if the charged pion mass is used in the definition of $z$. We predict the (yet unmeasured) higher-order Dalitz plot parameters $\beta$ and $\gamma$ in the neutral channel to be different from zero, but very small. In particular, neglecting a term $\propto \gamma z^{2}$ in an experimental extraction of $\alpha$ based on the radial distribution $d \Gamma / d z$ alone (in which a term $\propto \beta$ cancels for $z<$ 0.756 , compare Fig. 2.1) should affect $\alpha$ by less than the value of $\gamma$, hence still below the current uncertainty, although not by much given the precision of the most recent experimental determinations.

As we will see below, there are sizable isospin-breaking shifts in the charged Dalitz plot parameters. We therefore defer a detailed comparison to experimental values to Section 2.5.

|  | ACGL 2-loop | ACGL unit. | KPY 2-loop | KPY unit. | average |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\left\|\mathcal{N}_{\mathcal{N}}\right\|^{2}$ | 0.0287 | 0.0284 | 0.0285 | 0.0282 | $0.0284 \pm 0.0002$ |
| $a$ | -1.290 | -1.268 | -1.291 | -1.267 | $-1.279 \pm 0.012$ |
| $b$ | 0.379 | 0.342 | 0.382 | 0.340 | $0.361 \pm 0.021$ |
| $d$ | 0.056 | 0.053 | 0.052 | 0.050 | $0.053 \pm 0.003$ |
| $f$ | 0.071 | 0.101 | 0.073 | 0.107 | $0.089 \pm 0.018$ |
| $g$ | -0.045 | -0.042 | -0.043 | -0.041 | $-0.043 \pm 0.002$ |
| $\alpha$ | -0.0192 | -0.0249 | -0.0227 | -0.0291 | $-0.0242 \pm 0.0049$ |
| $\beta$ | -0.0036 | -0.0043 | -0.0043 | -0.0051 | $-0.0043 \pm 0.0007$ |
| $\gamma$ | 0.0009 | 0.0013 | 0.0013 | 0.0017 | $0.0013 \pm 0.0004$ |

Table 2.4: Results for charged and neutral Dalitz plot parameters in the isospin limit with different input on $\pi \pi$ scattering parameters from Refs. [37] and [40]; see Section 2.3.3. Shown are the results both for two loops and for the unitarized amplitudes. $\left|\mathcal{N}_{n}\right|^{2}=9\left|\mathcal{N}_{c}\right|^{2}$ is not shown separately.

We only wish to make a remark on the cubic parameters $f$ and $g$ here. Apart from the fact that a large contribution to these is given by $2 \operatorname{Re}\left(\bar{a} \bar{b}^{*}\right)$ and $2 \operatorname{Re}\left(\bar{a} \bar{d}^{*}\right)$, respectively, the remainders (or $\bar{f}, \bar{g}$ ) are given entirely in terms of loop contributions. If we, in addition, allow for cubic tree level terms $\bar{f}$ tree and $\bar{g}^{\text {tree }}$ and match the latter to $\operatorname{ChPT}$ at $\mathcal{O}\left(p^{4}\right)$, the total results receive shifts of -0.002 and -0.011 hence very and relatively small effects, respectively. Although chiral $\mathcal{O}\left(p^{6}\right)$ corrections might modify these numbers significantly, we still regard them as indications that the dominance of loop contributions (as suggested by $\epsilon$ power counting) holds here.

### 2.4.3 Comparison to $\alpha$ in ChPT at two loops

While dispersive analyses find values for $\alpha$ similar to ours [74], a serious puzzle is the question why the calculation of this quantity in ChPT to two loops [60] does not arrive at least at a negative value for $\alpha$ "naturally", i.e. as the central value (disregarding the large error bar due to the estimated fit uncertainty). After all, in addition to potentially significant chiral $\operatorname{SU}(3)$ renormalization effects of what would be subsumed in the tree-level couplings of the NREFT representation, ChPT at $\mathcal{O}\left(p^{6}\right)$ also includes all the pion two-loop graphs shown to be important here.

It turns out that this failure of the chiral two-loop calculation can partly be understood within our framework, investigating rescattering effects only, but of course neglecting the $\mathcal{O}\left(p^{6}\right)$ modified tree-level couplings. In order to mimic the chiral expansion, we note that in an $\mathcal{O}\left(p^{6}\right)$ calculation, the $\pi \pi$ vertices inside two-loop graphs are only included to their current-algebra (or $\mathcal{O}\left(p^{2}\right)$ ) accuracy, see Eq. (2.27), while inside the one-loop diagrams, $\pi \pi$ rescattering is taken care of up to $\mathcal{O}\left(p^{4}\right)$. By inserting the respective values for the $\pi \pi$ threshold parameters in our amplitude, we find

$$
\begin{equation*}
\alpha_{\mathrm{ChPT}}=-0.0011, \tag{2.48}
\end{equation*}
$$

hence a value close to zero. We attribute the remaining difference to the central result for $\alpha$ in Ref. [60] to different tree-level couplings as determined in that paper. As we found
that precisely the two-loop effects turn $\alpha$ negative, dominated by the $I=0$ amplitude, we conclude that a large part of the discrepancy between ChPT at $\mathcal{O}\left(p^{6}\right)$ and our result (or the one from dispersion relations) is due to the significantly weaker $\pi \pi$ rescattering (compare e.g. $a_{0}^{\mathrm{CA}} \approx 0.16$ vs. $a_{0}=0.220$ from Ref. [37], which enters the two-loop effects squared). The precise choice of the set of rescattering parameters therefore has a large effect on the result for $\alpha$ (and, slightly less dramatically so, on other Dalitz plot parameters). The inclusion of improved values for the effective ranges and shape parameters produces a large shift of the chiral result towards the experimental value.

In a very condensed manner, we can therefore point to one specific diagram, Fig. 2.2 (middle), which accounts for roughly half of the discrepancy between the central value of the chiral prediction at $\mathcal{O}\left(p^{6}\right)$ and the experimental value for $\alpha$. More specifically, the discrepancy is caused by contributions of the diagrammatic topology of this kind. Since (at least) next-toleading order contributions to the $\pi \pi$ vertices are required, one needs to include these diagrams up to $\mathcal{O}\left(p^{8}\right)$ and higher in strict chiral power counting. To substantiate this claim and ensure that it is not an artifact of the non-relativistic framework, we replace the non-relativistic two-point function $J(s)$, Eq. $(2.20)$, by its relativistic counterpart $\bar{J}_{\pi \pi}(s)$, which differs from the former by its real part (given explicitly in Eq. (A.63)). Doing so requires a different matching procedure to account for the (otherwise absent) mass renormalization effects on the various coupling constants thus induced; we will not spell out this exercise in detail. The main conclusion, however, is fully consistent with our findings above: the "double bubble" graphs alone shift $\alpha$ by -0.042 (to be compared with -0.044 , see Table 2.3); calculating them with current algebra values for the $\pi \pi$ threshold parameters reduces this effect by nearly a factor of two, which corresponds to the discrepancy between Eq. (2.48) and the value obtained in NREFT.

One might argue that a parameter as subtle as $\alpha$ could also be subject to other very sizable $\mathcal{O}\left(p^{6}\right)$ corrections; in particular, contributions from chiral low-energy constants appear for the first time at that order. For a superficial impression of these effects, we investigate precisely the $\mathcal{O}\left(p^{6}\right)$ polynomial in the amplitude calculated in Ref. [60]. One easily finds the following combination of low-energy constants contributing to $\alpha$ :

$$
\begin{equation*}
\alpha_{\mathrm{LEC}}^{(6)}=\frac{12 R_{n}^{2}}{F_{\pi}^{4}}\left(C_{5}^{r}+C_{8}^{r}+3 C_{9}^{r}+C_{10}^{r}-2 C_{12}^{r}+2 C_{22}^{r}+3 C_{24}^{r}+C_{25}^{r}\right) \tag{2.49}
\end{equation*}
$$

The couplings $C_{i}^{r}$ are estimated in Ref. [60] using resonance saturation. Vector contributions cancel in Eq. (2.49), as they must, with no P-waves appearing in the neutral decay channel. Using the scalar resonance estimates given in Ref. [60], we arrive at the very simple and compact expression

$$
\begin{equation*}
\alpha_{\mathrm{LEC}}^{(6)}=\frac{12 R_{n}^{2} c_{d} c_{m}}{F_{\pi}^{2} M_{S}^{4}} \approx 0.005 \tag{2.50}
\end{equation*}
$$

where $c_{m}=0.042 \mathrm{GeV}, c_{d}=0.032 \mathrm{GeV}$, and $M_{S}=0.98 \mathrm{GeV}$. There are serious doubts about the reliability of the resonance saturation hypothesis in the scalar sector [90]; indeed one might argue that the masses of even heavier scalar states ought to be used in Eq. (2.50), further suppressing their contribution to $\alpha$. We nevertheless confirm that contributions from the ChPT low-energy polynomial at $\mathcal{O}\left(p^{6}\right)$ are rather small; in particular they have a positive sign, so they cannot serve as an alternative explanation to arrive at a negative $\alpha$. We also emphasize that the above is only a very rough estimate of the expected size of the effects and does not by any means replace a consistent matching procedure.

### 2.5 Isospin breaking in $\eta \rightarrow 3 \pi$

In this section we discuss higher-order isospin-breaking contributions to the decay $\eta \rightarrow 3 \pi$. We concentrate on the following four contributions:

1. Isospin breaking in $\eta \rightarrow \pi^{+} \pi^{-} \pi^{0}$ due to $Q_{n} \neq Q_{c}$. There are significant corrections to the charged Dalitz plot parameters due to the terms $\propto\left(R_{n}-R_{c}\right)$ in Eq. (2.10), which stem from the subtleties in the definition of the center of the Dalitz plot discussed in Section 2.2.
2. Other isospin corrections due to the difference between the charged and the neutral pion mass. These in particular concern the incorporation of the correct thresholds inside the loop contributions, which is necessary for a description of the boundary regions of the Dalitz plot, among them the cusp effect in $\eta \rightarrow 3 \pi^{0}$. The representation of the amplitude in the non-relativistic framework allows us to work in the particle (and not in the isospin) basis, and thus we can incorporate mass effects in a straightforward fashion.
3. Isospin-breaking corrections to the $\pi \pi$ rescattering parameters. We use the phenomenological values for the scattering lengths and effective ranges, which have been determined in the isospin limit [37,40], and calculate corrections to each channel from the one-loop $\mathrm{SU}(2) \pi \pi$-scattering amplitudes with electromagnetic corrections included.
4. Next-to-leading-order isospin-breaking effects in the $\eta \rightarrow 3 \pi$ tree level couplings, calculated in one-loop ChPT, which modify Eqs. (2.12).

The representation of the NREFT amplitude to two loops with fully general masses and coupling constants, allowing for all of these isospin-breaking effects, is given in Appendix A.3.1. Furthermore Appendix A.3.2 shows the generalization of the unitarization prescription given in Eq. (2.44) for the case of isospin violation. In our numerical evaluation we will add these contributions cumulatively to the results of Section 2.4.

In this context we should comment on radiative (real- and virtual-photon) corrections to these decays. In order to be able to sensibly discuss a Dalitz plot expansion of the squared amplitudes in question, we assume that the universal radiative corrections (GamowSommerfeld factor, bremsstrahlung contributions etc.), as discussed in the framework of NREFT in Ref. [27], have already been subtracted from the experimental data when determining Dalitz plot parameters. In order to extract the corrections of point 4 above from the calculation in Ref. [62], these subtracted contributions have to be matched correctly, as detailed in Appendix A.2.2. The non-universal or "internal" radiative corrections that play an important role in the analysis of the cusp effect in $K \rightarrow 3 \pi[27,91]$ do not have a similarly enhanced effect in the center of the Dalitz plot. From the point of view of chiral power counting of isospin-breaking corrections, these constitute higher-order effects than those considered consistently in Ref. [62] (as they only appear at two loops); furthermore, in $\eta \rightarrow \pi^{+} \pi^{-} \pi^{0}$, even diagrams beyond those calculated in Ref. [27] would have to be included. We have checked, though, that the effect of photon exchange inside the charged-pion loops on the $\eta \rightarrow 3 \pi^{0}$ Dalitz plot expansion is small, even on the scale of the other small isospin-breaking effects discussed below.

The by far largest isospin-breaking effects on the Dalitz plot parameters, beyond the use of the correct overall normalization factors of $Q_{n}$ and $Q_{c}$ in the definitions of the kinematic variables that was already incorporated in the previous sections, are the kinematic effects due

|  | $Q_{c} \neq Q_{n}$ | masses | $\pi \pi$ | $\eta \rightarrow 3 \pi^{0}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\left\|\mathcal{N}_{c}\right\|^{2}$ | $0.0310 \pm 0.0003$ | $0.0309 \pm 0.0003$ | $0.0310 \pm 0.0003$ | $0.0310 \pm 0.0003$ |
| $a$ | $-1.218 \pm 0.013$ | $-1.214 \pm 0.013$ | $-1.214 \pm 0.014$ | $-1.213 \pm 0.014$ |
| $b$ | $0.314 \pm 0.023$ | $0.310 \pm 0.023$ | $0.308 \pm 0.023$ | $0.308 \pm 0.023$ |
| $d$ | $0.051 \pm 0.003$ | $0.051 \pm 0.003$ | $0.050 \pm 0.003$ | $0.050 \pm 0.003$ |
| $f$ | $0.084 \pm 0.019$ | $0.082 \pm 0.018$ | $0.083 \pm 0.019$ | $0.083 \pm 0.019$ |
| $g$ | $-0.039 \pm 0.002$ | $-0.039 \pm 0.002$ | $-0.039 \pm 0.002$ | $-0.039 \pm 0.002$ |
| $\left\|\mathcal{N}_{n}\right\|^{2}$ | $0.256 \pm 0.002$ | $0.256 \pm 0.002$ | $0.255 \pm 0.002$ | $0.252 \pm 0.008$ |
| $\alpha$ | $-0.0242 \pm 0.0049$ | $-0.0241 \pm 0.0049$ | $-0.0247 \pm 0.0048$ | $-0.0246 \pm 0.0049$ |
| $\beta$ | $-0.0043 \pm 0.0007$ | $-0.0043 \pm 0.0008$ | $-0.0042 \pm 0.0007$ | $-0.0042 \pm 0.0007$ |
| $\gamma$ | $0.0013 \pm 0.0004$ | $0.0012 \pm 0.0004$ | $0.0013 \pm 0.0004$ | $0.0013 \pm 0.0004$ |

Table 2.5: Central results for the charged and neutral Dalitz plot parameters with isospin breaking in kinematic relations, masses in loop functions, $\pi \pi$ threshold parameters, and $\eta \rightarrow$ $3 \pi^{0}$ tree level couplings (see text for details).
to the fact that for the decay $\eta \rightarrow \pi^{+} \pi^{-} \pi^{0}$ the position defined by $x=y=0$ does not coincide with $s_{1}=s_{2}=s_{3}$ when $M_{\pi} \neq M_{\pi^{0}}$. Using the correct prescriptions given in Eq. (2.10), we find the results listed in the left column of Table 2.5 . The corrections are very sizable: our analysis shows that $a$ is reduced (in magnitude) by $5 \%, b$ by even $14 \%$. These kinematic effects constitute the bulk of the isospin breaking corrections to the charged parameters.

The modifications that arise from using physical pion masses in the loop functions and derivative couplings are very small in the expansion around the center of the Dalitz plot, see Table 2.5 (second column). The charged parameters are typically reduced in magnitude on the level of about $1 \% ; \alpha$ is shifted by +0.0001 only, an order of magnitude below the uncertainty due to different $\pi \pi$ parametrizations. The importance of pion-mass effects in loops only becomes really visible when studying the full Dalitz plot distribution also at its boundaries (see Refs. [28,62]).

The next column in Table 2.5 shows the effect of isospin-breaking corrections in the $\pi \pi$ threshold parameters. For this purpose, we have calculated the electromagnetic contributions to the matching relations up-to-and-including $\mathcal{O}\left(e^{2} p^{2}\right)$ in the chiral expansion for S - and P wave scattering lengths and S-wave effective ranges, using the results for the one-loop $\pi \pi$ scattering amplitudes in the presence of virtual photons of Refs. [92, 93]. The necessary matching procedure is described in detail in Appendix A.2.1. The modifications in the Dalitz plot parameters are largest for $\alpha$, where a $3 \%$ effect is observed. The contributions to the remaining parameters stay well below or around $1 \%$. In all cases the shifts are dominated by isospin-breaking corrections in the $S$-wave scattering lengths and thereby the $\mathcal{O}\left(e^{2}\right)$ chiral corrections, as expected by power counting.

Finally, we want to investigate the effects of isospin breaking on the relations in Eq. (2.12), i.e. next-to-leading order isospin breaking in the $\eta \rightarrow 3 \pi$ tree level couplings. These can be extracted from the chiral one-loop calculation of the $\eta \rightarrow 3 \pi$ decay amplitudes to $\mathcal{O}\left(e^{2}\left(m_{d}-\right.\right.$ $\left.m_{u}\right)$ ) in Ref. [62]. We write the corrections in the form

$$
\begin{equation*}
\mathcal{N}_{n}=-3 \tilde{\mathcal{N}}_{c}+\Delta_{\tilde{\mathcal{N}}}, \quad \tilde{\alpha}=\frac{1}{3}(\tilde{b}+3 \tilde{d})+\Delta_{\tilde{\alpha}} \tag{2.51}
\end{equation*}
$$

| Theory | $a$ | $b$ | $d$ |
| :---: | :---: | :---: | :---: |
| ChPT $\mathcal{O}\left(p^{4}\right)$ | $-1.34 \pm 0.04$ | $0.434 \pm 0.018$ | 0.077 |
| ChPT $\mathcal{O}\left(p^{6}\right)$ | $-1.271 \pm 0.075$ | $0.394 \pm 0.102$ | 0.055 |
| Dispersive | -1.16 | $0.24 \ldots 0.26$ | $0.09 \ldots 0.057$ |
| $\mathcal{O}\left(p^{4}\right)+$ NREFT | $-1.213 \pm 0.014$ | $0.308 \pm 0.023$ | $0.050 \pm 0.003$ |
| Experiment | $a$ | $b$ | $d$ |
| KLOE $[82]$ | $-1.090 \pm 0.005_{-0.019}^{+0.008}$ | $0.124 \pm 0.006 \pm 0.010$ | $0.057 \pm 0.006_{-0.016}^{+0.007}$ |
| Adlarson $[83]$ | $-1.076 \pm 0.025_{-0.032}^{+0}$ | $0.157 \pm 0.030_{-0.032}^{+0.082}$ | $0.139 \pm 0.028$ |
| Crystal Barrel $[94]$ | $-1.22 \pm 0.07$ | $0.22 \pm 0.11$ | $0.06 \pm 0.04$ (input) |
| Layter et al. $[95]$ | $-1.08 \pm 0.014$ | $0.034 \pm 0.027$ | $0.046 \pm 0.031$ |
| Gormley et al. $[95]$ | $-1.17 \pm 0.02$ | $0.21 \pm 0.03$ | $0.06 \pm 0.04$ |

Table 2.6: Results for the charged Dalitz plot parameters in comparison with various theoretical and experimental determinations (the next-to-leading-order errors are only due to $L_{3}^{\mathrm{r}}$ ). Not that for $b$ we combined the two asymmetric errors given in Ref. [83] according to the formalism named "Model 1" in Ref. [96]. This also skews the central value.
where $\Delta_{\tilde{\mathcal{N}}}=\mathcal{O}\left(e^{2}\left(m_{d}-m_{u}\right)\right)$ and $\Delta_{\tilde{\alpha}}=\mathcal{O}\left(e^{2}\right)$. Note that no corrections of $\mathcal{O}\left(\left(m_{d}-m_{u}\right)^{2}\right)$ (in $\left.\Delta_{\tilde{\mathcal{N}}}\right)$ and $\mathcal{O}\left(m_{d}-m_{u}\right)$ (in $\left.\Delta_{\tilde{\alpha}}\right)$ occur, respectively. The analytic results of the expansion and further details are given in Appendix A.2.2. With the numerical input for various low-energy constants chosen as in Ref. [62], we find that the corrections to the isospin relations are very small,

$$
\begin{equation*}
\frac{\Delta_{\tilde{\mathcal{N}}}}{\mathcal{N}_{n}}=(-0.7 \pm 1.5) \%, \quad \Delta_{\tilde{\alpha}}=0.035 \pm 0.003 \mathrm{GeV}^{-4} \tag{2.52}
\end{equation*}
$$

The numerical analysis shows that the corrections to $\alpha$ are below $1 \%$ and thus very small, even for isospin breaking corrections. It is interesting to note that the modification induced by $\Delta_{\tilde{\alpha}}$ is largely counterbalanced by the modification due to $\Delta_{\tilde{\mathcal{N}}}$. Even though the modifications Eq. (2.51) only affect the $\eta \rightarrow 3 \pi^{0}$ tree-level couplings, these in principle also enter the charged channel via (inelastic) rescattering effects, however these shifts are too small to register. The corresponding values, which also constitute our final results, are collected in the final column of Table 2.5.

After analyzing the isospin-breaking contributions we can now compare our final results for the charged Dalitz plot parameters with several other theoretical determinations and experimental findings in Table 2.6.

We receive mixed results for the different Dalitz plot parameters. $d$ is generally in fairly good agreement with experiment with the exception of the result given by Adlarson, which is off by about a factor of 2.5 from other theoretical and experimental determinations. $a$ shows deviations of about $10 \%$ to the results from Layter and Adlarson and most notably from the precision measurement of the KLOE collaboration, which - due to the relatively small errors - exceeds even very generous confidence levels. Our result is more or less compatible with the $\mathcal{O}\left(p^{6}\right)$ ChPT result. The dispersive calculation is somewhat closer to experiment, but no error range is given for us to compare with. The situation is even worse with $b$, where the

| Input | 1 | $\bar{a}^{\text {tree }}$ | $\bar{b}^{\text {tree }}$ | $\bar{d}^{\text {tree }}$ |
| :---: | ---: | ---: | ---: | ---: |
| $\mathcal{N} / \tilde{\mathcal{N}}_{c}$ | $0.9119+0.2954 i$ | $0.0028+0.0005 i$ | $-0.0097+0.0174 i$ | $-0.0156+0.0643 i$ |
| $\bar{a}$ | $0.0202-0.4228 i$ | $1.0092-0.1902 i$ | $-0.0393-0.0182 i$ | $-0.0200-0.0378 i$ |
| $\bar{b}$ | $-0.0421-0.0166 i$ | $0.0152-0.1205 i$ | $1.0106-0.0834 i$ | $-0.0069+0.0079 i$ |
| $\bar{d}$ | $-0.0182+0.0127 i$ | $-0.0156-0.0483 i$ | $0.0091-0.0079 i$ | $0.9782-0.3583 i$ |
| $\bar{f}$ | $-0.0009-0.0118 i$ | $-0.0327+0.0011 i$ | $0.0331-0.2371 i$ | $-0.0214-0.1175 i$ |
| $\bar{g}$ | $0.0041-0.0027 i$ | $-0.0031+0.0074 i$ | $-0.0022-0.0115 i$ | $-0.0330-0.0783 i$ |
| $\bar{\alpha}$ | $-0.0345-0.0028 i$ | $-0.0004-0.0964 i$ | $0.5823-0.0522 i$ | $0.5548-0.2001 i$ |
| $\bar{\beta}$ | $0.0015+0.0028 i$ | $0.0090+0.0018 i$ | $-0.0108+0.0688 i$ | $-0.0036+0.0119 i$ |
| $\bar{\gamma}$ | $-0.0010-0.0064 i$ | $-0.0008-0.0016 i$ | $-0.0216-0.0016 i$ | $-0.0075+0.0099 i$ |

Table 2.7: Parameterization of Dalitz plot parameters in terms of tree input parameters.
deviation between our result and measurements from KLOE and Adlarson is rather alarming. The dispersive analysis indicates that even higher-order effects might be somewhat important in the determination of $a$ and $b$, however it cannot account for the discrepancy we find for $b$. A main source of uncertainty that we have not addressed so far is the tree-level input, which could receive rather large contributions from matching to the chiral amplitude at $\mathcal{O}\left(p^{6}\right)$. It is possible that the deviation in $a$ can be accounted for by such a matching prescription. There is no indication, however, that this is also the case for $b$. This issue is put under tense scrutiny in the next section. The results obtained in that discussion question to some extent the consistency between the charged and neutral Dalitz plot measurements. - Our result for the cubic parameter, $f=0.083 \pm 0.019$, is reasonably compatible with the KLOE determination, $f=0.14 \pm 0.01 \pm 0.02$ [82], and the result from Adlarson, $f=0.109 \pm 0.064_{-0.102}^{+0.022}$ [83].

### 2.6 Relating charged and neutral Dalitz plot parameters

### 2.6.1 Isospin limit $Q_{n}=Q_{c}$

Up to this point we have only discussed uncertainties due to the effective range parameterization in the final-state interactions. A by far greater source of uncertainty is the tree-level input to our calculation, i.e. the matching to the ChPT one-loop amplitude, which we deem responsible for most of the remaining deviation from the experimental results. At higher orders (chiral $\mathcal{O}\left(p^{6}\right)$ ), these tree parameters will receive chiral $\mathrm{SU}(3)$ corrections, or renormalizations of $\mathcal{O}\left(m_{s}\right)$, which certainly are potentially large. In order to document our findings beyond the matching to the chiral one-loop amplitude, we provide a direct parameterization of the various Dalitz plot parameters in terms of these input (tree) parameters. For this purpose, we first revert back to the case $Q_{n}=Q_{c}$ as expressions become much simpler in this limit. Table 2.7 shows the coefficients of the respective input parameters. The entries are to be understood as follows: e.g., the second line means that the value for $\bar{a}$ including final-state interactions is determined by the tree input according to

$$
\begin{align*}
\bar{a}= & 0.0202-0.4228 i+(1.0092-0.1902 i) \bar{a}^{\text {tree }} \\
& -(0.0393+0.0182 i) \bar{b}^{\text {tree }}-(0.0200+0.0378 i) \bar{d}^{\text {tree }} \tag{2.53}
\end{align*}
$$

All numerical coefficients are determined by $\pi \pi$ scattering alone. They are again averaged from the four different results (two loops plus unitarized, with ACGL and KPY parameters used as input) as in Table 2.4. The error range of Dalitz plot parameters calculated with this parameterization may be taken from the last column of Table 2.4. Furthermore, we only show the relations linear in the tree parameters (that is, no terms of quadratic etc. order), which are the by far dominant contributions.

As we will now show, Table 2.7 can be used to construct an explicit relation between charged and neutral channel Dalitz plot parameters. From Eq. (2.12) one can derive the following relation (again, we only consider $R_{n} \neq R_{c}$ or $Q_{n} \neq Q_{c}$ in the overall normalization for the moment):

$$
\begin{equation*}
\alpha=\frac{Q_{n}^{2}}{4 Q_{c}^{2}}\left(d+b-|\bar{a}|^{2}\right) \tag{2.54}
\end{equation*}
$$

and consequently (cf. Ref. [60])

$$
\begin{equation*}
\alpha=\frac{Q_{n}^{2}}{4 Q_{c}^{2}}\left(d+b-\frac{a^{2}}{4}\right)-\frac{Q_{n}^{2}}{4 Q_{c}^{2}}(\operatorname{Im}(\bar{a}))^{2} \leq \frac{Q_{n}^{2}}{4 Q_{c}^{2}}\left(d+b-\frac{a^{2}}{4}\right) \tag{2.55}
\end{equation*}
$$

which turns into an equality only for $\operatorname{Im}(\bar{a})=0$. The obvious question arises: as $\operatorname{Im}(\bar{a})$ is generated by final-state interactions but in turn depends on the Dalitz plot parameters, can we quantify the equality in Eq. (2.55) in such a way that we obtain a testable consistency relation between the experimental observables $\alpha, a, b$, and $d$, independent of any (potentially insufficiently accurate) ChPT input? The answer is yes - precisely by using the information contained in Table 2.7. We consider Eq. (2.53) and first note that, to very good accuracy, the contributions from $\bar{b}^{\text {tree }}$ and $\bar{d}^{\text {tree }}$ can be neglected: with these parameters matched as previously, we have $\bar{a}^{\text {tree }} \approx-0.656, \bar{b}^{\text {tree }} \approx-0.017, \bar{d}^{\text {tree }} \approx 0.037$, which is sufficient to demonstrate that $\bar{b}^{\text {tree }}$ and $\bar{d}^{\text {tree }}$ are suppressed compared to $\bar{a}^{\text {tree }}$ by at least one order of magnitude, irrespective of potential higher-order corrections. (The neglected terms are retained explicitly in the following Section 2.6.2, compare Eq. (2.62), which fully justifies their omission.) So via $\bar{a}^{\text {tree }}$ in Eq. (2.53), $\operatorname{Im}(\bar{a})$ can be solved for $\operatorname{Re}(\bar{a})=a / 2$, and we find

$$
\begin{equation*}
\alpha=\frac{Q_{n}^{2}}{4 Q_{c}^{2}}\left(b+d-\frac{a^{2}}{4}\right)-\zeta_{1}\left(1+\zeta_{2} a\right)^{2}, \quad \zeta_{1}=0.050 \pm 0.005, \quad \zeta_{2}=0.225 \pm 0.003 \tag{2.56}
\end{equation*}
$$

We wish to emphasize once more that the values for $\zeta_{1 / 2}$ depend solely on $\pi \pi$ rescattering effects and are independent on any chiral one-loop input. The most precise determinations of the charged Dalitz plot parameters come from the KLOE experiment [82], see Table 2.6. Inserting their numbers for $a, b$, and $d$ into Eq. (2.56), we find

$$
\begin{equation*}
\alpha_{\mathrm{KLOE}, \mathrm{NREFT}}=-0.062 \pm 0.003(\text { stat })_{-0.006}^{+0.004}(\text { syst }) \pm 0.003(\pi \pi) \tag{2.57}
\end{equation*}
$$

where the statistical and systematic errors are calculated from the respective uncertainties and their correlations in Ref. [82], and the last error is the uncertainty inherent in our assessment of final-state interactions in Eq. (2.56). This result disagrees rather strongly with the world average of $\alpha=-0.0317 \pm 0.0016$ [87] as well as KLOE's own direct experimental finding $\alpha=-0.0301 \pm 0.0035_{-0.0035}^{+0.0022}[66]$.

This observation seems to be at odds with a result presented in Ref. [82], where a separate fit has been performed using an alternative parameterization [97], which incorporates finalstate $\pi \pi$ rescattering based on a strict $\Delta I=1$ rule and allows to extract $\alpha$ therefrom. The
result of that alternative fit is

$$
\begin{equation*}
\alpha_{\Delta I=1, \exp }=-0.038 \pm 0.003(\text { stat })_{-0.008}^{+0.012}(\text { syst }) \tag{2.58}
\end{equation*}
$$

and thus seems to be in very reasonable agreement with the direct determination of $\alpha$. However, the parameterization from Ref. [97] is based on chiral one-loop phases or imaginary parts, hence leading-order rescattering with $\mathcal{O}\left(p^{2}\right) \pi \pi$ vertices. If we reduce our rescattering formalism to that order (and also set $Q_{n}=Q_{c}$ ), we find for the coefficients in Eq. (2.56) $\zeta_{1}=0.021$, $\zeta_{2}=0.188$ instead, and as a result

$$
\begin{equation*}
\alpha_{\Delta I=1, \mathrm{NREFT}}=-0.042 \pm 0.002(\text { stat })_{-0.005}^{+0.003}(\mathrm{syst}), \tag{2.59}
\end{equation*}
$$

in satisfactory agreement with Eq. (2.58) within errors (which stem from the Dalitz plot input exclusively). We therefore understand why the rescattering formalism employed in Ref. [97] leads to a seemingly consistent result for $\alpha$; however, the large impact of higher orders in the effective range parameters renders this procedure unreliable. Employing a more precise parameterization for $\pi \pi$ final-state interactions, responsible for the imaginary parts necessary for the relations Eqs. (2.55) and (2.56), shows that there seems to be a significant tension between the available experimental results of the KLOE collaboration for charged and neutral Dalitz plot parameters.

One can perform the same exercise with the data from Ref. [83]. We note that both this measurement and the KLOE measurement are in agreement concerning the parameters $a$ and $b$, yet disagree rather strongly concerning the parameter $d$. With these parameters we obtain

$$
\begin{equation*}
\alpha_{\text {Adlarson,NREFT }}=-0.027 \pm 0.012(\text { stat })_{-0.008}^{+0.023}(\text { syst }) \pm 0.003(\pi \pi) \tag{2.60}
\end{equation*}
$$

While the errors on this determination are rather large, we find very good agreement between this set for charged Dalitz plot parameters and the central value for $\alpha$. Interestingly, the large value of $d$ allows this parameter set to be consistent with our analysis. However, the systematic errors on $a, b$, and $d$ might still be somewhat larger than pointed out [98]. In the following we will study isospin breaking corrections on the above relations.

### 2.6.2 Isospin-breaking corrections due to $Q_{n} \neq Q_{c}$

We now study isospin-breaking corrections to the above relations due to kinematic effects stemming from $Q_{n} \neq Q_{c}$. Following the results of Section 2.5 , all other effects are certainly included in the uncertainties. If we denote the charged Dalitz plot parameters as calculated in Section 2.4 by $a_{\text {iso }}, b_{\text {iso }}$, and so forth, the "real" ones $a, b, \ldots$ as deduced from Eq. (2.10) are related to the former according to

$$
\begin{align*}
a_{\text {iso }} & =a+\delta\left(2 b-a^{2}\right)+\mathcal{O}\left(\delta^{2}\right) \\
b_{\text {iso }} & =b+\delta(3 f-a b)+\mathcal{O}\left(\delta^{2}\right) \\
d_{\text {iso }} & =d+\delta(g-a d)+\mathcal{O}\left(\delta^{2}\right) \tag{2.61}
\end{align*}
$$

where $\delta=Q_{n} / Q_{c}-1 \approx 0.069$, and only $f$ and $g$ do not receive corrections as long as we disregard Dalitz plot parameters of $\mathcal{O}\left(\epsilon^{8}\right)$. The corrections $\propto \delta$ produce large shifts (as discussed in Section 2.5), so that one may wonder whether the relation Eq. (2.56) between charged and neutral Dalitz plot parameters may also receive large corrections. To investigate this, we have to amend Eq. (2.56) in two respects:

1. incorporate the isospin-breaking shifts due to Eq. (2.61) in the terms $b+d-a^{2} / 4$;
2. improve the parameterization of $\operatorname{Im}(\bar{a})$ to include $\mathcal{O}\left(\epsilon^{4}\right)$ effects (proportional to $b, d$, and $a^{2}$ neglected before) in order to consistently incorporate the shifts due to Eq. (2.61) in the contribution to $\alpha$ stemming from the imaginary part of $\bar{a}$.

Although significantly more complicated in result, the manipulations are much the same as before, relying on Table 2.7. The improved result is of the form

$$
\begin{array}{rlrl}
\alpha= & \frac{Q_{n}^{2}}{4 Q_{c}^{2}}\left\{b+d-\frac{a^{2}}{4}-\delta\left[2 a\left(b-\frac{a^{2}}{4}+\frac{d}{2}\right)-3 f-g\right]\right\} \\
& -\zeta_{1}\left[1+\zeta_{2} a+\left(\zeta_{3}-\delta \zeta_{2}\right) a^{2}+\left(\zeta_{4}+2 \delta \zeta_{2}\right) b+\zeta_{5} d\right]^{2}, & \zeta_{1}=0.050 \pm 0.005 \\
\zeta_{2}= & 0.223 \pm 0.003, \quad \zeta_{3}=-0.008 \pm 0.001, \quad \zeta_{4}=0.030 \pm 0.004, \quad \zeta_{5}=0.051 \pm 0.001 \tag{2.62}
\end{array}
$$

It turns out that the more refined description of $\operatorname{Im}(\bar{a})$ in Eq. (2.62) and therefore the complicated piece in the relation between charged and neutral Dalitz plot parameters changes the result only minimally: it shifts $\alpha$ by a mere +0.001 . The term $\propto \delta$ in the first line of Eq. (2.62) is a bit more difficult to evaluate, as it involves large cancellations between the various contributions. This becomes evident, when analyzing the dependence of that term on the specific value for $f$. Varying $f$ from the experimental result to our determination alone shifts the contribution of the $\delta$-term from +0.002 to -0.002 .

For our final result we resort to the KLOE and Adlarson parameters again and use correlated errors, except for $g$, where there is neither a measurement nor a determination of its correlation coefficients to be found in the literature. We simply choose to vary it independently between zero and the result of our calculation in Table 2.5. However, despite these generous variations, the total effect of these additional contributions proportional to $\delta$ is still so small that it hardly shows in the overall uncertainty. Our final result for the KLOE measurement is

$$
\begin{equation*}
\alpha_{\mathrm{KLOE}, \mathrm{NREFT}}=-0.059 \pm 0.003(\text { stat })_{-0.006}^{+0.004}(\mathrm{syst}) \pm 0.003(\pi \pi) \tag{2.63}
\end{equation*}
$$

while for the Adlarson analysis we find

$$
\begin{equation*}
\alpha_{\text {Adlarson,NREFT }}=-0.023 \pm 0.014(\text { stat })_{-0.009}^{+0.027}(\text { syst }) \pm 0.003(\pi \pi) \tag{2.64}
\end{equation*}
$$

The overall correction to Eq. (2.57) turns out to be small and we are still left with a significant disagreement between charged and neutral channel for the KLOE measurement, whereas we find reasonable agreement within admittedly large errors for the Adlarson measurement. Comparing the charged Dalitz plot parameters entering Eq. (2.56), we see that the main disagreement is due to the parameter $b$, which is strongly over-predicted in our analysis: we find $b=0.308 \pm 0.023$ to be compared with $b_{\mathrm{KLOE}}=0.124 \pm 0.006 \pm 0.010$. Interestingly enough we find the same disagreement with the central parameter of the Adlarson measurement, $b_{\text {Adlarson }}=0.157 \pm 0.030_{-0.032}^{+0.082}$, but here the effect is counterbalanced by a very large $d_{\text {Adlarson }}=0.139 \pm 0.028$, so that overall this result is consistent with our treatment of finalstate interactions. Notice also that the large errors in Eq. (2.64) stem from $b$ and not from $d$. Of course, the NREFT results are consistent within themselves: inserting our values for $a$, $b, d$ into the relation Eq. (2.56) reproduces our result for $\alpha$. We also mention that there is some non-negligible variation between the KLOE and Adlarson results for the charged Dalitz


Figure 2.4: Allowed range for charged Dalitz plot parameters $a$ and $b$ with fixed $\alpha$ and $d$. Blue curve: allowed range according to Eq. (2.56). Red curve: allowed range using $\zeta_{1}=0$.
plot parameters and several older, less precise measurements [94, 95, 99]; a re-measurement of these quantities by some of the modern high-precision experiments would therefore be very welcome.

The relation between $\alpha$ and the charged Dalitz plot parameters is further illustrated in Fig. 2.4. Due to the smallness of the higher-order corrections in Eq. (2.62), it suffices to use the simplified representation Eq. (2.56). As $\alpha=-0.0317 \pm 0.0016$ is experimentally agreed upon to very high precision, and as our result for $d$ agrees well with the KLOE determination $d=0.057 \pm 0.006_{-0.016}^{+0.007}$, we may take these two experimental results for granted, such that Eq. (2.56) provides a relation between $a$ and $b$. This constraint in the $a-b$ plane is shown in Fig. 2.4. The blue curve shows the allowed range for $b$ as a function of $a$ according to Eq. (2.56), whereas the red curve shows the same relation for $\zeta_{1}=0$, i.e. fully neglecting the imaginary part of the amplitude, or $\operatorname{Im}(\bar{a})=0$. While the NREFT prediction for $a$ and $b$ falls nicely into the allowed band (the agreement here looks even better than in the direct comparison to $\alpha$ as the band also reflects the experimental error in $d$ ), the KLOE determination of both is consistent with a vanishing imaginary part. In our framework these latter values cannot be brought into agreement with a consistent implementation of final-state interactions.

Comparing our calculation to the dispersion-theoretical analysis of Ref. [76], there are indications that the discrepancy we find may be slightly over-predicted: in the terminology of the iterative solution determined there, our two-loop calculation cannot be expected to be better than the second iteration of the dispersive amplitude. Ref. [76] shows that while the real part of the amplitude has converged to the final result almost perfectly, there are still non-negligible corrections in the imaginary part beyond that, i.e. in terms of our represen-
tation at (irreducible) three loops and higher. Whether those corrections in the imaginary part that precisely constitute the additional terms in the relations Eqs. (2.56), (2.62) are sufficient to reduce the apparent discrepancy between charged and neutral Dalitz plot parameter measurements remains to be seen.

### 2.7 Partial widths and the ratio $r$

In this work, we have concentrated almost exclusively on the energy dependence of the two $\eta \rightarrow 3 \pi$ Dalitz plot distributions, mainly as encoded in the Dalitz plot parameters. It is rather obvious in particular from Table 2.3 that the overall normalization of the amplitudes is not improved in our formalism compared to what we match our parameters to, here ChPT at $\mathcal{O}\left(p^{4}\right)$; indeed, the overall rates are even slightly smaller. To be specific, evaluating the partial widths of the neutral decay according to

$$
\begin{align*}
\Gamma\left(\eta \rightarrow 3 \pi^{0}\right) & =\frac{1}{(2 \pi)^{3}} \frac{1}{32 M_{\eta}^{3}} \int_{4 M_{\pi^{0}}^{2}}^{\left(M_{\eta}-M_{\pi^{0}}\right)^{2}} d s_{3} \int_{s_{1}^{-}(s)}^{s_{1}^{+}(s)} d s_{1}\left|\mathcal{M}_{N}\left(s_{1}, s_{2}, s_{3}\right)\right|^{2} \\
s_{1}^{ \pm}(s) & =\frac{1}{2}\left\{3 s_{n}-s_{3} \pm \frac{1}{s_{3}} \lambda^{1 / 2}\left(M_{\eta}, M_{\pi^{0}}, s_{3}\right) \lambda^{1 / 2}\left(M_{\pi^{0}}^{2}, M_{\pi^{0}}^{2}, s_{3}\right)\right\}, \tag{2.65}
\end{align*}
$$

and of the charged decay according to

$$
\begin{align*}
\Gamma\left(\eta \rightarrow \pi^{+} \pi^{-} \pi^{0}\right) & =\frac{1}{(2 \pi)^{3}} \frac{1}{32 M_{\eta}^{3}} \int_{4 M_{\pi}^{2}}^{\left(M_{\eta}-M_{\pi^{0}}\right)^{2}} d s_{3} \int_{s_{1}^{-}(s)}^{s_{1}^{+}(s)} d s_{1}\left|\mathcal{M}_{C}\left(s_{1}, s_{2}, s_{3}\right)\right|^{2} \\
s_{1}^{ \pm}(s) & =\frac{1}{2}\left\{3 s_{c}-s_{3} \pm \frac{1}{s_{3}} \lambda^{1 / 2}\left(M_{\eta}, M_{\pi^{0}}, s_{3}\right) \lambda^{1 / 2}\left(M_{\pi}^{2}, M_{\pi}^{2}, s_{3}\right)\right\} \tag{2.66}
\end{align*}
$$

where we integrate the amplitude squared over the physical region of the Dalitz plot including all isospin-breaking effects (corresponding to the last column of Table 2.5), we find

$$
\begin{align*}
\Gamma\left(\eta \rightarrow 3 \pi^{0}\right) & =\left[201 \pm 3(\pi \pi) \pm 6\left(\Delta_{\tilde{\mathcal{N}}}\right)\right] \mathrm{eV} \\
\Gamma\left(\eta \rightarrow \pi^{+} \pi^{-} \pi^{0}\right) & =[144 \pm 2(\pi \pi)] \mathrm{eV} \tag{2.67}
\end{align*}
$$

Several remarks are in order here. First, as we have pointed out earlier, for our normalization we use $\mathcal{Q}=24.2$ as given by means of Dashen's theorem, which leads to a very small width. Changing the value to $\mathcal{Q}=22.3$ [76], say, immediately increases the widths by nearly $40 \%$. Second, Ref. [60] finds that next-to-next-to-leading order chiral corrections increase the width by nearly $70 \%$, thus bringing it a lot closer to the experimental value of about $\Gamma\left(\eta \rightarrow \pi^{+} \pi^{-} \pi^{0}\right) \approx(296 \pm 16) \mathrm{eV}[87]$. We wish to emphasize once more that this failure to reproduce the chiral enhancements in the width in the non-relativistic framework does not invalidate our predictions for the Dalitz plot parameters: the power counting argument of Section 2.3.5 explains why we catch the important rescattering effects in particular for the higher-order energy dependence, but not in the overall normalization. The $\eta \rightarrow 3 \pi$ tree-level coupling constants that receive sizable quark-mass renormalization effects nicely factor out of the complete (tree plus loop) amplitudes and play no role in the calculation of the Dalitz plot parameters. As a third remark, the errors shown in Eq. (2.67) do not at all reflect these uncertainties from our matching procedure, but purely the one due to $\pi \pi$ final-state interactions (determined as in the previous sections), and in the case of $\Gamma\left(\eta \rightarrow 3 \pi^{0}\right)$ due to the uncertainty in $\Delta_{\tilde{\mathcal{N}}}$, see Eq. (2.51).

Despite all the above-mentioned deficits in a calculation of the decay widths, the ratio of neutral-to-charged partial widths $r$ should be predicted much more reliably, as the normalization of the amplitude (in the isospin limit) drops out. In particular, here we may expect a somewhat heightened importance of isospin-breaking corrections [62]. We find

$$
\begin{equation*}
r=\frac{\Gamma\left(\eta \rightarrow 3 \pi^{0}\right)}{\Gamma\left(\eta \rightarrow \pi^{+} \pi^{-} \pi^{0}\right)}=1.40 \pm 0.01(\pi \pi) \pm 0.04\left(\Delta_{\tilde{\mathcal{N}}}\right) \tag{2.68}
\end{equation*}
$$

in agreement with the experimental finding $r=1.43 \pm 0.02$ [87]. We note that the dependence on $\pi \pi$ rescattering in Eq. (2.68) is very small, our error is dominated by the $1.5 \%$ uncertainty in $\Delta_{\tilde{\mathcal{N}}}$. Equation (2.68) is extremely accurately reproduced by just integrating the phenomenological Dalitz plot distribution, with our values for the Dalitz plot parameters from Table 2.5 (last column) instead of the exact amplitudes: obviously $r$ is affected by cusps in the neutral channel or yet-higher-order Dalitz plot parameters at or below the permille level. We can therefore easily derive the dependence of $r$ on the parameters $a, b, d, \ldots$, making use of the relation of $\alpha$ to these in Eq. (2.55) and neglecting pieces that affect $r$ at the permille level (e.g. the terms $\propto \beta, \gamma$ in the neutral rate), and find

$$
\begin{equation*}
r=1.485\left(1-0.029 a-0.061 a^{2}+0.024 b+0.032 d+0.008 f-0.014 g\right)\left(1+\frac{2 \Delta_{\tilde{\mathcal{N}}}}{\mathcal{N}_{n}}\right) \tag{2.69}
\end{equation*}
$$

Errors on this result are to be taken from Eq. (2.68). The various numerical coefficients are given by $\pi \pi$ phase shifts and phase space integration only. This demonstrates to very good approximation that $r$ does not depend on the normalization and thus possibly sizable quark mass renormalization effects.

### 2.8 Summary and conclusion

In this article we have analyzed rescattering effects in $\eta \rightarrow 3 \pi$ decays by means of the modified non-relativistic effective field theory framework. The main findings of our investigation can be summarized as follows:

1. NREFT provides a simple and transparent representation of the amplitude to two loops, including higher-order isospin breaking. In order to estimate higher-order loop effects we have furthermore applied a simplified unitarization prescription. The amplitude thus obtained is - at the very least - fully competitive with the chiral expansion at next-to-next-to-leading order. The coupling constants involved have been matched to phenomenological $\pi \pi$ scattering threshold parameters and, in the case of the $\eta \rightarrow 3 \pi$ tree-level couplings, to ChPT at $\mathcal{O}\left(p^{4}\right)$.
2. One- and two-loop contributions to the Dalitz plot parameters are in general of the same size, an observation which is predicted by non-relativistic power counting arguments. Irreducible two-loop graphs are generally suppressed, while derivative couplings at twoloop level are essential to find the correct sign for the $\eta \rightarrow 3 \pi^{0}$ slope parameter $\alpha$. Higherorder effects beyond two loops were shown to be relatively small, but not negligible.
3. While our results for the Dalitz plot parameters are in qualitative agreement with previous dispersive results, we can provide an explanation for the apparent failure of two-loop ChPT to reproduce $\alpha$ : the treatment of $\pi \pi$ final-state interactions is still not sufficiently


Figure 2.5: Comparison of values for the slope parameter $\alpha$. Top: theoretical predictions. Bottom: experimental determinations. The red shaded area is the particle data group average [87].
accurate at that order. We can identify one specific diagram, the double rescattering graph with $\pi \pi$ vertices beyond leading order, as being responsible for at least half of the discrepancy between the $\mathcal{O}\left(p^{6}\right)$ prediction for $\alpha$ and the experimental value. These effects are of chiral order $p^{8}$ and higher, but included in the NREFT two-loop representation.
4. Apart from normalization effects and subtleties in the definition of the center of the Dalitz plot in the charged decay channel, higher-order isospin-breaking corrections on the Dalitz plot parameters are very small.
5. Our final result for neutral Dalitz slope parameter,

$$
\begin{equation*}
\alpha=-0.025 \pm 0.005, \tag{2.70}
\end{equation*}
$$

is compared in Fig. 2.5 to several other determinations. It is considerably closer to the experimental world average $\alpha=-0.0317 \pm 0.0016$ [87] than previous theoretical approaches. Notice though that Eq. (2.70) does not take uncertainties stemming from matching to ChPT at $\mathcal{O}\left(p^{4}\right)$ into account, which we expect to be non-negligible.
6. Our results for the charged Dalitz plot parameters show somewhat larger deviations from the currently most accurate measurement by the KLOE collaboration. By relating
charged and neutral decay channel via the $\Delta I=1$ rule we find indications for a significant tension between the Dalitz plot parameters of both channels, which is solely due to final-state interactions. A re-measurement of the charged Dalitz plot parameters by high-precision experiments $[100,101]$, or even preferably access to improved full Dalitz plot distributions, is thus highly desirable.
7. While the partial widths calculated in our framework do not improve upon the chiral oneloop prediction we match to (due to the absence of further quark-mass renormalization effects not captured in our framework), we can give a value for the ratio of neutral-tocharged partial widths unaffected by this deficit, $r=1.40 \pm 0.04$, where the error is dominated by isospin-breaking effects.

Possible future improvements on the theoretical approach include matching to $\mathcal{O}\left(p^{6}\right)$ ChPT in order to constrain the tree-level Dalitz plot couplings more tightly. Furthermore, it will be extremely useful to match the non-relativistic representation to the upcoming dispersive analysis [76] in order to obtain a reliable description of the whole physical Dalitz plot: in this way one can include elastic $\pi \pi$ rescattering to all orders, and at the same time implement in particular non-analytic effects (cusps) at or near the boundaries of the Dalitz plot due to isospin-breaking up to next-to-next-to-leading order. This combination should then also provide the best-possible representation of the decay amplitude for a precision extraction of the quark mass ratio $\mathcal{Q}$.

## Part II

# Non-perturbative methods: Dispersion relations 

## Chapter 3

## Dispersive analysis of $\eta^{\prime} \rightarrow \eta \pi \pi$ decays

### 3.1 Introduction

The treatment of hadronic three-body decays using a dispersion relation approach is a classic subject. Already in the 1960s Khuri and Treiman developed a framework in the context of $K \rightarrow 3 \pi$ decays [102]. One of its main virtues is the fact that final-state interactions among the three pions are fully taken into account, in contrast to perturbative, field-theory-based approaches; the constraints coming from analyticity and unitarity are respected exactly to all orders. This becomes the more important, the higher the mass of the decaying particle, hence the higher the possible energies of the two-pion subsystems within the Dalitz plot. But even for decays of relatively "low-energy" like $\eta \rightarrow 3 \pi$, where final-state interactions strongly perturb the spectrum, such approaches are worthwhile, see Refs. [75-77,103]. In the following Chapter we present the application of these techniques to the decay $\eta^{\prime} \rightarrow \eta \pi \pi$.

The decay $\eta^{\prime} \rightarrow \eta \pi \pi$ has received considerable interest in past years for several reasons. Due to the $\mathrm{U}(1)_{A}$ anomaly the $\eta^{\prime}$ is not a Goldstone boson and therefore "standard" chiral perturbation theory based on the breakdown of $\mathrm{SU}(3) \times \operatorname{SU}(3)$ chiral symmetry fails to adequately describe processes involving the $\eta^{\prime}$. In the large- $N_{C}$ limit the axial anomaly vanishes and gives rise to a $\mathrm{U}(3)_{L} \times \mathrm{U}(3)_{R}$ symmetry, so that a simultaneous expansion in small momenta, small quark masses and large- $N_{C}$ gives rise to a power counting scheme that in principle allows one to describe interactions of the pseudoscalar nonet ( $\pi, K, \eta, \eta^{\prime}$ ). However, the question whether this framework dubbed large- $N_{C}$ chiral perturbation theory $[104,105]$ is actually well-established remains under discussion, mainly due to the large $\eta^{\prime}$ mass. This is in principle an issue that can be addressed by a study of $\eta^{\prime} \rightarrow \eta \pi \pi$. So far there are indications that a large- $N_{C}$ ChPT treatment alone is not sufficient to describe the decay, as final-state interactions play a rather important role, see Refs. [105, 106].

Perhaps most importantly at present, the $\eta^{\prime} \rightarrow \eta \pi \pi$ decay channel is believed to allow potentially clean access to constrain $\pi \eta$ scattering: the $\eta^{\prime}$ mass is sufficiently small so that the channel is not polluted by non-virtual intermediate states other than the rather wellconstrained $\pi \pi$ scattering. In the past claims were made that $a_{0}(980) \rightarrow \pi \eta$ even dominates the decay [107-109]. These claims are based on effective Lagrangian models with the explicit inclusion of a scalar nonet incorporating the $a_{0}(980), f_{0}(980)$ and $\sigma$ resonances. These claims were further supported by Refs. [110,111]: a chiral unitary approach shows large corrections
in the $\pi \eta$ channel and there is a dominant low-energy constant in the $U(3) \mathrm{ChPT}$ calculation that is saturated mostly by the $a_{0}(980)$. The $\pi \eta \mathrm{P}$ wave, however was found to be strongly suppressed [29, 80, 112].

The $\eta^{\prime} \rightarrow \eta \pi^{0} \pi^{0}$ decay channel is expected to show a cusp effect at the charged-pion threshold [29] that in principle can be used to further constrain $\pi \pi$ scattering lengths. So far this phenomenon has not been observed, but at the same time this particular decay channel has not yet been measured with sufficient accuracy: the most recent measurement with the GAMS- $4 \pi$ spectrometer did not have sufficient statistics to resolve this subtle effect [113].

The extraction of $\pi \eta$ scattering parameters such as the scattering length and the effective range parameter is a more complicated subject compared to $\pi \pi$ scattering. There is no one-loop cusp effect as in the $\pi \pi$ channel, since the $\pi \eta$ threshold sits on the border of the physical region and not inside. The hope of extracting scattering parameters from a two-loop cusp is shattered likewise: there is rather subtle cancellation of this effect at threshold (see Refs. $[114,115]$ for an elaborate discussion).

Measurements of the Dalitz plot of the charged channel have been performed by BESIII [116] and the VES collaboration [117], while earlier measurements at rather low statistics have been reported in Refs. $[118,119]$. The more recent measurements seem to disagree considerably with regard to the values of the Dalitz plot parameters, and also in comparison with the GAMS- $4 \pi$ measurement the picture remains inconsistent.

This Chapter is devised as follows. We will start by discussing some kinematics and the ensuing analytic structure of $\eta^{\prime} \rightarrow \eta \pi \pi$ in Section 3.2 before deriving dispersion relations for the decay in Section 3.3. In Section 3.4 we will discuss the solution strategy to the numerical problem of solving these integral equations. Finally we will discuss some numerical results in Section 3.5.

### 3.2 Kinematics and analytic structure

We define the kinematic variables of the $\eta^{\prime} \rightarrow \eta \pi \pi$ decay in the usual fashion,

$$
\begin{equation*}
\eta^{\prime}\left(P_{\eta^{\prime}}\right) \rightarrow \eta\left(p_{3}\right) \pi^{i}\left(p_{1}\right) \pi^{j}\left(p_{2}\right) \tag{3.1}
\end{equation*}
$$

where $(i, j)=(0,0)$ or $(i, j)=(+,-)$ respectively ${ }^{\# 1}$ and the label $k=3$ is assigned to the "odd" particle, in this case the $\eta$. We define the Mandelstam variables for the three-particle decay processes according to

$$
\begin{equation*}
s=\left(P_{\eta^{\prime}}-p_{3}\right)^{2}, \quad t=\left(P_{\eta^{\prime}}-p_{1}\right)^{2}, \quad u=\left(P_{\eta^{\prime}}-p_{2}\right)^{2} \tag{3.2}
\end{equation*}
$$

which fulfill the relation

$$
\begin{equation*}
s+t+u=M_{\eta^{\prime}}^{2}+M_{\eta}^{2}+2 M_{\pi}^{2} \doteq 3 s_{\eta^{\prime}} \tag{3.3}
\end{equation*}
$$

The process is invariant under exchange of the pions, that is under $t \leftrightarrow u$. In the center-of-mass system of particles 1 and 2 (the pions) we find the following relations,

$$
t\left(s, \cos \theta_{s}\right)=\frac{1}{2}\left(3 s_{\eta^{\prime}}-s+\kappa_{\pi \pi}(s) \cos \theta_{s}\right),
$$

[^8]\[

$$
\begin{equation*}
u\left(s, \cos \theta_{s}\right)=\frac{1}{2}\left(3 s_{\eta^{\prime}}-s-\kappa_{\pi \pi}(s) \cos \theta_{s}\right), \tag{3.4}
\end{equation*}
$$

\]

where $\cos \theta_{s}$ is the scattering angle in the center-of-mass system,

$$
\begin{equation*}
\cos \theta_{s}=\frac{t-u}{\kappa_{\pi \pi}(s)}, \quad \kappa_{\pi \pi}(s)=\frac{\lambda\left(M_{\pi}^{2}, M_{\pi}^{2}, s\right)^{1 / 2} \lambda\left(M_{\eta^{\prime}}^{2}, M_{\eta}^{2}, s\right)^{1 / 2}}{s} \tag{3.5}
\end{equation*}
$$

and $\lambda(x, y, z)=x^{2}+y^{2}+z^{2}-2(x y+x z+y z)$ is the Källén function as defined in the previous chapter. The same exercise can be performed in the $\pi \eta$ system, where the relations are slightly complicated by the $\pi-\eta$ mass difference. In the center-of-mass system of particles 2 and 3 we find

$$
\begin{align*}
& s\left(t, \cos \theta_{t}\right)=\frac{1}{2}\left(3 s_{\eta^{\prime}}-t-\frac{\Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi}}{t}-\kappa_{\pi \eta}(t) \cos \theta_{t}\right) \\
& u\left(t, \cos \theta_{t}\right)=\frac{1}{2}\left(3 s_{\eta^{\prime}}-t+\frac{\Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi}}{t}+\kappa_{\pi \eta}(t) \cos \theta_{t}\right) \tag{3.6}
\end{align*}
$$

where we used $\Delta_{i j}=M_{i}^{2}-M_{j}^{2}$, and

$$
\begin{equation*}
\cos \theta_{t}=\frac{t(u-s)-\Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi}}{t \kappa_{\pi \eta}(t)}, \quad \kappa_{\pi \eta}(t)=\frac{\lambda\left(M_{\eta}^{2}, M_{\pi}^{2}, t\right)^{1 / 2} \lambda\left(M_{\eta^{\prime}}^{2}, M_{\pi}^{2}, t\right)^{1 / 2}}{t} \tag{3.7}
\end{equation*}
$$

and finally in the center-of-mass system of particles 1 and 3 we have the analogous relations,

$$
\begin{align*}
& s\left(u, \cos \theta_{u}\right)=\frac{1}{2}\left(3 s_{\eta^{\prime}}-u-\frac{\Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi}}{u}+\kappa_{\pi \eta}(u) \cos \theta_{u}\right) \\
& t\left(u, \cos \theta_{u}\right)=\frac{1}{2}\left(3 s_{\eta^{\prime}}-u+\frac{\Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi}}{u}-\kappa_{\pi \eta}(u) \cos \theta_{u}\right) \tag{3.8}
\end{align*}
$$

with

$$
\begin{equation*}
\cos \theta_{u}=\frac{u(s-t)+\Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi}}{u \kappa_{\pi \eta}(u)} \tag{3.9}
\end{equation*}
$$

In Fig. 3.1 we show the Mandelstam plane, which is significantly altered when compared to $\pi \pi$ scattering as discussed in Chapter 1 . The fact that the $\eta^{\prime}$ is heavy enough to decay into an $\eta$ and two pions gives rise to a newly allowed physical region in the center of the Mandelstam plane. It is bounded by [120]

$$
\begin{equation*}
G\left(t, s, M_{\eta}^{2}, M_{\pi}^{2}, M_{\eta^{\prime}}^{2}, M_{\pi}^{2}\right) \leq 0 \tag{3.10}
\end{equation*}
$$

where

$$
\begin{align*}
G(x, y, z, u, v, w)= & x^{2} y+x y^{2}+z^{2} u+z u^{2}+v^{2} w+v w^{2}+x z w+x u v+y z v+y u w \\
& -x y(z+u+v+w)-z u(x+y+v+w)-v w(x+y+z+u) \tag{3.11}
\end{align*}
$$

The physical region of the decay in the $s-, t-$, and $u$-channel is bounded by

$$
\begin{align*}
s & =\left[4 M_{\pi}^{2},\left(M_{\eta^{\prime}}-M_{\eta}\right)^{2}\right], \\
t & =\left[\left(M_{\eta}+M_{\pi}\right)^{2},\left(M_{\eta^{\prime}}-M_{\pi}\right)^{2}\right], \\
u & =\left[\left(M_{\eta}+M_{\pi}\right)^{2},\left(M_{\eta^{\prime}}-M_{\pi}\right)^{2}\right] . \tag{3.12}
\end{align*}
$$



Figure 3.1: The Mandelstam plane for $\eta^{\prime} \eta \rightarrow \pi \pi$ and its crossed channels $\eta^{\prime} \pi \rightarrow \eta \pi$ including the decay process $\eta^{\prime} \rightarrow \eta \pi \pi$. The inset shows a magnification of the decay region. Dashed lines denote the thresholds of the corresponding scattering channels, dotted lines denote the thresholds of the scattering subsystems of the decay, and dashed-dotted lines (in the inset only) denote the end of the physical region for each channel $s, t$, and $u$ of the decay, which corresponds to the scattering pseudothresholds.

In contrast to previous works [74,75] we thus have to deal with two different thresholds, $4 M_{\pi}^{2}$ in the $s$-channel and $\left(M_{\eta}+M_{\pi}\right)^{2}$ in the $t$ - and $u$-channel. In the following we will set up dispersion relations for the decay process. The idea behind our approach is rather simple: we derive a set of integral equations for the elastic scattering processes $\eta^{\prime} \eta \rightarrow \pi \pi$ and $\pi \eta^{\prime} \rightarrow \pi \eta$ : in this kinematic regime the procedure is straightforward and was already described in Section 1.2.1. The dispersion relation for the decay channel is then obtained by analytic continuation of the scattering processes to the decay region. This will be done in the following section.

Since we only consider the elastic scattering processes one may worry about potentially large effects arising from the finite with of the $\eta^{\prime}$, with the largest decay channel other than $\eta \pi \pi$ being an intermediate $\rho^{0} \gamma$ state. However, we have shown in Ref. [29], that such a contribution leads to a very small correction of the imaginary part of the complex wavefunction renormalization, which can moreover be absorbed in an overall phase. In Chapter 4 we briefly discuss a partial incorporation of inelasticity effects in the $\pi \pi$ scattering amplitude. These will turn out to be extremely small, which is why we will not discuss them in the case at hand.

### 3.3 Dispersion relations for $\eta^{\prime} \rightarrow \eta \pi \pi$

We will begin our discussion of dispersion relations for $\eta^{\prime} \rightarrow \eta \pi \pi$ by deriving a decomposition of the amplitude as functions of only one variable. This form will prove to be very convenient in the derivation of the integral equations and their numerical solution at a later stage.

### 3.3.1 Decomposition of the amplitude

The decomposition that we derive in the following was first shown in the context of $\pi \pi$ scattering in Ref. [88] and subsequently generalized in Ref. [121]. Let us assume that the amplitude for the scattering processes is given in terms of Mandelstam variables, $\mathcal{M}(s, t, u)$, analogously to Section 1.2.1. The amplitude has an $s$-channel unitarity cut starting at $s_{0}=$ $4 M_{\pi}^{2}$, the $t$ - and $u$-channel cuts start at $t_{0}=u_{0}=\left(M_{\eta}+M_{\pi}\right)^{2}$. The latter appear as left-hand cuts in the $s$-channel. We can write down a dispersion relation for the amplitude for a fixed value of $t$,
$\mathcal{M}(s, t, u)=P_{n-1}^{t}(s, t, u)+\frac{s^{n}}{2 \pi i} \int_{s_{0}}^{\infty} d s^{\prime} \frac{\operatorname{disc} \mathcal{M}\left(s^{\prime}, t, u\left(s^{\prime}\right)\right)}{s^{\prime n}\left(s^{\prime}-s\right)}+\frac{u^{n}}{2 \pi i} \int_{u_{0}}^{\infty} d u^{\prime} \frac{\operatorname{disc} \mathcal{M}\left(s\left(u^{\prime}\right), t, u^{\prime}\right)}{u^{\prime n}\left(u^{\prime}-u\right)}$,
where we used

$$
\begin{align*}
& s\left(u^{\prime}\right)=3 s_{\eta^{\prime}}-t-u^{\prime}=s+u-u^{\prime} \\
& u\left(s^{\prime}\right)=3 s_{\eta^{\prime}}-t-s^{\prime}=s+u-s^{\prime} \tag{3.14}
\end{align*}
$$

and $P_{n-1}^{t}(s, t, u)$ is a subtraction polynomial of order $n$. Its coefficients depend on $t$ and because of Eq. (3.3) it can be written in the form

$$
\begin{equation*}
P_{n-1}^{t}(s, t, u)=p_{0}(t)+p_{1}(t)(s-u)+\ldots \tag{3.15}
\end{equation*}
$$

We now introduce a cutoff $\Lambda^{2}$ to the dispersion integrals, which is chosen such that $\Lambda^{2} \gg s, u$, and we can expand

$$
\begin{equation*}
\frac{1}{s^{\prime}-s}=\frac{1}{s^{\prime}}+\frac{s}{s^{\prime 2}}+\ldots \tag{3.16}
\end{equation*}
$$

The remainder of the dispersion integral then becomes

$$
\begin{equation*}
\frac{s^{n}}{2 \pi i} \int_{\Lambda^{2}}^{\infty} d s^{\prime} \frac{\operatorname{disc} \mathcal{M}\left(s^{\prime}, t, u\left(s^{\prime}\right)\right)}{s^{\prime n}\left(s^{\prime}-s\right)}=s^{n} I(t)+\mathcal{O}\left(s^{n+1}\right) \tag{3.17}
\end{equation*}
$$

The $u^{\prime}$-integral can be treated analogously. Terms of higher order in $s$ and $u$ are suppressed due to the low-energy restriction of the system and will therefore be discarded ${ }^{\# 2}$ : the additional terms of order $s^{n}$ and $u^{n}$ can be absorbed by incorporating an additional term in the subtraction polynomial. In principle one has to choose the subtraction polynomial such that the discarded terms are sufficiently small. We find

$$
\begin{equation*}
\mathcal{M}(s, t, u)=P_{n}^{t}(s, t, u)+\frac{s^{n}}{2 \pi i} \int_{s_{0}}^{\Lambda^{2}} d s^{\prime} \frac{\operatorname{disc} \mathcal{M}\left(s^{\prime}, t, u\left(s^{\prime}\right)\right)}{s^{\prime n}\left(s^{\prime}-s\right)}+\frac{u^{n}}{2 \pi i} \int_{u_{0}}^{\Lambda^{2}} d u^{\prime} \frac{\operatorname{disc} \mathcal{M}\left(s\left(u^{\prime}\right), t, u^{\prime}\right)}{u^{\prime n}\left(u^{\prime}-u\right)} \tag{3.18}
\end{equation*}
$$

where we neglect terms of $\mathcal{O}\left(s^{n}, u^{n}\right)$. We now perform a partial-wave expansion of the $s$ - and $u$-channel of the amplitude,

$$
\begin{align*}
\mathcal{M}(s, t, u) & =m_{0}(s)+m_{l \geq 2}(s, t, u) \\
\mathcal{M}(s, t, u) & =n_{0}(u)+n_{1}(u) \cos \theta_{u}+n_{l \geq 2}(s, t, u) \tag{3.19}
\end{align*}
$$

with the definition of the scattering angle $\cos \theta_{u}$ as above. Note that the $\pi \pi$ scattering channel is purely isospin $I=0$, so only even partial waves can contribute. We truncate the partial

[^9]wave expansion at $\ell=1$ : it has been shown in Ref. [29] that already the $\pi \eta \mathrm{P}$ wave produces a negligible effect and the process is entirely dominated by $S$ waves. We note that the above truncation of the series means that we assume partial waves of $\ell \geq 2$ to be real: only their discontinuities are neglected. In Section B. 4 we have performed an estimate of the effects of such an approximation in the case of $\omega \rightarrow 3 \pi$ and found that they are indeed tiny.

Inserting the partial-wave expansion into the dispersion integrals and using the above definition for $\cos \theta_{u}$ we thus find

$$
\begin{align*}
\mathcal{M}(s, t, u)=P_{n}^{t}(s, t, u) & +\frac{s^{n}}{2 \pi i} \int_{s_{0}}^{\Lambda^{2}} d s^{\prime} \frac{\operatorname{disc} m_{0}\left(s^{\prime}\right)}{s^{\prime n}\left(s^{\prime}-s\right)}+\frac{u^{n}}{2 \pi i} \int_{u_{0}}^{\Lambda^{2}} d u^{\prime} \frac{\operatorname{disc} n_{0}\left(u^{\prime}\right)}{u^{\prime n}\left(u^{\prime}-u\right)} \\
& +\frac{u^{n}}{2 \pi i} \int_{u_{0}}^{\Lambda^{2}} d u^{\prime} \frac{\left(u^{\prime}\left(u-u^{\prime}+s-t\right)+\Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi}\right) \operatorname{disc} n_{1}\left(u^{\prime}\right)}{u^{\prime n+1} \kappa_{\pi \eta}\left(u^{\prime}\right)\left(u^{\prime}-u\right)} \tag{3.20}
\end{align*}
$$

where the integral over the $\pi \eta \mathrm{P}$ wave can be simplified according to

$$
\begin{align*}
\frac{u^{n}}{2 \pi i} \int_{u_{0}}^{\Lambda^{2}} d u^{\prime} & \frac{\left(u^{\prime}\left(u-u^{\prime}+s-t\right)+\Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi}\right) \operatorname{disc} n_{1}\left(u^{\prime}\right)}{u^{\prime n+1} \kappa_{\pi \eta}\left(u^{\prime}\right)\left(u^{\prime}-u\right)} \\
= & \frac{u^{n}}{2 \pi i} \int_{u_{0}}^{\Lambda^{2}} d u^{\prime} \frac{\operatorname{disc} n_{1}\left(u^{\prime}\right)}{u^{\prime n} \kappa_{\pi \eta}\left(u^{\prime}\right)}+(s-t) \frac{u^{n}}{2 \pi i} \int_{u_{0}}^{\Lambda^{2}} d u^{\prime} \frac{\operatorname{disc} n_{1}\left(u^{\prime}\right)}{u^{\prime n} \kappa_{\pi \eta}\left(u^{\prime}\right)\left(u^{\prime}-u\right)} \\
& +\Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi} \frac{u^{n}}{2 \pi i} \int_{u_{0}}^{\Lambda^{2}} d u^{\prime} \frac{\operatorname{disc} n_{1}\left(u^{\prime}\right)}{u^{\prime n+1} \kappa_{\pi \eta}\left(u^{\prime}\right)\left(u^{\prime}-u\right)} \tag{3.21}
\end{align*}
$$

The first integral is a polynomial in $u$ and can be absorbed in $P_{n}^{t}(s, t, u)$ as well as a piece proportional to $u^{n-1}$ that arises from adding and subtracting $u^{\prime}$ in the last integral of Eq. (3.21). We are left with

$$
\begin{align*}
\mathcal{M}(s, t, u)=P_{n}^{t}(s, t, u) & +\frac{s^{n}}{2 \pi i} \int_{s_{0}}^{\Lambda^{2}} d s^{\prime} \frac{\operatorname{disc} m_{0}\left(s^{\prime}\right)}{s^{\prime n}\left(s^{\prime}-s\right)}+\frac{u^{n}}{2 \pi i} \int_{u_{0}}^{\Lambda^{2}} d u^{\prime} \frac{\operatorname{disc} n_{0}\left(u^{\prime}\right)}{u^{\prime n}\left(u^{\prime}-u\right)} \\
& +\left[u(s-t)+\Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi}\right] \frac{u^{n-1}}{2 \pi i} \int_{u_{0}}^{\Lambda^{2}} d u^{\prime} \frac{\operatorname{disc} n_{1}\left(u^{\prime}\right)}{u^{\prime n} \kappa_{\pi \eta}\left(u^{\prime}\right)\left(u^{\prime}-u\right)} \tag{3.22}
\end{align*}
$$

The same exercise can be performed at fixed $u$ and yields

$$
\begin{align*}
\mathcal{M}(s, t, u)=P_{n}^{u}(s, t, u) & +\frac{s^{n}}{2 \pi i} \int_{s_{0}}^{\Lambda^{2}} d s^{\prime} \frac{\operatorname{disc} m_{0}\left(s^{\prime}\right)}{s^{\prime n}\left(s^{\prime}-s\right)}+\frac{t^{n}}{2 \pi i} \int_{t_{0}}^{\Lambda^{2}} d t^{\prime} \frac{\operatorname{disc} n_{0}\left(t^{\prime}\right)}{t^{\prime n}\left(t^{\prime}-t\right)} \\
& +\left[t(s-u)+\Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi}\right] \frac{t^{n-1}}{2 \pi i} \int_{t_{0}}^{\Lambda^{2}} d t^{\prime} \frac{\operatorname{disc} n_{1}\left(t^{\prime}\right)}{t^{\prime n} \kappa_{\pi \eta}\left(t^{\prime}\right)\left(t^{\prime}-t\right)} \tag{3.23}
\end{align*}
$$

Comparing Eqs. (3.22) and (3.23) we observe that the term containing s-channel $\pi \pi$ scattering is the same in both cases. Moreover at fixed $t$ the latter two integrals of Eq. (3.23) can be absorbed in $P_{n}^{t}(s, t, u)$ and vice versa for fixed $u$. We can thus write down a symmetrized dispersion relation,

$$
\begin{aligned}
\mathcal{M}(s, t, u)=P_{n}(s, t, u) & +\frac{s^{n}}{2 \pi i} \int_{s_{0}}^{\Lambda^{2}} d s^{\prime} \frac{\operatorname{disc} m_{0}\left(s^{\prime}\right)}{s^{\prime n}\left(s^{\prime}-s\right)} \\
& +\frac{u^{n}}{2 \pi i} \int_{u_{0}}^{\Lambda^{2}} d u^{\prime} \frac{\operatorname{disc} n_{0}\left(u^{\prime}\right)}{u^{\prime n}\left(u^{\prime}-u\right)}+\frac{t^{n}}{2 \pi i} \int_{t_{0}}^{\Lambda^{2}} d t^{\prime} \frac{\operatorname{disc} n_{0}\left(t^{\prime}\right)}{t^{\prime n}\left(t^{\prime}-t\right)}
\end{aligned}
$$

$$
\begin{align*}
& +\left[u(s-t)+\Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi}\right] \frac{u^{n-1}}{2 \pi i} \int_{u_{0}}^{\Lambda^{2}} d u^{\prime} \frac{\operatorname{disc} n_{1}\left(u^{\prime}\right)}{u^{\prime n} \kappa_{\pi \eta}\left(u^{\prime}\right)\left(u^{\prime}-u\right)} \\
& +\left[t(s-u)+\Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi}\right] \frac{t^{n-1}}{2 \pi i} \int_{t_{0}}^{\Lambda^{2}} d t^{\prime} \frac{\operatorname{disc} n_{1}\left(t^{\prime}\right)}{t^{\prime n} \kappa_{\pi \eta}\left(t^{\prime}\right)\left(t^{\prime}-t\right)} \tag{3.24}
\end{align*}
$$

In summary the $\eta^{\prime} \rightarrow \eta \pi \pi$ decay amplitude can be decomposed according to

$$
\begin{equation*}
\mathcal{M}(s, t, u)=\mathcal{M}_{0}(s)+\mathcal{M}_{0}^{\pi \eta}(t)+\left\{(s-u) t+\Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi}\right\} \mathcal{M}_{1}^{\pi \eta}(t)+(t \leftrightarrow u) \tag{3.25}
\end{equation*}
$$

where $\mathcal{M}_{0}(s), \mathcal{M}_{0,1}^{\pi \eta}(t)$ are functions of one variable that only possess a right-hand cut. Note again that the above relation is predicated on neglecting discontinuities of $\ell \geq 2$ partial waves.

### 3.3.2 Unitarity implications for the final-state scattering amplitudes

In this subsection we will briefly discuss the final-state scattering amplitudes that are involved in $\eta^{\prime} \rightarrow \eta \pi \pi$, namely $\pi \pi \rightarrow \pi \pi$ and $\pi \eta \rightarrow \pi \eta$. We define the amplitude of the $\pi \pi$ intermediate states (assuming isospin conservation) according to

$$
\begin{equation*}
{ }_{I}\left\langle\pi^{i}\left(p_{1}\right) \pi^{j}\left(p_{2}\right)\right| \mathcal{T}_{\pi \pi}\left|\pi^{k}\left(p_{3}\right) \pi^{l}\left(p_{4}\right)\right\rangle_{I}=\mathcal{T}_{I}^{i j, k l}\left(s, \theta_{s}\right) \tag{3.26}
\end{equation*}
$$

where the label $I$ denotes the total isospin of the $\pi \pi$ scattering amplitude, $s$ denotes the center-of-mass energy squared of the $\pi \pi$ pair and $\theta_{s}$ is the center-of-mass scattering angle between the initial and the final state. The pion eigenstates in isospin basis are related to the eigenstates in the particle basis according

$$
\begin{equation*}
\left|\pi^{ \pm}\right\rangle=\frac{1}{\sqrt{2}}\left(\left|\pi^{1}\right\rangle \pm i\left|\pi^{2}\right\rangle, \quad\left|\pi^{0}\right\rangle=\left|\pi^{3}\right\rangle\right. \tag{3.27}
\end{equation*}
$$

We can define projection operators for the pion pairs,

$$
\begin{equation*}
\left|\pi^{k} \pi^{l}\right\rangle_{I}=\mathcal{P}_{I}^{k l, i j}\left|\pi^{i} \pi^{j}\right\rangle \tag{3.28}
\end{equation*}
$$

which take the form [122]

$$
\begin{align*}
& \mathcal{P}_{0}^{k l, i j}=\frac{1}{3} \delta^{i j} \delta^{k l} \\
& \mathcal{P}_{1}^{k l, i j}=\frac{1}{2}\left(\delta^{i k} \delta^{j l}-\delta^{i l} \delta^{k j}\right), \\
& \mathcal{P}_{2}^{k l, i j}=\frac{1}{2}\left(\delta^{i k} \delta^{j l}+\delta^{i l} \delta^{k j}\right)-\frac{1}{3} \delta^{i j} \delta^{k l} . \tag{3.29}
\end{align*}
$$

These hermitian operators fulfill $\mathcal{P}_{I}^{k l, a b} \mathcal{P}_{J}^{a b, i j}=\delta_{I J} \mathcal{P}_{I}^{i j, k l}$, and can be used to write the $\pi \pi$ amplitude as

$$
\begin{equation*}
\mathcal{T}_{\pi \pi}^{i j, k l}\left(s, \theta_{s}\right)=\mathcal{P}_{0}^{i j, k l} \mathcal{T}_{0}\left(s, \theta_{s}\right)+\mathcal{P}_{1}^{i j, k l} \mathcal{T}_{1}\left(s, \theta_{s}\right)+\mathcal{P}_{2}^{i j, k l} \mathcal{T}_{2}\left(s, \theta_{s}\right) \tag{3.30}
\end{equation*}
$$

where the $\mathcal{T}_{I}$ are the respective isospin amplitudes.
The unitarity relation Eq. (1.24) for $\pi \pi$ scattering after carrying out the integration over the zero component translates to

$$
\begin{equation*}
\operatorname{Im} \mathcal{T}_{\pi \pi}^{i j, k l}\left(s, \theta_{s}\right)=\frac{1}{4(2 \pi)^{2}} \sum_{a, b} \int \frac{d^{3} k_{1} d^{3} k_{2}}{2 k_{1}^{0} 2 k_{2}^{0}} \delta^{4}\left(p_{1}+p_{2}-k_{1}-k_{2}\right) \mathcal{T}_{\pi \pi}^{i j, a b}\left(s, \theta_{s}^{\prime}\right) \mathcal{T}_{\pi \pi}^{* a b, k l}\left(s, \theta_{s}^{\prime \prime}\right) \tag{3.31}
\end{equation*}
$$

where the sum runs over all possible $\pi \pi$ intermediate states and we have accounted for a symmetry factor of $1 / 2 . \theta_{s}^{\prime}$ denotes the center-of-mass scattering angle between the initial and intermediate state and $\theta_{s}^{\prime \prime}$ the center-of-mass scattering angle between the intermediate and final state. Inserting Eq. (3.30) on the left- and right-hand side of Eq. (3.31) we arrive at (suppressing for the moment the arguments of the functions $\mathcal{T}_{I}$ )

$$
\begin{align*}
\mathcal{P}_{0}^{i j, k l} \operatorname{Im} \mathcal{T}_{0}+\mathcal{P}_{1}^{i j, k l} \operatorname{Im} \mathcal{T}_{1}+\mathcal{P}_{2}^{i j, k l} \operatorname{Im} \mathcal{T}_{2}=\frac{1}{64 \pi^{2}} & \int \frac{d^{3} k_{1} d^{3} k_{2}}{k_{1}^{0} k_{2}^{0}} \delta^{4}\left(p_{1}+p_{2}-k_{1}-k_{2}\right) \\
& \times\left(\mathcal{P}_{0}^{i j, k l} \mathcal{T}_{0} \mathcal{T}_{0}^{*}+\mathcal{P}_{1}^{i j, k l} \mathcal{T}_{1} \mathcal{T}_{1}^{*}+\mathcal{P}_{2}^{i j, k l} \mathcal{T}_{2} \mathcal{T}_{2}^{*}\right) \tag{3.32}
\end{align*}
$$

from which we can project out the partial-wave amplitudes to obtain

$$
\begin{equation*}
\operatorname{Im} \mathcal{T}_{I}\left(s, \theta_{s}\right)=\frac{1}{64 \pi^{2}} \int \frac{d^{3} k_{1} d^{3} k_{2}}{k_{1}^{0} k_{2}^{0}} \delta^{4}\left(p_{1}+p_{2}-k_{1}-k_{2}\right) \mathcal{T}_{I}\left(s, \theta_{s}^{\prime}\right) \mathcal{T}_{I}^{*}\left(s, \theta_{s}^{\prime \prime}\right) \tag{3.33}
\end{equation*}
$$

Performing the momentum integration yields

$$
\begin{equation*}
\operatorname{Im} \mathcal{T}_{I}\left(s, \theta_{s}\right)=\frac{1}{128 \pi^{2}} \sqrt{1-\frac{4 M_{\pi}^{2}}{s}} \int d \Omega_{s}^{\prime} \mathcal{T}_{I}\left(s, \theta_{s}^{\prime}\right) \mathcal{T}_{I}^{*}\left(s, \theta_{s}^{\prime \prime}\right) \tag{3.34}
\end{equation*}
$$

where the integration runs over the solid angle $\Omega_{s}^{\prime}$ between initial and intermediate state pions. We now insert the previously defined partial-wave expansion of the $\pi \pi \rightarrow \pi \pi$ scattering amplitude,

$$
\begin{equation*}
\mathcal{T}_{I}(s, t)=32 \pi \sum_{\ell}(2 l+1) t_{\ell}^{I}(s) P_{\ell}(z) \tag{3.35}
\end{equation*}
$$

and use ${ }^{\# 3}$

$$
\begin{equation*}
\int d \Omega^{\prime} P_{\ell}\left(\cos \theta_{s}^{\prime}\right) P_{l^{\prime}}\left(\cos \theta_{s}^{\prime \prime}\right)=\frac{4 \pi}{2 l+1} \delta_{l l^{\prime}} P_{\ell}\left(\cos \theta_{s}\right) \tag{3.36}
\end{equation*}
$$

to arrive at a unitarity relation for the partial-wave amplitude,

$$
\begin{equation*}
\operatorname{Im} t_{\ell}^{I}(s)=\sqrt{1-\frac{4 M_{\pi}^{2}}{s}} t_{\ell}^{I}(s) t_{\ell}^{I *}(s) \tag{3.37}
\end{equation*}
$$

which suggests the representation

$$
\begin{equation*}
t_{\ell}^{I}(s)=\frac{1}{\sqrt{1-4 M_{\pi}^{2} / s}} e^{i \delta_{\ell}^{I}(s)} \sin \delta_{\ell}^{I}(s) \tag{3.38}
\end{equation*}
$$

where $\delta_{\ell}^{I}(s)$ is the $\pi \pi$ scattering phase shift with angular momentum $\ell$ and isospin $I$. Consequently, if we restrict ourselves to include only S and P waves we find for the isospin amplitudes

$$
\begin{aligned}
& \mathcal{T}_{0}\left(s, \theta_{s}\right)=\frac{32 \pi}{\sqrt{1-4 M_{\pi}^{2} / s}} e^{i \delta_{0}^{0}(s)} \sin \delta_{0}^{0}(s) \\
& \mathcal{T}_{1}\left(s, \theta_{s}\right)=\frac{96 \pi \cos \theta_{s}}{\sqrt{1-4 M_{\pi}^{2} / s}} e^{i \delta_{1}^{1}(s)} \sin \delta_{1}^{1}(s)
\end{aligned}
$$

[^10]\[

$$
\begin{equation*}
\mathcal{T}_{2}\left(s, \theta_{s}\right)=\frac{32 \pi}{\sqrt{1-4 M_{\pi}^{2} / s}} e^{i \delta_{0}^{2}(s)} \sin \delta_{0}^{2}(s) \tag{3.39}
\end{equation*}
$$

\]

Isospin conservation of the decay constrains the total isospin of the final-state pions to $I=0$, so the latter two equations are only shown for educational purposes. From now on we will label the phase-shift by its angular momentum, $\delta_{0}^{0} \doteq \delta_{0}$

The $\pi \eta$ scattering amplitude can be treated in a completely analogous fashion. We define

$$
\begin{equation*}
\left\langle\pi^{i}\left(p_{1}\right) \eta\left(p_{2}\right)\right| \mathcal{T}_{\pi \eta}\left|\pi^{k}\left(p_{3}\right) \eta\left(p_{4}\right)\right\rangle=\mathcal{T}_{\pi \eta}^{i k}\left(t, \theta_{t}\right) \tag{3.40}
\end{equation*}
$$

where the $\pi \eta$ pair always has total isospin $I=1$ (the pion has isospin one and the $\eta^{\prime}$ has isospin zero), which is the only isospin channel that has to be taken into account. We can thus define

$$
\begin{equation*}
\mathcal{T}_{\pi \eta}^{i k}\left(t, \theta_{t}\right)=\delta^{i k} \mathcal{T}_{\pi \eta}\left(t, \theta_{t}\right) \tag{3.41}
\end{equation*}
$$

Using the unitarity relation in exactly the same way as before we can derive a representation for the $\pi \eta$ amplitude,

$$
\begin{equation*}
\mathcal{T}_{\pi \eta}\left(t, \theta_{t}\right)=\frac{8 \pi}{\sqrt{\frac{\lambda\left(t, M_{\eta}^{2}, M_{\pi}^{2}\right)}{4 t^{2}}}}\left(\sin \delta_{0}^{\pi \eta}(t) e^{i \delta_{0}^{\pi \eta}(t)}+3 \cos \theta_{t} \sin \delta_{1}^{\pi \eta}(t) e^{i \delta_{1}^{\pi \eta}(t)}\right) \tag{3.42}
\end{equation*}
$$

where $\delta_{\ell}^{\pi \eta}$ is $\pi \eta$ phase shift of angular momentum $\ell$. Equipped with these representations of the scattering amplitude we can now set out to derive dispersion relations for $\eta^{\prime} \rightarrow \eta \pi \pi$.

### 3.3.3 Integral equations for $\eta^{\prime} \rightarrow \eta \pi \pi$

The unitarity condition for the decay of the $\eta^{\prime}$ to a generic three-body final state $n$ can be written as ${ }^{\# 4}$

$$
\begin{equation*}
\operatorname{disc} \mathcal{M}_{n}=i \sum_{n^{\prime}}(2 \pi)^{4} \delta^{(4)}\left(p_{n}-p_{n^{\prime}}\right) \mathcal{T}_{n^{\prime} n}^{*} \mathcal{M}_{n^{\prime}} \tag{3.43}
\end{equation*}
$$

where $\mathcal{M}_{n^{\prime}}$ denotes the $\eta^{\prime} \rightarrow n^{\prime}$ decay amplitude and $\mathcal{T}_{n^{\prime} n}$ describes the $n^{\prime} \rightarrow n$ transition, while the sum over $n^{\prime}$ runs over all possible intermediate $\pi \pi$ and $\pi \eta$ states. The integration over the intermediate state momenta is implied in this short-hand notation. In the nomenclature of the previous section the decay process $\eta^{\prime} \rightarrow \eta \pi \pi$ can be described by the amplitude

$$
\begin{equation*}
\left\langle\pi^{i}\left(p_{1}\right) \pi^{j}\left(p_{2}\right) \eta\left(p_{3}\right)\right| \mathcal{M}\left|\eta^{\prime}\left(P_{\eta^{\prime}}\right)\right\rangle=\mathcal{M}^{i j}(s, t, u)=\delta^{i j} \mathcal{M}(s, t, u) \tag{3.44}
\end{equation*}
$$

where $\mathcal{M}(s, t, u)$ can be decomposed according to Eq. (3.25). Plugged into Eq. (3.43) this leads to

$$
\begin{aligned}
\operatorname{disc} \mathcal{M}^{i j}(s, t, u)=\frac{i}{(2 \pi)^{2}}\{ & \frac{1}{2} \sum_{a, b=1}^{3} \int \frac{d^{3} k_{a} d^{3} k_{b}}{2 k_{a}^{0} 2 k_{b}^{0}} \delta^{4}\left(k_{a}+k_{b}-p_{1}-p_{2}\right) \mathcal{T}_{\pi \pi}^{* a b, i j}\left(s, \theta_{s}^{\prime \prime}\right) \mathcal{M}^{a b}\left(s, t^{\prime}, u^{\prime}\right) \\
& +\sum_{a=1}^{3} \int \frac{d^{3} k_{a} d^{3} k_{\eta}}{2 k_{a}^{0} 2 k_{\eta}^{0}} \delta^{4}\left(k_{a}+k_{\eta}-p_{2}-p_{3}\right) \mathcal{T}_{\pi \eta}^{* a i}\left(t, \theta_{t}^{\prime \prime}\right) \mathcal{M}^{a j}\left(s^{\prime}, t, u^{\prime}\right)
\end{aligned}
$$

[^11]\[

$$
\begin{equation*}
\left.+\sum_{a=1}^{3} \int \frac{d^{3} k_{a} d^{3} k_{\eta}}{2 k_{a}^{0} 2 k_{\eta}^{0}} \delta^{4}\left(k_{a}+k_{\eta}-p_{1}-p_{3}\right) \mathcal{T}_{\pi \eta}^{* a i}\left(u, \theta_{u}^{\prime \prime}\right) \mathcal{M}^{a j}\left(s^{\prime}, t^{\prime}, u\right)\right\} \tag{3.45}
\end{equation*}
$$

\]

where $k_{a, b}$ denotes the momentum of the intermediate pion states and $k_{\eta}$ is the momentum of the intermediate $\eta$. Evaluating the sum and carrying out the phase-space integration, we obtain

$$
\begin{align*}
\operatorname{disc} \mathcal{M}(s, t, u)=\frac{i}{2 \pi} & \left\{\frac{1}{32 \pi} \sqrt{1-\frac{4 M_{\pi}^{2}}{s}} \int d \Omega_{s}^{\prime} \mathcal{T}_{0}^{*}\left(s, \theta_{s}^{\prime \prime}\right) \mathcal{M}\left(s, t^{\prime}, u^{\prime}\right)\right. \\
& +\frac{1}{8 \pi} \sqrt{\frac{\lambda\left(t, M_{\eta}^{2}, M_{\pi}^{2}\right)}{4 t^{2}}} \int d \Omega_{t}^{\prime} \mathcal{T}_{\pi \eta}^{*}\left(t, \theta_{t}^{\prime \prime}\right) \mathcal{M}\left(s^{\prime}, t, u^{\prime}\right) \\
& \left.+\frac{1}{8 \pi} \sqrt{\frac{\lambda\left(u, M_{\eta}^{2}, M_{\pi}^{2}\right)}{4 u^{2}}} \int d \Omega_{u}^{\prime} \mathcal{T}_{\pi \eta}^{*}\left(u, \theta_{u}^{\prime \prime}\right) \mathcal{M}\left(s^{\prime}, t^{\prime}, u\right)\right\}, \tag{3.46}
\end{align*}
$$

where $d \Omega_{s, t, u}^{\prime}$ denotes the solid-angle integration measure between the initial and intermediate state of the respective $s$-, $t$-, $u$-channel subsystem. Using the representations for the partialwave amplitudes Eq. (3.39) and Eq. (3.42), we find

$$
\begin{align*}
\operatorname{disc} \mathcal{M}(s, t, u)= & \frac{i}{2 \pi}\left\{\int d \Omega_{s}^{\prime} e^{-i \delta_{0}(s)} \sin \delta_{0}(s) \mathcal{M}\left(s, t^{\prime}, u^{\prime}\right)\right. \\
& +\int d \Omega_{t}^{\prime}\left(\sin \delta_{0}^{\pi \eta}(t) e^{-i \delta_{0}^{\pi \eta}(t)}+3 \cos \theta_{t}^{\prime \prime} \sin \delta_{1}^{\pi \eta}(t) e^{-i \delta_{1}^{\pi \eta}(t)}\right) \mathcal{M}\left(s^{\prime}, t, u^{\prime}\right) \\
& \left.+\int d \Omega_{u}^{\prime}\left(\sin \delta_{0}^{\pi \eta}(u) e^{-i \delta_{0}^{\pi \eta}(u)}+3 \cos \theta_{u}^{\prime \prime} \sin \delta_{1}^{\pi \eta}(u) e^{-i \delta_{1}^{\pi \eta}(u)}\right) \mathcal{M}\left(s^{\prime}, t^{\prime}, u\right)\right\} \tag{3.47}
\end{align*}
$$

Finally, we can insert the decomposition of the decay amplitude Eq. (3.25) on the left- and right-hand side of Eq. (3.47) and find unitarity relations for each partial-wave:

$$
\begin{align*}
\operatorname{disc} \mathcal{M}_{0}(s) & =2 i\left\{\mathcal{M}_{0}(s)+\hat{\mathcal{M}}_{0}(s)\right\} \sin \delta_{0}(s) e^{-i \delta_{0}(s)}, \\
\operatorname{disc} \mathcal{M}_{0}^{\pi \eta}(t) & =2 i\left\{\mathcal{M}_{0}^{\pi \eta}(t)+\hat{\mathcal{M}}_{0}^{\pi \eta}(t)\right\} \sin \delta_{0}^{\pi \eta}(t) e^{-i \delta_{0}^{\pi \eta}(t)}, \\
\operatorname{disc} \mathcal{M}_{1}^{\pi \eta}(t) & =2 i\left\{\mathcal{M}_{1}^{\pi \eta}(t)+\hat{\mathcal{M}}_{1}^{\pi \eta}(t)\right\} \sin \delta_{1}^{\pi \eta}(t) e^{-i \delta_{1}^{\pi \eta}(t)}, \tag{3.48}
\end{align*}
$$

while analogous equations for the $u$-channel can be obtained by exchanging $t \leftrightarrow u$. The inhomogeneities $\hat{\mathcal{M}}_{I}^{(\pi \eta)}$ are given as (suppressing for a moment the pertinent arguments of the various functions for simplicity)

$$
\begin{aligned}
\hat{\mathcal{M}}_{0}= & 2\left\langle\mathcal{M}_{0}^{\pi \eta}\right\rangle+\frac{1}{2}\left[3\left(s-s_{0}\right)\left(3 s_{0}-s\right)+2 \Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi}\right]\left\langle\mathcal{M}_{1}^{\pi \eta}\right\rangle+\frac{1}{2}\left\langle z_{s}^{2} \mathcal{M}_{1}^{\pi \eta}\right\rangle, \\
\hat{\mathcal{M}}_{0}^{\pi \eta}= & \left\langle\mathcal{M}_{0}\right\rangle^{-}+\left\langle\mathcal{M}_{0}^{\pi \eta}\right\rangle^{+}+\frac{1}{4}\left[3\left(s_{\eta^{\prime}}-t\right)\left(3 s_{\eta^{\prime}}-t\right)+2 \Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi}\left(1-\frac{\Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi}}{2 t^{2}}\right)\right]\left\langle\mathcal{M}_{1}^{\pi \eta}\right\rangle^{+} \\
& -\frac{\kappa_{\pi \eta}}{2}\left[t+\frac{\Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi}}{t}\right]\left\langle z_{t} \mathcal{M}_{1}^{\pi \eta}\right\rangle^{+}+\frac{\kappa_{\pi \eta}^{2}}{4}\left\langle z_{t}^{2} \mathcal{M}_{1}^{\pi \eta}\right\rangle^{+}, \\
\hat{\mathcal{M}}_{1}^{\pi \eta}= & \frac{3}{t \kappa_{\pi \eta}}\left\{\left\langle z_{t} \mathcal{M}_{0}\right\rangle^{-}+\left\langle z_{t} \mathcal{M}_{0}^{\pi \eta}\right\rangle^{+}\right.
\end{aligned}
$$

$$
\begin{align*}
& +\frac{1}{4}\left[3\left(s_{\eta^{\prime}}-t\right)\left(3 s_{\eta^{\prime}}-t\right)+2 \Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi}\left(1-\frac{\Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi}}{2 t^{2}}\right)\right]\left\langle z_{t} \mathcal{M}_{1}^{\pi \eta}\right\rangle^{+} \\
& \left.-\frac{\kappa_{\pi \eta}}{2}\left[t+\frac{\Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi}}{t}\right]\left\langle z_{t}^{2} \mathcal{M}_{1}^{\pi \eta}\right\rangle^{+}+\frac{\kappa_{\pi \eta}^{2}}{4}\left\langle z_{t}^{3} \mathcal{M}_{1}^{\pi \eta}\right\rangle^{+}\right\} \tag{3.49}
\end{align*}
$$

where we defined the short-hand notation,

$$
\begin{equation*}
\left\langle z^{n} f\right\rangle^{( \pm)}=\frac{1}{2} \int_{-1}^{1} d z z^{n} f\left(\frac{3 s_{\eta^{\prime}}-s+z \kappa_{i}(s)\left( \pm \Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi} / s\right)}{2}\right) \tag{3.50}
\end{equation*}
$$

with $i=\pi \pi, \pi \eta$ chosen appropriately for the specific channels. Harmless as Eq. (3.49) may look it requires a significant amount of work to perform the correct analytic continuation of these relations, a topic that will be discussed extensively in Section 3.4. For now we will work towards a solution of the unitarity relations, which we discuss generically for

$$
\begin{equation*}
\operatorname{disc} \mathcal{M}(s)=2 i(\mathcal{M}(s)+\hat{\mathcal{M}}(s)) \sin \delta(s) e^{-i \delta(s)} \tag{3.51}
\end{equation*}
$$

We have already seen the solution of the homogeneous version of this equation, i.e. where $\hat{\mathcal{M}}(s)=0$, in Section 1.2.2: it is precisely the Omnès function. The solution of the inhomogeneous equation can be found resorting to variation of parameters: we make the ansatz that the full solution is given as $\mathcal{M}(s)=m(s) \Omega(s)$, where $m(s)$ is the function we have to vary. We first rewrite Eq. (3.51) as

$$
\begin{equation*}
\mathcal{M}(s+i \epsilon) e^{-2 i \delta(s)}-\mathcal{M}(s-i \epsilon)=2 i \hat{\mathcal{M}}(s) \sin \delta(s) e^{-i \delta(s)} \tag{3.52}
\end{equation*}
$$

Inserting the variation ansatz and using $\Omega(s \pm i \epsilon)=|\Omega(s)| e^{ \pm i \delta(s)}$, we find

$$
\begin{equation*}
(m(s+i \epsilon)-m(s-i \epsilon))|\Omega(s)| e^{-i \delta(s)}=2 i \hat{\mathcal{M}}(s) \sin \delta(s) e^{-i \delta(s)} \tag{3.53}
\end{equation*}
$$

from which we deduce a relation for the discontinuity of $m(s)$,

$$
\begin{equation*}
\operatorname{disc} m(s)=\frac{2 i \sin \delta(s) \hat{\mathcal{M}}(s)}{|\Omega(s)|} \tag{3.54}
\end{equation*}
$$

We can now write down a dispersion relation for the function $m(s)$, namely

$$
\begin{equation*}
m(s)=P(s)+\frac{s^{n}}{\pi} \int_{s_{0}}^{\infty} \frac{d s^{\prime}}{s^{\prime n}} \frac{\sin \delta\left(s^{\prime}\right) \hat{\mathcal{M}}\left(s^{\prime}\right)}{\left|\Omega\left(s^{\prime}\right)\right|\left(s^{\prime}-s\right)} \tag{3.55}
\end{equation*}
$$

where $s_{0}$ is the threshold of the pertinent channel and $P(s)$ is a subtraction polynomial of order $n-1$. We thus obtain the desired integral equations that solve Eq. (3.48),

$$
\begin{align*}
& \mathcal{M}_{0}(s)=\Omega_{0}(s)\left\{P_{0}(s)+\frac{s^{n}}{\pi} \int_{s_{0}}^{\infty} \frac{d s^{\prime}}{s^{\prime n}} \frac{\hat{\mathcal{M}}_{0}\left(s^{\prime}\right) \sin \delta_{0}\left(s^{\prime}\right)}{\left|\Omega_{0}\left(s^{\prime}\right)\right|\left(s^{\prime}-s\right)}\right\} \\
& \mathcal{M}_{0}^{\pi \eta}(t)=\Omega_{0}^{\pi \eta}(t)\left\{P_{0}^{\pi \eta}(t)+\frac{t^{n}}{\pi} \int_{t_{0}}^{\infty} \frac{d t^{\prime}}{t^{\prime n}} \frac{\hat{\mathcal{M}}_{0}^{\pi \eta}\left(t^{\prime}\right) \sin \delta_{0}^{\pi \eta}\left(t^{\prime}\right)}{\left|\Omega_{0}^{\pi \eta}\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)}\right\}, \\
& \mathcal{M}_{1}^{\pi \eta}(t)=\Omega_{1}^{\pi \eta}(t)\left\{P_{1}^{\pi \eta}(t)+\frac{t^{n}}{\pi} \int_{t_{0}}^{\infty} \frac{d t^{\prime}}{t^{\prime n}} \frac{\hat{\mathcal{M}}_{1}^{\pi \eta}\left(t^{\prime}\right) \sin \delta_{1}^{\pi \eta}\left(t^{\prime}\right)}{\left|\Omega_{1}^{\pi \eta}\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)}\right\} . \tag{3.56}
\end{align*}
$$

The order $n$ of the subtraction polynomials in the dispersion relations are determined such that the dispersion integral is convergent. However, we can always "oversubtract" a dispersion integral at the expense of having to fix the additional subtraction constants and possible ramifications for the high-energy behavior of our amplitude. \#5 To study the convergence behavior of the integrand we have to make assumptions about the asymptotic behavior of the phase shifts. We let

$$
\begin{equation*}
\delta_{0}(s) \rightarrow 2 \pi, \quad \delta_{0}^{\pi \eta}(t) \rightarrow \pi, \quad \delta_{1}^{\pi \eta}(t) \rightarrow 0 \tag{3.57}
\end{equation*}
$$

as $s \rightarrow \infty$ and $t \rightarrow \infty$. We wish to briefly comment on the asymptotic behavior of the isospin-zero $\pi \pi$ phase shift $\delta_{0}(s)$. A fully consistent description would require the solution of a coupled-channel problem with $\pi \pi$ and $K \bar{K}$ intermediate states. If one reduces the system to an effective one-channel problem two scenarios of the phase motion at the $f_{0}(980)$ resonance are conceivable depending on how strongly the system couples to strangeness [123,124]: large strangeness production manifests itself as a peak at the position of the $f_{0}(980)$ in the corresponding Omnès function and thus the phase shift is increased by about $\pi$ while running through the resonance (this scenario is realized in the $\pi \pi$ scattering phase shift). If the coupling to the channel with strangeness is weak, the corresponding Omnès function has a dip at the resonance position and the corresponding phase shift decreases (this is realized in the phase of the scalar form factor of the pion). The decision to choose the first scenario in our analysis is motivated by two observations. On the one hand the resonance Lagrangian of $\eta^{\prime} \rightarrow \eta \pi \pi$ strongly couples to the $f_{0}(980)$ [105], on the other hand one can show using the large- $N_{C}$ ChPT Lagrangian (see e.g. Ref. [105]) that the coupling to the $\eta^{\prime} \rightarrow \eta K \bar{K}$-channel is sizable, suggesting large strangeness production.

Let us assume that the asymptotic behavior of the phase sets in at $s=\Lambda_{\Omega}^{2}$, so that $\delta(s)=k \pi$ for $s \geq \Lambda_{\Omega}^{2}$. Then using the integral representation of the Omnès function as derived in Section 1.2.2, we find

$$
\begin{align*}
\Omega(s) & =\exp \left\{\frac{s}{\pi} \int_{s_{0}}^{\infty} d s^{\prime} \frac{\delta\left(s^{\prime}\right)}{s^{\prime}\left(s^{\prime}-s\right)}\right\} \\
& =\exp \left\{\frac{s}{\pi} \int_{s_{0}}^{\Lambda_{\Omega}^{2}} d s^{\prime} \frac{\delta\left(s^{\prime}\right)}{s^{\prime}\left(s^{\prime}-s\right)}+\frac{s}{\pi} \int_{\Lambda_{\Omega}^{2}}^{\infty} d s^{\prime} \frac{\delta\left(s^{\prime}\right)}{s^{\prime}\left(s^{\prime}-s\right)}\right\} \\
& \propto\left(\frac{\Lambda_{\Omega}^{2}}{\Lambda_{\Omega}^{2}-s}\right)^{k} \text { for } s \rightarrow \infty \tag{3.58}
\end{align*}
$$

where we used that the first term in the second line is constant as $s \rightarrow \infty$. Note that for $\Omega_{1}^{1}(s)$ this asymptotic behavior concurs with the $1 / s$ behavior of the pion vector form factor $\left(\delta_{1}(s) \rightarrow \pi\right)$ that is found in perturbative QCD, see Ref. [125].

Additionally the Froissart-Martin $[45,46]$ bound constrains the asymptotic behavior of the amplitude according to

$$
\begin{equation*}
\mathcal{M}_{0}(s)=\mathcal{O}(s), \quad \mathcal{M}_{0}^{\pi \eta}(t)=\mathcal{O}(t), \quad \mathcal{M}_{1}^{\pi \eta}(t)=\mathcal{O}\left(t^{-1}\right) \tag{3.59}
\end{equation*}
$$

which allows the following choice for the subtraction polynomials,

$$
P_{0}(s)=\alpha_{0}^{\pi \pi}+\beta_{0}^{\pi \pi} s+\gamma_{0}^{\pi \pi} s^{2}+\delta_{0}^{\pi \pi} s^{3}
$$

[^12]\[

$$
\begin{align*}
& P_{0}^{\pi \eta}(t)=\alpha_{0}^{\pi \eta}+\beta_{0}^{\pi \eta} t+\gamma_{0}^{\pi \eta} t^{2} \\
& P_{1}^{\pi \eta}(t)=0 \tag{3.60}
\end{align*}
$$
\]

The subtraction constants thus defined are correlated since the decomposition Eq. (3.25) is not unique. In Appendix B. 1 we show that it remains invariant under the transformation

$$
\begin{align*}
\mathcal{M}_{0}(s) & \rightarrow \mathcal{M}_{0}(s)+c_{1}+c_{2}\left(s-s_{\eta^{\prime}}\right) \\
\mathcal{M}_{0}^{\pi \eta}(t) & \rightarrow \mathcal{M}_{0}^{\pi \eta}(t)-\frac{1}{2} c_{1}+c_{2}\left(t-s_{\eta^{\prime}}\right) \tag{3.61}
\end{align*}
$$

This brings us to the final form of the integral equations,

$$
\begin{align*}
& \mathcal{M}_{0}(s)=\Omega_{0}(s)\left\{\alpha_{0}^{\pi \pi}+\beta_{0}^{\pi \pi} s+\gamma_{0}^{\pi \pi} s^{2}+\delta_{0}^{\pi \pi} s^{3}+\frac{s^{4}}{\pi} \int_{s_{0}}^{\infty} \frac{d s^{\prime}}{s^{\prime}} \frac{\hat{\mathcal{M}}_{0}\left(s^{\prime}\right) \sin \delta_{0}\left(s^{\prime}\right)}{\left|\Omega_{0}\left(s^{\prime}\right)\right|\left(s^{\prime}-s\right)}\right\}, \\
& \mathcal{M}_{0}^{\pi \eta}(t)=\Omega_{0}^{\pi \eta}(t)\left\{\gamma_{0}^{\pi \eta} t^{2}+\frac{t^{3}}{\pi} \int_{t_{0}}^{\infty} \frac{d t^{\prime}}{t^{\prime 3}} \frac{\hat{\mathcal{M}}_{0}^{\pi \eta}\left(t^{\prime}\right) \sin \delta_{0}^{\pi \eta}\left(t^{\prime}\right)}{\left|\Omega_{0}^{\pi \eta}\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)}\right\} \\
& \left.\mathcal{M}_{1}^{\pi \eta}(t)=\frac{\Omega_{1}^{\pi \eta}(t)}{\pi} \int_{t_{0}}^{\infty} d t^{\prime} \frac{\hat{\mathcal{M}}_{1}^{\pi \eta}\left(t^{\prime}\right) \sin \delta_{1}^{\pi \eta}\left(t^{\prime}\right)}{\left|\Omega_{1}^{\pi \eta}\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)}\right\} \tag{3.62}
\end{align*}
$$

The amplitude $\mathcal{M}(s, t, u)$ based on the above integral equations is diagrammatically visualized in Fig. 3.2. Of course such a visualization has to be taken with a grain of salt: we are performing an iterative solution of these equations so there are no well-defined diagrams for tree level, one-loop level, and so forth.

The numerical evaluation of these integral equations is very involved and is discussed in some detail in Section 3.4. We note that in these calculations we shall neglect the $\ell=1 \pi \eta$ partial wave: the P wave in a chiral framework is strongly suppressed with respect to the S wave of $\pi \pi$ and $\pi \eta$ scattering, see for example Ref. [29]. In fact, the $\pi \eta \mathrm{P}$ wave has exotic quantum numbers and only starts at $\mathcal{O}\left(p^{8}\right)$ (three loops) in a chiral counting scheme. It is therefore justified to set $\delta_{1}^{\pi \eta}=0$, and therefore $\mathcal{M}_{1}^{\pi \eta}(t)=0$. We also note that in the following we will use a dispersion integral with three subtractions for the isospin-zero $\pi \pi$ amplitude, so that the system of integral equations is summarily given as

$$
\begin{align*}
\mathcal{M}_{0}(s) & =\Omega_{0}(s)\left\{\alpha_{0}^{\pi \pi}+\beta_{0}^{\pi \pi} s+\gamma_{0}^{\pi \pi} s^{2}+\frac{s^{3}}{\pi} \int_{s_{0}}^{\infty} \frac{d s^{\prime}}{s^{\prime 3}} \frac{\hat{\mathcal{M}}_{0}\left(s^{\prime}\right) \sin \delta_{0}\left(s^{\prime}\right)}{\left|\Omega_{0}\left(s^{\prime}\right)\right|\left(s^{\prime}-s\right)}\right\} \\
\mathcal{M}_{0}^{\pi \eta}(t) & =\Omega_{0}^{\pi \eta}(t)\left\{\gamma_{0}^{\pi \eta} t^{2}+\frac{t^{3}}{\pi} \int_{t_{0}}^{\infty} \frac{d t^{\prime}}{t^{\prime 3}} \frac{\hat{\mathcal{M}}_{0}^{\pi \eta}\left(t^{\prime}\right) \sin \delta_{0}^{\pi \eta}\left(t^{\prime}\right)}{\left|\Omega_{0}^{\pi \eta}\left(t^{\prime}\right)\right|\left(t^{\prime}-t\right)}\right\} \tag{3.63}
\end{align*}
$$

In that case the fourth subtraction constant is given by a sum rule,

$$
\begin{equation*}
\delta_{0}^{\pi \pi}=\frac{1}{\pi} \int_{s_{0}}^{\infty} \frac{d s^{\prime}}{s^{\prime 4}} \frac{\hat{\mathcal{M}}_{0}\left(s^{\prime}\right) \sin \delta_{0}\left(s^{\prime}\right)}{\left|\Omega_{0}\left(s^{\prime}\right)\right|} \tag{3.64}
\end{equation*}
$$

The reason for introducing this subtraction constant was the assumed high-energy behavior of the integrand of the dispersion integral. It turns out, however, that the integrand is still convergent due to the fact that $\sin \delta_{0}\left(s^{\prime}\right) \rightarrow 0$ sufficiently fast. The sum rule (3.64) thus converges as well and the use of Eq. (3.63) is justified.


Figure 3.2: Diagrammatic representation of $\mathcal{M}(s, t, u)$ based on the integral equations (3.62). The double lines denote $\pi \pi$ and $\pi \eta$ bubble sums.

### 3.3.4 Analytic continuation of the inhomogeneities

Before going into the details we wish to recapitulate our general strategy of treating a threebody decay. Let us assume for a moment that we only have particles of the same mass, i.e. $M_{\eta^{\prime}}=M_{\eta}=M_{\pi}$, and the $\eta^{\prime}$ cannot decay. Then assuming we disregard all considerations involving isospin the above equations describe a system of $\pi \pi \rightarrow \pi \pi$ scattering and the integration in Eq. (3.49) is straightforward: the $z$ integration does not interfere with any of the two-particle thresholds. Assuming isospin conservation ${ }^{\# 6}$ the same still holds if we now set $M_{\eta^{\prime}}=M_{\eta} \neq M_{\pi}$. We then have a coupled system of $\eta \eta \rightarrow \pi \pi$ and $\eta \pi \rightarrow \eta \pi$ scattering, where the channels $s, t$, and $u$ are related by crossing symmetry, and the situation can still be treated as described in Section 1.2.1. The evaluation of Eq. (3.49) is still straightforward. If, however, we now allow for $M_{\eta^{\prime}}>M_{\eta}+2 M_{\pi}$, so that the decay $\eta^{\prime} \rightarrow \eta \pi \pi$ becomes possible, the integration contours can hit the two-particle cuts and a new analytic structure develops: a three-particle cut. The strategy now is to start off in the respective scattering regions and perform an analytic continuation to the decay region by distorting the integration contours in such a way as to avoid the two-particle cuts. For more information in the case of $\eta \rightarrow 3 \pi$ see Refs. [74, 75, 103, 122].

We begin with a study of $\hat{\mathcal{M}}_{0}(s)$ since the situation is slightly more clear in this case: the integration over the $\pi \eta$ amplitude exclusively involves the center-of-mass angle of the $t$ channel. It is instructive to restore the arguments of the amplitudes in Eq. (3.49) by performing a change of the integration variable according to

$$
\begin{equation*}
z_{s}^{\prime}=\frac{1}{\kappa_{\pi \pi}(s)}\left(2 t^{\prime}-3 s_{\eta^{\prime}}+s\right) \tag{3.65}
\end{equation*}
$$

which, neglecting the $\pi \eta \mathrm{P}$ wave, leads to

$$
\hat{\mathcal{M}}_{0}(s)=\frac{2}{\kappa_{\pi \pi}(s)} \int_{\mathcal{C}_{t}^{\prime}} d t^{\prime} \mathcal{M}_{0}^{\pi \eta}\left(t^{\prime}\right)
$$

where $\mathcal{C}_{t}^{\prime}$ is the integration contour in the complex $t^{\prime}$-plane with endpoints $t_{-}(s)$ and $t_{+}(s)$, where

$$
\begin{equation*}
t_{ \pm}(s)=\frac{1}{2}\left(3 s_{\eta^{\prime}}-s \pm \kappa_{\pi \pi}(s)\right) \tag{3.66}
\end{equation*}
$$

For $M_{\eta^{\prime}}=M_{\eta}=M_{\pi}$ the function $\kappa_{\pi \pi}(s)$ and thus the endpoints are purely real. Hence, the integration contour lies on the real axis just above the cut and never crosses it. For physical masses the real and imaginary part of the endpoints as a function of $s$ are shown in Fig. 3.3. It is convenient to define the function

$$
\begin{equation*}
\tilde{\kappa}_{\pi \pi}(s)=\frac{\sqrt{\left|\lambda\left(M_{\pi}^{2}, M_{\pi}^{2}, s\right) \lambda\left(M_{\eta^{\prime}}^{2}, M_{\eta}^{2}, s\right)\right|}}{s} \tag{3.67}
\end{equation*}
$$

[^13]

Figure 3.3: Real and imaginary part of the endpoints $t_{ \pm}(s)$ of the integration contour of $\hat{M}_{0}(s)$. The dashed vertical line denotes the threshold $s=4 M_{\pi}^{2}$.

There are basically four sections for specific values of $s$ that we have to distinguish to find the correct analytic continuation of the integration endpoints, which are visualized in Fig. 3.4 (see also the analogous treatment in Ref. [74]):
I) $4 M_{\pi}^{2}<s<s_{\mathrm{II}}=M_{\pi}\left(M_{\eta^{\prime}}^{2}-M_{\eta}^{2}\right) /\left(M_{\eta}+M_{\pi}\right): s$ lies in the physical decay region and $\kappa_{\pi \pi}(s)$ is purely real. Analogously to the respective $\pi \pi$ scattering process the integration contour just above the elastic threshold is well-defined: it runs infinitesimally above the cut from $t_{-}(s)$ to $t_{+}(s)$,

$$
\begin{align*}
& t_{+}(s)=\frac{1}{2}\left(3 s_{\eta^{\prime}}-s+\tilde{\kappa}_{\pi \pi}(s)\right)+i \epsilon \\
& t_{-}(s)=\frac{1}{2}\left(3 s_{\eta^{\prime}}-s-\tilde{\kappa}_{\pi \pi}(s)\right)+i \epsilon \tag{3.68}
\end{align*}
$$

II) $s_{\text {II }}<s<a_{s}=\left(M_{\eta^{\prime}}-M_{\eta}\right)^{2}$ : since $s$ is still below the end of the physical decay region, i.e. below the $\eta^{\prime} \eta$ pseudo-threshold, $\kappa_{\pi \pi}(s)$ is still purely real. However, at the point $s_{\mathrm{II}}$ the lower endpoint of the integration contour, $t_{-}(s)$, approaches the beginning of the cut generated by the $\pi \eta$ threshold and turns around smoothly to the region below the cut. From there the endpoint travels on infinitesimally below the real axis until $s$ reaches the


Figure 3.4: Trajectories of the integration endpoints $t_{ \pm}(s)$ in the complex $t$-plane. The shaded gray line denotes the cut starting at $t=\left(M_{\eta}+M_{\pi}\right)^{2}$. Further details may be found in the text.
end of the physical region. The upper endpoint stays above the cut at all times. The prescription for the correct analytic continuation is

$$
\begin{align*}
& t_{+}(s)=\frac{1}{2}\left(3 s_{\eta^{\prime}}-s+\tilde{\kappa}_{\pi \pi}(s)\right)+i \epsilon \\
& t_{-}(s)=\frac{1}{2}\left(3 s_{\eta^{\prime}}-s-\tilde{\kappa}_{\pi \pi}(s)\right)-i \epsilon \tag{3.69}
\end{align*}
$$

III) $a_{s}<s<b_{s}=\left(M_{\eta^{\prime}}+M_{\eta}\right)^{2}: s$ has now entered the unphysical region above the pseudothreshold. At this point $\kappa_{\pi \pi}(s)$ is purely imaginary and the endpoints become complex. The trajectory of $t_{-}(s)$ is continued smoothly into the lower half of the complex $t$-plane, while $t_{+}(s)$ turns into the upper half. Both trajectories follow opposing arced paths until they coincide for $s=\left(M_{\eta^{\prime}}+M_{\eta}\right)^{2}$. The correct prescription is

$$
\begin{align*}
& t_{+}(s)=\frac{1}{2}\left(3 s_{\eta^{\prime}}-s+i \tilde{\kappa}_{\pi \pi}(s)\right) \\
& t_{-}(s)=\frac{1}{2}\left(3 s_{\eta^{\prime}}-s-i \tilde{\kappa}_{\pi \pi}(s)\right) \tag{3.70}
\end{align*}
$$

It turns out that parametrizing the integration contour for the numerical implementation by exactly the above prescription is the most efficient and least time consuming way to proceed. A more elaborate discussion of the numerical implementation may be found in Section 3.4.
IV) $b_{s}<s$ : for values of $s$ above the $\eta^{\prime} \eta$ threshold $\kappa_{\pi \pi}(s)$ is purely real. The correct analytic continuation is to let $t_{-}(s) \rightarrow 0$ and $t_{+}(s) \rightarrow-\infty$ for $s \rightarrow \infty$,

$$
\begin{align*}
& t_{+}(s)=\frac{1}{2}\left(3 s_{\eta^{\prime}}-s-\tilde{\kappa}_{\pi \pi}(s)\right) \\
& t_{-}(s)=\frac{1}{2}\left(3 s_{\eta^{\prime}}-s+\tilde{\kappa}_{\pi \pi}(s)\right) \tag{3.71}
\end{align*}
$$

We wish to emphasize the importance of the point II). Let us assume that $M_{\eta^{\prime}}<M_{\eta}+2 M_{\pi}$, then we have $s_{\text {II }}<4 M_{\pi}^{2}$, and at no point does the integration contour interfere with the $\pi \eta$ cut in the complex $t$-plane. Thus for $M_{\eta^{\prime}}>M_{\eta}+2 M_{\pi}$ a novel complex analytic structure with respect to the elastic scattering process is generated: it is precisely a three-particle cut. We will resume the discussion on the analytic structure in the context of $V \rightarrow 3 \pi$ and also study some direct consequences for the partial-wave amplitude in Section 4.6. An analogous treatment can be performed for $\hat{\mathcal{M}}_{0}^{\pi \eta}(t)$. The details of that discussion are relegated to Appendix B.2.

We have now established the complete system of integral equations to describe $\eta^{\prime} \rightarrow \eta \pi \pi$. In the following section we will devote some time to explaining the numerical methods that we use to solve these integral equations.

### 3.4 Solution strategy and numerical methods

In this section we discuss the numerical treatment of the integral equations (3.62). Due to the peculiar structure of the integration path as outlined in the previous section and the singular nature of the integrand of the dispersion integrals this is not a straightforward procedure. The solution of the integral equation is obtained by an iteration procedure: we start with arbitrary functions $\mathcal{M}_{0}$ and $\mathcal{M}_{0}^{\pi \eta}$, which we choose to be the respective Omnès functions. The final result is of course independent of the particular choice of these starting points. Then we calculate the inhomogeneities $\hat{\mathcal{M}}_{0}$ and $\hat{\mathcal{M}}_{0}^{\pi \eta}$, and insert these into the dispersion integrals (3.62). This procedure is repeated until sufficient convergence with respect to the input functions is reached. The integral equations have a remarkable property that greatly reduces the numerical cost of the calculations: they are linear in the subtraction constants. ${ }^{\# 7}$ Thus we can write

$$
\begin{equation*}
\mathcal{M}(s, t, u)=\alpha_{0}^{\pi \pi} \mathcal{M}_{\alpha_{0}^{\pi \pi}}(s, t, u)+\beta_{0}^{\pi \pi} \mathcal{M}_{\beta_{0}^{\pi \pi}}(s, t, u)+\gamma_{0}^{\pi \pi} \mathcal{M}_{\gamma_{0}^{\pi \pi}}(s, t, u)+\gamma_{0}^{\pi \eta} \mathcal{M}_{\gamma_{0}^{\pi \eta}}(s, t, u) \tag{3.72}
\end{equation*}
$$

where we defined

$$
\begin{equation*}
\mathcal{M}_{\alpha_{0}^{\pi \pi}}(s, t, u)=\left.\mathcal{M}(s, t, u)\right|_{\alpha_{0}^{\pi \pi}=1, \beta_{0}^{\pi \pi}=\gamma_{0}^{\pi \pi}=\gamma_{0}^{\pi \eta}=0} \tag{3.73}
\end{equation*}
$$

and analogously for the remaining basis functions. Notice that due to the linearity of the above equation we may use one of the subtraction constants as an overall normalization, for which we choose $\alpha_{0}^{\pi \pi}$. In the following we will thus refer to rescaled subtraction constants,

$$
\begin{equation*}
\beta_{0}^{\pi \pi} \rightarrow \alpha_{0}^{\pi \pi} \beta_{0}^{\pi \pi}, \quad \gamma_{0}^{\pi \pi} \rightarrow \alpha_{0}^{\pi \pi} \gamma_{0}^{\pi \pi}, \quad \gamma_{0}^{\pi \eta} \rightarrow \alpha_{0}^{\pi \pi} \gamma_{0}^{\pi \eta} \tag{3.74}
\end{equation*}
$$

exclusively. Each of the basis functions fulfills the decomposition Eq. (3.25), and we can perform the iteration procedure separately for each of them while fixing the subtraction constants after the iteration.

[^14]To further speed up the iteration procedure all non-trivial functions, i.e. all functions that require a numerical integration, are first defined on a discrete one-dimensional array and then interpolated. Away from the kinematic threshold we use cubic splines for the interpolation, while close to kinematic singularities (that includes thresholds and pseudothresholds) we increase the number of grid points using sampling functions of the type,

$$
\begin{equation*}
f_{n}(x)=\frac{\log (1+n x)}{\log (n+1)} \tag{3.75}
\end{equation*}
$$

where $n$ is an integer chosen such that the desired number of grid points is located close to the threshold. We then fit the proper threshold (square-root or cubic square-root) behavior. The numerical solution is implemented in C++, making use of the following GNU Scientific Library (GSL) routines:

- gsl_integration_qag: simple adaptive Gauss-Kronrod algorithm used for numerical integrations,
- gsl_spline: cubic spline algorithm used for interpolations,
- gsl_multimin: minimization algorithm used for fits.

We start the discussion with the calculation of the Omnès function, after which we will describe how to evaluate the inhomogeneities. We will conclude with a treatment of the dispersion integrals. The methods presented in the following have partly been covered in Refs. [103,122], however, there are also some fundamental differences in the approach that we use to speed up the iteration process and improve the accuracy of the final results.

### 3.4.1 The Omnès function

Let us consider the Omnès function for values of $s$ above and below the cut, \#8

$$
\begin{equation*}
\Omega(s \pm i \epsilon)=\exp \left\{\frac{s}{\pi} \int_{s_{0}}^{\infty} d s^{\prime} \frac{\delta\left(s^{\prime}\right)}{s^{\prime}\left(s^{\prime}-s \pm i \epsilon\right)}\right\} \tag{3.76}
\end{equation*}
$$

If $s>s_{0}$ the integrand has a singularity in the integration region at $s^{\prime}=s$. This can be treated by resorting to the Sokhotsky-Plemelj formula,

$$
\begin{equation*}
\Omega(s \pm i \epsilon)=\exp \left\{ \pm i \delta(s)+\frac{s}{\pi} \mathcal{P} \int_{s_{0}}^{\infty} \frac{\delta\left(s^{\prime}\right)}{s^{\prime}\left(s^{\prime}-s\right)}\right\} \tag{3.77}
\end{equation*}
$$

where $\mathcal{P}$ denotes the Cauchy principal value. We add and subtract $\delta(s)$ in the integrand of the principal value integral, which leads to

$$
\begin{equation*}
\Omega(s \pm i \epsilon)=\exp \left\{ \pm i \delta(s)+\frac{s}{\pi}\left[\delta(s) \mathcal{P} \int_{s_{0}}^{\infty} d s^{\prime} \frac{1}{s^{\prime}\left(s^{\prime}-s\right)}+\mathcal{P} \int_{s_{0}}^{\infty} d s^{\prime} \frac{\delta\left(s^{\prime}\right)-\delta(s)}{s^{\prime}\left(s^{\prime}-s\right)}\right]\right\} \tag{3.78}
\end{equation*}
$$

The first integral on the right-hand side of the equation can be integrated analytically,

$$
\begin{equation*}
\mathcal{P} \int_{s_{0}}^{\infty} d s^{\prime} \frac{1}{s^{\prime}\left(s^{\prime}-s\right)}=\lim _{\epsilon \rightarrow 0}\left\{\int_{s_{0}}^{s-\epsilon} d s^{\prime} \frac{1}{s^{\prime}\left(s^{\prime}-s\right)}+\int_{s+\epsilon}^{\infty} d s^{\prime} \frac{1}{s^{\prime}\left(s^{\prime}-s\right)}\right\}=\frac{1}{s} \log \left(\frac{s_{0}}{s-s_{0}}\right) \tag{3.79}
\end{equation*}
$$

[^15]whereas the second integral,
\[

$$
\begin{equation*}
\mathcal{P} \int_{s_{0}}^{\infty} d s^{\prime} \frac{\delta\left(s^{\prime}\right)-\delta(s)}{s^{\prime}\left(s^{\prime}-s\right)} \tag{3.80}
\end{equation*}
$$

\]

has a finite integrand and can be treated numerically. We still have to give a description of how to treat the upper end of the integration intervals: of course the $\pi \pi$ and $\pi \eta$ phase shifts are not known to arbitrarily high energies. Unless noted otherwise we have used the following method: beyond a certain cutoff $\Lambda_{\delta}^{2}$ the phase is smoothly guided to its asymptotic value, Eq. (3.57), according to the prescription (this approach is modeled after the one found in Ref. [126]),

$$
\begin{equation*}
\delta(s)=n \pi-\frac{a_{\delta}}{b_{\delta}+\left(s / \Lambda_{\delta}^{2}\right)^{3 / 2}} \quad \text { for } s>\Lambda_{\delta}^{2} \tag{3.81}
\end{equation*}
$$

where $a_{\delta}$ and $b_{\delta}$ are chosen such that $\delta(s)$ and its first derivative are continuous at $s=\Lambda_{\delta}^{2}$,

$$
\begin{equation*}
a_{\delta}=\frac{3\left(n \pi-\delta\left(\Lambda_{\delta}^{2}\right)\right)^{2}}{2 \Lambda_{\delta}^{2} \delta^{\prime}\left(\Lambda_{\delta}^{2}\right)}, \quad b_{\delta}=-1+\frac{3\left(n \pi-\delta\left(\Lambda_{\delta}^{2}\right)\right)}{2 \Lambda_{\delta}^{2} \delta^{\prime}\left(\Lambda_{\delta}^{2}\right)} . \tag{3.82}
\end{equation*}
$$

The remainder of the Omnès function can now be integrated analytically. The final expression is rather lengthy, which is why we refrain from showing it here.

If $s<s_{0}$ or $s$ complex we use Eq. (3.76) directly for the numerical implementation up until $s^{\prime}=\Lambda_{\delta}^{2}$. Beyond that point the integral can be performed analytically. For $s=s_{0}$ we simply use

$$
\begin{equation*}
\Omega\left(s_{0}\right) \doteq \frac{\Omega\left(s_{0}-\epsilon\right)+\Omega\left(s_{0}+\epsilon\right)}{2} \tag{3.83}
\end{equation*}
$$

where $\epsilon$ is a numerical parameter that has to be chosen sufficiently small.

### 3.4.2 The inhomogeneities

We have to calculate the inhomogeneities along the integration contour outlined in Section 3.3.4. Again we only discuss the $\pi \pi$ inhomogeneity - the $\pi \eta$ case can be treated completely analogously. Let us consider

$$
\hat{\mathcal{M}}_{0}(s)=\frac{2}{\kappa_{\pi \pi}(s)} \int_{\mathcal{C}_{t}^{\prime}} d t^{\prime} \mathcal{M}_{0}^{\pi \eta}\left(t^{\prime}\right)
$$

with $\mathcal{C}_{t}^{\prime}$ as defined previously. We will discuss the numerical implementation of the integration contours for the separate regions I) - IV) step by step:
I) $s_{0}<s<s_{\text {II }}$ : in this segment the integration is straightforward. Since both endpoints lie above the cut we can simply integrate along a straight line,

$$
\begin{equation*}
\hat{\mathcal{M}}_{0}(s)=\frac{2}{\kappa_{\pi \pi}(s)} \int_{t_{-}(s)}^{t_{+}(s)} d t^{\prime} \mathcal{M}_{0}^{\pi \eta}\left(t^{\prime}\right) \tag{3.84}
\end{equation*}
$$

II) $s_{\mathrm{II}}<s<a_{s}$ : we start the integration along a line below the cut from $t_{-}(s)$ to just below the threshold $t_{0}-\epsilon$. The integration along the imaginary axis cancels and the final path proceeds along a straight line from $t_{0}-\epsilon$ to $t_{+}(s)$ just above the real axis,

$$
\begin{equation*}
\hat{\mathcal{M}}_{0}(s)=\frac{2}{\kappa_{\pi \pi}(s)}\left\{\int_{t_{-}(s)}^{t_{0}-\epsilon} d t^{\prime} \mathcal{M}_{0}^{\pi \eta}\left(t^{\prime}-i \epsilon\right)+\int_{t_{0}-\epsilon}^{t_{+}(s)} d t^{\prime} \mathcal{M}_{0}^{\pi \eta}\left(t^{\prime}+i \epsilon\right)\right\} \tag{3.85}
\end{equation*}
$$

III) $a_{s}<s<b_{s}$ : as we have stated before it turns out that the most efficient way to implement this integration path is to parametrize it by the trajectories of the endpoints. ${ }^{\# 9}$ We integrate along a line from $t_{-}(s)$ to $t_{-}\left(b_{s}\right)=t_{+}\left(b_{s}\right)$ and on to $t_{+}(s)$. The only drawback of this procedure is that one picks up singularities at the endpoints $t_{ \pm}\left(b_{s}\right)$ and $t_{ \pm}\left(a_{s}\right)$. This can be easily remedied, however, by splitting up the integration path further and performing a change of the integration variables:
$-\left(a_{s}+b_{s}\right) / 2<s<b_{s}$ : performing the substitution

$$
\begin{equation*}
y_{b}\left(t^{\prime}\right)=\sqrt{\frac{\left(M_{\eta^{\prime}}+M_{\eta}\right)+\sqrt{t^{\prime}}}{2}}-\sqrt{\frac{\left(M_{\eta^{\prime}}+M_{\eta}\right)-\sqrt{t^{\prime}}}{2}} \tag{3.86}
\end{equation*}
$$

the integration can be rewritten as

$$
\begin{equation*}
\hat{\mathcal{M}}_{0}(s)=\frac{2}{\kappa_{\pi \pi}(s)}\left\{\int_{y_{b}^{-}(s)}^{y_{b}^{-}(b)} d y_{b} \frac{d t^{\prime}}{d y_{b}} \mathcal{M}_{0}^{\pi \eta}\left(t^{\prime}\left(y_{b}\right)\right)+\int_{y_{b}^{+}(b)}^{y_{b}^{+}(s)} d y_{b} \frac{d t^{\prime}}{d y_{b}} \mathcal{M}_{0}^{\pi \eta}\left(t^{\prime}\left(y_{b}\right)\right)\right\} \tag{3.87}
\end{equation*}
$$

where we introduced the short-hand notation $y_{i}^{ \pm}(s)=y_{i}\left(t_{ \pm}(s)\right)$ with $i=a, b$.
$-a_{s}<s<\left(a_{s}+b_{s}\right) / 2$ : with the additional substitution,

$$
\begin{equation*}
y_{a}\left(t^{\prime}\right)=\sqrt{\frac{\sqrt{t^{\prime}}+\left(M_{\eta^{\prime}}-M_{\eta}\right)}{2}}-\sqrt{\frac{\sqrt{t^{\prime}}-\left(M_{\eta^{\prime}}-M_{\eta}\right)}{2}} \tag{3.88}
\end{equation*}
$$

the integral becomes

$$
\begin{align*}
& \hat{\mathcal{M}}_{0}(s)= \frac{2}{\kappa_{\pi \pi}(s)}\left\{\int_{y_{a}^{-}(s)}^{y_{a}^{-}\left(\frac{a+b}{2}\right)} d y_{b} \frac{d t^{\prime}}{d y_{a}} \mathcal{M}_{0}^{\pi \eta}\left(t^{\prime}\left(y_{a}\right)\right)+\int_{y_{b}^{-}\left(\frac{a+b}{2}\right)}^{y_{b}^{-}(b)} d y_{b} \frac{d t^{\prime}}{d y_{b}} \mathcal{M}_{0}^{\pi \eta}\left(t^{\prime}\left(y_{b}\right)\right)\right. \\
& \quad+\int_{y_{b}^{+}(b)}^{\left.y_{b}^{+\left(\frac{a+b}{2}\right)} d y_{b} \frac{d t^{\prime}}{d y_{b}} \mathcal{M}_{0}^{\pi \eta}\left(t^{\prime}\left(y_{b}\right)\right)+\int_{y_{a}^{-}\left(\frac{a+b}{2}\right)}^{y_{a}^{+}(s)} d y_{a} \frac{d t^{\prime}}{d y_{a}} \mathcal{M}_{0}^{\pi \eta}\left(t^{\prime}\left(y_{a}\right)\right)\right\} .} \tag{3.89}
\end{align*}
$$

With the above description the singularities are pushed out of the integration intervals.
IV) $b_{s}<s$ : in this segment we may again use a simple straight line running from $t_{-}(s)$ to $t_{+}(s)$ as an integration contour,

$$
\begin{equation*}
\hat{\mathcal{M}}_{0}(s)=\frac{2}{\kappa_{\pi \pi}(s)} \int_{t_{-}(s)}^{t_{+}(s)} d t^{\prime} \mathcal{M}_{0}^{\pi \eta}\left(t^{\prime}\right) \tag{3.90}
\end{equation*}
$$

A visualization of each region is displayed in Fig. 3.5.
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Figure 3.5: Real and imaginary part of the integration contour used in the numerical implementation. The black curve denotes the integration contour, the gray line the threshold cut.

### 3.4.3 The dispersion integral

In this section we will discuss the numerical treatment of the dispersion integrals given in Eq. (3.62). It behooves us to study a slightly more general case (for $P \rightarrow i j k$ ),

$$
\begin{equation*}
\mathcal{I}(s)=\int_{s_{0}}^{\infty} d s^{\prime} \frac{\sin \delta\left(s^{\prime}\right) \tilde{\mathcal{M}}\left(s^{\prime}\right)}{\kappa\left(s^{\prime}\right)^{2 n+1}\left|\Omega\left(s^{\prime}\right)\right| s^{\prime m}\left(s^{\prime}-s\right)} \tag{3.91}
\end{equation*}
$$

where $\tilde{\mathcal{M}}(s)=\kappa(s)^{2 n+1} \hat{\mathcal{M}}(s)$, and we represent $\kappa(s)$ in the form,

$$
\begin{equation*}
\kappa(s)=\sqrt{\frac{\lambda\left(s, M_{i}^{2}, M_{j}^{2}\right)}{s^{2}}} \sqrt{a-s} \sqrt{b-s}, \tag{3.92}
\end{equation*}
$$

so that $s_{0}=\left(M_{i}+M_{j}\right)^{2}, a=\left(M_{P}-M_{k}\right)^{2}$ and $b=\left(M_{P}+M_{k}\right)^{2}$. In the case at hand we have $n=0$ and $m=3$, however, in our later studies of $\omega / \phi \rightarrow 3 \pi$ decays, we will come across P -wave final states, where $n=1$.

It is obvious that the roots $s_{0}, a$ and $b$ of the function $\kappa(s)$ in the integration interval complicate the numerical integration. Of these $s_{0}$ is the least problematic since the inhomogeneity as well as the phase shift $\sin \delta(s)$ vanish with the leading threshold behavior. There is no contribution to the integral. Likewise the point $s^{\prime}=b$ does not present a problem: the inhomogeneity vanishes again as can be seen from Fig. 3.4, and the integrand is finite. Numerically, we tackle this by evaluating the integrand at several points around $s^{\prime}=b$, fit a polynomial to these points and interpolate the exact value.

From Fig. 3.4 we observe that the inhomogeneity of the S wave does not vanish at $s^{\prime}=a$, so that the integrand diverges as $\left(a-s^{\prime}\right)^{-1 / 2}$. For the P wave one can show that the inhomogeneity vanishes as $\left(a-s^{\prime}\right)$ so that the singular behavior is still $\left(a-s^{\prime}\right)^{-1 / 2}$. The singularity is integrable, but provides a challenge for the numerical implementation. We will discuss the procedure step by step making ample use of the functions

$$
\begin{equation*}
\mathcal{G}(s)=\frac{\sin \delta(s) \tilde{\mathcal{M}}(s)}{s^{m}\left(\sqrt{\frac{\lambda\left(s, M_{i}^{2}, M_{j}^{2}\right)}{s^{2}}} \sqrt{b-s}\right)^{2 n+1}|\Omega(s)|}, \quad \mathcal{H}(s)=\frac{\sin \delta(s) \tilde{\mathcal{M}}(s)}{\kappa(s)^{2 n+1}|\Omega(s)|} \tag{3.93}
\end{equation*}
$$

In the following only the case $n=0$ is considered, whereas the case $n=1$ is relegated to Appendix B.3. We need to study several possibilities for values of $s$.

- $s_{0}<s<b$ : in this case $s$ lies in the integration interval, and the most convenient way to proceed is to split the interval according to

$$
\begin{equation*}
\int_{s_{0}}^{\Lambda^{2}}=\int_{s_{0}}^{p}+\int_{p}^{b}+\int_{b}^{\Lambda^{2}} \tag{3.94}
\end{equation*}
$$

where we introduced the integral cutoff $\Lambda^{2}$ and the variable $p=(a+s) / 2$. Note that for $s<a$ we have $p<a$ and for $s>a$ we find $p>a$, which suggests to further break down separate cases of $s$ :
$-s<a$ : in this case we need to take care of the singularity $s^{\prime}=s$ in the integration interval from $s_{0}$ to $p$, and of $s^{\prime}=a$ in the interval from $p$ to $b$. This can by achieved by splitting up the integral according to

$$
\begin{align*}
\mathcal{I}(s) & =\int_{s_{0}}^{p} d s^{\prime} \frac{\mathcal{H}\left(s^{\prime}\right)-\mathcal{H}(s)}{s^{\prime m}\left(s^{\prime}-s\right)}+\mathcal{H}(s) \mathcal{R}\left(s, s_{0}, p\right)  \tag{3.95}\\
& +\int_{p}^{b} d s^{\prime} \frac{\mathcal{G}\left(s^{\prime}\right)-\mathcal{G}(a)}{\left(a-s^{\prime}\right)^{1 / 2}\left(s^{\prime}-s\right)}+\mathcal{G}(a) \mathcal{Q}(s, a, p, b)+\int_{b}^{\Lambda^{2}} d s^{\prime} \frac{\mathcal{G}\left(s^{\prime}\right)}{\left(a-s^{\prime}\right)^{1 / 2}\left(s^{\prime}-s\right)}
\end{align*}
$$

where we have added and subtracted $\mathcal{H}(s)$ and $\mathcal{G}(a)$ in the respective integrals and defined

$$
\begin{equation*}
\mathcal{R}(s, x, y)=\int_{x}^{y} \frac{d s^{\prime}}{s^{\prime m}\left(s^{\prime}-s\right)}=\frac{i \pi}{s^{m}}+\frac{1}{s^{m}} \log \frac{1-s / y}{s / x-1}+\sum_{n=1}^{m-1} \frac{s^{n-m}}{n}\left(y^{-n}-x^{-n}\right) \tag{3.96}
\end{equation*}
$$

for all $m \in \mathbb{N}$, and

$$
\begin{align*}
\mathcal{Q}(s, a, x, y) & =\int_{x}^{y} \frac{d s^{\prime}}{\left(a-s^{\prime}\right)^{1 / 2}\left(s^{\prime}-s\right)} \\
& =\frac{2}{\sqrt{s-a}}\left(\arctan \frac{i \sqrt{y-a}}{\sqrt{s-a}}-\arctan \frac{\sqrt{a-x}}{\sqrt{s-a}}\right) \tag{3.97}
\end{align*}
$$

The remaining integrals in the first and second line of Eq. (3.95) can be solved numerically. However, the situation, especially for the first integral in the second line, is rather delicate since one has to calculate a ratio of zeros. We found that the best way to proceed is to expand $\mathcal{G}\left(s^{\prime}\right)$ around $a$,

$$
\begin{equation*}
\mathcal{G}\left(s^{\prime}\right) \simeq \mathcal{G}(a)+g_{0}\left(a-s^{\prime}\right)^{1 / 2}+g_{1}\left(a-s^{\prime}\right)+g_{2}\left(a-s^{\prime}\right)^{3 / 2}+\ldots \tag{3.98}
\end{equation*}
$$

and fit the coefficients $g_{0}, g_{1}, g_{2}$ in a small region around $a$. The integrand at the point $a$ itself is then determined by interpolation, using

$$
\begin{equation*}
\frac{\mathcal{G}\left(s^{\prime}\right)-\mathcal{G}(a)}{\left(a-s^{\prime}\right)^{1 / 2}} \simeq g_{0}+g_{1}\left(a-s^{\prime}\right)^{1 / 2}+g_{2}\left(a-s^{\prime}\right)+\ldots \tag{3.99}
\end{equation*}
$$

Thus we guarantee that the integrand is finite at all times.
$-s>a$ : This case is much like the above with the exception that now the singularity $s^{\prime}=s$ lies in the integration interval from $p$ to $b$, and $s^{\prime}=a$ in the interval $s_{0}$ to $p$. We have

$$
\begin{align*}
\mathcal{I}(s) & =\int_{s_{0}}^{p} d s^{\prime} \frac{\mathcal{G}\left(s^{\prime}\right)-\mathcal{G}(a)}{\left(a-s^{\prime}\right)^{1 / 2}\left(s^{\prime}-s\right)}+\mathcal{G}(a) \mathcal{Q}\left(s, a, s_{0}, p\right)  \tag{3.100}\\
& +\int_{p}^{b} d s^{\prime} \frac{\mathcal{H}\left(s^{\prime}\right)-\mathcal{H}(s)}{s^{\prime m}\left(s^{\prime}-s\right)}+\mathcal{H}(s) \mathcal{R}(s, p, b)+\int_{b}^{\Lambda^{2}} d s^{\prime} \frac{\mathcal{G}\left(s^{\prime}\right)}{\left(a-s^{\prime}\right)^{1 / 2}\left(s^{\prime}-s\right)} .
\end{align*}
$$

- $s>b: s$ is still part of the integration interval, but in this case the singularity is located in the integration interval from $b$ to $\Lambda^{2}$, we do not need to split up the lower integration interval and can simply write

$$
\begin{align*}
\mathcal{I}(s) & =\int_{s_{0}}^{b} d s^{\prime} \frac{\mathcal{G}\left(s^{\prime}\right)-\mathcal{G}(a)}{\left(a-s^{\prime}\right)^{1 / 2}\left(s^{\prime}-s\right)}+\mathcal{G}(a) \mathcal{Q}\left(s, a, s_{0}, b\right)  \tag{3.101}\\
& +\int_{b}^{\Lambda^{2}} d s^{\prime} \frac{\mathcal{H}\left(s^{\prime}\right)-\mathcal{H}(s)}{s^{\prime m}\left(s^{\prime}-s\right)}+\mathcal{H}(s) \mathcal{R}\left(s, b, \Lambda^{2}\right)
\end{align*}
$$

- $s<s_{0}$ and $s$ complex: $s$ does not lie in the integration interval, so that we only have to amend the singularity at $s^{\prime}=a$, thus

$$
\begin{equation*}
\mathcal{I}(s)=\int_{s_{0}}^{\Lambda^{2}} d s^{\prime} \frac{\mathcal{G}\left(s^{\prime}\right)-\mathcal{G}(a)}{\left(a-s^{\prime}\right)^{1 / 2}\left(s^{\prime}-s\right)}+\mathcal{G}(a) \mathcal{Q}\left(s, a, s_{0}, \Lambda^{2}\right) \tag{3.102}
\end{equation*}
$$

### 3.5 Numerical results

In this section we present some numerical results based on the methods presented before. These analyses are more of qualitative than of quantitative nature. We therefore refrain from an elaborate error discussion. We begin by specifying the input that we use to perform our analysis, then briefly discuss the convergence behavior of the iteration procedure, and expose our calculations to experimental findings by comparing to recent Dalitz plot measurements.

### 3.5.1 Numerical input

Before starting the iteration procedure to determine the basis functions we need to fix the scattering phase shifts that enter the Omnès functions and dispersion integrals. We then discuss our input for the subtraction constants. We resort to two methods: first, we determine the subtraction constants based on matching to extensions of Chiral Perturbation Theory. We choose next-to-leading order Large- $N_{C}$ Chiral Perturbation theory and Resonance Chiral Theory (RChT) for that purpose, both of which are taken from the analysis outlined in

Ref. [105]. Second, we will generate data samples from two recent measurements of the Dalitz plot parameterization by the BES-III [116] and the VES [117] collaborations. We perform fits to these data samples in Section 3.5.4 and compare with the Large- $N_{C}$ and RChT amplitudes. Throughout this analysis we use experimentally determined values for the particle masses [87], namely $M_{\eta^{\prime}}=957.78 \mathrm{MeV}, M_{\pi}=139.57 \mathrm{MeV}$, and $M_{\eta}=547.86 \mathrm{MeV}$.

## Phase shifts

For $\pi \pi$ scattering we resort to the results of a very sophisticated dispersive analysis with Roy equations [39, 41]. It suffices to only take one of these parameterizations into account: both analyses agree rather well considering the accuracy that we are aiming at and the uncertainty will be entirely dominated by the $\pi \eta$ phase shift. We choose to use the parameterization from Ref. [39] for the qualitative analysis that we are aiming for at this stage. In our later analysis of $\omega / \phi \rightarrow 3 \pi$, we have to make a more careful assessment of these uncertainties, and we shall discuss the issue in a little more detail then. The phase shift is continued beyond the range of validity of the Roy equations according to the prescription Eq. (3.81). In Fig. 3.6 we display the phase shift and the resulting Omnès function calculated with the methods described in Section 3.4.1. We observe that the phase shift is dominated by the broad structure of the $\sigma$ for energies between the threshold and about 0.9 GeV , after which the $f_{0}(980)$ resonance and the opening of the $K \bar{K}$ threshold leave the strongest imprint on the phase motion.

Next to the subtraction constants the largest uncertainties that we have to deal with in our analysis are generated by the $\pi \eta$ scattering phase shift. The $\pi \eta$ threshold parameters are not well-constrained by chiral symmetry [29,127] (see also an extensive treatment in generalized ChPT in Ref. [128]), and there is currently no dispersive analysis extending beyond the lowenergy regime. As was pointed out before, one of the motivations to study $\eta^{\prime} \rightarrow \eta \pi \pi$ is to actually obtain some information about $\pi \eta$ scattering. However, we need the phase shifts as an input to solve the integral equations, so we devise the following procedure: on the one hand we will use a $\pi \eta$ scattering phase shift extracted from a unitarized tree-level ChPT amplitude with coupled channels $\pi \eta$ and $K \bar{K}$ using parameters as described in Ref. [129] (see Refs. [123, $124,130,131]$ and references therein for some additional information on coupledchannel unitarized ChPT). In such a scenario the $a_{0}(980)$ resonance is generated dynamically. On the other hand we will parametrize the phase shift by a simple Breit-Wigner function ${ }^{\# 10}$ with energy-dependent width and resonance parameters of the $a_{0}(980)$ taken from [87],

$$
\begin{equation*}
\delta_{0}^{\pi \eta}(t)=\arctan \left\{\frac{\lambda\left(t, M_{\eta}^{2}, M_{\pi}^{2}\right)^{1 / 2}}{\lambda\left(M_{a_{0}}^{2}, M_{\eta}^{2}, M_{\pi}^{2}\right)^{1 / 2}} \frac{\Gamma_{a_{0}} M_{a_{0}}^{3}}{t\left(M_{a_{0}}^{2}-t\right)}\right\} \theta\left(t-\left(M_{\eta}+M_{\pi}\right)^{2}\right) \tag{3.103}
\end{equation*}
$$

where $M_{a_{0}}=984.7 \mathrm{MeV}$, and $\Gamma_{a_{0}} \simeq 75 \mathrm{MeV}$. (The width is known to lie between 50 MeV and 100 MeV . We simply chose to take the central value.) In Fig. 3.7 we display the two $\pi \eta$ phase shifts along with the corresponding Omnès function. Obviously, the phase shift is dominated by the $a_{0}(980)$ resonance. We also observe that the Breit-Wigner phase shift is significantly larger than the unitarized phase shift in the physical decay region.
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Figure 3.6: The isospin-zero $\pi \pi$ phase shift, $\delta_{0}(s)$ (top panel) along with the real (bottom left panel) and imaginary (bottom right panel) part of the corresponding Omnès function, $\Omega_{0}(s)$. The insets show a magnification of the physical region of the decay $\eta^{\prime} \rightarrow \eta \pi \pi$, where the dashed vertical lines denote the threshold $s=4 M_{\pi}^{2}$ and the end of the physical region $\left(M_{\eta^{\prime}}-M_{\eta}\right)^{2}$, respectively.

## Matching to large- $N_{C}$ ChPT and RChT

Large- $N_{C}$ Chiral Perturbation Theory allows the explicit inclusion of the $\eta^{\prime}$ meson in an effective-Lagrangian framework. It is founded on the notion that as $N_{C} \rightarrow \infty$ the $\mathrm{U}(1)_{A}$ anomaly and thus the chiral-limit mass of the $\eta^{\prime}$ vanishes: the $\eta^{\prime}$ becomes a Goldstone boson as the $\mathrm{U}(3)_{L} \times \mathrm{U}(3)_{R}$ symmetry is spontaneously broken down to $U(3)_{V}[18,104,105]$. At leading order (LO) it is easily shown that the $\eta^{\prime} \rightarrow \eta \pi \pi$ amplitude is given as [57,105, 108, 133-137]

$$
\begin{equation*}
\mathcal{M}_{\mathrm{LO}}^{\mathrm{ChPT}}(s, t, u)=\frac{M_{\pi}^{2}}{6 F^{2}}\left[2 \sqrt{2} \cos \left(2 \theta_{P}\right)-\sin \left(2 \theta_{P}\right)\right], \tag{3.104}
\end{equation*}
$$

where $\theta_{P}$ is the $\eta-\eta^{\prime}$ mixing angle, which relates the octet and singlet states to the physical $\eta, \eta^{\prime}$ states at leading order,

$$
\binom{\eta_{8}}{\eta_{0}}=\left(\begin{array}{rr}
\cos \theta_{P} & \sin \theta_{P}  \tag{3.105}\\
-\sin \theta_{P} & \cos \theta_{P}
\end{array}\right)\binom{\eta}{\eta^{\prime}},
$$



Figure 3.7: The isospin-zero $\pi \eta$ phase shift, $\delta_{0}^{\pi \eta}(t)$ (top panel) along with the real (bottom left panel) and imaginary (bottom right panel) part of the corresponding Omnès function, $\Omega_{0}^{\pi \eta}(t)$. The solid curve represents the phase shift calculated with unitarized ChPT, whereas the dashed curve is parametrized by a Breit-Wigner function, see the text for details. The insets show a magnification of the respective functions in the physical region of the decay $\eta^{\prime} \rightarrow \eta \pi \pi$, where the dashed vertical lines denote the threshold $t=\left(M_{\eta}+M_{\pi}\right)^{2}$ and the end of the physical region $\left(M_{\eta^{\prime}}-M_{\pi}\right)^{2}$.
and $F=F_{\pi}$ (at leading order) is the pion decay constant. At next-to-leading order (NLO) loop contributions are still suppressed in the large- $N_{C}$ counting, and the full amplitude can be derived from the NLO Lagrangian [105],

$$
\begin{align*}
\mathcal{M}_{\mathrm{NLO}}^{\mathrm{ChPT}}(s, t, u)= & \frac{c_{q q}}{F^{2}}\left[\frac{M_{\pi}^{2}}{2}+\frac{2\left(3 L_{2}+L_{3}\right)}{F_{\pi}^{2}}\left(s^{2}+t^{2}+u^{2}-M_{\eta^{\prime}}^{4}-M_{\eta}^{4}-2 M_{\pi}^{4}\right)\right. \\
& \left.-\frac{2 L_{5}}{F_{\pi}^{2}}\left(M_{\eta^{\prime}}^{2}+M_{\eta}^{2}+2 M_{\pi}^{2}\right) M_{\pi}^{2}+\frac{24 L_{8}}{F_{\pi}^{2}} M_{\pi}^{4}+\frac{2}{3} \Lambda_{2} M_{\pi}^{2}\right]+\frac{c_{s q}}{F^{2}} \frac{\sqrt{2}}{3} \Lambda_{2} M_{\pi}^{2}, \tag{3.106}
\end{align*}
$$

where in our numerical analysis we use the values from Ref. [138] for the low-energy constants (see also Refs. [139, 140]; again we do not think it sensible to perform an error analysis on
these parameters at this stage),

$$
\begin{equation*}
\left(3 L_{2}+L_{3}\right)=0.6 \times 10^{-3}, \quad L_{5}=1.4 \times 10^{-3}, \quad L_{8}=0.9 \times 10^{-3}, \tag{3.107}
\end{equation*}
$$

and

$$
\begin{align*}
& c_{q q}=-\frac{F^{2}}{3 F_{8}^{2} F_{0}^{2} \cos ^{2}\left(\theta_{8}-\theta_{0}\right)}\left[2 F_{8}^{2} \sin \left(2 \theta_{8}\right)-F_{0}^{2} \sin \left(2 \theta_{0}\right)-2 \sqrt{2} F_{8} F_{0} \cos \left(\theta_{8}+\theta_{0}\right)\right], \\
& c_{s q}=-\frac{F^{2}}{3 F_{8}^{2} F_{0}^{2} \cos ^{2}\left(\theta_{8}-\theta_{0}\right)}\left[\sqrt{2} F_{8}^{2} \sin \left(2 \theta_{8}\right)+\sqrt{2} F_{0}^{2} \sin \left(2 \theta_{0}\right)+F_{8} F_{0} \cos \left(\theta_{8}+\theta_{0}\right)\right], \tag{3.108}
\end{align*}
$$

and we use $F_{8}=1.28 F_{\pi}, F_{0}=1.25 F_{\pi}, \theta_{8}=-20^{\circ}, \theta_{0}=-4^{\circ}$, and $\Lambda_{2}=0.4$. Note that at next-to-leading order the $\eta-\eta^{\prime}$ mixing scenario (3.105) necessarily has to be generalized to involve the two mixing angles $\theta_{0}$ and $\theta_{8}[141,142]$. The next-to-leading order large- $N_{C}$ amplitude does not involve any rescattering. Thus to match the dispersive representation to Eq. (3.106), we go to the limit of no rescattering, i.e. $\delta_{0}, \delta_{0}^{\pi \eta} \rightarrow 0$, and thus $\Omega_{0}, \Omega_{0}^{\pi \eta} \rightarrow 1$ and $\hat{\mathcal{M}}_{0}, \hat{\mathcal{M}}_{0}^{\pi \eta} \rightarrow 0$. Comparing both representations we find

$$
\begin{equation*}
\alpha_{0}^{\pi \pi}=-12.4, \quad \beta_{0}^{\pi \pi}=0, \quad \gamma_{0}^{\pi \pi}=\gamma_{0}^{\pi \eta}=-1.13 \mathrm{GeV}^{-4}, \tag{3.109}
\end{equation*}
$$

for the subtraction constants. $\alpha_{0}^{\pi \pi}$ is an overall normalization constant and not really relevant for Dalitz plot studies. We note that the subtraction constants $\gamma_{0}^{\pi \pi}, \gamma_{0}^{\pi \eta}$ are saturated up to $95 \%$ by the term $-1 /\left(M_{\eta^{\prime}}^{4}-M_{\eta}^{4}\right)$, i.e. where $M_{\pi}=0$.

In the so-called soft-pion limit, where the momenta and masses of the pions go to zero, we find that the amplitude in Eq. (3.106) has zeros at

$$
\begin{equation*}
s=0, \quad t^{2}+u^{2}=M_{\eta^{\prime}}^{4}+M_{\eta}^{4}, \quad t+u=M_{\eta^{\prime}}^{2}+M_{\eta}^{2} . \tag{3.110}
\end{equation*}
$$

These relations give rise to two Adler zeros (see also $[106,143,144]$ ) at

$$
\begin{equation*}
t_{1}=M_{\eta^{\prime}}^{2}, u_{1}=M_{\eta}^{2} ; \quad t_{2}=M_{\eta}^{2}, u_{2}=M_{\eta^{\prime}}^{2} . \tag{3.111}
\end{equation*}
$$

These Adler zeros are protected by $\mathrm{SU}(2) \times \operatorname{SU}(2)$ symmetry. This is immediately clear by inspection of Eq. (3.106): the corrections to these zeros are of $\mathcal{O}\left(M_{\pi}^{2}\right)$. However, claims have been made in the past that the $a_{0}(980)$ resonance removes the Adler zero based on the explicit inclusion of a scalar resonance propagator [107]. We will study this issue within our more elaborate framework that fulfills all the requirements of analyticity and unitarity.

Our second matching procedure makes use of Resonance Chiral Theory, which describes the interactions between Goldstone bosons and resonances explicitly [145-148]. RChT finds its most prominent application in the estimate of low-energy constants by means of resonance saturation. It can, however, also be used to directly derive the $\eta^{\prime} \rightarrow \eta \pi \pi$ decay amplitude from the RChT Lagrangian [105]:

$$
\begin{align*}
\mathcal{M}^{\mathrm{RChT}}(s, t, u)= & \frac{c_{q q}}{F^{2}}\left\{\frac{M_{\pi}^{2}}{2}+\frac{1}{F_{\pi}^{2}} \frac{\left(c_{d}\left(s-M_{\eta^{\prime}}^{2}-M_{\eta}^{2}\right)+2 c_{m} M_{\pi}^{2}\right)\left(c_{d}\left(s-2 M_{\pi}^{2}\right)+2 c_{m} M_{\pi}^{2}\right)}{M_{S}^{2}-s}\right. \\
& +\frac{1}{F_{\pi}^{2}} \frac{\left(c_{d}\left(t-M_{\eta^{\prime}}^{2}-M_{\pi}^{2}\right)+2 c_{m} M_{\pi}^{2}\right)\left(c_{d}\left(t-M_{\eta}-M_{\pi}^{2}\right)+2 c_{m} M_{\pi}^{2}\right)}{M_{S}^{2}-t} \\
& \left.+\frac{1}{F_{\pi}^{2}} \frac{\left(c_{d}\left(u-M_{\eta^{\prime}}^{2}-M_{\pi}^{2}\right)+2 c_{m} M_{\pi}^{2}\right)\left(c_{d}\left(t-M_{\eta}-M_{\pi}^{2}\right)+2 c_{m} M_{\pi}^{2}\right)}{M_{S}^{2}-u}\right\}, \tag{3.112}
\end{align*}
$$

where $c_{d}$ and $c_{m}$ describe the coupling between the scalar resonances and the Goldstone bosons, and $M_{S}=0.980 \mathrm{GeV}$ is the mass of the scalar multiplet. We will use $c_{d} \simeq 0.028 \mathrm{GeV}$ and the theoretical constraint $4 c_{d} c_{m}=F^{2}$ [105]. Again, even if the uncertainty in the coupling constants is rather large (although all estimates fulfill the theoretical constraint rather well), this uncertainty is still dominated by the different $\pi \eta$ phase-shift variants in our dispersive analysis. In the limit of large scalar masses, that is $s, t, u \ll M_{S}^{2}$ the low-energy expansion of the amplitude (3.112) agrees with Eq. (3.106) for [105]

$$
\begin{equation*}
3 L_{2}+L_{3}=c_{d}^{2} / 2 M_{S}^{2}, \quad L_{5}=c_{d} c_{m} / M_{S}^{2}, \quad L_{8}=c_{m}^{2} / 2 M_{S}^{2}, \quad \Lambda_{1,2}=0 \tag{3.113}
\end{equation*}
$$

To properly match the above expression to the dispersive amplitude it is useful to slightly reshuffle Eq. (3.112). The amplitude can be recast into the following form:

$$
\begin{equation*}
\mathcal{M}^{\mathrm{RChT}}(s, t, u)=\frac{c_{q q}}{F^{2}}\left\{\frac{M_{\pi}^{2}}{2}+\frac{a_{\pi \pi}+b s+c_{d}^{2} s^{2}}{F_{\pi}^{2}\left(M_{S}^{2}-s\right)}+\frac{a_{\pi \eta}+b t+c_{d}^{2} t^{2}}{F_{\pi}^{2}\left(M_{S}^{2}-t\right)}+\frac{a_{\pi \eta}+b u+c_{d}^{2} u^{2}}{F_{\pi}^{2}\left(M_{S}^{2}-u\right)}\right\} \tag{3.114}
\end{equation*}
$$

where we defined

$$
\begin{align*}
& a_{\pi \pi}=2 M_{\pi}^{2}\left(M_{\eta^{\prime}}^{2}+M_{\eta}^{2}\right) c_{d}^{2}-6 M_{\pi}^{2} s_{\eta^{\prime}} c_{d} c_{m}+4 M_{\pi}^{4} c_{m}^{2}, \quad b=-3 s_{\eta^{\prime}} c_{d}^{2}+4 M_{\pi}^{2} c_{m} c_{d} \\
& a_{\pi \eta}=\left(M_{\eta^{\prime}}^{2}+M_{\pi}^{2}\right)\left(M_{\eta}^{2}+M_{\pi}^{2}\right) c_{d}^{2}-6 M_{\pi}^{2} s_{\eta^{\prime}} c_{d} c_{m}+4 M_{\pi}^{4} c_{m}^{2} \tag{3.115}
\end{align*}
$$

Using Eq. (3.3) one finds

$$
\begin{align*}
\mathcal{M}^{\mathrm{RChT}}(s, t, u)= & \frac{c_{q q}}{F^{2}}\left\{\frac { M _ { S } ^ { 2 } } { M _ { S } ^ { 2 } - s } \left[\frac{a_{\pi \pi} M_{S}^{2}+2 a_{\pi \eta} M_{S}^{2}+3\left(a_{\pi \eta}+b M_{S}^{2}\right) s_{\eta^{\prime}}}{F_{\pi}^{2} M_{S}^{4}}+\frac{M_{\pi}^{2}}{2}\right.\right. \\
& \left.-\left(\frac{3 a_{\pi \eta} M_{S}^{2}+3\left(a_{\pi \eta}+b M_{S}^{2}\right) s_{\eta^{\prime}}}{F_{\pi}^{2} M_{S}^{6}}+\frac{M_{\pi}^{2}}{2 M_{S}^{2}}\right) s+\frac{a_{\pi \eta}+b M_{S}^{2}+M_{S}^{4} c_{d}^{2}}{F_{\pi}^{2} M_{S}^{6}} s^{2}\right] \\
& \left.+\left(\frac{M_{S}^{2}}{M_{S}^{2}-t} t^{2}+\frac{M_{S}^{2}}{M_{S}^{2}-u} u^{2}\right) \frac{a_{\pi \eta}+b M_{S}^{2}+c_{d} M_{S}^{4}}{F_{\pi}^{2} M_{S}^{6}}\right\} . \tag{3.116}
\end{align*}
$$

To correctly perform the matching to the dispersive amplitude we assume that the $f_{0}(980)$ and $a_{0}(980)$ resonances reduce to narrow pole terms with mass $M_{S}$ at large $N_{C} .{ }^{\# 11}$ It was shown in a unitarized ChPT calculation at $\mathcal{O}\left(p^{6}\right)$ that the mass of the $\sigma$ resonance grows with $N_{C}$. However, there are indications of a subleading $q \bar{q}$ component, which dominates for $N_{C}>8$ and stabilizes the $\sigma$ mass at around 1 GeV [150]. This motivates a slightly more realistic large- $N_{C}$ limit for the Omnès function (as opposed to simply letting the phase shifts go to zero as before),

$$
\begin{equation*}
\lim _{N_{C} \rightarrow \infty} \Omega_{0}^{(\pi \eta)}(s)=\frac{M_{S}^{2}}{M_{S}^{2}-s} \tag{3.117}
\end{equation*}
$$

We can then easily match the RChT amplitude (3.116) to the dispersive one, and find

$$
\begin{equation*}
\alpha_{0}^{\pi \pi}=-6.48, \quad \beta_{0}^{\pi \pi}=-0.67 \mathrm{GeV}^{-2}, \quad \gamma_{0}^{\pi \pi}=\gamma_{0}^{\pi \eta}=-0.15 \mathrm{GeV}^{-4} \tag{3.118}
\end{equation*}
$$

for the subtraction constants. Again, $\alpha_{0}^{\pi \pi}$ is used as an overall normalization.

[^18]|  | BES-III [116] | VES [117] |
| :---: | :---: | :---: |
| $a$ | $-0.047 \pm 0.011 \pm 0.003$ | $-0.127 \pm 0.016 \pm 0.008$ |
| $b$ | $-0.069 \pm 0.019 \pm 0.009$ | $-0.106 \pm 0.028 \pm 0.014$ |
| $c$ | $+0.019 \pm 0.011 \pm 0.003$ | $+0.015 \pm 0.011 \pm 0.014$ |
| $d$ | $-0.073 \pm 0.012 \pm 0.003$ | $-0.082 \pm 0.017 \pm 0.008$ |
| $\#$ events | $43826 \pm 211$ | $\simeq 9612$ |
| $\# x$ bins | 26 | 8 |
| $\# y$ bins | 22 | 8 |

Table 3.1: Dalitz plot measurements by the BES-III and VES collaborations. The first error on the Dalitz plot parameters is always statistical, the second systematical. We have estimated the number of $\eta^{\prime} \rightarrow \eta \pi \pi$ events for the VES collaboration from the total number of $\eta^{\prime}$ events and the branching ratio $\mathcal{B}\left(\eta^{\prime} \rightarrow \eta \pi \pi\right)=44.5 \pm 1.4 \%$ [87].

## Sampling of experimental Dalitz plots

The experimental analysis of the Dalitz plot of $\eta^{\prime} \rightarrow \eta \pi \pi$ is analogous to what is conventionally done in $\eta \rightarrow 3 \pi$, and what has been discussed in Section 2.2: one defines symmetrized coordinates $x$ and $y$ according to

$$
\begin{equation*}
x=\frac{\sqrt{3}(t-u)}{2 M_{\eta^{\prime}} Q_{\eta^{\prime}}}, \quad y=\frac{\left(M_{\eta}+2 M_{\pi}\right)\left[\left(M_{\eta^{\prime}}-M_{\eta}\right)^{2}-s\right]}{M_{\pi} M_{\eta^{\prime}} Q_{\eta^{\prime}}}-1 . \tag{3.119}
\end{equation*}
$$

The squared amplitude of the decay is then expanded in terms of these variables,

$$
\begin{equation*}
|\mathcal{M}(x, y)|^{2}=|\mathcal{N}|^{2}\left\{1+a y+b y^{2}+c x+d x^{2}+\ldots\right\}, \tag{3.120}
\end{equation*}
$$

and the parameters $a, b, c, d$ are fitted to experimental data. Note that a non-zero value for the parameter $c$ would indicate $C$ violation, so that in principle $\eta^{\prime} \rightarrow \eta \pi \pi$ would allow one to study these effects that are not included in the Standard Model. However, there is no indication of a non-zero $c$ up to this point. In the following we consider only two recent measurements of the charged final state $\eta^{\prime} \rightarrow \eta \pi^{+} \pi^{-}$. These determinations of the Dalitz plot parameters by the BES-III [116] and the VES [117] collaboration currently feature the highest statistics. In Table 3.1 we have summarized some details and results of the two experiments.

For our analysis we have generated data samples from the Dalitz plot distributions as measured by the two groups. Our procedure is as follows [151]: to emulate the experimental measurement as closely as possible we choose the same binning as in the experiment. We then randomly draw values $x_{S}$ and $y_{S}$ within the allowed bin ranges, and accept these values on the condition that the center of the bin they belong to lies within the Dalitz plot, i.e. fulfills the condition in Eq. (3.10).\#12 The remaining events are submitted to an accept/reject-type sampling: first we calculate the maximum value $N_{\max }$ of $|\mathcal{M}(x, y)|^{2}$ across the allowed bin range. Then we determine $\left|\mathcal{M}\left(x_{S}, y_{S}\right)\right|^{2}$ and accept the event as a realization of $|\mathcal{M}(x, y)|^{2}$

[^19]if $N_{\max } u \leq\left|\mathcal{M}\left(x_{S}, y_{S}\right)\right|^{2}$, where $u$ is drawn from the uniform distribution $U(0,1)$. In this manner we fill the Dalitz plot region until the number of accepted events corresponds to the total number of experimentally measured events.

In Fig. 3.8 we display the Dalitz plot distributions that we have obtained for both experiments. To check our results we have refitted the parameterization (3.120) to the synthesized data sets. We get the following results for the fit parameters and the correlation matrix of the BES-III measurement at $\chi^{2} /$ ndof $=1.05$ and normalization $|\mathcal{N}|^{2}=105 \pm 1$ :
$a=-0.041 \pm 0.009$
$b=-0.073 \pm 0.017$
$c=+0.012 \pm 0.007$
$d=-0.071 \pm 0.011$$\left(\begin{array}{rrrr}a & b & c & d \\ 1.000 & -0.403 & -0.006 & -0.224 \\ & & 1.000 & 0.008 \\ 0.279 \\ \\ & & & 1.000 \\ 0.015 \\ b\end{array}\right.$,
which agrees with the fit parameters of Ref. [116] within the uncertainty. Note that we have only taken statistical errors into account. Also the correlation matrix is in good agreement with the reference values. The above errors tend to be slightly too small, but overall the quality of the above data sample serves the purpose of our endeavor to perform a qualitative analysis. Refitting the VES parameters we obtain equally good results at $\chi^{2} /$ ndof $=0.92$ and $|\mathcal{N}|^{2}=208 \pm 4$,

$$
\left.\begin{array}{l}
a=-0.135 \pm 0.009  \tag{3.122}\\
b=-0.103 \pm 0.019 \\
c=+0.004 \pm 0.014 \\
d=-0.089 \pm 0.023
\end{array} \begin{array}{cccc}
a & b & c & d \\
1.000 & -0.473 & -0.000 & -0.253 \\
& 1.000 & 0.013 & 0.327 \\
& & 1.000 & 0.018 \\
& & & \\
1.000
\end{array}\right)
$$

which again agree within statistical uncertainties. We notice that the two data sets do not agree on the parameter $a$ within a one $\sigma$ uncertainty, and it would desirable if this experimental disagreement could be resolved by future measurements. A $\mathrm{U}(3)$ coupled-channel approach to $\eta^{\prime} \rightarrow \eta \pi \pi$ predicts $a$ to be consistent with the VES measurement [80,112]. However, the VES data set was part of a global fit of the low-energy constants in that analysis.

### 3.5.2 Convergence of the iteration procedure

Based on the numerical input that we fixed in the previous section we are now in the position to study the convergence behavior of the amplitude during the iteration procedure. We only display the case where the $\pi \eta$ phase shift is given by a Breit-Wigner function, while for the phase shift deduced from unitarized ChPT one observes very similar results. For illustration we show successive iteration steps of the $s$ - and $t$-dependent functions that arise from the decomposition

$$
\begin{equation*}
\mathcal{M}_{\alpha_{0}^{\pi \pi}}(s, t, u)=\mathcal{M}_{\alpha_{0}^{\pi \pi}}(s)+\mathcal{M}_{\alpha_{0}^{\pi \pi}}^{\pi \eta}(t)+\mathcal{M}_{\alpha_{0}^{\pi \pi}}^{\pi \eta}(u) \tag{3.123}
\end{equation*}
$$

in Fig. 3.9. The starting point of the iteration of $\mathcal{M}_{\alpha_{0}^{\pi \pi}}(s)$ is simply the Omnès function. We have left out the "first" iteration step, since it is identical to the Omnès function represented by the gray curve in Fig. 3.9. This is due to the fact that $\hat{\mathcal{M}}_{\alpha_{0}^{\pi \pi}}(s)$ only depends on the angular average of $\mathcal{M}_{\alpha_{0}^{\pi \pi}}^{\pi \eta}(t)$, which is identical to zero before the iteration. For the real and imaginary part of both functions we observe rapid convergence with the first iteration step


Figure 3.8: Dalitz plot samples for $\eta^{\prime} \rightarrow \eta \pi \pi$ from the experimental Dalitz plot distribution in Tab. 3.1 for the BES-III (left panel) and the VES (right panel) experiment.
being all but indistinguishable from the final result. Still, the final result differs noticeably from the "zeroth" iteration step, pointing at rather large crossed-channel rescattering effects. We observe that the $f_{0}(980)$ peak is slightly enhanced by the rescattering effects and shifted towards lower energies.

### 3.5.3 Large- $N_{C}$ ChPT and RChT matching and comparison to experiment

In this section we compare the dispersive analyses with the subtraction constants given in Eqs. (3.109) and (3.118) to experimental data. To illustrate the dependence on the variables $x$ and $y$, respectively, we display the integrated decay spectra along each direction divided by phase space and normalized to one for $x=0$, resp. $y=0$, in Fig. 3.10.

At first sight these results do not seem very encouraging. While the large- $N_{C}$ calculation predicts Dalitz plot parameters that do not differ too much from the experimental findings, at least not by orders of magnitude, the same cannot be said for the dispersive solution with subtraction constants matched to large- $N_{C}$ : it predicts a much larger slope and curvature, especially for $y<0$. Indeed, the dispersive representation yields Dalitz plot parameters that are off by more than an order of magnitude, see Tab. 3.2. This strongly contradicts comments in Refs. [80,112] that crossed-channel rescattering effects are negligible. Even if the error band that is generated by varying $\delta_{\pi \eta}(t)$ between a Breit-Wigner phase and the coupled-channel unitarized ChPT solution is very large, the data points of the BES-III and VES experiments cannot be accommodated. The situation improves when the subtraction constants of the dispersive solution are fixed from RChT. The Dalitz plot parameters are then compatible with those predicted in large- $N_{C}$ ChPT, but compared to experiment the predicted slope is still larger by more than a factor of 3 (depending on which experimental measurement is used for comparison). The scale chosen for the diagram suppresses the size of the deviations somewhat, but they are clearly observed in the Dalitz Plot parameters listed in Tab. 3.2. On the other hand the $x^{2}$ dependence is nicely reproduced.

For the case where the subtraction constants are fixed by large- $N_{C}$ ChPT at NLO it appears that the matching procedure itself is at fault for the deviations. Notice that we match the subtraction constants to the large- $N_{C}$ ChPT calculation at tree-level despite being


Figure 3.9: Successive iteration steps of real (left panel) and imaginary (right panel) part of the amplitude $\mathcal{M}_{\alpha_{0}^{\pi \pi}}(s)$ (top) and $\mathcal{M}_{\alpha_{0}^{\pi}}^{\pi \eta}(t)$ (bottom) for $\eta^{\prime} \rightarrow \eta \pi \pi$. The insets focus on the physical region, which is denoted by the vertical dashed lines.
next-to-leading order (loop corrections only enter at next-to-next-to-leading order in the large$N_{C}$ formalism). We cannot completely rule out that matching to next-to-next-to-leading order has potentially large effects on the subtraction constants $\gamma_{0}^{\pi \pi}, \gamma_{0}^{\pi \eta}$. A fit to experimental data predicts these parameters to be an order of magnitude smaller, see Section 3.5.4. However, such an explanation is not entirely satisfactory, since a lot of fine-tuning would be involved in reducing the values of the subtraction constants. One might reason that the low-energy constants $L_{i}$ that enter the large- $N_{C}$ calculation pose a problem: some of these are saturated by resonances, which in our framework are incorporated in the Omnès functions and are thus double-counted. However, as we stated before low-energy constants contribute only about $5 \%$ to the size of $\gamma_{0}^{\pi \pi}, \gamma_{0}^{\pi \eta}$.

Pertaining to the above it is also possible that the way in which we performed the matching procedure is too naive: we took the limit of the phase shifts $\delta_{0}(s)$ and $\delta_{0}^{\pi \eta}(t)$ going to zero to represent the case without final-state interactions, and expect the iteration procedure to perturbatively imprint the effects of rescattering on the amplitude. Such a simplified point of view, however, might not be viable. Indeed, it turns out that one of the largest contributions to the amplitude stems from the basis function $\mathcal{M}_{\gamma_{0}^{\pi \eta}}(s)$ that in a perturbative picture one would expect to be small.

The latter point is to some extent supported by inspection of the dispersive amplitude


Figure 3.10: Decay spectrum integrated over the variable $x$, divided by phase space and normalized to one at $y=0$ (left panel) and analogously for $x \leftrightarrow y$ (right panel). We show the sampled data sets for the BES-III [116] and the VES [117] parameterization. The dashed curve represents the Dalitz plot parameterization using the BES-III central values, the dotted curve denotes the large- $N_{C}$ ChPT result at next-to-leading order, the blue shaded curve is the dispersive solution with subtraction constants matched to large- $N_{C}$ ChPT, and finally the red shaded curve stems from matching to RChT (see text). The error bands reflect the uncertainties ensued by the variation between the two $\pi \eta$ phase-shift parameterizations.
with subtraction constants matched to RChT. Here the higher-order subtraction constants $\gamma_{0}^{\pi \pi}, \gamma_{0}^{\pi \eta}$ are smaller by an order of magnitude and the corresponding basis functions are more strongly suppressed: some of the rescattering effects are already accounted for in the resonance propagators in the RChT scheme. Unfortunately, Resonance Chiral Theory provides a much less systematic framework than large- $N_{C}$ Chiral Perturbation Theory, so it is difficult to envision how to further improve the approach beyond what was presented here. One might be tempted to fit the constant $c_{d}$ in order to get a deeper insight into these resonance couplings and compare with findings from other approaches (the $a_{0}(980)$ decay width [152], resonance saturation of low-energy constants [145], $I=1 / 2,3 / 2 K \pi S$-wave scattering [153], and so forth). We have observed, though, that by varying $c_{d}$ towards the lower end of the parameter range, which is still compatible with the extractions mentioned above, the deviations become much larger, even to the extent of exceeding what we observe for the large- $N_{C}$ ChPT matching. Towards the upper end of the allowed range (and even beyond) the variations are barely visible from what is shown here rendering an attempt to fit $c_{d}$ as the lone parameter futile.

### 3.5.4 Fitting the dispersive representation to data

In this section we choose to fit the subtraction constants to data. Of course we lose all predictability in this case. Nevertheless, we can deliver a representation of the amplitude that fulfills the strong constraints of analyticity and unitarity. This is essential if one should endeavor to perform a dispersive analysis of $\eta^{\prime} \rightarrow 3 \pi . \# 13$ For such a treatment a polynomial

[^20]|  | large- $N_{C}[105]$ | dispersive ChPT | RChT [105] | dispersive RChT |
| :---: | :---: | :---: | :---: | :---: |
| $a$ | -0.303 | $-1.03 \ldots-2.87$ | -0.119 | $-0.30 \ldots-0.46$ |
| $b$ | +0.001 | $+1.41 \ldots+2.25$ | +0.001 | $+0.02 \ldots+0.05$ |
| $d$ | -0.089 | $-0.36 \ldots-0.52$ | -0.056 | $-0.05 \ldots-0.07$ |

Table 3.2: Dalitz plot parameters obtained from fitting the polynomial expansion (3.120) to the dispersive amplitude with the subtraction constants matched to large- $N_{C}$ ChPT and RChT compared to the Dalitz plot parameters predicted by large- $N_{C}$ ChPT at next-to-leading order and RChT. The error range of the dispersive analysis stems from varying between the two different parameterizations of the $\pi \eta$ phase shift, which is the dominant uncertainty. There is no fit value for $c$, since our representation is necessarily symmetric in $x$, and $c=0$. The values shown here are to be compared with Tab. 3.1.
parameterization is certainly not sufficient.
In Fig. 3.11 we display the results of our fits to the data sets sampled from the BES-III and the VES parameterization respectively. The fit parameters and corresponding $\chi^{2} /$ ndof are shown in Table 3.3. Note that we use real fit parameters: in principle the subtraction constants can have imaginary parts due to the complex discontinuity (3.48). However, since the phase space of $\eta^{\prime} \rightarrow \eta \pi \pi$ is small the subtraction constants are likewise expected to have a very small imaginary part to the extent that - given the precision of the data sets - their effect is entirely negligible (this is not the case for processes involving the decay of heavier mesons). Across the board the fits proceed well and the $\chi^{2} /$ ndof is close to one for each fit. The polynomial Dalitz plot parameterization is well-reproduced: in the $y$-direction the dispersive integral is virtually indistinguishable, whereas in the $x$-direction the small asymmetry due to the $c$-dependent term is seen as a main distinction. The fit quality should not be surprising since we are fitting a data set that is well-described by a three-parameter polynomial with a dispersive amplitude with likewise three free parameters (note that $\alpha_{0}^{\pi \pi}$ is merely an overall normalization). It is, however, interesting to observe a large variation of the allowed parameter range, especially for $\beta_{0}^{\pi \pi}$ and $\gamma_{0}^{\pi \pi}$. This is readily explained by the correlation matrix, which we show for illustration for the first column in Table 3.3 (the results for the other correlation matrices are similar),

$$
\begin{align*}
& \alpha_{0}^{\pi \pi}=13.0 \pm 0.9  \tag{3.124}\\
& \beta_{0}^{\pi \pi}=-4.62 \pm 0.31 \\
& \gamma_{0}^{\pi \pi}=-4.84 \pm 1.57 \\
& \gamma_{0}^{\pi \eta}=-0.21 \pm 0.02
\end{align*}\left(\right) .
$$

The parameters $\beta_{0}^{\pi \pi}$ and $\gamma_{0}^{\pi \pi}$ are thus strongly anti-correlated. The fit to the VES data set is overconstrained due to the very low-statistics so that both parameters can be varied in a large range and still reproduce data relatively well.

In Fig. 3.12 we study the development of the Adler zeros in the dispersive amplitude after performing the fit. We stated before that these are supposedly protected by $\operatorname{SU}(2) \times \operatorname{SU}(2)$ symmetry. We take the first correction to the relation (3.110) into account and study the Adler zeros at $s^{2}=2 M_{\pi}^{4}$, instead of $s=0$. We observe an interesting phenomenon: the real


Figure 3.11: Decay spectrum integrated over the variable $x$, divided by phase space and normalized to one at $y=0$ (left panel) and analogously for $x \leftrightarrow y$ (right panel). We show the sampled data sets for the BES-III [116] and the VES [117] parameterization. The blue shaded curve represents the dispersive results with subtraction constants fitted to the BES-III data set, while the red shaded curve denotes the VES-fitted data set. The dashed line represents the polynomial representation with parameters fitted to the BES-III data set.
part of the amplitude falls off from $x=0$ to higher $|x|$ until it reaches the vicinity of the $a_{0}(980)$ resonance and sees a strong increase up to the peak position at $|x| \simeq 5.7$. For the BES-III data sample the influence of the $a_{0}(980)$ resonance is sufficient to remove the Adler zeros from the amplitude, which supports the argument of Ref. [107]. The same statement cannot be made for the VES data sample, where the real part of the amplitude crosses zero before the influence of the $a_{0}(980)$ is felt. Moreover, the zeros lie in the vicinity of those of the large- $N_{C}$ amplitude. The current experimental situation does not allow for a definite conclusion on whether the low-energy theorem is violated in $\eta^{\prime} \rightarrow \eta \pi \pi$ or not.

The above results have rather daunting consequences as far as the extraction of $\pi \eta$ scattering phase shifts and threshold parameters is concerned: the subtraction constants completely absorb any kind of dependence on the specific shape of the $\pi \eta$ phase shift. This is also in agreement with the findings of Ref. [29]. Also the strong violation of the low-energy theo-

| $\delta_{0}^{\pi \eta}$ | unitarized <br> BES-III |  | Breit-Wigner | unitarized |
| :---: | :---: | :---: | :---: | :---: |
| Breit-Wigner <br> VES |  |  |  |  |
| $\chi^{2} /$ ndof | 1.06 | 1.06 | 0.89 | 0.90 |
| $\alpha_{0}^{\pi \pi}$ | $13.0 \pm 0.9$ | $10.1 \pm 0.6$ | $18.3 \pm 2.7$ | $12.8 \pm 1.6$ |
| $\beta_{0}^{\pi \pi}$ | $-4.6 \pm 0.3$ | $-3.1 \pm 0.5$ | $-3.7 \pm 0.7$ | $-1.0 \pm 1.2$ |
| $\gamma_{0}^{\pi \pi}$ | $-4.8 \pm 1.6$ | $-0.3 \pm 2.4$ | $0.5 \pm 3.2$ | $-9.7 \pm 5.9$ |
| $\gamma_{0}^{\pi \eta}$ | $-0.21 \pm 0.02$ | $-0.28 \pm 0.03$ | $-0.29 \pm 0.04$ | $-0.40 \pm 0.07$ |

Table 3.3: Fit results for the subtraction constants for both the BES-III and the VES data sample for the unitarized coupled-channel and Breit-Wigner $\pi \eta$ phase shift $\delta_{0}^{\pi \eta}(t)$.


Figure 3.12: Real part of the amplitude at $s^{2}=2 M_{\pi}^{4}$. along the line $t-u$. We show the large$N_{C}$ ChPT result (dotted line), and the fit of the dispersive representation to the BES-III (blue curve) and VES (red curve) data sets.
rem (3.110) casts some doubt on matching to large- $N_{C}$ ChPT as the theory is built on the approximate fulfillment of low-energy theorems. Unless the subtraction constants can be fixed by some means despite fitting to data the extraction of information on $\pi \eta$ scattering remains elusive.

### 3.6 Summary and conclusion

In this Chapter we have presented a dispersive analysis of the decay $\eta^{\prime} \rightarrow \eta \pi \pi$. We have derived a set of integral equations on the grounds of unitarity for the corresponding scattering process and performed an analytic continuation to the physical region of the three-particle decay. The ensuing analytic structure, most notably the generation of three-particle cuts, is in full agreement with our findings in the previous chapter, where we treated these effects in a perturbative framework.

The integral equations depend on $\pi \pi$ and $\pi \eta$ scattering phase shifts as well as a set of subtraction constants. The phase shift of $\pi \pi$ scattering is strongly constrained by chiral symmetry and Roy equations in contrast to $\pi \eta$ scattering, which constitutes the dominant uncertainty aside from the subtraction constants. In our numerical analysis we devised two separate methods to fix the latter: on the one hand we matched them to the low-energy theories of large- $N_{C}$ ChPT and RChT, and on the other we fitted them to data sets. These data sets have been sampled from experimentally measured polynomial Dalitz plot parameterizations.

Matching to large- $N_{C}$ ChPT we found large deviations from the polynomial parameterization rendering this approach unfit to be used in an attempt to extract information on $\pi \eta$ scattering. The deviations are smaller when matching to RChT, however, they are still siz-
able and the framework does not allow for systematic improvements. Fitting the subtraction constants to data showed good agreement with experiment, but the limited accuracy of the data samples allowed for a wide parameter range. Any effects stemming from differences in the $\pi \eta$ phase shifts were absorbed in the subtraction constants. The fitted parameterization could in principle be used as input for a dispersive analysis of $\eta^{\prime} \rightarrow 3 \pi$.

At the very least the results of this Chapter emphasize the importance of understanding the interplay between the low- and high-energy regime, as evidenced by the matching of the subtraction constants. It is a bit of a stretch to call the method presented here a "precision analysis" up to this point. In the following Chapter we apply the same method to a decay process that only involves one subtraction constant. Thus the dynamics of the decay are completely determined by rescattering effects so that it presents a strong testing ground for the theory.

## Chapter 4

## Dispersive analysis of $\omega \rightarrow 3 \pi$ and $\phi \rightarrow 3 \pi$ decays ${ }^{\# 1}$

### 4.1 Introduction

In this Chapter we apply the previously introduced dispersion theory methods to a simpler but certainly not less interesting system: the three-pion decay of the lightest isoscalar vector mesons $\omega / \phi \rightarrow 3 \pi$. The system is simpler since we only have to take pion-pion final states into account. Moreover, due to Bose symmetry the pions can only interact in partial waves of odd angular momenta. We will find that under such constraints only P-wave interactions are relevant.

On the other hand this decay channel serves to expose the advantages of a dispersion relation approach to a greater extent than $\eta^{\prime} \rightarrow \eta \pi \pi$. The mass of the decaying particle and thus the allowed energy of the two-pion subsystem is sufficiently large so that the influence of the $\rho$ resonance is already strongly felt in the case of the $\omega$ or even observed in the the form of resonance bands inside the Dalitz plot in the case of the $\phi$. Even though decays like $K \rightarrow 3 \pi$ or $\eta \rightarrow 3 \pi$ have successfully been analyzed in perturbative settings such as chiral perturbation theory $[59,60]$ or even non-relativistic effective field theories as discussed in Chapter 2 and Refs. [25,33], it is obvious that these break down at the resonance scale. Dispersion relations allow us to connect both, the low-energy region and the resonance region, on the grounds of analyticity. From that vantage point the study of $\omega / \phi \rightarrow 3 \pi$ may also be seen as exploratory for the decays of heavier mesons.

In recent years, there has been a flourish of attempts to treat the physics of vector mesons in effective-field-theory approaches [156-163], motivated by their prominent nature in hadronic physics involving virtual photons, their relatively low masses among the various meson resonances, and their strong coupling to the light pseudoscalars. However, when it comes to the three-pion decays of $\omega$ and $\phi$, descriptions in terms of vector-meson dominance and improved tree-level models (mostly incorporating a finite width of the intermediate $\rho$ resonances) [161, 164-166] (see also Ref. [167] for earlier references), which do not fully respect analyticity and unitarity constraints, still seem to be state of the art.\#2

[^21]In this respect, we consider this an ideal time to take up dispersive studies of these decays once more, even though these have been performed in the past [168]. High-precision phase-shift analyses of pion-pion scattering are now available [37,39, 41] and can be employed as input for decay studies. On the experimental side, high-statistics Dalitz plot investigations have either been performed $(\phi \rightarrow 3 \pi[169,170])$, or are planned or ongoing ( $\omega \rightarrow 3 \pi$ [101, 171, 172]). Furthermore, the $\omega / \phi \rightarrow 3 \pi$ partial-wave will prove to be an essential ingredient in a dispersive analysis of the $V \rightarrow \pi^{0} \gamma^{*}$ transition form factor that is presented in Chapter 5.

The outline of this chapter is as follows. We introduce the necessary basics on kinematics and partial-wave decomposition in Section 4.2, and describe the formalism for a dispersiontheoretical description of the decays $\omega / \phi \rightarrow 3 \pi$ in Section 4.3. First numerical results of our solutions are discussed in Section 4.4, before we compare in detail to the experimental Dalitz plot studies for $\phi \rightarrow 3 \pi$ and predict Dalitz plot parameters for $\omega \rightarrow 3 \pi$ in Section 4.5. As a further application, we calculate the contribution of $\omega \pi$ intermediate states to the inelasticity in the pion-pion P partial wave in Section 4.7. We conclude in Section 4.8. Several aspects that lie somewhat outside the main line of argument are relegated to the Appendices, where we discuss higher partial waves (Appendix B.4) as well as possible contributions from heavier resonances (Appendix B.5), and derive a generalization of the Omnès representation taking into account inelasticities (Appendix B.6).

### 4.2 Kinematics and partial-wave decomposition

We consider the three-pion decay of the lightest isoscalar vector mesons,

$$
\begin{equation*}
V\left(p_{V}\right) \rightarrow \pi^{+}\left(p_{+}\right) \pi^{-}\left(p_{-}\right) \pi^{0}\left(p_{0}\right), \quad V=\omega / \phi \tag{4.1}
\end{equation*}
$$

where the particle momenta are conventionally related to the Mandelstam variables by $s=$ $\left(p_{V}-p_{0}\right)^{2}, t=\left(p_{V}-p_{+}\right)^{2}, u=\left(p_{V}-p_{-}\right)^{2}$, with

$$
\begin{equation*}
3 s_{0} \doteq s+t+u=M_{V}^{2}+3 M_{\pi}^{2} \tag{4.2}
\end{equation*}
$$

Here and in the following we restrict ourselves to the isospin limit, $M_{\pi^{0}}=M_{\pi^{ \pm}} \doteq M_{\pi}$, unless explicitly stated otherwise.

Since $V \rightarrow 3 \pi$ is of odd intrinsic parity, the amplitude can be decomposed as

$$
\begin{equation*}
\mathcal{M}(s, t, u)=i \epsilon_{\mu \nu \alpha \beta} n^{\mu} p_{+}^{\nu} p_{-}^{\alpha} p_{0}^{\beta} \mathcal{F}(s, t, u) \tag{4.3}
\end{equation*}
$$

where $\epsilon_{\mu \nu \alpha \beta}$ is the totally antisymmetric Levi-Civita tensor, $n^{\mu}$ is the polarization vector of the decaying vector particle, and $\mathcal{F}(s, t, u)$ is a scalar function. The absolute value squared of the amplitude reads

$$
\begin{align*}
|\mathcal{M}(s, t, u)|^{2} & =\epsilon_{\mu \nu \alpha \beta} \epsilon_{\bar{\nu} \bar{\alpha} \bar{\beta}}^{\mu} p_{+}^{\nu} p_{-}^{\alpha} p_{0}^{\beta} p_{+}^{\bar{\nu}} p_{-}^{\bar{\alpha}} p_{0}^{\bar{\beta}}|\mathcal{F}(s, t, u)|^{2} \\
& =\frac{1}{4}\left[s t u-M_{\pi}^{2}\left(M_{V}^{2}-M_{\pi}^{2}\right)^{2}\right]|\mathcal{F}(s, t, u)|^{2} \\
& =\frac{s}{16} \kappa^{2}(s) \sin ^{2} \theta_{s}|\mathcal{F}(s, t, u)|^{2} \tag{4.4}
\end{align*}
$$

where averaging over all possible polarization states of the vector particle in the first line leads to $\sum_{\text {pol. }} n^{\bar{\mu}} n^{\mu}=-g^{\mu \bar{\mu}}, \theta_{s}$ is the center-of-mass scattering angle in the $s$-channel, $\cos \theta_{s}=$ $(t-u) / \kappa(s)$, and

$$
\begin{equation*}
\kappa(s)=\sigma_{\pi}(s) \lambda^{1 / 2}\left(M_{V}^{2}, M_{\pi}^{2}, s\right), \tag{4.5}
\end{equation*}
$$

with the Källén function $\lambda(x, y, z)=x^{2}+y^{2}+z^{2}-2(x y+x z+y z)$ as defined in the previous chapters, and $\sigma_{\pi}(s)=\sqrt{1-4 M_{\pi}^{2} / s}$.

Due to Bose symmetry only partial waves of odd angular momentum can contribute to the amplitude. Accordingly, the partial-wave decomposition of the scalar part of the amplitude reads [173]

$$
\begin{equation*}
\mathcal{F}(s, t, u)=\sum_{\ell \text { odd }} f_{\ell}(s) P_{\ell}^{\prime}\left(z_{s}\right) \tag{4.6}
\end{equation*}
$$

where $z_{s}=\cos \theta_{s}, P_{\ell}^{\prime}\left(z_{s}\right)$ is the differentiated Legendre polynomial, and one can project onto the partial-wave amplitude $f_{\ell}(s)$ with the prescription

$$
\begin{equation*}
f_{\ell}(s)=\frac{1}{2} \int_{-1}^{1} d z_{s}\left[P_{\ell-1}\left(z_{s}\right)-P_{\ell+1}\left(z_{s}\right)\right] \mathcal{F}(s, t, u) . \tag{4.7}
\end{equation*}
$$

For the dominant $\ell=1$ partial wave we have

$$
\begin{equation*}
f_{1}(s)=\frac{3}{4} \int_{-1}^{1} d z_{s}\left(1-z_{s}^{2}\right) \mathcal{F}(s, t, u) . \tag{4.8}
\end{equation*}
$$

In our analysis we neglect discontinuities of F - and higher partial waves (see the corresponding discussion in Appendix B.4), so that $\mathcal{F}(s, t, u)$ can be decomposed in a fully analogous fashion to what has been done in Section 3.3.1 in terms of functions of a single variable as

$$
\begin{equation*}
\mathcal{F}(s, t, u)=\mathcal{F}(s)+\mathcal{F}(t)+\mathcal{F}(u), \tag{4.9}
\end{equation*}
$$

where $\mathcal{F}(s)$ only has a right-hand cut. Again, the dispersion relations that we will derive in the following will be given in terms of these single-variable functions $\mathcal{F}(s)$. Equation (4.9) represents a symmetrized partial-wave expansion, its generalized form allowing for F -wave discontinuities is shown in Appendix B.4, Eq. (B.32).

We will also make use of the partial-wave expansion of the $\pi \pi \rightarrow \pi \pi$ scattering amplitude that has been previously defined and that we repeat for convenience,

$$
\begin{equation*}
\mathcal{T}_{I}(s, t, u)=32 \pi \sum_{\ell=0}^{\infty}(2 \ell+1) t_{\ell}^{I}(s) P_{\ell}(z), \tag{4.10}
\end{equation*}
$$

where $t_{\ell}^{I}$ is the partial-wave amplitude of isospin $I$ and angular momentum $\ell$ and can be expressed in terms of the phase shift $\delta_{\ell}^{I}$ according to

$$
\begin{equation*}
t_{\ell}^{I}(s)=\frac{e^{2 i i_{\ell}^{I}(s)}-1}{2 i \sigma_{\pi}(s)} . \tag{4.11}
\end{equation*}
$$

### 4.3 Dispersion relations for $\omega / \phi \rightarrow 3 \pi$ decays

In this section we discuss how to apply the framework that has been developed in great detail in the previous section to $V \rightarrow 3 \pi$ decays. We reiterate that the advantage of using dispersion relations to account for final-state interactions in three-body decays is the incorporation of three-particle cuts, a substantial analytic ingredient that is left out in isobaric models, like vector-meson dominance models [161,164]. Again, the strategy is to set up a set of dispersion relations for the corresponding scattering process, i.e. $V \pi \rightarrow \pi \pi$, with $M_{V}\left\langle 3 M_{\pi}\right.$ and $s>$


Figure 4.1: The Mandelstam plane for $\omega \pi \rightarrow \pi \pi$ with all crossed channels including the decay process $\omega \rightarrow 3 \pi$. Dashed lines denote the thresholds of the corresponding scattering channels, dotted lines denote the thresholds of the scattering subsystems of the decay channel, and dashed-dotted lines the end of the physical decay region for each channel.
$\left(M_{V}+M_{\pi}\right)^{2}$, and analytically continue the resulting expressions to the physical realm of the decay process, $M_{V}>3 M_{\pi}$ and $4 M_{\pi}^{2} \leq s \leq\left(M_{V}-M_{\pi}\right)^{2}$, see also Fig. 4.1 for an illustration of the physical regions that we connect through analytic continuation.

We reiterate that we essentially only consider elastic unitarity in the following (see Section 4.4.4 for an attempt to partially account for inelasticity effects in the pion-pion P partial wave). One might suspect that the dominant decay $\phi \rightarrow K \bar{K}$ with subsequent inelastic rescattering $K \bar{K} \rightarrow 3 \pi$, see Fig. 4.2, may have a substantial impact on the Dalitz plot distribution for $\phi \rightarrow 3 \pi$. This is not the case for the following reason: the $K \bar{K}$ intermediate state occurs at a fixed total energy of $\left(p_{K}+p_{\bar{K}}\right)^{2}=M_{\phi}^{2}$, where the rescattering $K \bar{K} \rightarrow 3 \pi$ will be entirely dominated by the (very narrow) $\phi$ resonance. The diagram therefore factorizes, and the whole effect of the $K \bar{K}$ intermediate state can be absorbed into a complex wave-function renormalization constant for the $\phi$ field, which amounts to an unobservable overall (constant) phase of the amplitude. The Dalitz plot distribution of $\phi \rightarrow 3 \pi$ remains therefore entirely unaffected.

Note finally that in the sense of a dispersion-theory analysis, there is no $\rho \pi$ two-body intermediate state contributing to the $\phi$ decay in a similar fashion as $K \bar{K}$ depicted in Fig. 4.2: $\rho \pi$ is no distinct state from $3 \pi$, the effect conventionally encoded that way shows up in our analysis as the resonant two-body $\pi \pi$ P-wave interaction. From the point of view of dispersion theory, there is no meaningful way to differentiate between $\rho \pi$ and $3 \pi$ final states in $\phi$ decays.


Figure 4.2: Contribution of $K \bar{K}$ intermediate states to $\phi \rightarrow 3 \pi$. The general rescattering $K \bar{K} \rightarrow \pi^{+} \pi^{-} \pi^{0}$, denoted by the black square in the left diagram, is entirely dominated by the $\phi$ resonance for $\left(p_{K}+p_{\bar{K}}\right)^{2}=M_{\phi}^{2}$, see the right diagram.

### 4.3.1 Unitarity relation

In the following, we relate the discontinuity of the $V \pi \rightarrow \pi \pi s$-channel partial-wave amplitude to the amplitude itself and the $\pi \pi$ P-wave phase shift. Similar considerations for $t$ - and $u$ channel proceed completely analogously, and will not be discussed separately. In the elastic approximation with only pion-pion intermediate states one has for the discontinuity of the diagram in Fig. 4.3 [47]

$$
\begin{equation*}
\operatorname{disc} \mathcal{M}\left(s, z_{s}\right)=\frac{i}{2} \int \frac{d^{4} l}{(2 \pi)^{4}} \mathcal{M}\left(s, z_{s}^{\prime}\right) \mathcal{T}_{1}^{*}\left(s, z_{s}^{\prime \prime}\right)(2 \pi) \delta\left(l^{2}-M_{\pi}^{2}\right)(2 \pi) \delta\left((q-l)^{2}-M_{\pi}^{2}\right) \tag{4.12}
\end{equation*}
$$

where $q=p_{+}+p_{-}, z_{s}=\cos \theta_{s}, z_{s}^{\prime}=\cos \theta_{s}^{\prime}$, and $z_{s}^{\prime \prime}=\cos \theta_{s}^{\prime \prime}$, where $\theta_{s}$ denotes the center-of-mass scattering angle between the initial- and final-state momenta, $\theta_{s}^{\prime}$ between initial and intermediate state, and $\theta_{s}^{\prime \prime}$ between intermediate and final state.

We insert Eq. (4.3) on both sides of Eq. (4.12) and find

$$
\begin{align*}
\epsilon_{\mu \nu \alpha \beta} n^{\mu} p_{+}^{\nu} p_{-}^{\alpha} p_{0}^{\beta} \operatorname{disc} \mathcal{F}\left(s, z_{s}\right)=\frac{i}{2} \int \frac{d^{4} l}{(2 \pi)^{4}} & \epsilon_{\mu \nu \alpha \beta} n^{\mu} p_{+}^{\nu} p_{-}^{\alpha} l^{\beta} \mathcal{F}\left(s, z_{s}^{\prime}\right) \mathcal{T}_{1}^{*}\left(s, z_{s}^{\prime \prime}\right) \\
& \times(2 \pi) \delta\left(l^{2}-M_{\pi}^{2}\right)(2 \pi) \delta\left((q-l)^{2}-M_{\pi}^{2}\right) . \tag{4.13}
\end{align*}
$$

We obviously need to find a way to treat the $l_{\beta}$ term before we are able to carry out the momentum integration. To that end we note that the scattering process has three independent Lorentz structures, namely the momenta $p_{+}, p_{-}, p_{0}$. The remaining momentum $p_{V}$ is related to the former by total momentum conservation. We therefore rewrite the integration according to

$$
\begin{equation*}
\int d^{4} l l^{\beta}(\ldots)=p_{+}^{\beta} \mathcal{I}_{+}+p_{-}^{\beta} \mathcal{I}_{-}+p_{0}^{\beta} \mathcal{I}_{0} \tag{4.14}
\end{equation*}
$$

and determine the integrals $\mathcal{I}_{+,-, 0}$ by solving the system of linear equations that emerges after contraction with $p_{+\beta}, p_{-\beta}$, and $p_{0 \beta}$. Due to the antisymmetry of the Levi-Cevita tensor, only the term proportional to $p_{0}$ survives and upon elimination of the $\delta$-functions, we may write

$$
\begin{equation*}
\operatorname{disc} \mathcal{F}\left(s, z_{s}\right)=\frac{i \sigma_{\pi}(s)}{64 \pi^{2}} \int_{-1}^{1} d z_{s}^{\prime} \int_{0}^{2 \pi} d \phi_{s}^{\prime} \frac{z_{s}^{\prime \prime}-z_{s} z_{s}^{\prime}}{1-z_{s}^{2}} \mathcal{F}\left(s, z_{s}^{\prime}\right) \mathcal{T}_{1}^{*}\left(s, z_{s}^{\prime \prime}\right) \tag{4.15}
\end{equation*}
$$

where $z_{s}^{\prime \prime}=z_{s} z_{s}^{\prime}+\sqrt{1-z_{s}^{2}} \sqrt{1-z_{s}^{\prime 2}} \cos \phi_{s}^{\prime}$. Finally, we can use the partial-wave expansion for the amplitudes $\mathcal{F}$ and $\mathcal{T}_{1}$ given in Eqs. (4.6) and (4.10), and project out the $\ell=1$ partial wave to arrive at the Watson-like unitarity relation,

$$
\begin{equation*}
\operatorname{disc} f_{1}(s)=2 i f_{1}(s) \theta\left(s-4 M_{\pi}^{2}\right) \sin \delta(s) e^{-i \delta(s)} \tag{4.16}
\end{equation*}
$$



Figure 4.3: Diagram of the $V \pi \rightarrow \pi \pi s$-channel scattering amplitude. The double line denotes the vector meson, all single lines refer to pions. The gray circle corresponds to the $V \pi \rightarrow \pi \pi$ amplitude $\mathcal{M}\left(s, z_{s}^{\prime \prime}\right)$, the black one to the $\pi \pi \rightarrow \pi \pi$ amplitude $\mathcal{T}^{1}\left(s, z_{s}^{\prime}\right)$ (of isospin $I=1$ ). To calculate the amplitude one cuts through the intermediate pion propagators with momenta $l$ and $q-l$.
where $\delta(s) \doteq \delta_{1}^{1}(s)$ is the $\pi \pi$ P-wave phase shift. Noting that $\operatorname{disc} f_{1}(s)=\operatorname{disc} \mathcal{F}(s)$, the previous expression can be recast into

$$
\begin{equation*}
\operatorname{disc} \mathcal{F}(s)=2 i(\mathcal{F}(s)+\hat{\mathcal{F}}(s)) \theta\left(s-4 M_{\pi}^{2}\right) \sin \delta(s) e^{-i \delta(s)} \tag{4.17}
\end{equation*}
$$

where $\hat{\mathcal{F}}(s)$ is the inhomogeneity of the integral equation that we have encountered before and is given by angular averages over $\mathcal{F}$ according to

$$
\begin{align*}
\hat{\mathcal{F}}(s) & =3\left\langle\left(1-z^{2}\right) \mathcal{F}\right\rangle(s), \\
\left\langle z^{n} f\right\rangle(s) & =\frac{1}{2} \int_{-1}^{1} d z z^{n} f\left(\frac{1}{2}\left(3 s_{0}-s+z \kappa(s)\right)\right) . \tag{4.18}
\end{align*}
$$

$\hat{\mathcal{F}}(s)$ contains the left-hand-cut contribution to the partial wave $f_{1}(s)$. The previous expressions are well-defined in the scattering regime. We have observed that special care has to be taken in the decay region due to the non-trivial behavior of the function $\kappa(s)$, that imposes a complex analytic structure on the angular integration. This is entirely analogous to what we have outlined in great detail in Section 3.3.4. In the following we will discuss the solution to these integral equations.

### 4.3.2 Homogeneous equation and the charged pion radius

We already discussed the solution for the simplified case of $\hat{\mathcal{F}}(s)=0$ : in this case we have precisely the unitarity relation of the vector form factor that was discussed in Section 1.2.2, and its solution was given by the Omnès function,

$$
\begin{equation*}
\Omega(s)=\exp \left\{\frac{s}{\pi} \int_{4 M_{\pi}^{2}}^{\infty} d s^{\prime} \frac{\delta\left(s^{\prime}\right)}{s^{\prime}\left(s^{\prime}-s\right)}\right\} \tag{4.19}
\end{equation*}
$$

At this point we would like to pick up the discussion of the asymptotic behavior of the Omnès function, that we have already touched upon in Section 3.3.3. As mentioned before it is constrained by the asymptotic behavior of the phase shift: for $\delta(s) \rightarrow k \pi$ as $s \rightarrow \infty$ one finds $\Omega(s) \rightarrow s^{-k}$. We shall assume $k=1$ for the asymptotic behavior of the P wave, which guarantees the high-energy fall-off for the form factor $\propto 1 / s$ as suggested by perturbative QCD (up to logarithmic corrections) exactly if $P(s)$ is a constant, and hence due to gauge invariance, $P(s)=1$.

Pertaining to this issue the behavior of the $\pi \pi$ phase shift is not known to arbitrarily high energies. We devise a slightly different method than what was presented in the previous chapter: in our numerical calculations we use a phenomenological parameterization of the phase shift up to a certain energy $s=\Lambda_{\Omega}^{2}$, beyond which it is set to a constant. At the accuracy at which we are working this constant does not have to be $\pi$ exactly. This is dicussed in some detail Ref. [174], and can also be deduced from our error discussion in Section 4.4.4.

One possibility to suppress the high-energy behavior of the phase shift in the Omnès function that we have not discussed so far is to resort to a twice-subtracted dispersion integral, as opposed to the once-subtracted version used in Eq. (4.19) (cf. e.g. Ref. [175]). Due to the identification $F_{\pi}^{V}(s)=\Omega(s)$, the additional subtraction constant can be related to the charge radius of the pion,

$$
\begin{equation*}
\Omega(s)=\exp \left\{\frac{1}{6}\left\langle r^{2}\right\rangle_{\pi}^{V} s+\frac{s^{2}}{\pi} \int_{4 M_{\pi}^{2}}^{\infty} d s^{\prime} \frac{\delta\left(s^{\prime}\right)}{s^{\prime 2}\left(s^{\prime}-s\right)}\right\} \tag{4.20}
\end{equation*}
$$

Comparing to Eq. (4.19), we can then express the charge radius in terms of a sum rule,

$$
\begin{equation*}
\left\langle r^{2}\right\rangle_{\pi}^{V}=\frac{6}{\pi} \int_{4 M_{\pi}^{2}}^{\infty} d s^{\prime} \frac{\delta\left(s^{\prime}\right)}{s^{\prime 2}} \tag{4.21}
\end{equation*}
$$

To take advantage of the suppression of high energies in the oversubtracted dispersion integral, one may make use of an independent phenomenological determination of the charge radius. This allows us to reparametrize our lack of knowledge of the behavior of the amplitude at large $s$ as a polynomial, which should be a decent approximation at the energies we are working at. In Section 4.4.4 we discuss the numerical effects of using the two different versions of the Omnès function. We want to emphasize that, as a matter of principle, using a radius different from the sum-rule value Eq. (4.21) is inconsistent: it leads to a wrong (exponential) high-energy behavior. In practice, however, and for the (small) deviations in the charge radius we consider, the effects of this error are not visible within the physical region of the decays under consideration.

### 4.3.3 Integral equation and solution strategy

Using the same methods as described in Section 3.3.3 we find the integral equation that solves Eq. (4.17), namely

$$
\begin{equation*}
\mathcal{F}(s)=\Omega(s)\left\{a+\frac{s}{\pi} \int_{4 M_{\pi}^{2}}^{\infty} \frac{d s^{\prime}}{s^{\prime}} \frac{\sin \delta\left(s^{\prime}\right) \hat{\mathcal{F}}\left(s^{\prime}\right)}{\left|\Omega\left(s^{\prime}\right)\right|\left(s^{\prime}-s\right)}\right\}, \tag{4.22}
\end{equation*}
$$

where $a$ is a subtraction constant. The order of the subtraction polynomial is limited by the asymptotic behavior of the integrand. The Froissart bound [45] constrains the behavior of the amplitude for large $s, \mathcal{M}(s, t, u)<C s \log ^{2}(s)$ for some constant $C$, and consequently $\hat{\mathcal{F}}(s)<C^{\prime} s^{-1 / 2} \log ^{2}(s)$ for $s \rightarrow \infty$ (and another constant $C^{\prime}$ ). Along with the asymptotic behavior of the Omnès function it is obvious that the integral remains finite. Since $\hat{\mathcal{F}}$ is linear in $\mathcal{F}$ we again simplify Eq. (4.22) from the point of view of the numerical implementation:

$$
\begin{align*}
\mathcal{F}(s) & =a \mathcal{F}_{a}(s), \quad \hat{\mathcal{F}}(s)=a \hat{\mathcal{F}}_{a}(s) \\
\mathcal{F}_{a}(s) & =\Omega(s)\left\{1+\frac{s}{\pi} \int_{4 M_{\pi}^{2}}^{\infty} \frac{d s^{\prime}}{s^{\prime}} \frac{\sin \delta\left(s^{\prime}\right) \hat{\mathcal{F}}_{a}\left(s^{\prime}\right)}{\left|\Omega\left(s^{\prime}\right)\right|\left(s^{\prime}-s\right)}\right\} \tag{4.23}
\end{align*}
$$

Our results will be pure predictions aside from an overall normalization constant that can be fixed after the iteration process. For lack of a better theoretical method to fix the normalization, we fit to the experimentally determined partial decay width unless explicitly stated otherwise.

The integral equation (4.23) can now be solved by the same iterative numerical procedure that was outlined before: we start from an arbitrary input function $\mathcal{F}(s)$ and calculate the inhomogeneity $\hat{\mathcal{F}}(s)$ from Eq. (4.18), which in turn is used as an input for the calculation of an updated $\mathcal{F}(s)$ by means of Eq. (4.23). The process is repeated until the solution converges to a fixed point with sufficient accuracy. We will use $\mathcal{F}(s)=\Omega(s)$ as our starting point: as the $\pi \pi \mathrm{P}$ wave is dominated by the $\rho$ resonance at low energies, this closely corresponds to an isobaric description of the decay, and the modification of $\mathcal{F}(s)$ in the iteration procedure, the difference between starting and fixed point, allows us to quantify crossed-channel effects generated by the iteration in a plausible way.

### 4.3.4 Oversubtraction

The integral in the solution of the dispersion relation for $V \rightarrow 3 \pi$ decays, Eq. (4.23), is guaranteed to converge, given our assumptions on the high-energy behavior of amplitudes and phases. This solution has the maximal degree of predictability, as it only depends on one single real parameter, the subtraction constant $a$ that merely represents the overall normalization of the amplitude (the phase of which is of course unobservable); the complete Dalitz plot distribution is then a prediction.

We will discuss various sources of the theoretical errors in this representation, most of which are in one way or the other associated with the high-energy behavior, in Section 4.4.4. It is obvious, though, that while our high-energy constraints on the amplitudes, including e.g. the assumed smooth continuation of the scattering phase, present a plausible and internally consistent procedure to interpolate between the very well-constrained low-energy part and the asymptotic behavior as suggested by the Froissart bound, we certainly neglect various details in the description of an intermediate-energy range, in particular inelastic contributions. The hope (which, eventually, has to be checked phenomenologically) is that inside the dispersive integrals, this intermediate-energy range does not influence the low-energy description of the decay amplitudes too much. However, similar to what we explained for the Omnès function, in order to suppress the influence of inelastic contributions even further, we can alternatively subtract the dispersive solution once more than strictly necessary, at the expense of introducing another subtraction constant (see also Appendix B.1):

$$
\begin{equation*}
\mathcal{F}(s)=\Omega(s)\left\{a+b^{\prime} s+\frac{s^{2}}{\pi} \int_{4 M_{\pi}^{2}}^{\infty} \frac{d s^{\prime}}{s^{\prime 2}} \frac{\sin \delta\left(s^{\prime}\right) \hat{\mathcal{F}}\left(s^{\prime}\right)}{\left|\Omega\left(s^{\prime}\right)\right|\left(s^{\prime}-s\right)}\right\} \tag{4.24}
\end{equation*}
$$

This is equivalent to Eq. (4.22) if $b^{\prime}$ obeys the sum rule

$$
\begin{equation*}
b^{\prime}=\frac{1}{\pi} \int_{4 M_{\pi}^{2}}^{\infty} \frac{d s^{\prime}}{s^{\prime 2}} \frac{\sin \delta\left(s^{\prime}\right) \hat{\mathcal{F}}\left(s^{\prime}\right)}{\left|\Omega\left(s^{\prime}\right)\right|} \tag{4.25}
\end{equation*}
$$

Because of the special analytic structure of $\hat{\mathcal{F}}(s)$, which is due to three-particle cuts in the decay amplitude as discussed in Section 3.3 and briefly revisited in Section 4.6, the subtraction constant $b^{\prime}$ is complex. If one allows it to take values different from the sum rule in order to give the dispersive representation more freedom in a fit to experimental data, it therefore
represents two new real parameters, modulus and phase of $b^{\prime}$. Again, as in the discussion for the Omnès function, such a $b^{\prime}$ different from its sum-rule value is in principle inconsistent and leads to a high-energy behavior violating the Froissart bound. We will, however, again find that these violations do not manifest themselves in practice in the energy range considered here.

The linearity of Eq. (4.24) in the subtraction constants $a$ and $b^{\prime}$ also massively simplifies the numerical solution strategy in this case. The full solution can be constructed as the linear combination

$$
\begin{equation*}
\mathcal{F}(s)=a\left[\mathcal{F}_{a}^{\prime}(s)+b \mathcal{F}_{b}(s)\right], \tag{4.26}
\end{equation*}
$$

where $b=b^{\prime} / a$, in terms of the basis solutions found from

$$
\begin{align*}
& \mathcal{F}_{a}^{\prime}(s)=\Omega(s)\left\{1+\frac{s^{2}}{\pi} \int_{4 M_{\pi}^{2}}^{\infty} \frac{d s^{\prime}}{s^{\prime 2}} \frac{\sin \delta\left(s^{\prime}\right) \hat{\mathcal{F}}_{a}^{\prime}\left(s^{\prime}\right)}{\left|\Omega\left(s^{\prime}\right)\right|\left(s^{\prime}-s\right)}\right\}, \\
& \mathcal{F}_{b}(s)=\Omega(s)\left\{s+\frac{s^{2}}{\pi} \int_{4 M_{\pi}^{2}}^{\infty} \frac{d s^{\prime}}{s^{\prime 2}} \frac{\sin \delta\left(s^{\prime}\right) \hat{\mathcal{F}}_{b}\left(s^{\prime}\right)}{\Omega\left(s^{\prime}\right) \mid\left(s^{\prime}-s\right)}\right\} . \tag{4.27}
\end{align*}
$$

$\mathcal{F}_{a}^{\prime}(s)$ and $\mathcal{F}_{b}(s)$ can therefore be calculated by the iterative procedure explained above, before adjusting the subtraction constants in a fit to experimental data.

### 4.4 Numerical results

In this section we show the numerical results from solving Eq. (4.23). We start off by discussing the numerical input in Section 4.4 . before showing the convergence behavior for both $\omega \rightarrow$ $3 \pi$ and $\phi \rightarrow 3 \pi$ in the iteration procedure in Section 4.4.2. In Section 4.4.3 Dalitz plot distributions are presented along with a study of crossed-channel rescattering effects, followed by a discussion on how these effects hold up against the expected errors of our analysis in Section 4.4.4. The comparison to experiment follows in Section 4.5.

### 4.4.1 Numerical input

The integral equation Eq. (4.23) is fully determined except for the $\pi \pi$ input and the subtraction constant. This input is subject to uncertainties, the discussion of which we defer to Section 4.4.4. Instead, we only give a central set of parameters used in the following. It was already pointed out that we use the partial decay width to fix the subtraction constant (that serves as the overall normalization of the amplitude), namely [87]

$$
\begin{equation*}
\Gamma_{\omega \rightarrow 3 \pi}=7.56 \mathrm{MeV}, \quad \Gamma_{\phi \rightarrow 3 \pi}=0.65 \mathrm{MeV} . \tag{4.28}
\end{equation*}
$$

It should be noted that we do not consider errors on the partial decay widths, since the uncertainties thus generated are by far superseded by the error sources discussed in Ref. [174] and briefly in Section 4.4.4. Furthermore, the masses involved are given by $M_{\omega}=782.65 \mathrm{MeV}$, $M_{\phi}=1019.46 \mathrm{MeV}$, and $M_{\pi}=139.57 \mathrm{MeV}$. We use the $\pi \pi$ P-wave phase shift based on an ongoing Roy-equation analysis [39] (first aspects of which have recently been published [38]). There are other parameterizations of the P-wave phase shift of comparable accuracy available, see for example Ref. [41]. We will briefly discuss the influence of the difference between the two in our error discussion.

| $\Lambda_{\Omega}$ | 1.3 GeV |
| :---: | :---: |
| $\Lambda$ | 2.0 GeV |
| $\#$ subtractions in $\Omega(s)$ | one |
| phase-shift param. | Ref. [39] |
| inelasticities | none |

Table 4.1: Input to the analysis, see text for explanations.

There are other error sources that relate to the upper limit of the dispersion integrals in Eqs. (4.19) and (4.23). Our procedure in the Omnès integral is as follows: the phase shift derived from the Roy-equation analysis is strictly known up to the validity limit of the Roy equations of $\sqrt{s}=1.15 \mathrm{GeV}$. We use the somewhat extended phenomenological parameterization of Ref. [39] up to $\Lambda_{\Omega}=1.3 \mathrm{GeV}$, set the phase to a constant beyond that point, and calculate the Omnès integral analytically. The upper limit of the dispersion integral in Eq. (4.23) has less physical significance, it is rather an indicator how well one sums up the remainder of the integral. In our analysis the integral is cut off at $\Lambda=2 \mathrm{GeV}$. We emphasize that this does not mean that we know the physics of $\pi \pi$ interactions up to that point, but it certainly is a better approximation to the integrand than setting it to zero beyond the validity range of the Roy equations.

We have also considered methods to include elastic resonances between 1.3 and 2.0 GeV ( $\rho^{\prime}(1450)$ and $\rho^{\prime \prime}(1700)$ ), as well as inelasticities e.g. from $4 \pi$ intermediate states. Furthermore we have estimated the possible contribution of a $\rho_{3}$-dominated $\pi \pi \mathrm{F}$ wave. The corrections stemming from these contributions are tiny and also deferred to the error discussion and the Appendices. Our input parameters are summarized in Table 4.1.

### 4.4.2 Convergence behavior of the amplitude

Since the physical regime of the decay is considerably larger than in the case of $\eta^{\prime} \rightarrow \eta \pi \pi$, it is illustrative to briefly study the convergence behavior also in this case. This may also serve as an indicator on how fast the iteration converges for decay processes with even heavier mesons. We plotted the basis function $\mathcal{F}_{a}(s)$ with one subtraction for $\omega \rightarrow 3 \pi$ and $\phi \rightarrow 3 \pi$ after each iteration step in Fig. 4.4. Convergence in the case of $\omega \rightarrow 3 \pi$ is reached fast, with $\mathcal{F}_{a}(s)$ all but indistinguishable from the final result after two iterations, similarly to what we observed for $\eta^{\prime} \rightarrow \eta \pi \pi$. The iteration still proceeds to the final result swiftly for $\phi \rightarrow 3 \pi$, although one more iteration step is required indicating that the larger the decay region the more iteration steps are required for convergence. We point out that in both cases the difference between the final result and the starting point is significant: since our starting point is the Omnès function that resums rescattering between two pions only, this hints at sizeable crossed-channel effects in the decay region.

We observe that the $\rho$ peak in $\omega \rightarrow 3 \pi$ is slightly enhanced and shifted toward lower energies. Even though the peak is not part of the physical decay region and this shift therefore not observable directly, the somewhat steeper rise should leave its imprint on the Dalitz plot. The $\phi \rightarrow 3 \pi$ amplitude exhibits a similar shift of the $\rho$ peak toward smaller energies. In contrast to the $\omega$ decay, the peak here is attenuated, which should certainly have an impact on the Dalitz plot distribution, since it is part of the physical region. We reiterate that the


Figure 4.4: Successive iteration steps of real (left panel) and imaginary (right panel) part of the amplitude $\mathcal{F}_{a}(s)$ for $\omega \rightarrow 3 \pi$ (top) and $\phi \rightarrow 3 \pi$ (bottom) with one subtraction. The vertical dashed lines denote the physical region of the decay.
modifications we observe due to three-particle rescattering lead to non-negligible effects on the amplitude. In the following section we shall discuss how our observations translate to the actual Dalitz plot distributions.

### 4.4.3 Dalitz plot distributions and crossed-channel rescattering

The Dalitz plot for the $V \rightarrow 3 \pi$ decay is studied in terms based of two kinematic variables, which we define analogously to before as

$$
\begin{equation*}
x=\frac{t-u}{\sqrt{3} R_{V}}, \quad y=\frac{s_{0}-s}{R_{V}} \tag{4.29}
\end{equation*}
$$

where $R_{V}=\frac{2}{3} M_{V}\left(M_{V}-3 M_{\pi}\right)$.
In Fig. 4.5 we show the Dalitz plot distribution divided by the P -wave phase-space factor given in Eq. (4.4) and normalized to 1 in the center of the Dalitz plot. Figure 4.5 is thus a pure prediction: it is free from any input aside from the $\pi \pi \mathrm{P}$-wave phase shift, which is well-established up to at least 1.15 GeV , thus covering the entire physical range for both processes.

The $\omega \rightarrow 3 \pi$ Dalitz plot exhibits a relatively smooth distribution, which rises from the center to its outer borders with a maximum increase of roughly $20 \%$ with respect to the center. The available phase space is not sufficient to contain the $\rho$ resonance. This behavior



Figure 4.5: Dalitz plots for $\omega \rightarrow 3 \pi$ (left panel) and $\phi \rightarrow 3 \pi$ (right panel), normalized by the P -wave phase space.
unambiguously fixes the sign of the leading slope parameter in a possible Dalitz plot parameter representation to be positive, see Section 4.5.3 for a detailed discussion and numerical results.

The $\phi \rightarrow 3 \pi$ Dalitz plot in contrast shows significantly more structure, since the physical region encompasses the $\rho$ resonance: the resonance bands of the $\rho^{0}$ and $\rho^{ \pm}$are clearly visible in Fig. 4.5. From its center, the Dalitz plot distribution rises towards these bands with a maximum enhancement of roughly $60 \%$ at the peak, and then steeply falls off, showing almost complete depletion towards the outer corners.

In order to illustrate effects of crossed-channel rescattering on the Dalitz plot distribution, we study the phase-space corrected Dalitz plot after the iteration procedure $\left(\left|\mathcal{F}_{\text {full }}\right|^{2}\right)$, divided by the same quantity before the iterations, corresponding to $\hat{\mathcal{F}}=0$, i.e. the sum of pure Omnès solutions $\left(\left|\mathcal{F}_{\hat{\mathcal{F}}=0}\right|^{2}\right)$. We devise two approaches of fixing the subtraction constants. First we assume that the subtraction constant is given by some independent method, and we are interested in what bearings the crossed-channel effects have on both the overall shape of the Dalitz plot and the partial decay width. The quantity $\left|\mathcal{F}_{\text {full }}\right|^{2} /\left|\mathcal{F}_{\hat{\mathcal{F}}=0}\right|^{2}$ is then independent of the specific choice of the subtraction constant. For the sake of the argument we fix the subtraction constant from the experimental decay width for $\hat{\mathcal{F}}=0$ and then run the iteration procedure. Our second approach is to readjust the subtraction constant in such a way as to reproduce the experimental decay width in both cases, with and without crossed-channel rescattering effects included. The focus then lies exclusively on changes to the profile of the Dalitz plot distribution.

The results of both approaches are shown in Fig. 4.6. By keeping the subtraction constant fixed we observe that crossed-channel rescattering enhances the $\omega \rightarrow 3 \pi$ partial width by roughly $20 \%$. This qualitative behavior translates to the Dalitz plot, where the enhancement of the distribution ranges between $10 \%$ on the borders and $24 \%$ in the center. The $\phi \rightarrow 3 \pi$ partial width in contrast sees a decrease by likewise roughly $20 \%$. The decrease across the Dalitz plot is stronger, with $60 \%$ on the border, than in the center where it amounts to roughly $10 \%$. Fixing the subtraction constant before and after the iteration procedure, the effects due to crossed-channel rescattering are to a large degree absorbed in the partial width in both decays. Indeed, the remaining effect on the $\omega \rightarrow 3 \pi$ Dalitz plot amounts to an $8 \%$ decrease that is alleviated towards the central region, where one observes a slight increase of roughly $3 \%$. The same qualitative behavior is observed in $\phi \rightarrow 3 \pi$, only quantitatively stronger: the $50 \%$ suppression on the border is counterbalanced by a $20 \%$ enhancement in the center. The $\rho$ bands are left unscathed by the iteration procedure.


Figure 4.6: $\left|\mathcal{F}_{\text {full }}\right|^{2} /\left|\mathcal{F}_{\hat{\mathcal{F}}=0}\right|^{2}$ for $\omega \rightarrow 3 \pi$ (left panel) and $\phi \rightarrow 3 \pi$ (right panel). The two different scales next to the plots correspond to two different methods of fixing the subtraction constants: $a$ is fixed to reproduce the decay width before the iteration only (left scales), or it is fixed to reproduce the decay width before and after the iteration (right scales).

Overall, we find that crossed-channel rescattering leaves a significant imprint on the Dalitz plot distribution. However, before checking how our approach to those three-particle effects holds up against experimental scrutiny, we study whether the size of the effects even withstands the uncertainties of our input parameters in the following section.

### 4.4.4 Error discussion

As we stated in the previous sections our results are - aside from the subtraction constantfully constrained by the $\pi \pi$ P-wave phase shift. The parameterizations of the phase shift we use are very accurate in the low-energy regime; in this section we only briefly discuss the influence of uncertainties that are mainly due to the high-energy behavior and different methods to assess it. A more detailed study is to be found in Ref. [174].

Using a twice-subtracted Omnès function is a means to suppress the high-energy behavior of the phase-shift input. If we naively plug our central parameter set into Eq. (4.21) we obtain

$$
\begin{equation*}
\left\langle r_{\mathrm{sum}}^{2}\right\rangle_{\pi}^{V} \simeq 0.415 \mathrm{fm}^{2} \tag{4.30}
\end{equation*}
$$

which lies somewhat below a next-to-next-to-leading order chiral perturbation theory analysis [176],

$$
\begin{equation*}
\left\langle r_{\mathrm{ChPT}}^{2}\right\rangle_{\pi}^{V}=0.452 \pm 0.013 \mathrm{fm}^{2} \tag{4.31}
\end{equation*}
$$

and the current particle-data-group average [87]. Dispersive analyses of $e^{+} e^{-} \rightarrow \pi^{+} \pi^{-}$ data $[52,53]$ point towards a value closer to Eq. (4.30), with central values of the order of $\left\langle r^{2}\right\rangle_{\pi}^{V} \simeq 0.43 \mathrm{fm}^{2}$; however, we consider the variation between a once-subtracted and twicesubtracted Omnès function, using the phenomenological radius in the latter, a conservative estimate of the uncertainty. This variation is actually the dominant uncertainty in our analysis.

The phase-shift solutions referred to as the "Bern" [39] and "Madrid" [41] parameterizations in the following, are very accurate, especially in the low-energy regime. We address these errors by varying between two different parameterizations. Next to the number of subtractions in the Omnès function these are the second largest uncertainties. We have also checked how higher resonances $\left(\rho^{\prime}(1450)\right.$ and $\left.\rho^{\prime \prime}(1700)\right)$ can modify the phase shift (beyond the range of the Roy analyses) and hence our results. This aspect is described in greater detail in Appendix B.5; the impact on the decay amplitudes in the physical region however turns out to be negligible.


Figure 4.7: Real (left panel) and imaginary (right panel) part of the amplitude $\mathcal{F}_{a}(s)$ for $\omega \rightarrow 3 \pi$. The vertical dashed lines denote the physical region of the decay. The shaded curve represents the uncertainty generated by upper and lower boundary of our solution (see text).

We have varied the point beyond which the phase shift $\delta(s)$ is set to a constant, and the effects of leading $\delta(s)$ smoothly to $\pi$ only to find that these negligible next to the two uncertainties described above.

We tried to estimate the effects of inelasticities in the $\pi \pi \mathrm{P}$ wave by incorporating them in a simplified fashion, following the method proposed in Ref. [122]. Bestowing the exponential of the phase shift with an inelasticity parameter $\eta(s) \doteq \eta_{1}^{1}(s)$,

$$
\begin{equation*}
t_{1}^{1}(s)=\frac{\eta(s) e^{2 i \delta(s)}-1}{2 i} \tag{4.32}
\end{equation*}
$$

leads to modified dispersion integrals (see Ref. [122] and Appendix B.6),

$$
\begin{equation*}
\mathcal{F}(s)=a \xi(s) \Xi(s) \Omega(s)\left\{1+\frac{s}{2 \pi i} \int_{4 M_{\pi}^{2}}^{\infty} \frac{d s^{\prime}}{s^{\prime}} \frac{\left[e^{i \delta\left(s^{\prime}\right)}-\eta\left(s^{\prime}\right) e^{-i \delta\left(s^{\prime}\right)}\right] \hat{\mathcal{F}}\left(s^{\prime}\right)}{\sqrt{\eta\left(s^{\prime}\right)} \Xi\left(s^{\prime}\right)\left|\Omega\left(s^{\prime}\right)\right|\left(s^{\prime}-s\right)}\right\} \tag{4.33}
\end{equation*}
$$

where

$$
\xi(s)= \begin{cases}\eta^{-1 / 2}(s) & \text { above the cut }  \tag{4.34}\\ \eta^{1 / 2}(s) & \text { below the cut } \\ 1 & \text { elsewhere }\end{cases}
$$

and

$$
\begin{equation*}
\Xi(s)=\exp \left\{\frac{i s}{2 \pi} \mathcal{P} \int_{16 M_{\pi}^{2}}^{\infty} d s^{\prime} \frac{\log \eta\left(s^{\prime}\right)}{s^{\prime}\left(s^{\prime}-s\right)}\right\} \tag{4.35}
\end{equation*}
$$

where $\mathcal{P}$ denotes the principal value integral, and we assume that inelasticities set in at the four-pion threshold. The inelasticity starts showing major deviations from unity only above roughly 1 GeV (see also Section 4.7 ). Consequently the effects of using such a simplified model for the inelasticity show little impact on our final result.

We add one final remark on the integral cutoff in the dispersion integral of the full amplitude, Eq. (4.23). This cutoff has been fixed to 2 GeV and not varied. The reason for this is that


Figure 4.8: Real (left panel) and imaginary (right panel) part of the amplitude $\mathcal{F}_{a}(s)$ for $\phi \rightarrow 3 \pi$. The vertical dashed lines denote the physical region of the decay. The shaded curve represents the uncertainty generated by upper and lower boundary of our solution (see text).
it is merely a "numerical" cutoff: the kinematic range of validity is fixed by the $\pi \pi$ phase-shift parameterization. The dispersion integral has no physical content beyond that point; we just need to ensure that the integral cutoff is large enough so as not to produce numerical artifacts. We found that this is the case at 2 GeV . As a side remark, we have checked that lowering the integral cutoff as far as to 1.3 GeV still affects the amplitudes in the physical region by less than the main sources of uncertainty discussed above.

After identifying the charge radius in the twice-subtracted Omnès function and the phaseshift parameterization as the main single error sources, we will now briefly study their combined error. It turns out that we can identify certain parameter sets as upper and lower boundaries of the amplitude for that purpose. The combination of the Bern parameterization along with a once-subtracted Omnès function will serve as the lower boundary, whereas the upper boundary is given by the Madrid phase together with a twice-subtracted Omnès function and the determination of the pion charge radius from Ref. [176]. The uncertainty bands generated between these boundaries are shown for $\omega \rightarrow 3 \pi$ and $\phi \rightarrow 3 \pi$ in Figs. 4.7 and 4.8. The maximum uncertainty of the amplitude in the physical region amounts to roughly $8 \%$ in both cases.

To rule out that interference of the crossed channels amplifies the uncertainties, we also analyze how the errors develop across the Dalitz plot. For that purpose, we study the following quantity:

$$
\begin{equation*}
\frac{\left|\mathcal{F}_{u}\right|^{2}-\left|\mathcal{F}_{l}\right|^{2}}{\left|\mathcal{F}_{u}\right|^{2}+\left|\mathcal{F}_{l}\right|^{2}} \tag{4.36}
\end{equation*}
$$

where $\mathcal{F}_{u / l}$ denotes the normalized amplitude on the upper/lower boundary. We find that for $\omega \rightarrow 3 \pi$ the error in the Dalitz plot is even slightly decreased with respect to the amplitude, the maximal uncertainties amount to $1.4 \%$ towards the corners of the Dalitz plot. For $\phi \rightarrow 3 \pi$ we observe the largest uncertainties in the outer edges of the Dalitz plot, where the Dalitz plot strength itself is strongly suppressed. So while the relative error there rises up to $8 \%$, the absolute error is very small.

Comparing to our results in Section 4.4 .3 we clearly see that crossed-channel contributions are sizable enough to outweigh the uncertainties. Again we point to Ref. [174] for a more
detailed assessment of the uncertainties. In the following section we will analyze whether crossed-channel effects are actually observable in experiment.

### 4.5 Comparison to experiment

### 4.5.1 Fit to the $\phi \rightarrow 3 \pi$ Dalitz plot: single subtraction

We now wish to compare our theoretical predictions to the experimental results for the $\phi \rightarrow 3 \pi$ Dalitz plot measurements by the KLOE [169] and CMD-2 [170] collaborations. The former has significantly larger statistics (almost $2 \times 10^{6}$ events in the Dalitz plot) than the latter (close to $8 \times 10^{4}$ events); furthermore, the energy resolution in the KLOE measurement was significantly better than the bin size (in the range $1-2 \mathrm{MeV}$ compared to a bin size of 8.75 MeV ), such that smearing effects were found to be negligible, and we could fit our amplitudes to efficiency-corrected data directly (with purely statistical errors based on data and Monte Carlo statistics), while for the comparison with the CMD-2 data, they had to be convoluted with efficiency matrices by the collaboration before. While consistency with both data sets is clearly desirable, we will present the comparison to the KLOE data in some more detail in the following.

Our first goal is to perform a fit to the Dalitz plot distribution with our most predictive theoretical representation, Eq. (4.23), employing a single subtraction, such that the normalization is the only free parameter of the fit. The shape of the Dalitz plot is thus purely a prediction, and we can compare the $\chi^{2}$ of the fit with and without crossed-channel rescattering. There are two caveats to this procedure, which we need to discuss beforehand.

First, our calculations are performed in the isospin limit of equal charged and neutral pion masses; we use the charged pion mass, not least for consistency reasons due to the fact that the $\pi \pi$ phase shifts are only available in the isospin limit, with the charged pion mass used as the reference quantity. The effect of this approximation on the amplitude is expected to be small (compare e.g. Chapter 2), with the main difference due to different charged and neutral pion masses showing up in the available phase space: the true physical Dalitz plot is slightly larger than in our calculation. To account for this dominant isospin-breaking correction, we therefore multiply the amplitude (squared) with the physical phase-space factor:

$$
\begin{equation*}
\left|\mathcal{M}_{\phi \rightarrow 3 \pi}(s, t, u)\right|^{2}=\frac{s}{16} \kappa_{0}^{2}(s) \sin ^{2} \theta_{0}|\mathcal{F}(s, t, u)|^{2} \tag{4.37}
\end{equation*}
$$

where in contrast to Eq. (4.4) we have $\cos \theta_{0}=(t-u) / \kappa_{0}(s)$ and

$$
\begin{equation*}
\kappa_{0}(s)=\sqrt{1-\frac{4 M_{\pi^{ \pm}}^{2}}{s} \lambda^{1 / 2}\left(M_{\phi}^{2}, M_{\pi^{0}}^{2}, s\right) . . . . . . .} \tag{4.38}
\end{equation*}
$$

Numerically, we employ $M_{\pi^{0}}=134.98 \mathrm{MeV}$ as before.
Furthermore, in order to avoid distortions due to threshold effects in the decay amplitude, we omit data bins that cross the boundary of the Dalitz plot, see Fig. 4.9, thereby ensuring that our amplitude is never evaluated below the isospin-symmetric threshold, that is, for $\left(M_{\pi^{ \pm}}+M_{\pi^{0}}\right)^{2} \leq t, u \leq 4 M_{\pi^{ \pm}}^{2}$.

The second caveat, discussed in Ref. [169], concerns the fact that the $\phi$ is produced in $e^{+} e^{-}$collisions at $\operatorname{DA} \Phi \mathrm{NE}, e^{+} e^{-} \rightarrow \phi \rightarrow \pi^{+} \pi^{-} \pi^{0}$, which allows for the background process $e^{+} e^{-} \rightarrow \omega \pi^{0} \rightarrow \pi^{+} \pi^{-} \pi^{0}$, the $\omega \pi^{0}$ invariant mass equaling the mass of the $\phi$, with the


Figure 4.9: Selected data from the KLOE measurement [169]. Shown is the efficiency-corrected number of counts in the respective bin, divided by the phase-space factor in Eq. (4.37) and normalized to 1 in the Dalitz plot center.
$\omega$ subsequently decaying into $\pi^{+} \pi^{-}$. As the decay $\omega \rightarrow \pi^{+} \pi^{-}$violates isospin, with the branching fraction suppressed to the percent level [87], the overall modification of the Dalitz plot is small. ${ }^{\# 3}$ However, it is entirely concentrated in the narrow band $s=M_{\omega}^{2}$, and leaves a visible effect there. There are two possible strategies to deal with this issue: one could simply omit the corresponding horizontal band in a fit of the Dalitz plot; or, alternatively, add a resonance term of the form (see Ref. [169])

$$
\begin{equation*}
\mathcal{A}_{\omega \pi}(s)=a \times a_{\omega} e^{i \phi_{\omega}} \frac{M_{\omega}^{2}}{M_{\omega}^{2}-i \sqrt{s} \Gamma_{\omega}-s} \tag{4.39}
\end{equation*}
$$

to Eq. (4.9) after the iteration. (Note that we have factored out the normalization constant $a$ for reasons of comparison with the fit results in Ref. [169].) $M_{\omega}$ and $\Gamma_{\omega}$ are fixed to the particle-data-group values [87], and $a_{\omega}$ and $\phi_{\omega}$ are dimensionless fitting parameters. We follow the latter strategy, in particular since the resonance term also has a small impact on bins adjacent to the horizontal band at 83.7 MeV .

Our standard $\chi^{2}$ fit is performed with 1834 data points and three free parameters. We perform separate fits for the upper and lower boundaries of the theoretical uncertainty band as discussed in Section 4.4.4, both with and without crossed-channel rescattering effects included. The results are listed in Table 4.2. The data set fitted to is given in arbitrary normalization, such that the constant $\tilde{a}$ does not correspond to the real subtraction constant $a$ and is only shown for comparison of the changes between different fits. We notice that the fit quality considerably improves once crossed-channel rescattering is taken into account. This indicates that crossed-channel effects lead to modifications that are not only non-negligible, but even

[^22]|  | $\mathcal{F}_{l}$ | $\mathcal{F}_{u}$ | $\mathcal{F}_{l}$ | $\mathcal{F}_{u}$ |
| :---: | :---: | :---: | :---: | :---: |
|  |  | (full) $)$ | $(\hat{\mathcal{F}}=0)$ |  |
| $\chi^{2} /$ ndof | 1.50 | 1.17 | 1.71 | 2.06 |
| $\tilde{a} \times \mathrm{GeV}^{3}$ | $228.6 \pm 0.2$ | $216.6 \pm 0.2$ | $200.2 \pm 0.2$ | $187.6 \pm 0.2$ |
| $a_{\omega} \times 10^{3}$ | $7.9 \pm 0.5$ | $7.4 \pm 0.5$ | $10.9 \pm 1.0$ | $12.6 \pm 1.2$ |
| $\phi_{\omega}$ | $-0.30 \pm 0.11$ | $-0.10 \pm 0.11$ | $0.87 \pm 0.06$ | $0.95 \pm 0.06$ |

Table 4.2: Fit results to the KLOE data for $\phi \rightarrow 3 \pi$, using the once-subtracted dispersive representation. Shown are the outcomes of the fits for upper and lower boundaries of the theoretical uncertainty band, with and without crossed-channel rescattering included. The normalization of $\tilde{a}$ is arbitrary, such that only the relative changes in $\tilde{a}$ between different fits are significant, not the absolute values. The uncertainties quoted refer to the errors of the fit.
observable in the structure of the Dalitz plot. It is also observed, however, that the precision of the data is such that the variation of the $\chi^{2} /$ ndof within the theoretical uncertainty is quite non-negligible: the upper boundary yields a considerably better fit than the lower boundary for the full crossed-channel analysis, while the opposite holds for the pure Omnès solutions. The $a_{\omega}$ coupling is found to be in the $1 \%$ range, the expected order of magnitude; its numerical value determined together with the full dispersive solution is in slightly better agreement with what is found in Ref. [169]. The best $\chi^{2} /$ ndof of 1.17 of our fits is not quite as good as it is in Ref. [169], and it needs to be pointed out that due to the high number of degrees of freedom, the $p$-value characterizing the goodness of the fit is still rather low even in the best case, $p\left(\chi^{2}=1.17\right)=3 \times 10^{-7}$. However, this fit quality is achieved with less degrees of freedom: apart from the $\omega \pi^{0}$ background term (which has nothing to do with the genuine $\phi \rightarrow 3 \pi$ Dalitz plot), this is a one-parameter fit, the shape of the Dalitz plot in our case is a pure prediction. In Ref. [169] there are two additional degrees of freedom by fitting the (complex) "background" term. From the construction of our dispersive amplitude, it is obvious that in this form, such an independent background term is inconsistent with the requirements of analyticity and unitarity. Furthermore, in Appendix B. 5 we show that a simplified approach to including higher resonances does not allow for an improvement of the fit as opposed to claims made for the nature of the background term being due to $\rho^{\prime}$ effects. It seems that crossed-channel effects saturate the background term in the KLOE data to a large degree.

Figure 4.10 shows slices of constant $y$ through the Dalitz plot, where the number of events per bin divided by the bin efficiency is plotted against the bin number (note that this is not the same as Fig. 5 in Ref. [169], where slices of constant $x$ are shown). Our fit results are displayed as error bands. The full solution (blue band) gives a better description of the data than the sum of three Omnès functions (red band), particularly in the central region of the Dalitz plot.

These conclusions on the significance of rescattering effects are not immediately substantiated by the comparison to the CMD-2 data [170]. The fits performed by the collaboration seem to lead to the almost opposite result: a fit based on the sum of Omnès functions leads to a very good $\chi^{2} /$ ndof of about 1.0 for both variants of the Omnès function discussed; while the full amplitudes yield bad fit qualities of $\chi^{2} /$ ndof $=1.5 \ldots 1.8$. We note, however, that due to the significantly smaller number of degrees of freedom (ndof $=197$ ), the $p$-value for


Figure 4.10: Efficiency-corrected number of events per bin plotted against bin number for slices of constant $y$. Every peak corresponds to one slice/one specific value of $y$, progressing from negative to positive $x$, and slices are ordered from negative to positive $y$. Our fit results are plotted for the sum of Omnès functions $\hat{\mathcal{F}}=0$ (red band), for the full solution of the once-subtracted ansatz (blue band), and for the full solution in the twice-subtracted variant (black band), together with the KLOE data [169].

|  | Bern [39] | Madrid [41] |
| :---: | :---: | :---: |
| $\chi^{2} / \mathrm{ndof}^{2}$ | 1.02 | 1.03 |
| $\tilde{a} \times \mathrm{GeV}^{3}$ | $207.6 \pm 1.4$ | $207.1 \pm 1.5$ |
| $($ sum rule) | 228.6 | 225.4 |
| $\|b\| \times \mathrm{GeV}^{-2}$ | $0.97 \pm 0.03$ | $0.94 \pm 0.03$ |
| $($ sum rule $)$ | 0.72 | 0.75 |
| $\arg b$ | $0.52 \pm 0.03$ | $0.42 \pm 0.03$ |
| $(\operatorname{sum}$ rule) | 0.73 | 0.70 |
| $a_{\omega} \times 10^{3}$ | $7.3 \pm 0.6$ | $7.5 \pm 0.6$ |
| $\phi_{\omega}$ | $0.40 \pm 0.10$ | $0.33 \pm 0.10$ |

Table 4.3: Fit results to the KLOE data for $\phi \rightarrow 3 \pi$, using the twice-subtracted dispersive representation. Shown are the outcomes of the fits using the phase parameterization of the Bern [39] and Madrid [41] groups. The "sum rule" entries for modulus and phase of $b$ refer to the evaluation of Eq. (4.25) with the once-subtracted dispersive representation; the "sum rule" entry for $a$ just serves as a reminder that also the normalization of the amplitude changes significantly between the two fits. For $\tilde{a}$, the same remark holds as in Table 4.2. The uncertainties quoted refer to the errors of the fit.
the CMD-2 fit of the full $\mathcal{F}_{u}$ solution, $p\left(\chi^{2}=1.50\right)=7 \times 10^{-6}$, is even better than the best KLOE fit in Table 4.2. Still, this is a surprising result in different respects: primarily, as the phenomenological fits of Breit-Wigner $\rho$ resonance terms plus a constant "background" amplitude yield perfectly compatible results in both experiments; secondly, as Ref. [170] cites the significance for a non-vanishing background term at $3.3 \sigma$, it is somewhat unexpected that simply replacing the Breit-Wigner $\rho$ by an Omnès function is already sufficient to yield a good description of the data.

### 4.5.2 Fit to the $\phi \rightarrow 3 \pi$ Dalitz plot: two subtractions

In order to understand the situation of the two $\phi \rightarrow 3 \pi$ data sets better, we attempt a description with the (more flexible) twice-subtracted representation Eqs. (4.26), (4.27). Due to the equivalence with the once-subtracted form in case the additional parameter $b$ fulfills the sum rule Eq. (4.25), the fits can only improve: the hope is to find an acceptable fit also to the CMD-2 data that is compatible with the fundamental principles underlying the dispersive representation. We refrain from employing the two different variants of the Omnès function defined earlier; we expect the second subtraction in the dispersion integral to render the second subtraction inside the Omnès function redundant, and therefore only use the standard form (4.19). We perform the fit of this representation with the two different $\pi \pi \mathrm{P}$-wave phase parameterizations [39, 41] to check the consistency of the outcome.

The results of the fits to the KLOE data are shown in Table 4.3. The resulting values for $a$ and $b$ are compared to the ones obtained from the fit of the once-subtracted representation, see the previous section, via the sum rule (4.25). For both phases, excellent fits of $\chi^{2} /$ ndof close to 1.0 are obtained $\left(p\left(\chi^{2}\right)=0.22 \ldots 0.24\right)$. Closer comparison shows that $\operatorname{Im} b$ in fact stays


Figure 4.11: Real (left panel) and imaginary (right panel) part of the amplitude $\mathcal{F}(s)$ (normalized with $a=1$ ) for $\phi \rightarrow 3 \pi$, comparing the fit of the twice-subtracted dispersive representation to the KLOE data to the once-subtracted $\mathcal{F}(s)$ as well as the Omnès solution. All curves are shown with the uncertainty bands attached as discussed in the text.
very close to its sum-rule value (in particular for the Bern phase parameterization), while Re $b$ is shifted (enlarged) more significantly, at the expense of a somewhat reduced normalization $\tilde{a}$. We compare the resulting function $\mathcal{F}_{a}(s)+b \mathcal{F}_{b}(s)$ to the once-subtracted $\mathcal{F}(s)$ as well as the Omnès function in Fig. 4.11. We see that, indeed, the difference to the once-subtracted $\mathcal{F}(s)$ is small compared to the latter's error band, let alone the difference to the Omnès function. We also display the fit result in comparison to the KLOE data in Fig. 4.10 as the black band. Note that as we now optimize the additional parameter through the fit routine and only vary between the two different phase parameterizations, the band is significantly narrower than the other two. While the deviation from the once-subtracted fit results seems to be really minor, the overall improvement in the $\chi^{2} /$ ndof is significant.

Fits to the CMD-2 data have again been performed by the collaboration. This time, they result in a $\chi^{2} /$ ndof of 0.96 and 0.94 (with associated $p$-values of $0.64 \ldots 0.71$ ), using the Bern and Madrid phases, finding

$$
\begin{align*}
|b| & =\left\{0.97_{-0.13}^{+0.16}, 0.95_{-0.12}^{+0.15}\right\} \\
\arg b & =\{0.00 \pm 0.16,-0.18 \pm 0.18\}, \tag{4.40}
\end{align*}
$$

respectively. While the modulus of $b$ therefore agrees perfectly with the fit to the KLOE data, the phase seems to prefer a real $b$, in contradistinction to the sum-rule prediction. Only the KLOE data therefore yield a high significance for a non-vanishing phase of the parameter $b$. We have not investigated systematic uncertainties in the determination of $b$ from data.

### 4.5.3 $\omega \rightarrow 3 \pi$ Dalitz plot parameterization

Since there is currently no precise data available on the $\omega \rightarrow 3 \pi$ Dalitz plot, we will now discuss the issue whether it is feasible to use a parameterization of the Dalitz plot in terms of a polynomial in a precision determination, and if so, with how many terms necessary. This is common practice for decays with final-state particles at low energies, such as $K \rightarrow 3 \pi$, $\eta \rightarrow 3 \pi$, or $\eta^{\prime} \rightarrow \eta \pi \pi$. Since the Dalitz plot for $\omega \rightarrow \pi^{+} \pi^{-} \pi^{0}$ is relatively smooth, we expect that a similar description should be possible here, even though the phase space available is
somewhat larger. Moreover, as opposed to e.g. the decays $K^{ \pm} \rightarrow \pi^{0} \pi^{0} \pi^{ \pm}, \eta \rightarrow 3 \pi^{0}$, and $\eta^{\prime} \rightarrow \eta \pi^{0} \pi^{0}$, one does not face the issue of cusp effects $[25,26,29,33]$ in the decay region that give rise to possibly large non-analytic structures.

The $\omega \rightarrow 3 \pi$ decay amplitude is fully symmetric under exchange of $s, t$, and $u$, see Eq. (4.9), such that the Dalitz plot description is formally similar to the one in $\eta \rightarrow 3 \pi^{0}$. For a parameterization in terms of a polynomial, it is therefore convenient to rewrite the Dalitz plot variables in Eq. (4.29) in polar coordinates, namely

$$
\begin{equation*}
y \doteq \sqrt{z} \sin \phi, \quad x \doteq \sqrt{z} \cos \phi . \tag{4.41}
\end{equation*}
$$

We can parameterize the amplitude squared in terms of $z$ and $\phi$ according to

$$
\begin{equation*}
\left|\mathcal{F}_{\mathrm{pol}}(z, \phi)\right|^{2}=|\mathcal{N}|^{2}\left\{1+2 \alpha z+2 \beta z^{3 / 2} \sin 3 \phi+2 \gamma z^{2}+2 \delta z^{5 / 2} \sin 3 \phi+\mathcal{O}\left(z^{3}\right)\right\} \tag{4.42}
\end{equation*}
$$

where $\mathcal{N}$ is the normalization and $\alpha, \beta, \gamma, \delta$ are the Dalitz plot parameters, in strict analogy to $\eta \rightarrow 3 \pi^{0}$, see Chapter 2. Note in particular that we attempt to parameterize $|\mathcal{F}|^{2}$ in polynomial form, not $|\mathcal{M}|^{2}$ : the trivial kinematic factor due to the P -wave characteristic of the vector-meson decay should always be retained exactly. In the following, we study whether such a parameterization makes sense when trying to quantitatively describe the $\omega \rightarrow 3 \pi$ Dalitz plot, and give predictions for the parameters.

We perform a fit of the polynomial Dalitz plot representation $\left|\mathcal{F}_{\mathrm{pol}}(z, \phi)\right|^{2}$ to our theoretically determined amplitude $\left|\mathcal{F}_{\text {th }}(z, \phi)\right|^{2}$, minimizing the function

$$
\begin{align*}
\chi^{2} & =\frac{1}{\mathcal{N}_{\mathcal{D}}} \int_{\mathcal{D}} d z d \phi\left[\left(1-\frac{3 z\left(3 s_{0}-R_{\omega} \sqrt{z} \sin 3 \phi\right)}{\left(M_{\omega}+3 M_{\pi}\right)^{2}}\right) \frac{\left|\mathcal{F}_{\mathrm{pol}}(z, \phi)\right|^{2}-\left|\mathcal{F}_{\mathrm{th}}(z, \phi)\right|^{2}}{|\mathcal{N}|^{2}}\right]^{2}, \\
\mathcal{N}_{\mathcal{D}} & =\int_{\mathcal{D}} d z d \phi \tag{4.43}
\end{align*}
$$

where $\mathcal{D}$ denotes the area of the Dalitz plot. The normalization of Eq. (4.43) is chosen such that $\sqrt{\chi^{2}}$ denotes the average deviation of the polynomial parameterization in $|\mathcal{M}(s, t, u)|^{2}$, relative to the Dalitz plot center. The prefactor (in round brackets) corresponds to the kinematic factor relating $|\mathcal{M}(s, t, u)|^{2}$ to $|\mathcal{F}(s, t, u)|^{2}$ in Eq. (4.4), rewritten in terms of $z$ and $\phi$, and normalized to 1 in the center of the Dalitz plot. We decide to include the kinematic phase-space factor in the minimization in order to give less weight to the outer parts of the Dalitz plot, which are expected to also contribute statistically less in an experimental determination.

We start with the singly subtracted dispersive representation, where the Dalitz plot shape is a full-fledged prediction. Our results are summarized in Table 4.4, where again we vary the amplitude between upper and lower error boundary of the once-subtracted solution, and also compare to the pure Omnès solution without rescattering effects. We observe that for the full amplitude, a fit with two parameters (the normalization is not counted as a fit quantity) already gives a very good description of the theoretical data: compared to the one-parameter fit, the $\sqrt{\chi^{2}}$ is improved by roughly a factor of 15 , the maximum relative deviation across the Dalitz plot, i.e. the quantity $\left|\mathcal{F}_{\mathrm{pol}}(z, \phi)\right|^{2} /\left|\mathcal{F}_{\mathrm{th}}(z, \phi)\right|^{2}-1$ at any point, is improved by approximately a factor of 10 from $4 \%$ to $0.3 \%$. When increasing the number of Dalitz plot parameters beyond 2 , the changes in the parameters themselves as well as the quality of the fit are rather small, and quite probably beyond the reach even of a precision experiment. Note that the maximum deviation between two and three parameters is approximately the same, however the value of $\sqrt{\chi^{2}}$ is significantly reduced. The reason for this is that the contributions

|  | $\|\mathcal{N}\| \times \mathrm{GeV}^{3}$ | $\alpha \times 10^{3}$ | $\beta \times 10^{3}$ | $\gamma \times 10^{3}$ | $\delta \times 10^{3}$ | $\sqrt{\chi^{2}} \times 10^{3}$ | $\max \operatorname{dev} . \times 10^{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| full | $1451 \ldots 1447$ | $84 \ldots 96(102)$ | - | - | - | $0.9 \ldots 1.1$ | 40 |
|  | $1453 \ldots 1449$ | $74 \ldots 84(90)$ | $24 \ldots 28(30)$ | - | - | $0.052 \ldots 0.078$ | 3 |
|  | $1453 \ldots 1449$ | $73 \ldots 81(86)$ | $24 \ldots 28(29)$ | $3 \ldots 6(8)$ | - | $0.038 \ldots 0.047$ | 3 |
|  | $1453 \ldots 1449$ | $74 \ldots 83(88)$ | $21 \ldots 24(25)$ | $0 \ldots 2(3)$ | $7 \ldots 8(9)$ | $0.012 \ldots 0.011$ | 2 |
| $\hat{\mathcal{F}}=0$ | $1433 \ldots 1429$ | $137 \ldots 148$ | - | - | - | $1.1 \ldots 1.3$ | 50 |
|  | $1435 \ldots 1431$ | $125 \ldots 135$ | $29 \ldots 33$ | - | - | $0.25 \ldots 0.29$ | 20 |
|  | $1436 \ldots 1433$ | $113 \ldots 120$ | $26 \ldots 29$ | $24 \ldots 27$ | - | $0.036 \ldots 0.045$ | 4 |
|  | $1436 \ldots 1433$ | $114 \ldots 122$ | $23 \ldots 25$ | $20 \ldots 23$ | $7 \ldots 8$ | $0.002 \ldots 0.003$ | 0.3 |

Table 4.4: Fit results for the Dalitz plot parameters with (above) and without (below) crossedchannel effects included. We show the Dalitz plot parameters along with the values for $\sqrt{\chi^{2}}$ as defined in the text. "max dev." is the maximum deviation at any point across the Dalitz plot between the full solution and the polynomial fit. The numbers in brackets for the full solution refer to the extension of the parameter ranges considering the twice-subtracted dispersion relation; for details, see main text.
with stronger deviation are pushed toward the outer boundary of the Dalitz plot, owing to the phase-space factor in Eq. (4.43).

The Omnès solution shows a slightly different behavior: a good fit quality is reached only with three parameters, and the third parameter $\gamma$ is found to be significantly larger. Deviations across the Dalitz plot with only two terms are still substantial at $2 \%$ and probably within reach of an experimental determination. Also the parameters $\alpha$ and $\beta$ still see changes in the $10 \%$ range. The comparison of our predictions of the Dalitz plot parameters between the full and the Omnès solution hints at a significant influence of crossed-channel rescattering. Note that, beyond the precise values of the Dalitz plot parameters, the sign of the leading parameter $\alpha$ is unambiguously fixed in $\omega \rightarrow 3 \pi$ as discussed before (see Section 4.4.3).

Given our comparison to the experimental $\phi \rightarrow 3 \pi$ Dalitz plots, we may still wonder how reliable these predictions of $\omega \rightarrow 3 \pi$ Dalitz plot parameters are. It is obvious that as soon as we switch to the twice-subtracted dispersive representation, we cannot strictly predict all of these any more: at least $\alpha$ would have to be an input quantity. In order to estimate the potential effects, we resort to the following procedure: we assume the deviations of the second subtraction constant $b$ from the sum-rule result to be moderate; as these should be due to imperfectly understood high-energy behavior of the amplitudes, we take the relative deviation in the corresponding $\phi \rightarrow 3 \pi$ subtraction constant as an upper limit on what we deem acceptable for $\omega \rightarrow 3 \pi$. The sum-rule values for $b$, see Eq. (4.25), in $\omega \rightarrow 3 \pi$ are

$$
\begin{equation*}
b_{\text {sum }}=\left\{0.54 e^{0.14 i}, 0.56 e^{0.13 i}\right\} \tag{4.44}
\end{equation*}
$$

for the Bern and Madrid $\pi \pi$ phase solutions, respectively. Note that the phase $\arg b$ is significantly smaller for the $\omega$ decay compared to the $\phi$ : the imaginary part in the subtraction constant is a three-particle-cut effect and as such proportional to the phase space available for the three pions in the corresponding decays. Enlarging $b$ by the same factors as required in the fits to the KLOE $\phi \rightarrow 3 \pi$ data, compare Table 4.3, we evaluate the twice-subtracted $\omega \rightarrow 3 \pi$ amplitude with

$$
\begin{equation*}
b=\left\{0.83 e^{0.09 i}, 0.83 e^{0.07 i}\right\} \tag{4.45}
\end{equation*}
$$

instead. The results for the Dalitz plot parameters tend to lie only slightly above the ranges of variation found within the uncertainty band for the once-subtracted representation; they are quoted in brackets for the full solution in Table 4.4.

We conclude that we need at least two parameters to obtain a polynomial parameterization of the $\omega \rightarrow 3 \pi$ Dalitz plot at the $1 \%$ level accuracy, and thus directional information (owing to the $\phi$-dependence) is required. Let us compare this situation to the $\eta \rightarrow 3 \pi^{0}$ Dalitz plot, which has the same three-fold symmetry and therefore a Dalitz plot distribution that is almost flat. The slope parameter is now measured to excellent precision to be $\alpha\left(\eta \rightarrow 3 \pi^{0}\right)=$ $-0.0315 \pm 0.0015[87]$; we predict $\alpha(\omega \rightarrow 3 \pi)$ to be about 2.5 times as large, and of opposite sign. No higher-order Dalitz parameters have ever been determined for $\eta \rightarrow 3 \pi^{0}$; we predicted $\beta\left(\eta \rightarrow 3 \pi^{0}\right)=(-4.2 \pm 0.7) \times 10^{-3}, \gamma\left(\eta \rightarrow 3 \pi^{0}\right)=(1.3 \pm 0.4) \times 10^{-3}$ in Chapter 2, hence these terms beyond the linear term in $z$ will modify the Dalitz plot density only at the few-permille level $(z \leq 1)$. In contrast, $\beta(\omega \rightarrow 3 \pi)$ is larger than $\beta\left(\eta \rightarrow 3 \pi^{0}\right)$ by almost an order of magnitude, see Table 4.4, and hence expected to be significantly more important/more likely to be determined experimentally.

As a final remark on potential uncertainties in the Dalitz plot parameters, we note that in an experimental investigation of $\omega \rightarrow 3 \pi$, the invariant mass of the detected three pions is going to vary within the natural width of the $\omega$. We have checked that taking this variation into account in the calculation of the decay amplitude the two leading Dalitz plot parameters $\alpha$ and $\beta$ change at the permille level, hence way below the level of uncertainty of our prediction, and probably also significantly below the accuracy of any experimental determination in the near future. Note that $M_{\omega}$ is not changed in the definition of the Dalitz plot variables, Eq. (4.41).

### 4.6 Analytic structure of the $V \rightarrow 3 \pi$ partial-wave amplitude

In this section we wish to briefly discuss the analytic structure of the integrand of the dispersion integral in Eq. (4.23) (minus the $1 /\left(s-s^{\prime}\right)$ piece), as well as of the partial-wave amplitude,

$$
\begin{equation*}
f_{1}(s)=\mathcal{F}(s)+\hat{\mathcal{F}}(s) \tag{4.46}
\end{equation*}
$$

The integrand is of interest since it is essentially the discontinuity, and we can compare the analytic structure ensued by three-particle effects in a dispersive framework with the two-loop calculation in a perturbative approach that we discussed in Section A.1.2. The partial-wave amplitude on the other hand is an important ingredient of our determination of the $V \rightarrow \pi^{0} \gamma^{*}$ transition form factors that will be studied in the following Chapter.

The non-trivial analytic structure is generated by the angular integral $\hat{\mathcal{F}}(s)$, which contains the left-hand-cut contributions due to crossed-channel singularities. Notice, that in the case at hand, the left-hand cut overlaps with the right-hand one, as for $M_{V}>3 M_{\pi}, s$, , and $u$ can be simultaneously larger than $4 M_{\pi}^{2}$, which they are inside the physical decay region. Let us rewrite the angular integral in the form

$$
\begin{equation*}
\left\langle z^{n} \mathcal{F}(s)\right\rangle=\frac{1}{\kappa(s)} \int_{\left.s_{( } s\right)}^{s_{+}(s)} d s^{\prime}\left(\frac{2 s^{\prime}-3 s_{0}+s}{\kappa(s)}\right)^{n} \mathcal{F}\left(s^{\prime}\right) \tag{4.47}
\end{equation*}
$$

We already noted that the evaluation of this term proceeds completely analogously to what we presented in Section 3.3 .4 with the obvious replacements $M_{\eta^{\prime}} \rightarrow M_{V}$ and $M_{\eta} \rightarrow M_{\pi^{0}}$. The analytic structure of the integrand is fully determined by the properties of the function $\kappa(s)$


Figure 4.12: Real (solid curve) and imaginary (dashed curve) part of the integrand as a function of $\sqrt{s}$. The occurrence of the singularities at the pseudo-threshold (dashed vertical line) is explained in the text.
and its zeros. The latter are the two-particle scattering thresholds $4 M_{\pi}^{2}$ and $\left(M_{V}+M_{\pi}\right)^{2}$, and the pseudo-threshold $\left(M_{V}-M_{\pi}\right)^{2}$.

Due to the particular structure of the angular integral in Eq. (4.47) the zeros of $\kappa(s)$ in principle give rise to singularities of square-root order. However, the physical thresholds at $s=4 M_{\pi}^{2}$ and $s=\left(M_{V}+M_{\pi}\right)^{2}$ do not contribute to the angular integration since the integration path is shrunk to a point. This is not the case at the pseudo-threshold. Due to the cut generated by the two-pion threshold and the resulting path deformation the integral gives rise to a non-vanishing contribution and thus to the aforementioned singularity. As explained in the previous section the path deformation adheres to the ability of the vector particle to decay into the final-state particles, that is $M_{V}>3 M_{\pi}$. In Fig. 4.12 we display the integrand of the dispersion integral.

Notice that our observation is in complete agreement with our study on the properties of the non-trivial relativistic two-loop graph given in Section A.1.2, see also Ref. [33], and what is found in other dispersive approaches [74]. There the singularity was explained with a deformation of the path of the angular integration to infinity as $s$ approaches the pseudothreshold.

In Fig. 4.13 we display the modulus and phase of the partial-wave amplitude both for $\omega \rightarrow 3 \pi$ and $\phi \rightarrow 3 \pi$, as derived from the numerical results of the previous section, compared to the Omnès function (whose phase of course is just $\delta(s)$ ). We note that the partial waves bear very little similarity to the Omnès function: there is a strong enhancement in the threshold region below the $\rho$ resonance, a large part of which can be thought of as the partial-waveprojected $t$ - and $u$-channel $\rho$ exchanges in a VMD picture [178]. Furthermore, we note that the phase of $f_{1}(s)$ also does not follow $\delta(s)$ : Watson's theorem does not hold due to three-pion-cut effects, see Fig. 4.14, which in particular allow for a non-vanishing imaginary part of $f_{1}(s)$


Figure 4.13: Modulus (left panel) and phase (right panel) of the P partial wave $f_{1}(s)$, both for $\omega \rightarrow 3 \pi$ (full curve) and $\phi \rightarrow 3 \pi$ (dotted curve), in comparison to the Omnès function (dashed curve). We refrain from devising error bands and fix the input for the phase according to Ref. [39] and the integral cutoff in Eq. (4.22) to $\Lambda=2.5 \mathrm{GeV}$. The normalization constant $a$ is set to 1 .
already at $\pi \pi$ threshold.

## $4.7 \quad \pi \pi$ P-wave inelasticity

It is well known that $K \bar{K}$ intermediate states play the dominant role in the generation of inelastic effects in the $\pi \pi$ isospin $I=0 \mathrm{~S}$ partial wave, where the $K \bar{K}$ threshold almost coincides with the position of the $f_{0}(980)$ resonance, up to at least 1.3 GeV . In contrast, the contribution of $K \bar{K}$ to the $\pi \pi I=1 \mathrm{P}$-wave inelasticity $\eta_{1}^{1}$ is almost negligible, and $\eta_{1}^{1}$ is believed to be dominated by $4 \pi$ contributions. Phenomenologically, one finds that the onset of this inelasticity happens roughly at $\sqrt{s} \simeq M_{\omega}+M_{\pi} \simeq 0.922 \mathrm{GeV}$, such that it is a natural question to ask whether $\omega \pi$ intermediate states as an effective two-body description of four pions give an adequate description of the $\pi \pi$ P-wave inelasticity, at least in a certain energy region above threshold. This requires knowledge of the inelastic scattering amplitude $\pi \pi \rightarrow \omega \pi$ in the P wave - precisely the crossed process of $\omega \rightarrow 3 \pi$. The inelasticity parameter $\eta_{1}^{1}$ can be


Figure 4.14: Two-loop diagram contributing to the $V \rightarrow 3 \pi$ decay amplitude, which has a singular discontinuity at the pseudothreshold $s=\left(M_{V}-M_{\pi}\right)^{2}$ and leads to a non-vanishing phase/ imaginary part of the corresponding partial wave $f_{1}(s)$ at threshold $s=4 M_{\pi}^{2}$.


Figure 4.15: Contribution to the $\pi \pi$ P-wave inelasticity due to $\omega \pi$ intermediate states. Each gray blob corresponds to an $\omega \rightarrow 3 \pi$ amplitude, analytically continued to the scattering region.
calculated from the cut contribution shown in Fig. 4.15, yielding

$$
\begin{equation*}
\eta_{1}^{1}(s)=\sqrt{1-\frac{q_{\pi \pi}^{3}(s) q_{\omega \pi}^{3}(s)}{144 \pi^{2}}\left|f_{1}(s)\right|^{2} \theta\left(s-\left(M_{\omega}+M_{\pi}\right)^{2}\right)}, \tag{4.48}
\end{equation*}
$$

where $q_{a b}^{2}(s)=\lambda\left(s, M_{a}^{2}, M_{b}^{2}\right) / 4 s$, and $f_{1}(s)=\mathcal{F}(s)+\hat{\mathcal{F}}(s)$ is the P-wave projection of the $\pi \pi \rightarrow \omega \pi$ amplitude.

The resulting inelasticity is shown in Fig. 4.16, up to $\sqrt{s}=1.3 \mathrm{GeV}$, and for the uncertainty band in the $\omega \rightarrow 3 \pi$ amplitude discussed in Section 4.4.4. It is seen that this error grows rapidly with energy. Phenomenological determinations of $\eta_{1}^{1}(s)$ are also plagued by rather large uncertainties [39, 41]; Fig. 4.16 shows that the $\omega \pi$ intermediate state seems to provide most of the inelasticity given as the central value of the analysis in Ref. [39]. There is seemingly a difference in the threshold behavior, with the $\omega \pi$ contribution rising more slowly near threshold; this is due to the fact that our $\pi \pi \rightarrow \omega \pi$ partial wave $f_{1}(s)$ happens to have almost a zero around 1 GeV . We hasten to add that $\omega \pi$ is not the only way to cluster four pions into an effective two-body P-wave state; other possibilities like $\rho \sigma$ would just be expected to set in at an even higher effective mass.

For comparison, we also plot the inelasticity contribution from $K \bar{K}$ intermediate states, derived from the parameterization of the $\pi \pi \rightarrow K \bar{K}$ partial wave $g_{1}^{1}(s)$ given in Ref. [179, 180] (see there for definitions), based on the data from Ref. [181]. This yields a $\pi \pi$ P-wave inelasticity contribution according to

$$
\begin{equation*}
\eta_{1}^{1}(s)_{K \bar{K}}=\sqrt{1-\frac{16}{s} q_{\pi \pi}^{3}(s) q_{K K}^{3}(s)\left|g_{1}^{1}(s)\right|^{2} \theta\left(s-4 M_{K}^{2}\right)}, \tag{4.49}
\end{equation*}
$$

which, in Fig. 4.16, is indeed seen to be very small, and actually remains so up to at least $\sqrt{s} \simeq 2 \mathrm{GeV}$.

### 4.8 Summary and conclusions

In this Chapter we have performed a dispersive analysis of the decays $\omega \rightarrow 3 \pi$ and $\phi \rightarrow 3 \pi$. This framework allows for a treatment of crossed-channel two-body rescattering effects fully consistent with analyticity and unitarity. It contains the three-particle cuts generated by $M_{V}>3 M_{\pi}$, thus going fundamentally beyond an isobar-like description that has been state-of-the-art up to this point. We have shown that crossed-channel rescattering produces a significant effect on the Dalitz plot clearly exceeding uncertainties generated by the phenomenological input for the P -wave phase shift, discontinuities in higher partial waves, and elastic P-wave resonances other than the $\rho(770)$.


Figure 4.16: Inelasticity in the $\pi \pi \mathrm{P}$ wave as a function of $\sqrt{s}$. The dark gray band represents the contribution of $\omega \pi$ intermediate states (within our theoretical uncertainty); the light gray band shows the error range of the phenomenological determination of Ref. [39], with the central value and error limits given by the dotted curves. The dash-dotted curve shows the inelasticity contribution of the $K \bar{K}$ intermediate state for comparison. The vertical dashed line denotes the $\omega \pi$ threshold.

Comparing to the very precise measurements of the $\phi \rightarrow 3 \pi$ Dalitz plot by the KLOE collaboration, we have found indications for these rescattering effects. Indeed, we obtain a considerably improved $\chi^{2}$ with the full dispersion calculation with one subtraction compared to an isobar-like description by Omnès functions. Performing a fit of a more flexible, yet less predictive twice-subtracted dispersion calculation, we can achieve an excellent description with high probability of both the KLOE and the CMD-2 data sets, with the more precise KLOE data suggesting a significant deviation of the second subtraction constant from its sum-rule value.

For $\omega \rightarrow 3 \pi$ we give predictions for the Dalitz plot parameters for the full dispersion calculation as well as neglecting crossed-channel effects. A precise measurement of these parameters that is to be expected from upcoming experimental analyses by KLOE and WASA should be able to distinguish between both approaches. Moreover we have observed that a polynomial fit to the $\omega \rightarrow 3 \pi$ Dalitz plot at percent-level precision should require at least two parameters, in contrast e.g. to the decay $\eta \rightarrow 3 \pi^{0}$ that displays a similarly symmetric Dalitz plot. The sign of the leading polynomial term is constrained by the $\rho$ peak to be positive.

The inelasticity of the $\pi \pi \mathrm{P}$ wave is dominated by $4 \pi$ intermediate states, which can be effectively approximated by a two-body description as $\omega \pi$. We have found that the inelasticity obtained from the analytic continuation of our $\omega \rightarrow 3 \pi$ amplitude is in reasonable agreement with the not very well-constrained phenomenological determination.

Finally, we wish to remark that it has become amply clear in the course of this Chapter that the treatment of both decays, $\omega \rightarrow 3 \pi$ and $\phi \rightarrow 3 \pi$, runs strictly in parallel and shows no formal difference other than the mass of the decaying vector meson, and the overall normalization of
the Dalitz plot, which relates to the (partial) decay widths. Obviously, the very same formalism can also be applied to the Dalitz plot description of $e^{+} e^{-} \rightarrow 3 \pi$ at arbitrary invariant mass of the electron-positron pair $\sqrt{s_{e^{+} e^{-}}}$, which replaces the vector mass $M_{V}$. It only has to be kept in mind that this would involve an $s_{e^{+} e^{--}}$dependent normalization-dispersion theory does not allow us to predict the energy-dependence of the $e^{+} e^{-} \rightarrow 3 \pi$ total cross section. Given that we have shown that crossed-channel rescattering effects differ in a non-trivial way for the $\omega$ and $\phi$ decays, it may still be interesting to investigate the $s_{e^{+} e^{-}}$-dependence of these corrections in a systematic way. Ultimately, for such a task it might be useful to strive for a combination of dispersion theory with microscopic models that can provide parameterizations for the energy-dependent subtraction constants. Finally, we note that a very similar analysis has been performed on the anomalous process $\gamma \pi \rightarrow \pi \pi$ [182] to provide a framework to extract the chiral anomaly.

In the following Chapter we will use the results for the $\omega / \phi \rightarrow 3 \pi$ partial-wave amplitude for a dispersive analysis of the $\omega / \phi \rightarrow \pi^{0} \gamma^{*}$ transition form factor.

## Chapter 5

## $\omega \rightarrow \pi^{0} \gamma^{*}$ and $\phi \rightarrow \pi^{0} \gamma^{*}$ transition form factors in dispersion theory ${ }^{\# 1}$

### 5.1 Introduction

In recent years, there has been intense renewed interest in light-meson transition form factors due to their potential role in the theoretical determinations of the anomalous magnetic moment of the muon (see Ref. [184] for a review). With more and more exclusive channels contributing to the hadronic vacuum polarization measured experimentally with unprecedented precision, it is believed that the hadronic contribution to light-by-light scattering may soon constitute the dominant uncertainty [185]. While a full determination of the light-by-light scattering tensor remains a formidable task, a combination of experimental data and theoretical analyses may help to constrain one of the most important contributions (and one of the few that are modelindependently accessible), namely the pseudoscalar ( $P=\pi^{0}, \eta, \eta^{\prime}$ ) pole terms. Their strength is determined e.g. for the $\pi^{0}$ pole contribution by the decay $\pi^{0} \rightarrow \gamma^{*} \gamma^{*}$, given in terms of the doubly-virtual form factor $F_{\pi^{0} \gamma^{*} \gamma^{*}}\left(M_{\pi^{0}}^{2}, q_{1}^{2}, q_{2}^{2}\right)$ (see e.g. Ref. [184] for precise definitions), where $q_{1 / 2}^{2}$ denote the two photon virtualities. As these doubly-virtual form factors, that are to be measured in the rare decays $P \rightarrow \ell^{+} \ell^{-} \ell^{\prime+} \ell^{\prime-}$ (with branching ratios of the order of $10^{-5}$ ), are difficult to determine precisely in experiment, it is useful to note that they are intimately linked (for specific values of one of the photon virtualities) to vector-meson conversion decays: e.g., the form factor $F_{\pi^{0} \gamma^{*} \gamma^{*}}\left(M_{\pi^{0}}^{2}, q^{2}, M_{\omega}^{2}\right)$ determines the dilepton spectrum in $\omega \rightarrow \pi^{0} \ell^{+} \ell^{-}$, the form factor $F_{\eta \gamma^{*} \gamma^{*}}\left(M_{\eta}^{2}, q^{2}, M_{\phi}^{2}\right)$ can be measured in $\phi \rightarrow \eta \ell^{+} \ell^{-}$etc.

The interactions of hadrons with (real and virtual) photons are often thought to be described at least to good approximation in the picture of vector-meson dominance (VMD): the $q^{2}$-dependence of the form factors above should largely be given by the propagator of a light intermediate vector meson $(\rho, \omega, \phi)$, see e.g. Refs. [164, 167, 186, 187]. What is interesting about the vector-meson conversion decays is that they show a very clear deviation from such a simple VMD picture, as has been established in the decay $\omega \rightarrow \pi^{0} \mu^{+} \mu^{-}$[188-190], and also in $\phi \rightarrow \eta e^{+} e^{-}[191,192]$.

In this Chapter, we will analyze two such vector-meson transition form factors with the method of dispersion relations, concentrating on $\omega \rightarrow \pi^{0} \gamma^{*}$ and $\phi \rightarrow \pi^{0} \gamma^{*}$ (the latter being rarer due to the implied violation of the Okubo-Zweig-Iizuka rule; see Ref. [193] for a recent

[^23]theoretical work). One specific theoretical advantage of vector-meson conversion decays, as opposed to the pseudoscalar Dalitz decays, is that the isospin of the virtual photon is fixed (in the approximation that isospin is conserved). In the cases at hand, it needs to be an isovector photon, hence the lowest-lying intermediate states to contribute in a dispersion relation are $2 \pi, 4 \pi$ etc. only, and experience with pion-pion P -wave interactions suggests that the $2 \pi$ intermediate state will already saturate the dispersion relation to a large degree. As we will demonstrate below, a dispersive reconstruction of the $2 \pi$ contribution requires two amplitudes as input: the corresponding $V \rightarrow \pi^{+} \pi^{-} \pi^{0}$ decay amplitude (in the appropriate partial wave), and the pion (electromagnetic) vector form factor.

An analysis of the $\omega \rightarrow \pi^{0} \gamma^{*}$ transition form factor using dispersion theory has already been performed decades ago [178] (although phenomenologically the focus of that work lay more on the $e^{+} e^{-} \rightarrow \omega \pi^{0}$ production cross section). The reasons to take up this subject again are manifold: we now have much more accurate experimental as well as theoretical input at our disposal, both for the pion vector form factor and the required pion-pion phase shifts; furthermore, we have introduced a dispersive analysis of the three-pion decays of both $\omega$ and $\phi$ that treats final-state interactions between all three pions rigorously in the previous Chapter. It can now serve as the consistent input to the investigation of the transition form factors. All these ingredients will be reviewed as they apply to our analysis below.

As a final introductory remark, we note that in this Chapter, we concentrate our analysis of the transition form factors on the kinematical region accessible in the corresponding vectormeson decays. We are aiming for a precision analysis and only very briefly touch upon the processes $e^{+} e^{-} \rightarrow \pi^{0} \omega$ [194-196]. We will not consider $e^{+} e^{-} \rightarrow \pi^{0} \phi$ [197], as we expect it to be significantly more dependent on information from the excited-resonance region.

The outline of this Chapter is as follows. We introduce the necessary definitions concerning kinematics and partial-wave decomposition in Section 5.2. We discuss the dispersion relation for the transition form factors in Section 5.3, including the two main elements required as input: the pion vector form factor and the $V \rightarrow \pi^{+} \pi^{-} \pi^{0}$ partial-wave amplitude. Numerical results for form factors, decay spectra, and branching ratios are presented in Section 5.4, before we summarize in Section 5.5.

### 5.2 Kinematics and partial-wave decomposition

We consider the decays of the lightest isoscalar vector mesons into a $\pi^{0}$ and a dilepton pair,

$$
\begin{equation*}
V\left(p_{V}\right) \rightarrow \pi^{0}\left(p_{0}\right) \ell^{+}\left(p_{\ell^{+}}\right) \ell^{-}\left(p_{\ell^{-}}\right), V=\omega / \phi, \ell=e / \mu \tag{5.1}
\end{equation*}
$$

The amplitude of this decay can be written as [198]

$$
\begin{equation*}
\mathcal{M}_{V \pi^{0}}\left(s, m_{V \ell^{+}}^{2}, m_{V \ell^{-}}^{2}\right)=i e^{2} \epsilon_{\mu \nu \alpha \beta} n^{\mu} p_{0}^{\nu} q^{\alpha} \frac{f_{V \pi^{0}}(s)}{s} \bar{u}_{r}\left(p_{\ell^{-}}\right) \gamma^{\beta} v_{r^{\prime}}\left(p_{\ell^{+}}\right) \tag{5.2}
\end{equation*}
$$

where $q=p_{\ell^{+}}+p_{\ell^{-}}, s=\left(p_{V}-p_{0}\right)^{2}, n^{\mu}$ is the polarization vector of the vector meson, $r\left(r^{\prime}\right)$ is the spin of the outgoing (anti-)lepton, and $f_{V \pi^{0}}(s)$ is the electromagnetic transition form factor of the vector meson. We will also discuss the corresponding normalized form factor,

$$
\begin{equation*}
F_{V \pi^{0}}(s)=\frac{f_{V \pi^{0}}(s)}{f_{V \pi^{0}}(0)} \tag{5.3}
\end{equation*}
$$

The double-differential decay rate of a particle with mass $M_{V}$ in terms of this amplitude is given as

$$
\begin{equation*}
\frac{d \Gamma_{V \rightarrow \pi^{0} \ell+\ell^{-}}}{d s d m_{V \ell^{+}}^{2}}=\frac{1}{(2 \pi)^{3}} \frac{1}{32 M_{V}^{3}} \overline{\left|\mathcal{M}_{V \pi^{0}}\right|^{2}}, \tag{5.4}
\end{equation*}
$$

where we defined the center-of-mass energies of the $\ell^{ \pm} \pi^{0}$ subsystems as $m_{V \ell^{ \pm}}^{2}=\left(p_{V}-p_{\ell^{ \pm}}\right)^{2}$, average over the polarizations of the vector particle and sum over the spins of the outgoing leptons,

$$
\begin{equation*}
\overline{\left|\mathcal{M}_{V \pi^{0}}\right|^{2}}=\frac{1}{3} \sum_{r, r^{\prime}} e^{4} \epsilon_{\mu \nu \alpha \beta} \epsilon_{\bar{\nu} \bar{\alpha} \bar{\beta}}^{\mu} p_{0}^{\nu} q^{\alpha} p_{0}^{\bar{\nu}} q^{\bar{\alpha}} \bar{u}_{r}\left(p_{\ell^{-}}\right) \gamma^{\beta} v_{r^{\prime}}\left(p_{\ell^{+}}\right) \bar{v}_{r^{\prime}}\left(p_{\ell^{+}}\right) \gamma^{\bar{\beta}} u_{r}\left(p_{\ell^{-}}\right) \frac{\left|f_{V \pi^{0}}(s)\right|^{2}}{s^{2}} . \tag{5.5}
\end{equation*}
$$

The polarization sum has already been evaluated yielding $\sum_{\text {pol. }} n^{\bar{\mu}} n^{\mu}=-g^{\mu \bar{\mu}}$. Using

$$
\begin{equation*}
\sum_{r, r^{\prime}} \bar{u}_{r}\left(p_{\ell^{-}}\right) \gamma^{\beta} v_{r^{\prime}}\left(p_{\ell^{+}}\right) \bar{v}_{r^{\prime}}\left(p_{\ell^{+}}\right) \gamma^{\bar{\beta}} u_{r}\left(p_{\ell^{-}}\right)=4 p_{\ell^{-}}^{\beta} p_{\ell^{+}}^{\bar{\beta}}+4 p_{\ell^{-}}^{\bar{\beta}} p_{\ell^{+}}^{\beta}-4\left(m_{\ell}^{2}+p_{\ell^{-}} p_{\ell^{-}}\right) g^{\beta \bar{\beta}} \tag{5.6}
\end{equation*}
$$

and contracting the Levi-Civita symbols the double-differential decay rate can be cast into the form

$$
\begin{equation*}
\frac{d \Gamma_{V \rightarrow \pi^{0} \ell^{+} \ell^{-}}}{d s d m_{V \ell^{+}}^{2}}=\frac{2 \alpha^{2}}{\pi} \frac{P}{32 M_{V}^{3}} \frac{\left|f_{V \pi^{0}}(s)\right|^{2}}{s^{2}} \tag{5.7}
\end{equation*}
$$

with the fine-structure constant $\alpha=e^{2} / 4 \pi$. The phase-space factor can be evaluated to

$$
\begin{equation*}
P=\frac{4}{3} s q_{V \pi^{0}}^{2}(s)\left[s-2 q_{\ell \ell}^{2}(s)\left(1-z_{V \ell^{+}}^{2}\right)\right], \tag{5.8}
\end{equation*}
$$

where $z_{V \ell^{+}}=\cos \theta_{V \ell^{+}}$is the center-of-mass scattering angle of the $\ell^{-} \pi^{0}$ subsystem and the center-of-mass momenta are given as

$$
\begin{equation*}
q_{A B}^{2}(s)=\frac{\lambda\left(M_{A}^{2}, M_{B}^{2}, s\right)}{4 s}, \tag{5.9}
\end{equation*}
$$

where $\lambda(x, y, z)=x^{2}+y^{2}+z^{2}-2(x y+y z+x z)$ is used with the slight notational abuse $M_{\ell} \doteq m_{\ell}$ implied. Eventually, integrating over $m_{V \ell^{+}}^{2}$, we obtain the differential decay width in the $\ell^{+} \ell^{-}$center-of-mass system,

$$
\begin{equation*}
\frac{d \Gamma_{V \rightarrow \pi^{0} \ell^{+} \ell^{-}}}{d s}=\frac{2 \alpha^{2}}{9 \pi M_{V}^{3}}\left(1+\frac{2 m_{\ell}^{2}}{s}\right) q_{\ell \ell}(s) q_{V \pi^{0}}^{3}(s)\left|f_{V \pi^{0}}(s)\right|^{2} \tag{5.10}
\end{equation*}
$$

Radiative corrections to Eq. (5.10) have been calculated in Ref. [199]: they require a careful selection of kinematic cuts on the additional soft-photon radiation for the $e^{+} e^{-}$final state, and are small everywhere except near threshold for $\mu^{+} \mu^{-}$, where the Coulomb pole is significant. The above relation for the $V \rightarrow \pi^{0} \ell^{+} \ell^{-}$spectrum is completely determined by $f_{V \pi^{0}}(s)$ aside from a kinematical factor that is determined by the photon propagator and phase space. Note finally that the same exercise for the corresponding real-photon total decay rate yields

$$
\begin{equation*}
\Gamma_{V \rightarrow \pi^{0} \gamma}=\frac{\alpha\left(M_{V}^{2}-M_{\pi^{0}}^{2}\right)^{3}}{24 M_{V}^{3}}\left|f_{V \pi^{0}}(0)\right|^{2} . \tag{5.11}
\end{equation*}
$$

In establishing a dispersion relation for the $V \rightarrow \pi^{0} \gamma^{*}$ transition form factors, the corresponding three-pion decays $V\left(p_{V}\right) \rightarrow \pi^{+}\left(p_{+}\right) \pi^{-}\left(p_{-}\right) \pi^{0}\left(p_{0}\right)$ play a central role. We use the


Figure 5.1: Diagrammatic representation of the discontinuity of the $V \rightarrow \pi^{0} \ell^{+} \ell^{-}$transition form factor. The gray circle denotes the $V \rightarrow 3 \pi$ amplitude, whereas the white circle represents the pion vector form factor.
same set of definitions from before with $s=\left(p_{V}-p_{0}\right)^{2}, t=\left(p_{V}-p_{+}\right)^{2}, u=\left(p_{V}-p_{-}\right)^{2}$, and $3 s_{0} \doteq s+t+u=M_{V}^{2}+3 M_{\pi}^{2}$. The amplitude of $V \rightarrow 3 \pi$ is used in the form of Eq. (4.3). As before the decay is treated in the isospin limit and we neglect discontinuities from F and higher partial waves. In particular the partial-wave projection of the amplitude (4.8), the analytic structure of which was discussed in some detail in Section 4.6, will be instrumental to our analysis.

### 5.3 Dispersion relation for the transition form factor

In the following section we will present how to set up dispersion relations for the $V \rightarrow \pi^{0} \gamma^{*}$ transition form factor. We start out deriving the unitarity relation by evaluating the discontinuity of the pertinent diagram, and subsequently present the integral equation that solves the unitarity relation. We follow up by briefly discussing the main ingredients - the pion vector form factor and the partial-wave amplitude. Since these two topics have been discussed elaborately throughout this work we shall only discuss some of the specifics of the form factor analysis.

### 5.3.1 Unitarity relation and integral equation

To set up the dispersion relation for the transition form factor, we calculate the two-pion discontinuity of the diagram shown in Fig. 5.1. We have

$$
\begin{array}{r}
\operatorname{disc} \epsilon_{\mu \nu \alpha \beta} n^{\mu} p_{0}^{\nu} q^{\alpha} f_{V \pi^{0}}(s)=i \int \frac{d^{4} l}{(2 \pi)^{4}} \epsilon_{\mu \nu \alpha \gamma} n^{\mu}(q-l)^{\nu} l^{\alpha} p_{0}^{\gamma} \mathcal{F}\left(s, t^{\prime}, u^{\prime}\right)(q-2 l)_{\beta} F_{\pi}^{V *}(s) \\
\times(2 \pi) \delta\left(l^{2}-M_{\pi}^{2}\right)(2 \pi) \delta\left((q-l)^{2}-M_{\pi}^{2}\right), \tag{5.12}
\end{array}
$$

where $\mathcal{F}(s, t, u)$ is the scalar $V \rightarrow 3 \pi$ amplitude defined in Eq. (4.3) and $F_{\pi}^{V *}(s)$ is the pion vector form factor that we discussed in Section 1.2.2. Due to the anti-symmetry of the LeviCivita symbol the terms $\propto l^{\nu}$ vanish. For similar reasons the terms $\propto q^{\beta}$ may be discarded: the only available Lorentz structures with one Lorentz index are the momenta of the decaying vector meson, of the $\pi^{0}$ and of the virtual photon, although only two of them are independent due to momentum conservation. We thus have three independent Lorentz structures (taking the polarization vector of vector particle into account) that have to be contracted with the

Levi-Civita symbol. For the remaining integral we may use the decomposition

$$
\begin{equation*}
\int d^{4} l l^{\alpha} l_{\beta}(\ldots)=g_{\beta}^{\alpha} \mathcal{I}_{1}+q^{\alpha} q_{\beta} \mathcal{I}_{2}+\mathcal{I}_{3} \Delta^{\alpha} \Delta_{\beta}+\mathcal{I}_{4} \Delta^{\alpha} q_{\beta} \tag{5.13}
\end{equation*}
$$

where $\Delta_{\mu}=\left(p_{\ell^{+}}-p_{\ell^{-}}\right)_{\mu}$. Contracting with $g_{\alpha}^{\beta}, q_{\alpha} q^{\beta}, \Delta_{\alpha} \Delta^{\beta}$, and $\Delta_{\alpha} q^{\beta}$ we can determine the integrals $\mathcal{I}_{i}$. We note, however, that due to the anti-symmetry of the $\epsilon$ tensor only the term $\propto \mathcal{I}_{1}$ remains, so that

$$
\begin{equation*}
\int d^{4} l l^{\alpha} l_{\beta}(\ldots)=\frac{g_{\beta}^{\alpha}}{3} \int d^{4} l l^{2}\left(1-z_{s}^{\prime 2}\right)(\ldots) \tag{5.14}
\end{equation*}
$$

where $z_{s}^{\prime}=\cos \theta_{s}^{\prime}$ is the center-of-mass scattering angle between the initial and intermediate state. Carrying out the momentum integration in the dilepton center-of-mass frame leads to

$$
\begin{equation*}
\epsilon_{\mu \nu \alpha \beta} n^{\mu} p_{0}^{\nu} q^{\alpha} \operatorname{disc} f_{V \pi^{0}}(s)=\epsilon_{\mu \nu \alpha \beta} n^{\mu} p_{0}^{\nu} q^{\alpha} \frac{i q_{\pi \pi}^{3}(s)}{8 \pi \sqrt{s}} F_{\pi}^{V *}(s) \int_{-1}^{1} d z_{s}^{\prime}\left(1-z_{s}^{\prime 2}\right) \mathcal{F}\left(s, t^{\prime}, u^{\prime}\right) \tag{5.15}
\end{equation*}
$$

Finally, we use the definition of the partial-wave amplitude in Eq. (4.8), to arrive at the unitarity relation of the transition form factor [178],

$$
\begin{equation*}
\operatorname{disc} f_{V \pi^{0}}(s)=\frac{i q_{\pi \pi}^{3}(s)}{6 \pi \sqrt{s}} F_{\pi}^{V *}(s) f_{1}(s) \theta\left(s-4 M_{\pi}^{2}\right) \tag{5.16}
\end{equation*}
$$

Corrections to Eq. (5.16) stem from heavier intermediate states of the appropriate quantum numbers (isospin 1 P-wave states): $4 \pi, K \bar{K}, \ldots$, which are expected to be suppressed significantly due to phase space and their higher masses. We therefore neglect these contributions in our analysis and resort to elastic $\pi \pi$ final states only. Given our standard assumptions on the asymptotic high-energy behavior of the pion form factor, $F_{\pi}^{V}(s) \simeq 1 / s$ (modulo logarithms), and the $V \rightarrow 3 \pi$ partial wave, $f_{1}(s) \simeq 1 / s$ (see previous Chapter), Eq. (5.16) allows for an unsubtracted dispersion relation [178]. As our analysis, however, is confined to two-pion intermediate states and neglects any higher contributions, we decide to employ a once-subtracted solution of Eq. (5.16) instead,

$$
\begin{equation*}
f_{V \pi^{0}}(s)=f_{V \pi^{0}}(0)+\frac{s}{12 \pi^{2}} \int_{4 M_{\pi}^{2}}^{\infty} d s^{\prime} \frac{q_{\pi \pi}^{3}\left(s^{\prime}\right) F_{\pi}^{V *}\left(s^{\prime}\right) f_{1}\left(s^{\prime}\right)}{s^{3 / 2}\left(s^{\prime}-s\right)} \tag{5.17}
\end{equation*}
$$

in order to suppress inelastic contributions. For the predictions of the $s$-dependence of the form factor, we fix the subtraction constant $f_{V \pi^{0}}(0)$ to reproduce the $V \rightarrow \pi^{0} \gamma$ partial width according to Eq. (5.11). Assuming the validity of an unsubtracted dispersion relation, the subtraction constant and therefore the $V \rightarrow \pi^{0} \gamma$ partial width can be calculated by means of a sum rule,

$$
\begin{equation*}
f_{V \pi^{0}}(0)=\frac{1}{12 \pi^{2}} \int_{4 M_{\pi}^{2}}^{\infty} d s^{\prime} \frac{q_{\pi \pi}^{3}\left(s^{\prime}\right)}{s^{\prime 3 / 2}} F_{\pi}^{V *}\left(s^{\prime}\right) f_{1}\left(s^{\prime}\right) \tag{5.18}
\end{equation*}
$$

which is expected to show a more problematic convergence behavior than the form-factor dispersion relation. We will quote results for this sum rule in Section 5.4 in order to quantify the potential role of heavier intermediate states in the transition form factor. Nevertheless, Eq. (5.18) is a remarkable result: in the elastic approximation the pion vector form factor is entirely given in terms of the $\pi \pi \mathrm{P}$-wave phase shift $\delta_{1}^{1}(s)$, which also determines the $V \rightarrow 3 \pi$


Figure 5.2: Pion vector form factor fit using a phase shift incorporating elastic $\rho^{\prime}, \rho^{\prime \prime}$ resonances (solid curve) and solutions of the Roy equations of Refs. [39, 41] (dashed and dotted curves), in comparison to the experimental data of Ref. [201]. For details, see main text.
partial wave up to a single subtraction constant that can be written as an overall normalization. This means that the ratio of branching ratios $\mathcal{B}\left(V \rightarrow \pi^{0} \gamma\right) / \mathcal{B}(V \rightarrow 3 \pi)$ is entirely determined by $\delta_{1}^{1}(s)$, up to inelastic corrections. This result is reminiscent of the relation between these two decay modes utilized in Refs. $[160,161]$ as the leading order of a Lagrangian framework for vector mesons.

In the following we will briefly revisit the two ingredients to the dispersion integral, the pion vector form factor $F_{\pi}^{V}(s)$ and the $V \rightarrow 3 \pi$ partial-wave amplitude $f_{1}(s)$.

### 5.3.2 Pion vector form factor and $V \rightarrow 3 \pi$ partial-wave amplitude

We represent the pion vector form factor as discussed in Section 1.2.2 by the Omnès function,

$$
\begin{equation*}
F_{\pi}^{V}(s)=\Omega(s)=\exp \left\{\frac{s}{\pi} \int_{4 M_{\pi}^{2}}^{\infty} d s^{\prime} \frac{\delta\left(s^{\prime}\right)}{s^{\prime}\left(s^{\prime}-s\right)}\right\} \tag{5.19}
\end{equation*}
$$

normalized to $\Omega(0)=1$. The omission of a polynomial in $s$ multiplying the Omnès function relies on the absence of zeros in the form factor, see Ref. [200]. In a precision analysis of the form factor extending beyond 1 GeV , one has to account for the onset of inelasticities (dominantly $4 \pi$ intermediate states), and, as far as data extracted from $e^{+} e^{-} \rightarrow \pi^{+} \pi^{-}$is concerned, $\rho-\omega$ mixing. As we do not have a consistent treatment of inelasticity effects in the $V \rightarrow 3 \pi$ partial wave $f_{1}(s)$ at our disposal (let alone isospin breaking), we refrain from doing so.

In this Chapter we use the following approach to estimate uncertainties generated by the input for the parameterization of the phase shift. On the one hand we will again use
the parameterizations derived from the two different solutions of the pion-pion Roy equations [38,39,41], which are valid roughly up to 1.3 GeV . Experimentally, the pion form factor is known to excellent precision well beyond that energy (see Refs. [201-203] for just the most recent experimental results), indicating in particular contributions from the excited resonances $\rho^{\prime}(1450)$ and $\rho^{\prime \prime}(1700)$. To incorporate these higher resonance states we use the phenomenological form factor that was already discussed in the context of the previous Chapter. In the present analysis we strive for a representation of the form factor that resembles the accurate data sets as closely as possible, which is why we fit the parameters of the representation to the experimental data of Ref. [201], extract the corresponding phase, and match it smoothly to the phase-shift solution of Ref. [39] below 1 GeV , see Appendix B. 5 for the pertinent fit parameters. The aforementioned procedure treats the higher resonances $\rho^{\prime}$ and $\rho^{\prime \prime}$ as purely elastic, which they clearly are not (compare the more sophisticated form factor representation of Ref. [204]); we merely use the phase thus obtained as an indicator for uncertainties generated in the energy range between roughly 1.3 GeV and 1.9 GeV .

As the Omnès representation requires the $\pi \pi \mathrm{P}$-wave phase shift up to infinity, we again have to make assumptions about its asymptotic behavior. In contrast to the previous chapter we choose to smoothly guide $\delta(s)$ to $\pi$, see Eq. (3.81), so that we guarantee the correct asymptotic behavior of $F_{\pi}^{V}(s) \rightarrow s^{-1}$ for $s \rightarrow \infty$. The point beyond which the asymptotic behavior sets in is chosen to be $\Lambda_{\delta}=1.3 \mathrm{GeV}$ for the Roy-equation analyses [39,41], and $\Lambda_{\delta}=$ 1.9 GeV for the phase derived from the form factor. The resulting form factors corresponding to the different phases are shown in Fig. 5.2, compared to the data of Ref. [201].

We would like to also add some comments on the $V \rightarrow 3 \pi$ partial-wave amplitude in the context of our transition form factor study. When discussing the topic in some detail in Section 4.6, we observed a violation of Watson's theorem: due to three-pion cut effects the phase of the partial-wave amplitude $f_{1}(s)$ does not follow $\delta(s)$ since a non-vanishing imaginary part is allowed already below the $\pi \pi$ threshold. This complication does not occur in the treatment of the partial-wave amplitude that is used to calculate the transition form factor in Ref. [178] due to the approximation of the left-hand-cut contributions by $\rho$ poles only, neglecting the effects of the two-pion cut starting at $t, u=4 M_{\pi}^{2}$. As only the transition form factor of the $\omega$ and not the one of the $\phi$ is considered in Ref. [178], the $\rho$ poles in the $t$-/u-channel lie outside the integration range that affects the partial-wave projection. Thus the singular behavior of $f_{1}(s)$ at the pseudothreshold $s=\left(M_{V}-M_{\pi}\right)^{2}$ does not occur in that analysis. It should be noted, however, that these singularities in the discontinuity do not translate into singular behavior of the form factor itself when evaluated at the upper rim of the unitarity cut. In particular, the irregular phase in the vicinity of the pseudothreshold is an artifact as a consequence of the different divergences of real and imaginary parts from below and above, and has no physical significance.

In Section 4.5.2 we found that oversubtracting the dispersion integral we were able to achieve a perfect representation of the very precise KLOE data, using the additional subtraction constant as a fit parameter. Obviously it is very desirable to use such a representation as input for the partial-wave amplitude (at least for the $\phi \rightarrow \pi^{0} \gamma^{*}$ transition form factor owing to the lack of highly desirable $\omega \rightarrow 3 \pi$ data). However, since the fitted value for $b$ differs from a sum rule, as suggested by demanding the representations (4.22) and (4.24) to be equal, the latter integral equation does not satisfy the high-energy behavior for the partial-wave amplitude $f_{1}(s)$, which therefore tends asymptotically towards a constant instead of $s^{-1}$; consequently, the integral (5.18) does not converge, and we will not evaluate the sum rule for $f_{\phi \pi^{0}}(0)$ for the twice-subtracted solution of $f_{1}(s)$.

We will in general stabilize the high-energy behavior of our dispersion integrals by manually leading $\mathcal{F}(s)$ to $\Lambda^{2} \mathcal{F}\left(\Lambda^{2}\right) / s$ beyond a certain cutoff $\Lambda^{2}$. There is no obvious prescription as to when exactly the amplitude or the form factor should show this asymptotic behavior; we choose the point up to where we have adjusted our form factor representation to data, that is $\Lambda=1.8 \mathrm{GeV}$, and incorporate a variation of the cutoff up to $\Lambda=2.5 \mathrm{GeV}$ in our error considerations. This prescription assures that we have a precision representation for the amplitude in the low-energy regime as well as the correct high-energy behavior. By varying the cutoff we assure that the intermediate-energy regime is sufficiently suppressed so as not to taint our numerical results, which we present in the following section.

### 5.4 Numerical results

For the numerical evaluation, we use the different parameterizations of the phase shift described in Section 5.3.2; the same parameterization is always used consistently for both pion form factor and $V \rightarrow 3 \pi$ partial wave. We vary the cutoff of the dispersion integrals in Eqs. (5.17), (5.18), and (4.22) (beyond which the assumed asymptotic behavior is enforced by hand) between $\Lambda=1.8 \mathrm{GeV}$ and $\Lambda=2.5 \mathrm{GeV}$ as detailed above. We note that it does not make sense to vary the cutoff of the aforementioned integrals individually: the uncertainties in our treatment are related to our lack of knowledge concerning final-state interactions in the intermediate energy range, and thus apply equally to all considered dispersion integrals. The subtraction constants of the $V \rightarrow 3 \pi$ amplitudes are fixed by the total widths $\Gamma_{\omega}=8.49 \pm 0.08 \mathrm{MeV}$ and $\Gamma_{\phi}=4.26 \pm 0.04 \mathrm{MeV}$ together with the $V \rightarrow 3 \pi$ branching ratios $\mathcal{B}^{\exp }(\omega \rightarrow 3 \pi)=0.892 \pm 0.007, \mathcal{B}^{\exp }(\phi \rightarrow 3 \pi)=0.153 \pm 0.003$, the uncertainties of which we will always neglect in the following. It turns out that for all of our evaluations of the once-subtracted dispersion relation in Eq. (5.17), a variation of the phase between the parameterization of Ref. [41] and the one derived from the form factor spectrum along with an integral cutoff of $\Lambda=1.8 \mathrm{GeV}$ gives rise to an enveloping uncertainty band.

For the following $V \rightarrow \pi^{0} \gamma$ branching ratios determined from Eq. (5.11) and the unsubtracted dispersion relation (5.18), the parameterization of Ref. [39] and the one from the form factor spectrum together with an integral cutoff of $\Lambda=2.5 \mathrm{GeV}$ give rise to limiting values. We find

$$
\begin{align*}
\mathcal{B}\left(\omega \rightarrow \pi^{0} \gamma\right) & =(7.48 \ldots 7.75) \times 10^{-2} \\
\mathcal{B}\left(\phi \rightarrow \pi^{0} \gamma\right) & =(1.28 \ldots 1.37) \times 10^{-3} \tag{5.20}
\end{align*}
$$

which is to be checked against the experimental averages $\mathcal{B}^{\exp }\left(\omega \rightarrow \pi^{0} \gamma\right)=(8.28 \pm 0.28) \times 10^{-2}$, $\mathcal{B}^{\exp }\left(\phi \rightarrow \pi^{0} \gamma\right)=(1.27 \pm 0.06) \times 10^{-3}[87]$. We observe that the $\phi \rightarrow \pi^{0} \gamma$ partial width compares favorably to experiment, whereas the result for $\omega \rightarrow \pi^{0} \gamma$ turns out to be slightly too low; even then, the $2 \pi$ intermediate state seems to saturate more than $90 \%$ of the sum rule for this partial width. We note that the most precise individual measurement of $\mathcal{B}\left(\omega \rightarrow \pi^{0} \gamma\right)$ actually determines the ratio of branching ratios $\mathcal{B}^{\exp }\left(\omega \rightarrow \pi^{0} \gamma\right) / \mathcal{B}^{\exp }(\omega \rightarrow 3 \pi)=(8.97 \pm$ $0.16) \times 10^{-2}$ [196], which is precisely the ratio we argued in Section 5.3 to be a pure prediction due to the $\pi \pi$ P-wave phase shift, independent of any subtraction constant; for this quantity, our numerical result amounts to

$$
\begin{equation*}
\frac{\mathcal{B}\left(\omega \rightarrow \pi^{0} \gamma\right)}{\mathcal{B}(\omega \rightarrow 3 \pi)}=(8.39 \ldots 8.69) \times 10^{-2} \tag{5.21}
\end{equation*}
$$

hence suggesting a saturation of the sum rule even at the $95 \%$ level.
We stress, however, that because of the slow convergence behavior of the integrand in Eq. (5.18), we do not consider the sum-rule results to be extremely reliable: they depend rather strongly on the assumed intermediate and high-energy behavior of the $\pi \pi$ phase shift. For example, using a cutoff of $\Lambda=1.8 \mathrm{GeV}$ in the dispersion integral (5.18) beyond which the asymptotic fall-off is enforced by hand, we find that this asymptotic region $s>\Lambda^{2}$ still yields a $10 \%$ correction to the $\omega \rightarrow \pi^{0} \gamma$ branching ratio. We therefore rather take these as benchmark values to test the accuracy of the approximation of using only two-pion intermediate states in the dispersion relation: we expect this to work better in the description of the $s$-dependence of the transition form factor, in which we choose the subtraction constant in Eq. (5.17) fixed to the experimental values of the $V \rightarrow \pi^{0} \gamma$ partial widths. The errors on these values contribute a large part to the uncertainty of the transition form factor and the differential $V \rightarrow \pi^{0} \ell^{+} \ell^{-}$ decay width, which we will present in the following.

### 5.4.1 $\omega \rightarrow \pi^{0} \ell^{+} \ell^{-}$

We start off by considering $V=\omega$. In Fig. 5.3 we compare the absolute value squared of the $\omega \rightarrow \pi^{0} \gamma^{*}$ transition form factor (left panel) and the differential $\omega \rightarrow \pi^{0} \ell^{+} \ell^{-}$decay widths (right panel) calculated in our approach, standard VMD with a finite energy-dependent width, ${ }^{\# 2}$ and a chiral Lagrangian treatment with light vector mesons from Refs. [205, 207], to data from Refs. [188-190]. The dispersive approach leads to a significant enhancement of the transition form factor over the pure VMD result, which in turn results in an improved description of the data. Part of this enhancement is even present if we use a simplified, VMD-inspired $\omega \rightarrow 3 \pi$ partial wave $f_{1}(s)=a \Omega(s)$ inside the dispersion integral. As Fig. 4.13 suggests, using the correct full $\omega \rightarrow 3 \pi \mathrm{P}$ wave mainly leads to a further enhancement for invariant masses of the lepton pair near and slightly above the two-pion threshold. We note that using the slightly smaller sum-rule value for the normalization of the form factor (instead of the one determined from the experimental $\omega \rightarrow \pi^{0} \gamma$ width) would further enhance $\left|F_{\omega \pi^{0}}(s)-1\right|^{2}$ by $5-10 \%$, albeit at the expense of a significantly enlarged uncertainty. However, we also find that our analysis cannot account for the steep rise towards the end of the decay region, which is somewhat better described by the calculation in Refs. [205,207]. The size of the discrepancy for large invariant masses is surprising (note that the form factor in Fig. 5.3 is shown on a logarithmic scale), in particular given the level of agreement found in the sum rule for the $\omega \rightarrow \pi^{0} \gamma$ branching ratio that should converge rather worse. Within the dispersive framework it is therefore hard to think of a plausible explanation for such a steep rise. We note that in contrast to $\phi \rightarrow 3 \pi$, we have not yet been able to test the $\omega \rightarrow 3 \pi$ decay amplitude against experimental precision studies of the Dalitz plot, so a remaining deficit in our input for $f_{1}(s)$ cannot rigorously be excluded. Still, given the analogy to the $\phi \rightarrow 3 \pi$ study, it is implausible that this can account for the size of the difference.

The transition form factors are often characterized by their slope at $s=0$ :

$$
\begin{equation*}
b_{V \pi^{0}}=\left.\frac{d F_{V \pi^{0}}(s)}{d s}\right|_{s=0} . \tag{5.22}
\end{equation*}
$$

We quote this slope in units of $M_{\rho}^{-2}$ (where we use $M_{\rho}=775.5 \mathrm{MeV}$ ), such that VMD suggests
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Figure 5.3: Left panel: numerical results for the $\omega \rightarrow \pi^{0} \gamma^{*}$ transition form factor. Top, right panel: differential $\omega \rightarrow \pi^{0} \mu^{+} \mu^{-}$decay width. Bottom, right panel: differential $\omega \rightarrow \pi^{0} e^{+} e^{-}$ decay width. Data for the transition form factor and the differential $\omega \rightarrow \pi^{0} \mu^{+} \mu^{-}$width is taken from Refs. [188-190] (we have not included the data set from Ref. [206] due to its fairly low statistics). We show pure VMD (dashed curve), the results of a chiral Lagrangian treatment with explicit vector mesons [207] (yellow shaded curve), and the dispersive solution for $f_{1}(s)=a \Omega(s)$ (blue shaded curve) as well as the full dispersive solution (red shaded curve). For $\omega \rightarrow \pi^{0} e^{+} e^{-}$we do not display the pure Omnès solution, since it is virtually indistinguishable from the full dispersive result due to the strongly dominating kinematical factor in Eq. (5.10). The inset magnifies the region above the two-muon threshold (vertical dashed line).
$b_{\omega \pi^{0}}=1 M_{\rho}^{-2}$. Our dispersive analysis yields

$$
\begin{equation*}
b_{\omega \pi^{0}}=(1.41 \ldots 1.45) M_{\rho}^{-2} \tag{5.23}
\end{equation*}
$$

therefore a significant enhancement with respect to the VMD value, yet not as large as the theoretical value found in Refs. [205, 207], $b_{\omega \pi^{0}} \approx 2 M_{\rho}^{-2}$, and significantly smaller than the experimental determinations $b_{\omega \pi^{0}}=(3.72 \pm 0.10 \pm 0.03) M_{\rho}^{-2}[189], b_{\omega \pi^{0}}=(3.73 \pm 0.04 \pm$ $0.05) M_{\rho}^{-2}$ [190]. We note, however, that the latter experimental extractions are in principle model-dependent, as they rely on a monopole parameterization.

In order to improve on the comparison of our form-factor description to the data, one may think of subtracting Eq. (5.17) once more and treating the additional subtraction constant as a free parameter, at the expense of spoiling the high-energy behavior of the transition form factor. The difference between the once- and twice-subtracted representation amounts to an additive term $\Delta b_{\omega \pi^{0}} \times s$, and it is rather obvious that this term cannot account for the strong
curvature in the form factor at higher energies, such that the overall picture is not drastically improved. Furthermore, the value given in Eq. (5.23) amounts to a value for the slope given by a sum rule, which would be expected to converge much better than the one for $f_{\omega \pi^{0}}(0)$ in Eq. (5.18), yet it yields a result ostensibly off by a large factor.

The differential decay width for $\omega \rightarrow \pi^{0} \mu^{+} \mu^{-}$(top right panel in Fig. 5.3) is calculated according to Eq. (5.10). ${ }^{\# 3}$ We observe that the values of the form factor close to the end of the decay region are actually strongly suppressed by phase space. From that vantage point the situation does not look as dire as when the form factor is considered directly; however, due to the smallness of the errors of those values our solution still deviates by several $\sigma$. The integration of the spectrum yields

$$
\begin{equation*}
\mathcal{B}\left(\omega \rightarrow \pi^{0} \mu^{+} \mu^{-}\right)=(0.94 \ldots 1.00) \times 10^{-4} \tag{5.24}
\end{equation*}
$$

which agrees with the experimental average $\mathcal{B}^{\exp }\left(\omega \rightarrow \pi^{0} \mu^{+} \mu^{-}\right)=(1.3 \pm 0.4) \times 10^{-4}$ [87] within errors. This is not surprising: as the largest deviations from the experimental form factor are strongly suppressed by phase space, they do not have a large influence on the partial width.

We also display the $\omega \rightarrow \pi^{0} e^{+} e^{-}$differential decay width (bottom right panel in Fig. 5.3), which has not been measured yet. Phase space combined with the $1 / s$ behavior of the virtual photon lead to a strong enhancement near threshold and a variation of the spectrum over many orders of magnitude; we therefore only display the full dispersive result, since it is almost indistinguishable from $f_{1}(s)=a \Omega(s)$ on this scale. For better comparison to $\omega \rightarrow \pi^{0} \mu^{+} \mu^{-}$, we also show this spectrum restricted to energies $\sqrt{s} \geq 2 m_{\mu}$. As can be seen in Fig. 5.3, both leptonic final states yield very similar amounts of events in this energy range, where formfactor effects (deviations from pure QED) are felt most strongly. The integrated spectrum for $\omega \rightarrow \pi^{0} e^{+} e^{-}$yields

$$
\begin{equation*}
\mathcal{B}\left(\omega \rightarrow \pi^{0} e^{+} e^{-}\right)=(7.6 \ldots 8.1) \times 10^{-4} \tag{5.25}
\end{equation*}
$$

where the uncertainty is dominated by the normalization given by $\mathcal{B}\left(\omega \rightarrow \pi^{0} \gamma\right)$-the $s$ dependent $e^{+} e^{-}$spectrum is largely given by pure QED. Equation (5.25) is in perfect agreement with the experimental value $\mathcal{B}^{\exp }\left(\omega \rightarrow \pi^{0} e^{+} e^{-}\right)=(7.7 \pm 0.6) \times 10^{-4}$ within uncertainties.

### 5.4.2 $\quad \phi \rightarrow \pi^{0} \ell^{+} \ell^{-}$

Next we consider $V=\phi$. The results are displayed in Fig. 5.4 for the absolute value squared of the $\phi \rightarrow \pi^{0} \gamma^{*}$ transition form factor (left panel) and the differential $\phi \rightarrow \pi^{0} \ell^{+} \ell^{-}$decay widths (right panel). There are no experimental data in any of the decay channels yet. For the $\phi \rightarrow \pi^{0} \gamma^{*}$ transition form factor we observe a similar behavior as for the $\omega$ : in the full decay region, the form factor calculated with the dispersive approach is enhanced compared to the pure VMD result; in addition, we observe the two-pion-threshold enhancement of the full dispersive result with respect to $f_{1}(s)=a \Omega(s)$. Due to the strong rise of the full solution for $f_{1}(s)$ towards this threshold, see Fig. 4.13, the corresponding $F_{\phi \pi^{0}}(s)$ almost approaches a cusp-like behavior at $s=4 M_{\pi}^{2}$. Since the $\phi$ as opposed to the $\omega$ transition form factor encompasses the $\rho$ resonance region, we can also observe that the full solution for $f_{1}(s)$ slightly reduces the height of the resonance peak with respect to the simplified assumption
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Figure 5.4: Left panel: numerical results for the $\phi \rightarrow \pi^{0} \gamma^{*}$ transition form factor. Top, right panel: differential $\phi \rightarrow \pi^{0} \mu^{+} \mu^{-}$decay width. Bottom, right panel: differential $\phi \rightarrow \pi^{0} e^{+} e^{-}$ decay width. We show pure VMD (dashed curve), the dispersive solution for $f_{1}(s)=a \Omega(s)$ (blue shaded curve), and the full dispersive solution with one subtraction (red shaded curve) and two subtractions (yellow shaded curve) in the $\phi \rightarrow 3 \pi$ partial wave. For $\phi \rightarrow \pi^{0} e^{+} e^{-}$ we only show the once-subtracted dispersive solution, since again neither the Omnès solution nor the twice-subtracted one is visibly distinguishable from the once-subtracted result on the scale shown. The inset magnifies the region above the two-muon threshold (vertical dashed line).
$f_{1}(s)=a \Omega(s)$, which agrees with our observations in Section 4.4. We note that using a twice-subtracted dispersion relation for the partial-wave amplitude $f_{1}(s)$, with the additional subtraction constant fitted to the $\phi \rightarrow 3 \pi$ Dalitz plot of Ref. [169], does not change our results by all that much: the differences are smaller than the overall uncertainty in our transition-form-factor prediction. This corroborates our skepticism that an imperfect determination of the $\omega \rightarrow 3 \pi \mathrm{P}$ wave is the likely source of the discrepancy seen in the $\omega$ transition-form-factor data.

Again, we also quote the derivative of the form factor at $s=0$ :

$$
\begin{equation*}
b_{\phi \pi^{0}}=(1.52 \ldots 1.61) M_{\rho}^{-2} \tag{5.26}
\end{equation*}
$$

which is still somewhat larger than $b_{\omega \pi^{0}}$, see Eq. (5.23), but again not nearly as large as the slopes found experimentally in other vector-meson conversion decays.

The observations above concerning the differences of the various theoretical predictions translate directly to the $\phi \rightarrow \pi^{0} \mu^{+} \mu^{-}$differential decay spectrum (top, right panel of Fig. 5.4). We find that the $\rho$ resonance leaves a clear imprint on the spectrum, as one observes a second
peak structure that counterbalances the drop-off of the phase-space factor. The integrated spectrum yields

$$
\begin{align*}
\mathcal{B}^{\text {once }}\left(\phi \rightarrow \pi^{0} \mu^{+} \mu^{-}\right) & =(3.7 \ldots 4.0) \times 10^{-6}, \\
\mathcal{B}^{\text {twice }}\left(\phi \rightarrow \pi^{0} \mu^{+} \mu^{-}\right) & =(3.8 \ldots 4.1) \times 10^{-6}, \tag{5.27}
\end{align*}
$$

for the once- and twice-subtracted $\phi \rightarrow 3 \pi$ partial-wave amplitudes, respectively, perfectly compatible within the error ranges. There is currently no experimental measurement of the partial width to be compared with.

As for the corresponding $\omega$ decay, the differential $\phi \rightarrow \pi^{0} e^{+} e^{-}$decay width is enhanced for small $s$ by several orders of magnitude; for this reason, we only display the full dispersive solution based on the once-subtracted $\phi \rightarrow 3 \pi$ partial wave $f_{1}(s)$, the alternatives being indistinguishable on this scale. Again, an insert concentrates on energies above the two-muon threshold for better comparison of the expected event rates in both final states. The results for the integrated spectra are

$$
\begin{align*}
\mathcal{B}^{\text {once }}\left(\phi \rightarrow \pi^{0} e^{+} e^{-}\right) & =(1.39 \ldots 1.51) \times 10^{-5}, \\
\mathcal{B}^{\text {twice }}\left(\phi \rightarrow \pi^{0} e^{+} e^{-}\right) & =(1.40 \ldots 1.53) \times 10^{-5}, \tag{5.28}
\end{align*}
$$

for both of the full solutions, respectively. Compared with the experimental value of $\mathcal{B}^{\exp }(\phi \rightarrow$ $\left.\pi^{0} e^{+} e^{-}\right)=(1.12 \pm 0.28) \times 10^{-5}$ [87], we find agreement within uncertainties.

We wish to emphasize the significance of an experimental investigation of the $\phi \rightarrow \pi^{0} \gamma^{*}$ transition form factor. Deviations from the VMD picture now seem to be well-established in $\omega \rightarrow \pi^{0} \gamma^{*}$; strikingly enough, both this and the latest measurement of the transition form factor in $\phi \rightarrow \eta \gamma^{*}$ [192], when parametrized in terms of a monopole form factor, yield monopole mass parameters significantly below the scale of the physical vector mesons, but (of course) too large to be accessible within the physical decay region. This is different in $\phi \rightarrow \pi^{0} \gamma^{*}$ : the $\rho$ resonance can be measured in this decay; if there systematically is a steep form factor rise as seen in $\omega \rightarrow \pi^{0} \gamma^{*}$, mapping it out in full in $\phi \rightarrow \pi^{0} \gamma^{*}$ will help clarify its origin. From the theoretical side, our dispersive analysis for this process is based on a very precisely measured $\phi \rightarrow 3 \pi$ Dalitz plot, such that we are very confident about the reliability of our prediction. We thus strongly advocate an experimental analysis of the $\phi \rightarrow \pi^{0} \gamma^{*}$ form factor to the best possible precision.

As a final illustration, we show the (experimentally unobservable) phases of the $V \rightarrow \pi^{0} \gamma^{*}$ transition form factors, both for $\omega$ and $\phi$, in Fig. 5.5. We calculate these from the unsubtracted solution to the discontinuity equation (5.16), as we can only fix the modulus of the subtraction constant $f_{V \pi^{0}}(0)$ by means of the $V \rightarrow \pi^{0} \gamma$ partial width, not its phase, which is non-vanishing due to the complex discontinuity of the $V \rightarrow 3 \pi$ partial-wave amplitude $f_{1}(s)$. Only the phases of the full dispersive calculations, as compared to the $\pi \pi$ P-wave phase shift, are displayed. We refrain from showing the (small) error bands and fix the input in complete analogy to Fig. 4.13. An additional consequence of the complex discontinuity of the $V \rightarrow 3 \pi$ partialwave amplitude is that Watson's final-state theorem also does not apply to the transition form factors, and their phases are different from $\delta(s)$ : three-pion-cut effects, see Fig. 5.6, produce non-vanishing imaginary parts/non-vanishing phases of the transition form factors also below the $\pi \pi$ threshold, $s<4 M_{\pi}^{2}$. We observe the transition-form-factor phases to be significantly larger than $\delta(s)$ above the two-pion threshold, and a tendency to small negative values below.


Figure 5.5: Phase of the electromagnetic transition form factor for $\omega \rightarrow \pi^{0} \gamma^{*}$ (solid curve) and $\phi \rightarrow \pi^{0} \gamma^{*}$ (dotted curve) together with the input phase-shift parameterization (dashed curve). The inset shows a magnification of the region below the two-pion threshold.

### 5.4.3 The $\omega \rightarrow \pi^{0} \gamma^{*}$ transition form factor beyond the $\omega \pi$ threshold

In this section we have a quick glance at the transition form factor beyond the $\omega \pi$ scattering threshold. This analysis should be taken with a grain of salt, however: to perform a fully consistent analysis of $e^{+} e^{-} \rightarrow \omega \pi^{0}$ one would have to solve a coupled-channel problem that also incorporates $\omega \pi \rightarrow \omega \pi$ scattering. Since there is currently no analysis, let alone data, available for this channel to perform such a treatment, we just display the analytic continuation of the form factor through the $\rho$ resonance to the $\omega \pi$ production region in Fig. 5.7. We have only taken cross section data from Ref. [195] into account. Note that the cross section displayed there is actually $e^{+} e^{-} \rightarrow \omega \pi^{0} \rightarrow \pi^{0} \pi^{0} \gamma$, so that in order to extract the transition form factor


Figure 5.6: Three-pion-cut contribution to the $V \rightarrow \pi^{0} \ell^{+} \ell^{-}$transition vector form factor, inducing an imaginary part also for $s<4 M_{\pi}^{2}$.


Figure 5.7: The transition form factor beyond the $\omega \pi$ threshold. We show pure VMD (dashed curve), the dispersive solution for $f_{1}(s)=a \Omega(s)$ (blue shaded curve), and the full dispersive solution with one subtraction (red shaded curve). The solution by Terschlüsen et al. (yellow shaded curve) cannot by continued beyond the decay region, since the transition form factor has the wrong higher-energy behavior: it tends to a constant instead of falling off. We only compare to data from Ref. [195] above $\sqrt{s}=M_{\omega}+M_{\pi}$.
we have to modify the data points according to [178]

$$
\begin{equation*}
\left|f_{\omega \pi^{0}}(s)\right|^{2}=\frac{3 s^{3 / 2}}{4 \pi \alpha^{2} q_{\omega \pi^{0}}^{3}(s)} \frac{\sigma_{e^{+} e^{-} \rightarrow \omega \pi^{0} \rightarrow \pi^{0} \pi^{0} \gamma(s)}^{\mathcal{B}\left(\omega \rightarrow \pi^{0} \gamma\right)}, ~}{\text { and }} \tag{5.29}
\end{equation*}
$$

where the $\omega \rightarrow \pi^{0} \gamma$ branching ratio is given as $\mathcal{B}\left(\omega \rightarrow \pi^{0} \gamma\right)=8.28 \pm 0.28 \%$ [87]. To obtain normalized form factor data we divide by $f_{\omega \pi^{0}}(0)$ as it is determined from the dispersive analysis. Note that Eq. (5.29) is an approximation that breaks down close to threshold. The first data point just above the $\omega \pi$ threshold should thus not be taken too seriously.

We observe that the transition form factor calculated by a full dispersive analysis is significantly lower than the data points, especially at higher energies. The pure Omnès solution on the other hand reproduces the data points reasonably well. We reiterate that we have not solved a coupled-channel problem for the full dispersive analysis. It is not unreasonable to assume that this could in principle account for the deviations. Also the effects of inelasticities are stronger at higher energies. Fig. 5.7 allows for another interesting observation: in order to
accommodate the data points below $\sqrt{s}=M_{\omega}-M_{\pi}$ and above $\sqrt{s}=M_{\omega}+M_{\pi}$ the transition form factor has to drop off very steeply after crossing the $\rho$ peak. This can certainly not by explained by a simple resonance or pole structure.

### 5.5 Summary

In this Chapter, we have analyzed the $\omega / \phi \rightarrow \pi^{0} \gamma^{*}$ electromagnetic transition form factors by means of a dispersive analysis. It requires the corresponding P-wave projection of the $\omega / \phi \rightarrow$ $\pi^{+} \pi^{-} \pi^{0}$ decay amplitudes, and the pion vector form factor as input, both of which depend on the pion-pion P -wave scattering phase shift as input and are otherwise predictions up to a subtraction constant determining the overall normalization of the $\omega / \phi \rightarrow 3 \pi$ amplitudes. The consistent treatment of crossed-channel effects in the $\omega / \phi \rightarrow 3 \pi$ partial-wave amplitudes, incorporating three-particle cuts, leads to a non-trivial analytic structure for the transition form factors, in particular its phase does not follow the $\pi \pi \mathrm{P}$-wave phase.

We have calculated the real-photon $\omega / \phi \rightarrow \pi^{0} \gamma$ branching ratios using a sum rule, which yields good agreement with the experimental $\phi \rightarrow \pi^{0} \gamma$ branching ratio and indicates that the sum rule for $\omega \rightarrow \pi^{0} \gamma$ (which is much more precisely determined experimentally) is saturated roughly at the $90 \%-95 \%$ level by two-pion intermediate states. To lessen the dependence on medium-to-high-energy input, we have oversubtracted the dispersion relation for the form factors and used the real-photon partial widths as input for the subtraction constant. We found that this approach leads to an enhancement compared to a pure VMD calculation and thus to an improved description of experimental data from NA60 for the $\omega \rightarrow \pi^{0} \mu^{+} \mu^{-}$channel. Three-pion effects in particular lead to an enhancement in the two-pion-threshold region.

We are unable to solve the puzzle of the steep rise in the $\omega \rightarrow \pi^{0} \gamma^{*}$ transition form factor data close to the end of the decay region. In order to try to better understand the physical mechanism behind this enhancement, we strongly advocate a measurement of the $\phi \rightarrow \pi^{0} \gamma^{*}$ transition form factor: the fact that the physical region of the decay goes beyond that of the corresponding $\omega$ decay and incorporates the $\rho$ resonance peak suggests that it should give some clues about the nature of this rise.

While our predictions for branching ratios of the various $V \rightarrow \pi^{0} \ell^{+} \ell^{-}$channels are in good agreement with experimental determinations, data on decay spectra only exists for $\omega \rightarrow \pi^{0} \mu^{+} \mu^{-}$. It would certainly be helpful, especially in light of a theoretical analysis of contributions to light-by-light scattering, if precision data for additional channels could be obtained [208].

## Chapter 6

## Summary and Outlook

In this thesis we have studied two methods to perform precision analysis of hadronic threebody decays and transition form factors: a perturbative modified non-relativistic effective field theory and non-perturbative dispersion relations. Applying the non-relativistic effective field theory to the decay $\eta \rightarrow 3 \pi$ proved to be very successful: on the one hand we were able to predict a slope parameter of the $\eta \rightarrow 3 \pi^{0}$ Dalitz plot that is fairly close to the experimental value, on the other hand, and perhaps more importantly, we could analyze and explain why Chiral Perturbation Theory, which has been successfully applied in other low-energy hadronic processes - especially in the $\mathrm{SU}(2)$ sector - , falls short to accommodate the correct value. We have shown that it is not a failure of Chiral Perturbation Theory itself, but rather that the expansion in terms of small momenta and the pion mass is disadvantageous.

The path to success as far as this analysis is concerned was to exploit the synergies between Chiral Perturbation Theory, a non-perturbative determination of the scattering threshold parameters, and the modified non-relativistic effective field theory: Chiral Perturbation Theory is used on the one hand to fix the low-energy constants of the non-relativistic theory and on the other hand it helps to constrain the scattering parameters extracted for a non-perturbative Roy equation analysis. While the former has still room for improvement (by matching, for example to higher orders in the chiral expansion), the latter has already lead to an unprecedented precision in the scattering parameters (see Refs. [38,41]), from which the non-relativistic effective field theory undoubtedly draws great profits.

It has become unequivocally clear in our study of $\eta^{\prime} \rightarrow \eta \pi \pi$ that a similar level of understanding of the interplay between a low-energy effective field theory, in this case Chiral Perturbation Theory at large- $N_{C}$, and dispersion relations of hadronic three-body decays has to be the ultimate goal. Even in $\eta \rightarrow 3 \pi$, where the picture should be much clearer since no complications due to the heavy $\eta^{\prime}$ arise, there are still difficulties to understand the precise connection between the two theories [76, 77, 103]. We have shown that a perfect representation of the data samples can be obtained by fitting the subtraction constants, however, since the Dalitz plot is more or less flat across the physical region this representation does not really allow for conclusive insights as to the theory and the nature of the final-state interactions: information on $\pi \eta$ scattering is completely absorbed in a redefinition of the subtraction polynomial. One thus has to arrive at the rather unsatisfactory conclusion that $\eta^{\prime} \rightarrow \eta \pi \pi$ is not an ideal testing ground for a dispersive analysis.

The picture cleared up substantially in our analysis of $\omega / \phi \rightarrow 3 \pi$, not least due to the fact that the dispersive representation converges without any subtractions. Comparing with a very
precise measurement of $\phi \rightarrow 3 \pi$ by the KLOE collaboration, we found that data is reproduced reasonably well. Oversubtracting the dispersion relations and fitting the additional subtraction constant we found a perfect representation of the data. This is reassuring considering that the Dalitz plot cannot be parametrized by a polynomial due to the non-trivial band structures induced by the $\rho$ resonance. It remains to test the theory against experimental data on $\omega \rightarrow 3 \pi$ that will hopefully become available in the near future.

The analysis of $\phi \rightarrow 3 \pi$ has highlighted dispersion theory as a strong tool to analyze hadronic three-body decays of heavier mesons, which exceed the applicability range of established low-energy effective field theories. Especially with the investigation of CP violation in hadronic decays of $D$ and $B$ mesons in mind dispersive analyses may be exploited to their full potential. The general idea behind these studies is that in many cases the branching fractions are significantly larger than for the CP violating two-hadron decays. Additionally, the Dalitz plot is strongly perturbed by resonances, which are believed to enhance small CP phases [209,210]. First evidence from $B$ factories points to the complex phase in the Cabibbo-Kobayashi-Maskawa matrix $[211,212]$ as the dominant source of CP violation. In order to extract other (smaller) sources of CP violation that are triggered by physics beyond the Standard Model extremely accurate measurements and precision analysis tools are essential. It has been indicated $[209,210,213]$ that a theory-guided analysis of experimental data leads to a more precise extraction of the CP-violating phase than brute-force subtraction of Dalitz plot bins as suggested in Refs. [214-217]. A concerted effort to improve the understanding of these processes from a theoretical and experimental point of view is part of the informal Les Nabis network [218].

Needless to say that dispersion relations are a prime candidate for such analyses. However, many obstacles have to be overcome before precision extractions can be realized: inelastic channels, higher resonances, coupling of decay channels, and so forth are expected to play a more crucial role due to the large available phase space and a plethora of allowed decay modes. On the bright side the Dalitz plot of these processes is significantly more structured by resonance bands, thus allowing one to test the dispersive amplitudes more rigorously. A dispersive analysis of $D^{+} \rightarrow K^{-} \pi^{+} \pi^{+}$that may serve as a stepping stone towards the investigation of CP-violating decay processes is currently a work in progress [210, 219].

Finally, we have extended our framework to perform a dispersion-theory analysis of the transition form factor $\omega / \phi \rightarrow \pi^{0} \gamma^{*}$. The partial-wave amplitude of $\omega / \phi \rightarrow 3 \pi$ and the pion vector form factor served as an input. The integral equation of the transition form factor only contained one subtraction constant, which we fixed by matching to the $\omega / \phi \rightarrow \pi^{0} \gamma$ decay width. Comparing to $\omega \rightarrow \pi^{0} \gamma^{*}$ data we found significant deviations towards the end of the physical region. Aside from fundamental concepts of unitarity and analyticity the only approximation made in our analysis is the suppression of inelastic channels, which we proved to be decent by calculating the $\omega \rightarrow \pi^{0} \gamma$ partial width via a sum rule. The transition form factor is thus completely determined by the scattering phase shift of the isospin- $1 \pi \pi$ partialwave and the experimental value of the real-photon partial width, which is why the strong deviations that we found in our analysis are rather puzzling. We put forth the argument that a measurement of the corresponding $\phi \rightarrow \pi^{0} \gamma^{*}$ transition form factor may shed some light on the disagreement between theory and data.

It is blatantly obvious, however, that the puzzle must be solved, especially if one endeavors to perform a dispersive analysis of the doubly-virtual form factor of $\pi^{0} \rightarrow \gamma^{*} \gamma^{*}$, which is instrumental to unlocking the light-by-light contribution to the $(g-2)_{\mu}$. The next step that has to be taken in that regard is to connect different physical regions by performing an
analytic continuation in the vector meson mass. A full analysis of $e^{+} e^{-} \rightarrow \pi^{0} \gamma^{*}$ is not easily performed, since it necessitates input of $e^{+} e^{-} \rightarrow 3 \pi$ partial waves. These cannot be predicted in our framework thus far: note that we had to fix the subtraction constant to the $\omega / \phi \rightarrow 3 \pi$ partial widths.

The last example is yet another indicator that a lot of progress has to be made to improve our understanding of the strong interactions at low energies. Experiments are pushing the frontier of precision physics in a quest to unlock the intricacies of the force that constitutes matter. Similarly, new analysis tools as they have been presented in this thesis must be developed and improved to keep up with the progress on the theoretical side. After all, only an intimate interplay of theory and experiment will eventually lead one to the promised land.

## Appendix

## Appendix A

## Perturbative methods: Non-relativistic effective field theory

## A. 1 Loop calculations and analytic structure of NREFT diagrams

In this Appendix we outline to some extent the methods that go along with loop calculations in the non-relativistic effective field theory and the analytic structure that these ensue. We shall start with a look at one-loop diagrams, before taking on the more complicated non-trivial two-loop diagrams. The discussion of these structures can also be found in Refs. [33, 115]

## A.1.1 One-loop diagrams

We start out our discussion by considering a diagram of the type shown in Fig. A.1. Incidentally, the precise diagram shown there produces the cusp effect at the charged pion threshold in the invariant $\pi^{0} \pi^{0}$-spectrum of the neutral decay channel. It has been used to extract $\pi \pi$ scattering lengths with great precision, see Refs. [25, 26, 33]. We will, however, discuss the integral on more general terms with loop masses $M_{a / b}$, and masses $M_{c / d}$ of the resulting pion pair. Under these circumstances the integral can be written as

$$
\begin{equation*}
J_{a b}(s)=\int \frac{d^{D} l}{(2 \pi)^{D} i} S_{a}(\mathbf{l}) S_{b}(\mathbf{P}-\mathbf{l}) \tag{A.1}
\end{equation*}
$$

where

$$
\begin{equation*}
S_{a}(\mathbf{p}):=\frac{1}{2 w_{a}(\mathbf{p})\left(w_{a}(\mathbf{p})-p_{0}-i \epsilon\right)} \tag{A.2}
\end{equation*}
$$

is the momentum space propagator of the particle in the modified non-relativistic framework, and $\mathbf{P}=\mathbf{p}_{1}+\mathbf{p}_{2}$. After performing the integration over $l^{0}$ by closing the integration contour in the lower half of the complex $l^{0}$-plane we arrive at

$$
\begin{equation*}
J_{a b}(s)=\int \frac{d^{d} l}{(2 \pi)^{d}} \frac{1}{2 w_{a}(\mathbf{l}) 2 w_{b}(\mathbf{P}-\mathbf{l})} \frac{1}{\left(w_{a}(\mathbf{l})+w_{b}(\mathbf{P}-\mathbf{l})-P^{0}-i \epsilon\right)} \tag{A.3}
\end{equation*}
$$

where $d=D-1$. One can show algebraically that

$$
\begin{equation*}
\frac{1}{4 w_{a} w_{b}} \frac{1}{\left(w_{a}+w_{b}-P^{0}-i \epsilon\right)}=\frac{1}{2 P^{0}} \frac{1}{\mathbf{q}^{2}-\left(\mathbf{q} \mathbf{P} / P^{0}\right)^{2}-q_{a b}^{2}(s)-i \epsilon} \tag{A.4}
\end{equation*}
$$



Figure A.1: One-loop diagram with $\pi^{+} \pi^{-} \rightarrow \pi^{0} \pi^{0}$ final-state interaction. The double line denotes the $\eta$, single full lines represent charged pions $\pi^{ \pm}$, while dashed lines denote neutral pions $\pi^{0}$

$$
+\frac{1}{4 w_{a} w_{b}}\left\{\frac{1}{P^{0}+w_{a}+w_{b}}-\frac{1}{P^{0}+w_{a}-w_{b}}-\frac{1}{P^{0}-w_{a}+w_{b}}\right\},
$$

where $\mathbf{q}=\mathbf{l}-\frac{1}{2}\left(1+\delta_{a b}\right) \mathbf{P}$ and $\delta_{a b}=-\frac{\Delta_{a b}}{s}$. The final three terms are regular at threshold. If one performs an expansion in small momenta one arrives at so-called "no-scale integrals"

$$
\begin{equation*}
\sum_{n} A_{n} \int \frac{d^{d} l}{(2 \pi)^{d}} l^{2(n+\alpha)}=0, \tag{A.5}
\end{equation*}
$$

where $A_{n}$ is some prefactor independent of the integration momenta and $\alpha$ is an arbitrary real number. One can show that the contribution of these integrals vanishes in dimensional regularization [220].

Upon performing a transformation of the integration variable

$$
\mathbf{l} \rightarrow \mathbf{l}+\left(\frac{\mathbf{l} \mathbf{P}}{\mathbf{P}^{2}}\left(\frac{P^{0}}{\sqrt{s}}-1\right)+\frac{1+\delta_{a b}}{2}\right) \mathbf{P}
$$

we obtain

$$
\begin{equation*}
J_{a b}(s)=\frac{1}{2 \sqrt{s}} \int \frac{d^{d} l}{(2 \pi)^{d}} \frac{1}{\mathbf{1}^{2}-q_{a b}^{2}(s)-i \epsilon}, \tag{A.6}
\end{equation*}
$$

where $q_{a b}^{2}(s)=\frac{\lambda\left(s, M_{a}^{2}, M_{b}^{2}\right)}{4 s}$ is the center-of-mass three-momentum. The above is a standard loop integral in dimensional regularization and can be calculated explicitly in terms of the Gamma function,

$$
\begin{equation*}
J_{a b}(s)=\frac{\Gamma(1-d / 2)}{(4 \pi)^{d / 2}} \frac{\left(-q_{a b}^{2}(s)-i \epsilon\right)^{d / 2-1}}{2 \sqrt{s}} . \tag{A.7}
\end{equation*}
$$

Since dimensional regularization does not keep track of linear divergences, we can directly perform the limit $d \rightarrow 3$ and arrive at the finite result

$$
\begin{equation*}
J_{a b}(s)=\frac{i q_{a b}(s)}{8 \pi \sqrt{s}} . \tag{A.8}
\end{equation*}
$$

Returning to the special case of Fig. A. 1 we have

$$
\begin{equation*}
J_{+-}\left(s_{3}\right)=\frac{i q_{+-}\left(s_{3}\right)}{8 \pi \sqrt{s_{3}}}=\frac{i}{16 \pi} \sqrt{1-\frac{4 M_{\pi}^{2}}{s_{3}}} . \tag{A.9}
\end{equation*}
$$

It is immediately clear that this loop function contributes to a cusp effect in the decay spectrum: the charged pion threshold lies in the physical decay region of $\eta \rightarrow 3 \pi^{0}$ (see also Fig. 2.1) and perturbs the full spectrum by interference of real and imaginary part.

## Derivative couplings

Derivative couplings in higher-order calculations play a very important role in analyzing rescattering. We will briefly outline the general technique for the effective range couplings, which hints at how these integrals can be solved also for other cases. A more detailed discussion can be found in Ref. [115]. Let us consider the integral

$$
\begin{align*}
\mathcal{J}(s) & =\int \frac{d^{D} l}{(2 \pi)^{D} i} S_{a}(\mathbf{l}) S_{b}(\mathbf{P}-\mathbf{l})  \tag{A.10}\\
& \times\left(w_{c}\left(\mathbf{p}_{m}\right) w_{d}\left(\mathbf{p}_{n}\right)-\mathbf{p}_{m} \mathbf{p}_{n}+w_{a}(\mathbf{l}) w_{b}(\mathbf{P}-\mathbf{l})-\mathbf{l}(\mathbf{P}-\mathbf{l})-h_{i}\right)
\end{align*}
$$

where $M_{a / b}$ are the masses of the pions in the loop and $M_{c / d}$ are the respective final-state pions. Again we start off by performing the integration over $l^{0}$, so that the propagator piece reduces to $(\mathrm{A} .3)$. We can add a term $-\frac{1}{2}\left(w_{a}(\mathbf{l})+w_{b}(\mathbf{P}-\mathbf{l})-P^{0}\right)\left(w_{a}(\mathbf{l})+w_{b}(\mathbf{P}-\mathbf{l})+P^{0}\right)$ inside the brackets, since it cancels the non-regular piece of the denominator, so that what is left amounts to no-scale integrals in dimensional regularization. Using the simple algebraic relation

$$
\begin{aligned}
w_{a}(\mathbf{l}) w_{b}(\mathbf{P} & -\mathbf{l})-\mathbf{l}(\mathbf{P}-\mathbf{l})-\frac{1}{2}\left(w_{a}(\mathbf{l})+w_{b}(\mathbf{P}-\mathbf{l})-P^{0}\right)\left(w_{a}(\mathbf{l})+w_{b}(\mathbf{P}-\mathbf{l})+P^{0}\right) \\
& =\frac{1}{2}\left(P^{2}-M_{a}^{2}-M_{b}^{2}\right)
\end{aligned}
$$

along with

$$
\begin{equation*}
w_{c}\left(\mathbf{p}_{m}\right) w_{d}\left(\mathbf{p}_{n}\right)-\mathbf{p}_{m} \mathbf{p}_{n}=\frac{1}{2}\left(P^{2}-M_{c}^{2}-M_{d}^{2}\right) \tag{A.11}
\end{equation*}
$$

where $P^{2}=\left(P^{0}\right)^{2}-\mathbf{P}^{2}$. We finally arrive at

$$
\begin{equation*}
\mathcal{J}(s)=\left(s-s_{i}^{\mathrm{thr}}\right) J_{a b}(s) \tag{A.12}
\end{equation*}
$$

where we have used $P^{2}=s$. This is certainly the result one would have expected from momentum conservation at the vertex.

## A.1.2 Two-loop diagrams

In this section we will discuss the relevant two-loop diagrams present in the non-relativistic theory, see Fig. A.2. In principle there is also a contribution by the so-called sunset graph that has a six-particle vertex. The contribution of this diagram that renormalizes the imaginary part of the low-energy tree-level coupling for six-particle exchange is sufficiently small, see the discussion in Ref. [33] and Appendix A.4. Additionally, we will entirely focus this discussion on the non-trivial two-loop diagram, Fig. A.2B, since the two-loop bubble diagram is merely proportional to a product of two one-loop diagrams,

$$
\begin{equation*}
\mathcal{M}^{A}(s) \propto J_{a b}(s) J_{c d}(s) \tag{A.13}
\end{equation*}
$$

The second diagram provides a much bigger challenge. We will begin by deriving an integral representation of the diagram and discuss the ensuing analytic properties before performing the non-relativistic expansion of the loop function to arrive at an analytic representation. Finally we give a brief glimpse on how to incorporate derivative couplings.

(A)
(A)
(B)


Figure A.2: The two distinct graphs at two-loop level.

## Integral representation

Let us start off by noting that the diagram is given in terms of the propagators as

$$
\begin{equation*}
\mathcal{M}_{F}(s)=\int \frac{d^{D} l}{(2 \pi)^{D}} \frac{d^{D} k}{(2 \pi)^{D} i} S_{a}\left(\mathbf{P}_{\eta}-\mathbf{k}-\mathbf{l}\right) S_{b}(\mathbf{l}) S_{c}(\mathbf{k}) S_{d}(\mathbf{Q}-\mathbf{k}) \tag{A.14}
\end{equation*}
$$

which upon performing the integration over $l^{0}$ and $k^{0}$ as before turns into

$$
\begin{equation*}
\mathcal{M}_{F}(s)=\int \frac{d^{d} k}{(2 \pi)^{d}} \frac{1}{2 w_{c}(\mathbf{k}) 2 w_{d}(\mathbf{Q}-\mathbf{k})} \frac{J_{a b}\left(M_{\eta}-w_{c}(\mathbf{k}),-\mathbf{k}\right)}{w_{c}(\mathbf{k})+w_{d}(\mathbf{Q}-\mathbf{k})-Q^{0}-i \epsilon} \tag{A.15}
\end{equation*}
$$

where

$$
\begin{equation*}
J_{a b}\left(L_{0}, \mathbf{L}\right)=\int \frac{d^{d} l}{(2 \pi)^{d}} \frac{1}{2 w_{a}(\mathbf{L}-\mathbf{l}) 2 w_{b}(\mathbf{l})} \frac{1}{w_{a}(\mathbf{L}-\mathbf{l})+w_{b}(\mathbf{l})-L^{0}-i \epsilon} \tag{A.16}
\end{equation*}
$$

is the "inner one-loop diagram" and we have used $L^{0}=M_{\eta}-w_{c}(\mathbf{k})$ and $\mathbf{L}=-\mathbf{k}$. Proceeding in an analogous fashion to Section A.1.1 we find

$$
\begin{align*}
J_{a b}(s) & =\frac{1}{2 \sqrt{s}} \int \frac{d^{d} l}{(2 \pi)^{d}} \frac{1}{\mathbf{l}^{2}-A\left(\Delta^{2}-\mathbf{k}^{2}\right)-i \epsilon} \\
& =\frac{1}{2 \sqrt{s}} \int \frac{d^{d} l}{(2 \pi)^{d}} \frac{A^{d / 2-1}}{\mathbf{l}^{2}+\mathbf{k}^{2}-\Delta^{2}-i \epsilon} \tag{A.17}
\end{align*}
$$

where $s=M_{\eta}^{2}+M_{c}^{2}-2 M_{\eta} w_{c}(\mathbf{k}), \Delta^{2}=\lambda\left(M_{\eta}^{2}, M_{c}^{2},\left(M_{a}+M_{b}\right)^{2}\right) / 4 M_{\eta}^{2}$ and

$$
\begin{equation*}
A=\frac{M_{\eta}^{2}}{2\left(M_{\eta}^{2}+M_{c}^{2}\right)-\left(M_{a}+M_{b}\right)^{2}-s}\left(1-\frac{\left(M_{a}-M_{b}\right)^{2}}{s}\right), \tag{A.18}
\end{equation*}
$$

and in the second line we rescaled $\mathbf{l} \rightarrow(A)^{1 / 2} \mathbf{l}$. Next, we perform the expansion of the outer loop in a similar fashion to Eq. (A.4). As opposed to our discussion in the previous section
the integration over the last three term does not vanish right away, since the inner loop has a singularity in $\mathbf{k}^{2}$. Nevertheless we can perform an expansion of all terms except the singular piece $\left(\mathbf{k}^{2}+\mathbf{l}^{2}-\Delta^{2}-i \epsilon\right)^{-1}$ about threshold and subsequently integrate the remainder. The result will be a function of the form $P(s)=\tilde{P}(s)\left(-\Delta^{2}-i \epsilon\right)$, where $\tilde{P}(s)$ is a polynomial in $s$ with real coefficients. The real part of $P(s)$, which is ultraviolet divergent at $d=3$, can be absorbed in a redefinition of the low-energy couplings $L_{i}, K_{i}$. The imaginary part on the other hand is finite at $d=3$ and it can furthermore be shown that it does not contribute at the accuracy of our representation: the imaginary part of $P(s)$ starts to perturb the spectrum at $\mathcal{O}\left(a^{3}\right)$. Thus in the following we will simply disregard these contributions. Consequently, we find

$$
\begin{equation*}
\mathcal{M}_{F}(s)=\frac{1}{2 Q^{0}} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{d^{d} l}{(2 \pi)^{d}} \frac{A^{d / 2-1}}{2 \sqrt{s}} \frac{1}{\mathbf{p}^{2}-\left(\mathbf{p Q} / Q^{0}\right)^{2}-q_{c d}^{2}(s)-i \epsilon} \frac{1}{\mathbf{l}^{2}+\mathbf{k}^{2}-\Delta^{2}-i \epsilon}, \tag{A.19}
\end{equation*}
$$

where $\mathbf{p}=\mathbf{k}-\frac{1}{2}\left(1+\delta_{c d}\right) \mathbf{Q}$ and $\delta_{c d}=\frac{M_{c}^{2}-M_{d}^{2}}{s}$. We perform a change of the integration variable according to

$$
\begin{equation*}
\mathbf{k} \rightarrow \mathbf{k}+\left(\frac{\mathbf{k Q}}{\mathbf{Q}^{2}}\left(\frac{Q^{0}}{\sqrt{s}}-1\right)+\frac{1+\delta_{c d}}{2}\right) \mathbf{Q} \tag{A.20}
\end{equation*}
$$

so that Eq. (A.19) reduces to

$$
\begin{equation*}
\mathcal{M}_{F}(s)=\frac{1}{2 \sqrt{s}} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{d^{d} l}{(2 \pi)^{d}} \frac{1}{\mathbf{k}^{2}-q_{c d}^{2}(s)-i \epsilon} \frac{N(x)}{\mathbf{1}^{2}+\frac{\left(1+\delta_{c d}\right)^{2}}{4} \mathbf{Q}^{2}+x-\Delta^{2}-i \epsilon}, \tag{A.21}
\end{equation*}
$$

where we defined

$$
\begin{align*}
x & =\mathbf{k}^{2}+\frac{(\mathbf{k Q})^{2}}{s}+\frac{\mathbf{k Q}}{\sqrt{s}} Q^{0}\left(1+\delta_{c d}\right), & N(x) & =\frac{A^{d / 2-1}(s(x))}{2 \sqrt{s(x)}}, \\
s(x) & =M_{\eta}^{2}+M_{c}^{2}-2 M_{\eta} w_{c}(x), & w_{c}(x) & =\left(M_{c}^{2}+\frac{\left(1+\delta_{c d}\right)^{2}}{4} \mathbf{Q}^{2}+x\right)^{1 / 2} . \tag{A.22}
\end{align*}
$$

The variable $x$ is of $\mathcal{O}\left(\epsilon^{2}\right)$. For an explicit calculation one expands the numerator function $N(x)$ about $x=0$ and uses standard Feynman parameterization to combine the two denominators to obtain

$$
\begin{equation*}
\mathcal{M}_{F}(s)=\left.\frac{1}{2 \sqrt{s}} \sum_{n=0}^{\infty} \frac{1}{n!} \frac{d^{n}}{d x^{n}} N(x)\right|_{x=0} J_{n}(s)+\ldots \tag{A.23}
\end{equation*}
$$

with

$$
\begin{align*}
J_{n}(s) & =\int \frac{d^{d} k d^{d} l}{(2 \pi)^{2 d}} \int_{0}^{1} d y \frac{x^{n}}{\left[(1-y)\left(\mathbf{k}^{2}-q_{c d}^{2}(s)\right)+y\left(\mathbf{l}^{2}+\frac{\left(1+\delta_{c d}\right)^{2}}{4} \mathbf{Q}^{2}+x-\Delta^{2}\right)-i \epsilon\right]^{2}} \\
& =\int_{0}^{1} d y \int \frac{d^{2} p}{(2 \pi)^{2 d}} y^{-d / 2}\left(1+y \frac{\mathbf{Q}^{2}}{s}\right)^{1 / 2} \frac{f_{d}^{(n)}\left(y, \mathbf{k}^{2}\right)}{\left[\mathbf{p}^{2}+g(y, s)-i \epsilon\right]^{2}}, \tag{A.24}
\end{align*}
$$

where $\mathbf{p}^{2}=\mathbf{l}^{2}+\mathbf{k}^{2}$. In the second line we rescaled $\mathbf{l} \rightarrow y^{-1 / 2} \mathbf{l}$ and used

$$
\begin{equation*}
\mathbf{k} \rightarrow \mathbf{k}-\left\{\frac{y Q^{0}}{2 \sqrt{s}} \frac{1+\delta_{c d}}{1+y \frac{\mathbf{Q}^{2}}{s}}+\frac{\mathbf{k Q}}{\mathbf{Q}^{2}}\left(1+\left(1+y \frac{\mathbf{Q}^{2}}{s}\right)^{-1 / 2}\right)\right\} \mathbf{Q} \tag{A.25}
\end{equation*}
$$

so that we obtain

$$
\begin{equation*}
g(y, s)=-(1-y) q_{c d}^{2}(s)-y \Delta^{2}+\frac{y}{4} \frac{(1-y)\left(1+\delta_{c d}\right)^{2} \mathbf{Q}^{2}}{1+y \frac{\mathbf{Q}}{s}} \tag{A.26}
\end{equation*}
$$

The function $f_{d}^{(n)}\left(y, \mathbf{k}^{2}\right)$ denotes the appropriate rescaling of the term $x^{n}$. Performing the momentum integration we obtain

$$
\begin{equation*}
J_{n}(s)=\frac{\Gamma(2-d)}{(4 \pi)^{d}} \int_{0}^{1} d y y^{-d / 2}\left(1+y \frac{\mathbf{Q}^{2}}{s}\right)^{-1 / 2} f_{d}^{(n)}(y, s)(g(y, s)-i \epsilon)^{d-2} \tag{A.27}
\end{equation*}
$$

where for the first orders in $n$ we have

$$
\begin{align*}
f_{d}^{(0)}(y, s) & =1 \\
f_{d}^{(1)}(y, s) & =g(y, s) \frac{d}{2(1-d)}\left(1+\frac{\mathbf{Q}^{2} \alpha}{d s}\right)+\gamma \\
f_{d}^{(2)}(y, s) & =-g^{2}(y, s) \frac{(2+d)}{4(1-d)}\left(1+2 \frac{\mathbf{Q}^{2} \alpha}{d s}+\frac{3 \mathbf{Q}^{4} \alpha^{2}}{d(d+2) s^{2}}\right) \\
& +g(y, s) \frac{d}{2(1-d)}\left(2 \gamma+\frac{\mathbf{Q}^{2}\left(2 \alpha \gamma+\beta^{2} s\right)}{d s}\right)+\gamma^{2} \tag{A.28}
\end{align*}
$$

with

$$
\begin{align*}
& \alpha=\frac{1-y}{1+y \frac{\mathbf{Q}}{s}}, \quad \beta=\frac{\alpha Q^{0}}{\sqrt{s}}\left(1+\delta_{c d}\right) \frac{1}{\sqrt{1+\frac{y \mathbf{Q}^{2}}{s}}}, \\
& \gamma=-\frac{\mathbf{Q}^{2}\left(Q^{0}\right)^{2}}{2 s} y\left(1+\delta_{c d}\right)^{2} \frac{1-\frac{y}{2}\left(1-\frac{\mathbf{Q}^{2}}{s}\right)}{\left(1+\frac{y \mathbf{Q}^{2}}{s}\right)^{2}} \tag{A.29}
\end{align*}
$$

The singularity at $y=0$ in Eq. (A.27) can be removed by a partial integration. The ensuing surface term is a polynomial in $s$ and can be discarded. Performing the limit $d \rightarrow 3$ we arrive at the integral representation of the genuine two-loop function

$$
\begin{equation*}
F\left(M_{a}, M_{b}, M_{c}, M_{d}, s\right)=\frac{1}{256 \pi^{3} \sqrt{s}} \int_{0}^{1} \frac{d y}{\sqrt{y}} \mathcal{F}(y, s)\left(\log g(y, s)-\log g\left(y, s^{t}\right)\right) \tag{A.30}
\end{equation*}
$$

where made use of the definitions

$$
\begin{align*}
\mathcal{F}(y, s) & =\sum_{n=0}^{\infty} \mathcal{F}_{n}(y, s), \quad \mathcal{F}_{n}(y, s)=\left.\frac{4}{n!} \frac{d^{n}}{d x^{n}} N(x)\right|_{x=0} \frac{d}{d y} \frac{g(y, s) f^{n}(y, s)}{\sqrt{1+\frac{y \mathbf{Q}^{2}}{s}}}=\mathcal{O}\left(\epsilon^{2 n+2}\right), \\
f^{(n)}(y, s) & =\left.f_{d}^{(n)}(y, s)\right|_{d=3}, \quad s^{t}=\left(M_{c}+M_{d}\right)^{2} \tag{A.31}
\end{align*}
$$

## Analytic properties of the integral representation

We want to briefly analyze the analytic properties of the integral representation, specifically the behavior of the discontinuity of the two-loop diagram at the pseudo-threshold. The latter


Figure A.3: Path of $s$ in the analytic continuation given by Eq. (A.33). The function $F(s)$ is defined on the upper rim of the two-pion cut.
is a very interesting aspect of our analysis since it gives us some insights into the properties of the two-loop graph that are reoccurring in the dispersive analysis. The function $g(y, s)$ is of central importance when analyzing the analytic structure of $F\left(M_{a}, M_{b}, M_{c}, M_{d}, s\right)$ : it is the argument of the logarithm and thus singularities of the two-loop functions show up precisely at the zeros in the low-energy region of $g(y, s)$. We can rearrange Eq. (A.26) so that

$$
\begin{equation*}
g(y, s)=\frac{A}{1+\frac{y \mathbf{Q}}{s}}\left(y-y_{1}(s)\right)\left(y-y_{2}(s)\right) \tag{A.32}
\end{equation*}
$$

where we defined

$$
\begin{aligned}
y_{1,2}(s) & =\frac{-B \mp \sqrt{B^{2}-4 A C}}{2 A}, \\
A & =-\frac{\mathbf{Q}^{2}}{s}\left(M_{c}^{2}+\Delta^{2}\right), \quad B=q_{c d}^{2}(s)-\Delta^{2}+\frac{\mathbf{Q}}{s} M_{c}^{2}, \quad C=-q_{c d}^{2}(s) .
\end{aligned}
$$

In the following we consider the isospin symmetric case, $F\left(M_{\pi}, M_{\pi}, M_{\pi}, M_{\pi}, s\right) \doteq F(s)$, exclusively, since precisely this case is relevant for the dispersive analyses. The function $F$ as given in the integral representation (A.30) is defined above the two-pion cut in the complex $s$-plane, that is for $s_{+}=s+i \epsilon$. To calculate the discontinuity of $F$, however, we need to have information about the amplitude at $s_{-}=s-i \epsilon$, so we have to find the correct prescription for the analytic continuation below the cut. To that end we parametrize $s$ according to

$$
\begin{equation*}
s=s^{t}+\left(s-s^{t}\right) e^{i \varphi}, \quad 0<\varphi<2 \pi, \tag{A.33}
\end{equation*}
$$

where $s^{t}=4 M_{\pi}^{2}$ is the two-pion threshold as before. In this prescription $s_{-}$and $s_{+}$are the endpoints for $\varphi=0$ and $\varphi=2 \pi$, respectively. The path in the complex plane for arbitrary $s$ between $s^{t}$ and $s^{p}$ is visualized in Fig. A.3. This has direct consequences for the position of the zeros $y_{1}(s)$ and $y_{2}(s)$ as is shown in Fig. A.4: as long as $s$ is below the pseudo-threshold $s_{p}$ the trajectories of $y_{1 / 2}(s)$ follow ellipses in the complex $y$-plane starting with a small imaginary part for $s+i \epsilon$ and finishing just above the real axis for $s-i \epsilon$.

The trajectory of $y_{1}(s)$ is of particular interest in this case since it crosses the path of the integration in Eq. (A.30) and draws it along to the endpoint. This has to be taken into


Figure A.4: Trajectories of $y_{1}(s)$ (solid curve) and $y_{2}(s)$ (dashed curve), when $s$ is continued along a circle with parameterization, Eq. (A.33) in the complex $s$-plane.
account when calculating the discontinuity of the genuine two-loop function, as we shall see in the following. To ease up the discussion we will consider the following function,

$$
\begin{equation*}
H(s)=\int_{0}^{1} \frac{d y}{\sqrt{y}}\left[\frac{d}{d y} \bar{g}(y, s)\right] \log \bar{g}(y, s), \quad \bar{g}(y, s)=\left(y-y_{1}(s)\right)\left(y-y_{2}(s)\right), \tag{A.34}
\end{equation*}
$$

which has the same singularity structure as the two-loop function $F(s)$, but is more easily treatable. The discontinuity of $H(s)$ is given as

$$
\begin{equation*}
\operatorname{disc} H(s)=H(s+i \epsilon)-H(s-i \epsilon) . \tag{A.35}
\end{equation*}
$$

$H(s-i \epsilon)$ can be calculated by deforming the integration path to $y=0$, encircle the singularity $y_{1}(s-i \epsilon)$ and then back deform it back to $y=0$. The integral piece from 0 to 1 cancels with the corresponding piece from $H(s+i \epsilon)$ and we are left with the remainder

$$
\begin{equation*}
\operatorname{disc} H(s)=2 \pi \int_{0}^{y_{1}(s)} \frac{d y}{\sqrt{-y}} \frac{d}{d y} \bar{g}(y, s), \tag{A.36}
\end{equation*}
$$

which is easily evaluated as

$$
\begin{equation*}
\operatorname{disc} H(s)=\frac{4 \pi}{3} \sqrt{-y_{1}(s)}\left[y_{1}(s)+3 y_{2}(s)\right] . \tag{A.37}
\end{equation*}
$$

This allows us to finally discuss the discontinuity at the pseudo-threshold, $s^{p}=\left(M_{\eta}-M_{\pi}\right)^{2}$. In this case we have $\lim _{s \rightarrow s^{p}} y_{1}(s)=-\infty$, while $y_{2}(s)$ stays finite. From Eq. (A.37) we thus find that the discontinuity diverges at the pseudothreshold. This phenomenon, that we also observe in the dispersive treatment of the decay, see Section 4.6 , is thus explained by the singularity $y_{1}(s)$ hitting the integration paths and dragging it along to infinity.

## Analytic representation

In the following we show how to arrive at an analytic representation for the two-loop diagrams. To simplify the discussion we constrict ourselves to the case $n=0$. Note, however, that we have included contributions of $n=1$ in Section A. 3 as entailed by the accuracy we are trying to achieve with our representation. These extensions are fairly simple to include, but require some algebraic effort. Derivative couplings on the other hand merit some more discussion, and we will briefly comment on those after this section. We consider

$$
\begin{align*}
F\left(M_{a}, M_{b}, M_{c}, M_{d}, s\right) & =\frac{1}{256 \pi^{3} \sqrt{s}} \int_{0}^{1} \frac{d y}{\sqrt{y}} \mathcal{F}_{0}(y, s) \log \left(\frac{g(y, s)}{g\left(y, s^{t}\right)}-i \epsilon\right)+\mathcal{O}\left(\epsilon^{4}\right), \\
\mathcal{F}_{0}(y, s) & =\frac{1}{s_{0}} \frac{\lambda\left(s_{0}, M_{a}^{2}, M_{b}^{2}\right)}{\Delta^{2}-\frac{\mathbf{Q}^{2}}{4}\left(1+\delta_{c d}\right)^{2}} \frac{d}{d y} \frac{g(y, s)}{\sqrt{1+\frac{y \mathbf{Q}^{2}}{s}}}, \\
s_{0} & =M_{\eta}+M_{c}^{2}-2 M_{\eta}\left(M_{c}^{2}+\frac{\left(1+\delta_{c d}\right)^{2}}{4} \mathbf{Q}^{2}\right)^{1 / 2} . \tag{A.38}
\end{align*}
$$

Up-to-and-including $\mathcal{O}\left(\epsilon^{2}\right)$, we can rewrite Eq. (A.32) according to

$$
\begin{equation*}
g(y, s)=A\left(y-y_{1}\right)\left(y-y_{2}\right)+\mathcal{O}\left(\epsilon^{4}\right), \tag{A.39}
\end{equation*}
$$

where $y_{1 / 2}(s)$ are the zeros of $g(y, s)$ as defined before. This leads to

$$
\begin{equation*}
F\left(M_{a}, M_{b}, M_{c}, M_{d}, s\right)=\overline{\mathcal{N}} \int_{0}^{1} \frac{d y}{\sqrt{y}}(2 A y+B) \log \left(\frac{g(y, s)}{g\left(y, s^{t}\right)}-i \epsilon\right)+\mathcal{O}\left(\epsilon^{4}\right), \tag{A.40}
\end{equation*}
$$

with

$$
\begin{equation*}
\overline{\mathcal{N}}=\frac{1}{256 \pi^{3} \sqrt{s}} \frac{\lambda^{1 / 2}\left(s_{0}, M_{a}^{2}, M_{b}^{2}\right)}{s_{0} \sqrt{\Delta^{2}-\frac{(1+\delta)^{2}}{4} \mathbf{Q}^{2}}} . \tag{A.41}
\end{equation*}
$$

Upon performing the integration we eventually arrive at

$$
\begin{equation*}
F_{k}\left(M_{a}, M_{b}, M_{c}, M_{d}, s\right)=\overline{\mathcal{N}}\left(2 A f_{1}+B f_{0}\right)+\mathcal{O}\left(\epsilon^{4}\right) \tag{A.42}
\end{equation*}
$$

where we have used

$$
\begin{align*}
& f_{0}=4\left(v_{1}+v_{2}-\bar{v}_{2}+h\right), f_{1}=\frac{4}{3}\left(y_{1}\left(v_{1}-1\right)+y_{2}\left(v_{2}-1\right)-\bar{y}_{2}\left(\bar{v}_{2}-1\right)+h\right), \\
& v_{i}=\sqrt{-y_{i}} \arctan \frac{1}{\sqrt{-y_{i}}}, i=1,2 ; \bar{v}_{2}=\sqrt{-\bar{y}_{2}} \arctan \frac{1}{\sqrt{-\bar{y}_{2}}}, \\
& \bar{y}_{2}=y_{2}\left(s^{t}\right), h=\frac{1}{2} \log \left(\frac{1+\mathbf{Q}^{2} / s}{1+\overline{\mathbf{Q}}^{2} / s^{t}}\right), \overline{\mathbf{Q}}^{2}=\mathbf{Q}^{2}\left(s^{t}\right) . \tag{A.43}
\end{align*}
$$

There is a demonstrative limit of the above result when approaching the threshold $s \rightarrow s^{t}$, namely

$$
\begin{equation*}
F_{k}\left(M_{a}, M_{b}, M_{c}, M_{d}, s\right) \rightarrow-\frac{q_{c d}(s)}{64 \pi^{2} \sqrt{s^{t}}} \frac{q_{a b}\left(s_{0}^{t}\right)}{\sqrt{s_{0}^{t}}}+\mathcal{O}\left(q_{c d}^{2}\right), \tag{A.44}
\end{equation*}
$$

where $s_{0}^{t}$ denotes the function $s_{0}$ evaluated at threshold. The singularity is thus proportional to the one-loop function of the outer loop graph.

## Derivative couplings

We will consider the effective range vertex of the inner loop diagram for illustrative purposes. Additional derivative couplings can be calculated with the same techniques. We need to determine the following quantity,

$$
\begin{equation*}
\int \frac{d^{D} l}{(2 \pi)^{D}} \frac{d^{D} k}{(2 \pi)^{D} i} S_{a}\left(\mathbf{P}_{\eta}-\mathbf{k}-\mathbf{l}\right) S_{b}(\mathbf{l}) S_{c}(\mathbf{k}) S_{d}(\mathbf{Q}-\mathbf{k})\left(\tilde{s}_{n}-s_{n}^{t}\right), \tag{A.45}
\end{equation*}
$$

where we defined

$$
\begin{equation*}
\tilde{s}_{n}-s_{n}^{t}=w_{c}(\mathbf{Q}-\mathbf{k}) w_{n}\left(\mathbf{p}_{n}\right)-(\mathbf{Q}-\mathbf{k}) \mathbf{p}_{n}+w_{a}(\mathbf{l}) w_{b}\left(\mathbf{P}_{\eta}-\mathbf{k}-\mathbf{l}\right)-\mathbf{l}\left(\mathbf{P}_{\eta}-\mathbf{k}-\mathbf{l}\right)-h_{i} . \tag{A.46}
\end{equation*}
$$

$\tilde{s}_{n}$ can be treated with similar methods as in the one-loop case and be brought to a form,

$$
\begin{equation*}
\tilde{s}_{n}-s_{n}^{t}=\left(w_{d}(\mathbf{Q}-\mathbf{k})+w_{n}\left(\mathbf{p}_{n}\right)\right)^{2}-\left(\mathbf{Q}-\mathbf{k}+\mathbf{p}_{n}\right)^{2}, \tag{A.47}
\end{equation*}
$$

which after some algebraic rearrangements gives

$$
\begin{equation*}
\tilde{s}_{n}-s_{n}^{t}=M_{c}^{2}+M_{3}^{2}-s+\frac{M_{\eta}}{Q^{0}}\left(s-M_{c}^{2}+M_{d}^{2}\right)-\frac{2 M_{\eta}}{Q^{0}} \mathbf{k} \mathbf{Q} . \tag{A.48}
\end{equation*}
$$

We thus need to perform the integration with an additional factor of $\mathbf{k Q}$ in the numerator. Retracing our steps in the calculation of the two-loop function, we observe that up to additional terms of $\mathcal{O}(\epsilon)$ the shifts in the integration variable amount to $\mathbf{k} \rightarrow \mathbf{k}+\frac{1-y}{2}(1+\delta) \mathbf{Q}$, and, noting that terms linear in $\mathbf{k}$ vanish, we arrive at $\mathbf{k} \mathbf{Q} \rightarrow \frac{1-y}{2}(1+\delta) \mathbf{Q}^{2}$. The additional integral that has to be evaluated is thus (suppressing the mass indices)

$$
\begin{equation*}
\tilde{F}(s)=\frac{N(0)(1+\delta)}{256 \pi^{3} \sqrt{s}} \int_{0}^{1} \frac{d y}{\sqrt{y}}\left(2 g^{\prime}(y, s)-g(y, s)\right) \log g(y, s), \tag{A.49}
\end{equation*}
$$

with

$$
\begin{align*}
2 g^{\prime}(y, s)-g(y, s) & =4 A y+2 B-A y^{2}-B y-C \\
& =\frac{2}{5}[(10 A-B) y+(5 B-2 C)]+\text { reg. } \tag{A.50}
\end{align*}
$$

where in the second line we have used that $5 A y^{2}+3 B y+C$ consists only of regular terms. This can easily be confirmed, considering

$$
\begin{align*}
5 A y^{2}+3 B y+C & =4 A\left(y_{1}^{2} v_{1}+y_{2}^{2} v_{2}\right)+4 B\left(y_{1} v_{1}+y_{2} v_{2}\right)+4 C\left(v_{1}+v_{2}\right)+\text { reg. } \\
& =4\left(A y_{1}^{2}+B y_{1}+C\right) v_{1}+4\left(A y_{2}^{2}+B y_{2}+C\right) v_{2}+\text { reg. } \\
& =0+\text { reg. } \tag{A.51}
\end{align*}
$$

This brings us to our final result,

$$
\begin{equation*}
\tilde{F}(s)=\frac{\mathcal{N}(1+\delta)}{10}\left[(10 A-B) f_{1}+(5 B-2 C) f_{0}\right]+\mathcal{O}\left(\epsilon^{4}\right) \tag{A.52}
\end{equation*}
$$

The additional calculations required for the full two-loop result found in Section A. 3 proceed along similar lines.

## A. 2 Isospin-breaking corrections

## A.2.1 Isospin-breaking corrections to $\pi \pi$ scattering

To calculate isospin-breaking corrections to the matching relations Eq. (2.23), we expand the ChPT amplitudes for all channels with electromagnetic corrections included [92,93] around threshold. These contain virtual-photon exchange and real-photon radiation in the form of bremsstrahlung. For the definition of a reasonable (regular) threshold expansion, at first the divergent Coulomb pole contribution has to be subtracted. As the Coulomb pole emerges equally in the vertex correction diagram in both the NREFT and the ChPT calculation due to the same infrared properties of both theories, in a matching between them, this part drops out anyway. The determination of the scattering lengths is then relatively straightforward and has already been performed in the above references. Note, however, that in contrast to Refs. [92, 93] we expand around an isospin limit defined in terms of the charged pion mass. Thus, non-analytic terms $\propto \sqrt{\Delta_{\pi}}$ arise in the expansion of the $\pi^{0} \pi^{0} \rightarrow \pi^{0} \pi^{0}$ channel, which are due to a cusp structure at the charged pion threshold and cancel the corresponding contribution in the expansion of $J_{+-}(s)$ in Eq. (2.19), once the correct matching is performed. We display the corrections in the form $C_{i}=\bar{C}_{i}+\Delta C_{i}$, where $\bar{C}_{i}$ denotes the corresponding coupling in the isospin limit (the $\pi^{+} \pi^{+} \rightarrow \pi^{+} \pi^{+}$channel is not needed in the present analysis, we just give it for completeness). For the combinations of S-wave scattering lengths, we find

$$
\begin{align*}
\Delta C_{00} & =\frac{M_{\pi}^{2}}{F_{\pi}^{2}}\left\{-\frac{\Delta_{\pi}}{M_{\pi}^{2}}+\frac{e^{2}}{32 \pi^{2}} \mathcal{K}^{00}+\frac{\Delta_{\pi}}{32 \pi^{2} F_{\pi}^{2}}\left(13-16 \bar{l}_{1}-32 \bar{l}_{2}+6 \bar{l}_{3}-4 \bar{l}_{4}\right)\right\}, \\
\Delta C_{x} & =\frac{M_{\pi}^{2}}{F_{\pi}^{2}}\left\{-\frac{\Delta_{\pi}^{2}}{M_{\pi}^{2}}+\frac{e^{2}}{32 \pi^{2}}\left(30-3 \mathcal{K}_{1}^{ \pm 0}+\mathcal{K}_{2}^{ \pm 0}\right)-\frac{\Delta_{\pi}}{96 \pi^{2} F_{\pi}^{2}}\left(23+8 \bar{l}_{1}+6 \bar{l}_{3}+12 \bar{l}_{4}\right)\right\}, \\
\Delta C_{+0} & =\frac{M_{\pi}^{2}}{F_{\pi}^{2}}\left\{\frac{\Delta_{\pi}}{M_{\pi}^{2}}-\frac{e^{2}}{32 \pi^{2}}\left(2+\mathcal{K}_{1}^{ \pm 0}+\mathcal{K}_{2}^{ \pm 0}\right)+\frac{\Delta_{\pi}}{96 \pi^{2} F_{\pi}^{2}}\left(3-8 \bar{l}_{1}-16 \bar{l}_{2}+6 \bar{l}_{3}+12 \bar{l}_{4}\right)\right\}, \\
\Delta C_{+-} & =\frac{M_{\pi}^{2}}{F_{\pi}^{2}}\left\{\frac{2 \Delta_{\pi}}{M_{\pi}^{2}}-\frac{e^{2}}{16 \pi^{2}}\left(24-\mathcal{K}^{+-}\right)+\frac{\Delta_{\pi}}{8 \pi^{2} F_{\pi}^{2}}\left(2+\bar{l}_{3}+2 \bar{l}_{4}\right)\right\}, \\
\Delta C_{++} & =\frac{M_{\pi}^{2}}{F_{\pi}^{2}}\left\{\frac{2 \Delta_{\pi}}{M_{\pi}^{2}}-\frac{e^{2}}{16 \pi^{2}}\left(20-\mathcal{K}^{++}\right)+\frac{\Delta_{\pi}}{16 \pi^{2} F_{\pi}^{2}}\left(3+2 \bar{l}_{3}+4 \bar{l}_{4}\right)\right\} . \tag{A.53}
\end{align*}
$$

We note that $\Delta C_{00}$ is indeed free of non-analytic terms in $\Delta_{\pi}$ : the analytic structure of ChPT and the non-relativistic representation near threshold is the same, as it must.

The definition of effective ranges and P -wave scattering lengths is not a priori clear, since one has to deal with infrared divergences in the ChPT amplitudes. In calculations of, say, cross sections these divergences, which arise from virtual-photon corrections, cancel with corresponding divergences from real-photon radiation (bremsstrahlung). However, when matching the non-relativistic framework to ChPT, the explicit inclusion of bremsstrahlung is not necessary, since the virtual-photon diagrams exhibit the same infrared behavior and thus contain the same divergences (see Ref. [27]). On a rather technical note, the infrared divergences were calculated in dimensional regularization in Ref. [27], while the ChPT calculations [92,93] use a finite photon mass $m_{\gamma}$ as infrared regulator. The transition between both regularization schemes can be made by replacing $\log \left(m_{\gamma}^{2} / M_{\pi}^{2}\right) \rightarrow-32 \pi^{2} \lambda_{\text {IR }}-1$. The infrared divergences then cancel, rendering the matching relations finite. We wish to emphasize that the physical reason for this cancellation is again the identical infrared behavior of both theories.

For the S -wave effective ranges, defining in analogy with the above $D_{i}=\bar{D}_{i}+\Delta D_{i}$, we
find the following corrections to the matching relations:

$$
\begin{align*}
\Delta D_{00} & =\frac{1}{F_{\pi}^{2}}\left\{\frac{\Delta_{\pi}}{48 \pi^{2} F_{\pi}^{2}}\left(35-8 \bar{l}_{1}-16 \bar{l}_{2}\right)\right\}, \\
\Delta D_{x} & =\frac{1}{F_{\pi}^{2}}\left\{\frac{e^{2}}{96 \pi^{2}}\left(59-3 \mathcal{K}_{1}^{ \pm 0}\right)+\frac{\Delta_{\pi}}{120 \pi^{2} F_{\pi}^{2}}\left(18-5 \bar{l}_{1}\right)\right\}, \\
\Delta D_{+0} & =\frac{1}{F_{\pi}^{2}}\left\{-\frac{e^{2}}{192 \pi^{2}}\left(1+3 \mathcal{K}_{1}^{ \pm 0}\right)+\frac{\Delta_{\pi}}{192 \pi^{2} F_{\pi}^{2}}\left(21-4 \bar{l}_{1}-12 \bar{l}_{2}\right)\right\}, \\
\Delta D_{+-} & =\frac{1}{F_{\pi}^{2}}\left\{-\frac{e^{2}}{1152 \pi^{2}}\left(764-9\left(\mathcal{K}^{+-}-\mathcal{K}^{++}\right)\right)-\frac{109 \Delta_{\pi}}{384 \pi^{2} F_{\pi}^{2}}\right\}, \\
\Delta D_{++} & =\frac{1}{F_{\pi}^{2}}\left\{-\frac{e^{2}}{576 \pi^{2}}\left(676+9\left(\mathcal{K}^{+-}-\mathcal{K}^{++}\right)\right)+\frac{61 \Delta_{\pi}}{192 \pi^{2} F_{\pi}^{4}}\right\}, \tag{A.54}
\end{align*}
$$

while for the two P-wave scattering lengths, we have (with $E_{i}=\bar{E}_{i}+\Delta E_{i}$ )

$$
\begin{align*}
\Delta E_{+0} & =\frac{1}{F_{\pi}^{2}}\left\{\frac{e^{2}}{64 \pi^{2}}\left(1+3 \mathcal{K}_{1}^{ \pm 0}\right)-\frac{\Delta_{\pi}}{192 \pi^{2} F_{\pi}^{2}}\left(19-12 \bar{l}_{1}+12 \bar{l}_{2}\right)\right\}, \\
\Delta E_{+-} & =\frac{1}{F_{\pi}^{2}}\left\{\frac{3 e^{2}}{128 \pi^{2}}\left(-28+\mathcal{K}^{+-}-\mathcal{K}^{++}\right)-\frac{93 \Delta_{\pi}}{128 \pi^{2} F_{\pi}^{2}}\right\}, \tag{A.55}
\end{align*}
$$

where the following abbreviations have been used for combinations of electromagnetic $\operatorname{SU}(2)$ low-energy constants $\bar{k}_{i}$ and $Z=\Delta_{\pi} /\left(2 e^{2} F_{\pi}^{2}\right)$ :

$$
\begin{align*}
\mathcal{K}^{00} & =\left(3+\frac{4 Z}{9}\right) \bar{k}_{1}-\frac{40 Z}{9} \bar{k}_{2}-3 \bar{k}_{3}-4 Z \bar{k}_{4}, \\
\mathcal{K}_{1}^{ \pm 0} & =\left(3+\frac{4 Z}{9}\right) \bar{k}_{1}+\frac{32 Z}{9} \bar{k}_{2}+3 \bar{k}_{3}+4 Z \bar{k}_{4}, \\
\mathcal{K}_{2}^{ \pm 0} & =8 Z k_{2}+3 \bar{k}_{3}+4 Z \bar{k}_{4}-2(1+8 Z) \bar{k}_{6}-(1-8 Z) \bar{k}_{8}, \\
\mathcal{K}^{+-} & =\left(3+\frac{4 Z}{9}\right) \bar{k}_{1}-\frac{40 Z}{9} \bar{k}_{2}-9 \bar{k}_{3}+4 Z \bar{k}_{4}+4(1+8 Z) \bar{k}_{6}+2(1-8 Z) \bar{k}_{8}, \\
\mathcal{K}^{+-}-\mathcal{K}^{++} & =2\left(3+\frac{4 Z}{9}\right) \bar{k}_{1}+\frac{208 Z \bar{k}_{2}}{9}-18 \bar{k}_{3}+24 Z \bar{k}_{4} . \tag{A.56}
\end{align*}
$$

We refrain from calculating corrections to the shape parameters, since their intrinsic, isospinsymmetric error is much larger than what can be expected from isospin breaking.

For the numerical evaluation we express the low-energy constants $\bar{l}_{1}$ and $\bar{l}_{2}$ in terms of $\pi \pi$ D-wave scattering lengths [17], for which we use the numerical values [44]

$$
\begin{equation*}
a_{2}^{0}=1.75 \pm 0.03 \times 10^{-3} M_{\pi}^{-4}, \quad a_{2}^{2}=0.170 \pm 0.013 \times 10^{-3} M_{\pi}^{-4} . \tag{A.57}
\end{equation*}
$$

This way $a_{2}^{0}$ and $a_{2}^{2}$ can be independently varied according to their uncertainty, whereas $\bar{l}_{1}$ and $\bar{l}_{2}$ are correlated. For $\bar{l}_{3}$ we propose $\bar{l}_{3}=3.1 \pm 0.5$ as a sensible mean value from lattice simulations (see Ref. [221] for individual results of the various groups). The constant $\bar{l}_{4}$ is extracted from the scalar radius of the pion [44], $\bar{l}_{4}=4.4 \pm 0.2$.

For the electromagnetic $\operatorname{SU}(2)$ low-energy constants $k_{i}^{r}$ we use the values given in Ref. [222]. The authors of this work have matched the two-flavor low-energy constants to their $\operatorname{SU}(3)$ counterparts, using numerical estimates from Refs. [223,224]. We convert the values $k_{i}^{r}$ given

| channel | $\Delta C_{i} / C_{i} \times 10^{-2}$ | $\Delta D_{i} / D_{i} \times 10^{-2}$ | $\Delta E_{i} / E_{i} \times 10^{-2}$ |
| :---: | ---: | :---: | :---: |
| 00 | $-7.3 \pm 0.2$ | $-3.3 \pm 0.4$ | - |
| $x$ | $2.5 \pm 0.6$ | $0.1 \pm 0.6$ | - |
| +0 | $-5.2 \pm 0.8$ | $1.9 \pm 0.8$ | $0.4 \pm 0.6$ |
| +- | $6.1 \pm 0.5$ | $-0.2 \pm 0.3$ | $0.5 \pm 0.4$ |

Table A.1: Corrections to the matching relations relative to the phenomenological values.
at the mass of the $\rho, M_{\rho}=0.77 \mathrm{GeV}$, in Ref. [222] to scale-independent constants according to the standard prescription,

$$
\begin{equation*}
\bar{k}_{i}=\frac{32 \pi^{2}}{\sigma_{i}} k_{i}^{r}\left(M_{\rho}\right)-\log \frac{M_{\pi}^{2}}{M_{\rho}^{2}}, \tag{A.58}
\end{equation*}
$$

where the $\sigma_{i}$ are the corresponding $\beta$-functions to be found in Ref. [92]. Numerically this results in

$$
\begin{equation*}
\bar{k}_{1}=1.66, \quad \bar{k}_{2}=4.08, \quad \bar{k}_{3}=2.28, \quad \bar{k}_{4}=3.69, \quad \bar{k}_{6}=4.08, \quad \bar{k}_{8}=4.06 \tag{A.59}
\end{equation*}
$$

The uncertainties on the $k_{i}^{r}$ are estimated analogously to Ref. [62] by their logarithmic scale variation,

$$
\begin{equation*}
k_{i}^{r} \rightarrow k_{i}^{r} \pm \frac{\sigma_{i}}{16 \pi^{2}}, \tag{A.60}
\end{equation*}
$$

which for the $\bar{k}_{i}$ translates to $\bar{k}_{i} \rightarrow \bar{k}_{i} \pm 2$. The errors on the quantities $\mathcal{K}^{00}, \mathcal{K}_{i}^{ \pm 0}, \mathcal{K}^{+-}, \mathcal{K}^{++}$ are then calculated in a correlated fashion (i.e. +2 or -2 for all $\bar{k}_{i}$ ).

The numerical corrections are displayed in Table A.1. We find that the corrections at one-loop order are very small. The main contributions to the $C_{i}$ stem from the tree-level correction factor.

## A.2.2 Corrections to the $\Delta I=1$ rule

The content of this Appendix is a subject of Ref. [225]. In the following we will briefly report some of the results of that study. At leading order $p^{2}$ in ChPT and up to next-to-leading order in the isospin-breaking parameters $m_{u}-m_{d}$ and $e^{2}$, the amplitudes for the charged and the neutral decay were already quoted in Eq. (2.7). We also hinted at the fact that in order to define the deviations from the $\Delta I=1$ relation, Eq. (2.51), it is useful to expand the decay amplitudes for both channels around the point $s_{3}=s_{n}, s_{1}=s_{2}$ as shown in Eq. (2.9), so that $\Delta_{\tilde{\mathcal{N}}}$ is going to be of chiral order $p^{4}$.

The decay amplitudes at $\mathcal{O}\left(p^{4}\right)$ in ChPT and at $\mathcal{O}\left(m_{d}-m_{u}, e^{2},\left(m_{d}-m_{u}\right) e^{2}\right)$ in isospin breaking are given explicitly in Ref. [62]. With minimal modifications they can be shown to be also valid up-to-and-including $\mathcal{O}\left(\left(m_{d}-m_{u}\right)^{2}\right)$, i.e. only numerically tiny terms of $\mathcal{O}\left(e^{4}\right)$ are potentially neglected at second order in isospin breaking. In order to match the expanded ChPT amplitude of Ref. [62] to the polynomial part of the NREFT representation, the following steps have to be taken into account:

1. The (non-analytic) imaginary parts due to pion loops in the chiral and NREFT amplitude are identical and drop out in the matching relation.
2. For the radiative corrections due to real and virtual photons, one has to match the result of Ref. [62] to an analogous NREFT representation as in Ref. [27]. As a result, the Coulomb pole and phase have to be subtracted from the chiral representation, as well as the bremsstrahlung contributions. As in the case of radiative corrections to $\pi \pi$ scattering infrared divergences are regulated by introducing a finite photon mass $m_{\gamma}$ in Ref. [62] and have to be treated as described in Appendix A.2.1.
As $\Delta_{\tilde{\mathcal{N}}}$ is of $\mathcal{O}\left(p^{4}\right)$, it is convenient to factor out the neutral normalization at leading order and quote the result as the ratio $\Delta_{\tilde{\mathcal{N}}} / \mathcal{N}_{n}$ below. One finds [225]

$$
\begin{align*}
\frac{\Delta_{\tilde{\mathcal{N}}}}{\mathcal{N}_{n}}= & 2 e^{2}\left\{\frac{1-3 \rho}{3 \rho} G\left(s_{n}\right)+\frac{1}{2} \bar{J}_{\pi \pi}\left(s_{n}\right)+\frac{3}{32 \pi^{2}}\left(\log \frac{M_{\pi}^{2}}{\mu^{2}}-1\right)-\frac{1+\rho}{1-\rho}\left(2 K_{3}^{r}-K_{4}^{r}\right)\right. \\
& \left.+\frac{8 K_{6}^{r}}{3(1-\rho)}-\frac{4(3-\rho)}{1-\rho}\left(K_{10}^{r}+K_{11}^{r}\right)\right\} \\
+ & \frac{\Delta_{\pi}}{3(1-\rho) F_{\pi}^{2}}\left\{\frac{29-111 \rho-9 \rho^{2}+27 \rho^{3}}{8(1+3 \rho)} \bar{J}_{K K}\left(s_{n}\right)-32 L_{3}^{r}\right. \\
& +\frac{3 \rho\left(1+22 \rho+9 \rho^{2}\right)}{(1-9 \rho)(1+3 \rho)} \bar{J}_{\eta \pi}\left(s_{n}\right)-\frac{7+21 \rho-495 \rho^{2}+243 \rho^{3}}{(1-9 \rho)(1+3 \rho)} \bar{J}_{\pi \pi}\left(s_{n}\right) \\
& +\frac{8(3-\rho)}{1-\rho} \frac{F_{\pi}^{2}}{M_{\eta}^{2}} \Delta_{F}+\frac{1}{16 \pi^{2}}\left[6(3-2 \rho) \log \frac{M_{\pi}^{2}}{\mu^{2}}+\frac{2\left(1+2 \rho-\rho^{2}\right)}{1-\rho} \log \frac{3+\rho}{4 \rho}\right. \\
& \left.\quad-\frac{3\left(3-26 \rho-\rho^{2}\right)}{(1-9 \rho)(1-\rho)} \log \rho+\frac{53-357 \rho+351 \rho^{2}+81 \rho^{3}}{4(1-9 \rho)}\right\}+\mathcal{O}\left(e^{2} p^{2}\right)  \tag{A.61}\\
\Delta_{\tilde{\alpha}}= & \frac{3 e^{2}}{(1-9 \rho)^{2}(1-\rho)(1+3 \rho)^{2} M_{\eta}^{4}}\left\{12 \rho\left(1+63 \rho^{2}\right) G\left(s_{n}\right)\right. \\
& -\frac{1-14 \rho-138 \rho^{2}+234 \rho^{3}-1107 \rho^{4}}{1-9 \rho} \bar{J}_{\pi \pi}\left(s_{n}\right) \\
& \left.+\frac{7-102 \rho-504 \rho^{2}+1926 \rho^{3}-3375 \rho^{4}}{32 \pi^{2}(1-9 \rho)}\right\} \\
+ & +\frac{3 \Delta_{\pi}}{(1-\rho)(1+3 \rho)^{2} F_{\pi}^{2} M_{\eta}^{4}}\left\{\frac{3(3+\rho)\left(957-5240 \rho-1398 \rho^{2}-288 \rho^{3}+81 \rho^{4}\right)}{4096(1+3 \rho)} \bar{J}_{K K}\left(s_{n}\right)\right. \\
& +\frac{\rho^{2}\left(221-3612 \rho+32022 \rho^{2}-32076 \rho^{3}-2187 \rho^{4}\right)}{8(1-9 \rho)^{3}(1+3 \rho)} \bar{J}_{\eta \pi}\left(s_{n}\right) \\
& +\frac{3 \rho\left(3-124 \rho+1794 \rho^{2}-7596 \rho^{3}+9315 \rho^{4}\right)}{(1-9 \rho)^{3}(1+3 \rho)} \bar{J}_{\pi \pi}\left(s_{n}\right) \\
& \left.+\frac{\rho^{2}\left(37+237 \rho-2025 \rho^{2}+3159 \rho^{3}\right)}{128 \pi^{2}(1-9 \rho)^{3}(1-\rho)} \log \rho\right\}+\mathcal{O}\left(e^{2} p^{-2}\right)
\end{align*}
$$

neglecting even higher-order terms in the isospin-breaking parameters $e^{2}$ and $m_{d}-m_{u}$. Here, $\Delta_{F}=F_{K} / F_{\pi}-1$ is used (cf. Ref. [18]) and the loop functions are given as

$$
G(s)=\frac{1-\sigma_{\pi}^{2}}{64 \pi^{2} \sigma_{\pi}}\left\{\operatorname{Li}\left(\frac{1-\sigma_{\pi}}{1+\sigma_{\pi}}\right)-\operatorname{Li}\left(\frac{1+\sigma_{\pi}}{1-\sigma_{\pi}}\right)+\log \frac{1+\sigma_{\pi}}{1-\sigma_{\pi}}\right\}, \quad \operatorname{Li}(z)=\int_{1}^{z} \frac{\log t}{1-t} d t
$$

$$
\begin{align*}
\bar{J}_{\pi \pi}(s) & =\frac{1}{8 \pi^{2}}\left\{1-\frac{\sigma_{\pi}}{2} \log \frac{1+\sigma_{\pi}}{1-\sigma_{\pi}}\right\}, \quad \bar{J}_{K K}(s)=\frac{1}{8 \pi^{2}}\left\{1-\sigma_{K} \operatorname{arccot} \sigma_{K}\right\} \\
\bar{J}_{\eta \pi}(s) & =\frac{1}{32 \pi^{2}}\left\{2+\log \rho\left(\frac{M_{\eta}^{2}-M_{\pi}^{2}}{s}-\frac{1+\rho}{1-\rho}\right)-\frac{\nu}{s} \log \frac{s-M_{\eta}^{2}-M_{\pi}^{2}+\nu}{s-M_{\eta}^{2}-M_{\pi}^{2}-\nu}\right\} \\
\sigma_{\pi} & =\sqrt{1-\frac{4 M_{\pi}^{2}}{s}}, \quad \sigma_{K}=\sqrt{\frac{4 M_{K}^{2}}{s}-1}, \quad \nu=\lambda^{1 / 2}\left(M_{\eta}^{2}, M_{\pi}^{2}, s\right), \quad \rho=\frac{M_{\pi}^{2}}{M_{\eta}^{2}} \tag{A.63}
\end{align*}
$$

$G(s)$ is the real part of the triangle loop function for the photon exchange between two charged pions (rescaled by a factor of $M_{\pi}^{2}$ ) with the Coulomb pole subtracted, involving Spence's function $\operatorname{Li}(z)$, and $\bar{J}_{a b}(s)$ are the usual finite and scale-independent parts of the corresponding two-meson loop functions. For the definition of the (renormalized) strong and electromagnetic $\mathrm{SU}(3)$ low-energy constants $L_{3}^{r}$ and $K_{i}^{r}$ in terms of chiral Lagrangians (not to be confused with the tree-level couplings $L_{i}, K_{i}$ of the non-relativistic theory), see Refs. [18, 177].

Both results Eqs. (A.61) and (A.62) are divergence-free and independent of the scale $\mu$. The scale-independence of $\Delta_{\tilde{\alpha}}$ is explicitly seen, that of $\Delta_{\tilde{\mathcal{N}}}$ can be found by using the scale variation of the electromagnetic constants $K_{i}^{r}$ as given in Ref. [177]. Both corrections turn out to be completely of electromagnetic origin. For the numerical evaluation one makes use of the same estimates and variations of the low-energy constants as described in Appendix A.2.1 and explained in more detail in Refs. [62, 225]; their uncertainties completely dominate the error on $\Delta_{\tilde{\mathcal{N}}} / \mathcal{N}_{n}$. As $\Delta_{\tilde{\alpha}}$ is free of low-energy constants at this order, it is a pure loop effect and a prediction in terms of well-known parameters. Here we quote an uncertainty solely due to the use of the Gell-Mann-Okubo relation for the masses, using either the mass of the $\eta$ directly, or the same expressed in terms of pion and kaon masses. We consider the error thus obtained rather underestimated. In total, we find

$$
\begin{equation*}
\frac{\Delta_{\tilde{\mathcal{N}}}}{\mathcal{N}_{n}}=(-0.7 \pm 1.5) \%, \quad \Delta_{\tilde{\alpha}}=0.035 \pm 0.003 \mathrm{GeV}^{-4} \tag{A.64}
\end{equation*}
$$

## A. 3 NREFT representation including isospin breaking

## A.3.1 $\quad \eta \rightarrow 3 \pi$ amplitudes up to two loops

For the representation of the $\eta \rightarrow 3 \pi$ decay amplitudes at one-loop order, we find (see also Ref. [26])

$$
\begin{align*}
\mathcal{M}_{n}^{1-\text { loop }}\left(s_{1}, s_{2}, s_{3}\right)= & \left\{C_{00}\left(s_{1}\right) K\left(s_{1}\right) J_{00}\left(s_{1}\right)+2 C_{x}\left(s_{1}\right) L\left(s_{1}\right) J_{+-}\left(s_{1}\right)+\left(s_{1} \leftrightarrow s_{2}\right)\right. \\
& \left.+\left(s_{1} \leftrightarrow s_{3}\right)\right\}, \\
\mathcal{M}_{c}^{1-\text { loop }}\left(s_{1}, s_{2}, s_{3}\right)= & C_{x}\left(s_{3}\right) K\left(s_{3}\right) J_{00}\left(s_{3}\right)+2 C_{+-}\left(s_{3}\right) L\left(s_{3}\right) J_{+-}\left(s_{3}\right) \\
+ & \left\{\left[2 C_{+0}\left(s_{1}\right) L^{\prime}\left(s_{1}\right)-\tilde{E}_{+0}\left(s_{1}, s_{2}, s_{3}\right) \tilde{L}\left(s_{1}\right)\right] J_{+0}\left(s_{1}\right)+\left(s_{1} \leftrightarrow s_{2}\right)\right\} . \tag{A.65}
\end{align*}
$$

The pertinent diagrams for the two-loop calculations are shown in Figs. A.5 and A.6. For the two-loop amplitudes at the order discussed in Section 2.3.5, we obtain

$$
\begin{align*}
\mathcal{M}_{n}^{2-\mathrm{loops}} & =\left\{\mathcal{M}_{n}^{A}\left(s_{1}, s_{2}, s_{3}\right)+\mathcal{M}_{n}^{B}\left(s_{1}, s_{2}, s_{3}\right)+\left(s_{1} \leftrightarrow s_{2}\right)+\left(s_{1} \leftrightarrow s_{3}\right)\right\}, \\
\mathcal{M}_{c}^{2 \text {-loops }} & =\mathcal{M}_{c}^{A}\left(s_{1}, s_{2}, s_{3}\right)+\mathcal{M}_{n}^{B}\left(s_{1}, s_{2}, s_{3}\right) \tag{A.66}
\end{align*}
$$



Figure A.5: Two-loop diagrams contributing to $\eta \rightarrow 3 \pi^{0}$. Dashed lines correspond to neutral pions, solid lines to charged pion. The double line represents the $\eta$ particle. Diagrams obtained by permutation of identical particles are not shown.
where

$$
\begin{align*}
\mathcal{M}_{n}^{A}= & 2 K_{0} C_{00}\left(\tilde{s}_{1}^{00}\right) C_{00}\left(s_{1}\right) F_{0}\left(M_{\pi^{0}}, M_{\pi^{0}}, M_{\pi^{0}}, M_{\pi^{0}}, s_{1}\right) \\
& -4 M_{\eta} K_{0} D_{00} C_{00}\left(s_{1}\right) \frac{\mathbf{Q}_{1}^{2}}{Q_{1}^{0}} F_{0}^{(1)}\left(M_{\pi^{0}}, M_{\pi^{0}}, M_{\pi^{0}}, M_{\pi^{0}}, s_{1}\right) \\
+ & 8\left[L_{+0}^{\prime \prime \prime}\left(s_{1}\right) C_{+0}\left(\tilde{s}_{1}^{+-}\right)\right. \\
& \left.-\frac{\Delta_{\pi}}{4 M_{\pi^{0}}}\left(\frac{s_{1}+2 \mathbf{Q}_{1}^{2}}{2 Q_{1}^{0}}-p_{1}^{0}\right) L_{0} E_{+0}\right] C_{x}\left(s_{1}\right) F_{0}\left(M_{\pi^{0}}, M_{\pi}, M_{\pi}, M_{\pi}, s_{1}\right) \\
& -8\left[\frac{1}{2} L_{1} C_{+0}\left(\tilde{s}_{1}^{+-}\right)+2 M_{\eta} L_{+0}^{\prime \prime \prime}\left(s_{1}\right) D_{+0}\right. \\
& \left.\quad-\frac{\Delta_{\pi}}{4 M_{\pi^{0}}} L_{0} E_{+0}\right] C_{x}\left(s_{1}\right) \frac{\mathbf{Q}_{1}^{2}}{Q_{1}^{0}} F_{0}^{(1)}\left(M_{\pi^{0}}, M_{\pi}, M_{\pi}, M_{\pi}, s_{1}\right) \\
+ & 8 M_{\eta} L_{1} D_{+0} C_{x}\left(s_{1}\right) \frac{\mathbf{Q}_{1}^{4}}{\left(Q_{1}^{0}\right)^{2}} F_{0}^{(2)}\left(M_{\pi^{0}}, M_{\pi}, M_{\pi}, M_{\pi}, s_{1}\right) \\
+ & 4 L^{\prime \prime}\left(s_{1}\right) C_{x}\left(\tilde{s}_{1}^{00}\right) C_{00}\left(s_{1}\right) F_{0}\left(M_{\pi}, M_{\pi}, M_{\pi^{0}}, M_{\pi^{0}}, s_{1}\right) \\
& +4\left[L_{1} C_{x}\left(\tilde{s}_{1}^{00}\right)-2 M_{\eta} L^{\prime \prime}\left(s_{1}\right) D_{x}\right] C_{00}\left(s_{1}\right) \frac{\mathbf{Q}_{1}^{2}}{Q_{1}^{0}} F_{0}^{(1)}\left(M_{\pi}, M_{\pi}, M_{\pi^{0}}, M_{\pi^{0}}, s_{1}\right) \\
& -8 M_{\eta} L_{1} D_{x} C_{00}\left(s_{1}\right) \frac{\mathbf{Q}_{1}^{4}}{\left(Q_{1}^{0}\right)^{2}} F_{0}^{(2)}\left(M_{\pi}, M_{\pi}, M_{\pi^{0}}, M_{\pi^{0}}, s_{1}\right),  \tag{A.67}\\
\mathcal{M}_{n}^{B}= & K\left(s_{1}\right) C_{00}\left(s_{1}\right)^{2} J_{00}^{2}\left(s_{1}\right)+2\left[L\left(s_{1}\right) C_{x}\left(s_{1}\right) C_{00}\left(s_{1}\right)+K\left(s_{1}\right) C_{x}^{2}\left(s_{1}\right)\right] J_{00}\left(s_{1}\right) J_{+-}\left(s_{1}\right) \\
+ & 4 L\left(s_{1}\right) C_{+-}\left(s_{1}\right) C_{x}\left(s_{1}\right) J_{+-}^{2}\left(s_{1}\right), \tag{A.68}
\end{align*}
$$

and

$$
\begin{aligned}
\mathcal{M}_{c}^{A}=\{ & 4\left[L_{+0}^{\prime \prime \prime}\left(s_{1}^{+}\right) C_{+0}\left(\tilde{s}_{1}^{+0}\right)\left(C_{+0}\left(s_{1}\right)-E_{+0}^{+}\left(s_{1}, s_{2}, s_{3}\right)\right)\right. \\
& \left.+\frac{\Delta_{\pi}}{4 M_{\pi^{0}}}\left(\frac{s_{1}+2 \mathbf{Q}_{1}^{2}-\Delta_{\pi}}{2 Q_{1}^{0}}-p_{1}^{0}\right) L_{0} E_{+0} C_{+0}\left(s_{1}\right)\right] F_{+}\left(M_{\pi}, M_{\pi^{0}}, M_{\pi}, M_{\pi^{0}}, s_{1}\right) \\
- & 4\left[\left(\frac{1}{2} L_{1} C_{+0}\left(\tilde{s}_{1}^{+0}\right)+2 M_{\eta} L_{+0}^{\prime \prime \prime}\left(s_{1}^{+}\right) D_{+0}\right)\left(C_{+0}\left(s_{1}\right)-E_{+0}^{+}\left(s_{1}, s_{2}, s_{3}\right)\right) \frac{\mathbf{Q}_{1}^{2}}{Q_{1}^{0}}\right. \\
& +\frac{\Delta_{\pi}}{4 M_{\pi^{0}}} L_{0} E_{+0} C_{+0}\left(s_{1}\right) \frac{\mathbf{Q}_{1}^{2}}{Q_{1}^{0}}
\end{aligned}
$$



Figure A.6: Two-loop diagrams contributing to $\eta \rightarrow \pi^{+} \pi^{-} \pi^{0}$. Dashed lines correspond to neutral pions, solid lines to charged pion. The double line represents the $\eta$ particle.

$$
\begin{aligned}
& \left.-2 L_{+0}^{\prime \prime \prime}\left(s_{1}^{+}\right) C_{+0}\left(\tilde{s}_{1}^{+0}\right) E_{+0}\left(s_{1}, s_{2}, s_{3}\right)\right] F_{+}^{(1)}\left(M_{\pi}, M_{\pi^{0}}, M_{\pi}, M_{\pi^{0}}, s_{1}\right) \\
& +4\left[M_{\eta} L_{1} D_{+0}\left(C_{+0}\left(s_{1}\right)-E_{+0}^{+}\left(s_{1}, s_{2}, s_{3}\right)\right) \frac{\mathbf{Q}_{1}^{4}}{\left(Q_{1}^{0}\right)^{2}}-\left(L_{1} C_{+0}\left(\tilde{s}_{1}^{+0}\right)\right.\right. \\
& \left.\left.+4 M_{\eta} L_{+0}^{\prime \prime \prime}\left(s_{1}^{+}\right) D_{+0}\right) E_{+0}\left(s_{1}, s_{2}, s_{3}\right) \frac{\mathbf{Q}_{1}^{2}}{Q_{1}^{0}}\right] F_{+}^{(2)}\left(M_{\pi}, M_{\pi^{0}}, M_{\pi}, M_{\pi^{0}}, s_{1}\right) \\
& +8 M_{\eta} L_{1} D_{+0} E_{+0}\left(s_{1}, s_{2}, s_{3}\right) \frac{\mathbf{Q}_{1}^{4}}{\left(Q_{1}^{0}\right)^{2}} F_{+}^{(3)}\left(M_{\pi}, M_{\pi^{0}}, M_{\pi}, M_{\pi^{0}}, s_{1}\right) \\
& +4 L^{\prime \prime}\left(s_{1}^{-}\right) C_{+-}\left(\tilde{s}_{1}^{0+}\right)\left(C_{+0}\left(s_{1}\right)+E_{+0}^{-}\left(s_{1}, s_{2}, s_{3}\right)\right) F_{+}\left(M_{\pi}, M_{\pi}, M_{\pi^{0}}, M_{\pi}, s_{1}\right) \\
& +4\left[\left(L_{1} C_{+-}\left(\tilde{s}_{1}^{0+}\right)-2 M_{\eta} L^{\prime \prime}\left(s_{1}^{-}\right) D_{+-}\right)\left(C_{+0}\left(s_{1}\right)+E_{+0}^{-}\left(s_{1}, s_{2}, s_{3}\right)\right) \frac{\mathbf{Q}_{1}^{2}}{Q_{1}^{0}}\right. \\
& \left.-2 L^{\prime \prime}\left(s_{1}^{-}\right) C_{+-}\left(\tilde{s}_{1}^{0+}\right) E_{+0}\left(s_{1}, s_{2}, s_{3}\right)\right] F_{+}^{(1)}\left(M_{\pi}, M_{\pi}, M_{\pi^{0}}, M_{\pi}, s_{1}\right) \\
& -8\left[M_{\eta} L_{1} D_{+-}\left(C_{+0}\left(s_{1}\right)+E_{+0}^{-}\left(s_{1}, s_{2}, s_{3}\right)\right) \frac{\mathbf{Q}_{1}^{4}}{\left(Q_{1}^{0}\right)^{2}}+\left(L_{1} C_{+-}\left(\tilde{s}_{1}^{0+}\right)\right.\right. \\
& \left.\left.-2 M_{\eta} L^{\prime \prime}\left(s_{1}^{-}\right) D_{+-}\right) E_{+0}\left(s_{1}, s_{2}, s_{3}\right) \frac{\mathbf{Q}_{1}^{2}}{Q_{1}^{0}}\right] F_{+}^{(2)}\left(M_{\pi}, M_{\pi}, M_{\pi^{0}}, M_{\pi}, s_{1}\right) \\
& +16 M_{\eta} L_{1} D_{+-} E_{+0}\left(s_{1}, s_{2}, s_{3}\right) \frac{\mathbf{Q}_{1}^{4}}{\left(Q_{1}^{0}\right)^{2}} F_{+}^{(3)}\left(M_{\pi}, M_{\pi}, M_{\pi^{0}}, M_{\pi}, s_{1}\right) \\
& +2 K_{0} C_{x}\left(\tilde{s}_{1}^{0+}\right)\left(C_{+0}\left(s_{1}\right)+E_{+0}^{-}\left(s_{1}, s_{2}, s_{3}\right)\right) F_{+}\left(M_{\pi^{0}}, M_{\pi^{0}}, M_{\pi^{0}}, M_{\pi}, s_{1}\right) \\
& -4 K_{0}\left[M_{\eta} D_{x}\left(C_{+0}\left(s_{1}\right)+E_{+0}^{-}\left(s_{1}, s_{2}, s_{3}\right)\right) \frac{\mathbf{Q}_{1}^{2}}{Q_{1}^{0}}+C_{x}\left(\tilde{s}_{1}^{0+}\right) E_{+0}\left(s_{1}, s_{2}, s_{3}\right)\right] \\
& \times F_{+}^{(1)}\left(M_{\pi^{0}}, M_{\pi^{0}}, M_{\pi^{0}}, M_{\pi}, s_{1}\right) \\
& \left.+8 M_{\eta} K_{0} D_{x} E_{+0}\left(s_{1}, s_{2}, s_{3}\right) \frac{\mathbf{Q}_{1}^{2}}{Q_{1}^{0}} F_{+}^{(2)}\left(M_{\pi^{0}}, M_{\pi^{0}}, M_{\pi^{0}}, M_{\pi}, s_{1}\right)+\left(s_{1} \leftrightarrow s_{2}\right)\right\} \\
& +2 K_{0} C_{00}\left(\tilde{s}_{3}^{00}\right) C_{x}\left(s_{3}\right) F_{0}\left(M_{\pi^{0}}, M_{\pi^{0}}, M_{\pi^{0}}, M_{\pi^{0}}, s_{3}\right)
\end{aligned}
$$

$$
\begin{align*}
& -4 M_{\eta} K_{0} D_{00} C_{x}\left(s_{3}\right) \frac{\mathbf{Q}_{3}^{2}}{Q_{3}^{0}} F_{0}^{(1)}\left(M_{\pi^{0}}, M_{\pi^{0}}, M_{\pi^{0}}, M_{\pi^{0}}, s_{3}\right) \\
+ & 4 L^{\prime \prime}\left(s_{3}\right) C_{x}\left(\tilde{s}_{3}^{00}\right) C_{x}\left(s_{3}\right) F_{0}\left(M_{\pi}, M_{\pi}, M_{\pi^{0}}, M_{\pi^{0}}, s_{3}\right) \\
& +4\left[L_{1} C_{x}\left(\tilde{s}_{3}^{00}\right)-2 M_{\eta} L^{\prime \prime}\left(s_{3}\right) D_{x}\right] C_{x}\left(s_{3}\right) \frac{\mathbf{Q}_{3}^{2}}{Q_{3}^{0}} F_{0}^{(1)}\left(M_{\pi}, M_{\pi}, M_{\pi^{0}}, M_{\pi^{0}}, s_{3}\right) \\
& -8 M_{\eta} L_{1} D_{x} C_{x}\left(s_{3}\right) \frac{\mathbf{Q}_{3}^{4}}{\left(Q_{3}^{0}\right)^{2}} F_{0}^{(2)}\left(M_{\pi}, M_{\pi}, M_{\pi^{0}}, M_{\pi^{0}}, s_{3}\right) \\
+ & 8\left[L_{+0}^{\prime \prime \prime}\left(s_{3}\right) C_{+0}\left(\tilde{s}_{3}^{+-}\right)\right. \\
& \left.-\frac{\Delta_{\pi}}{4 M_{\pi^{0}}}\left(\frac{s_{3}+2 \mathbf{Q}_{3}^{2}}{2 Q_{3}^{0}}-p_{3}^{0}\right) L_{0} E_{+0}\right] C_{+-}\left(s_{3}\right) F_{0}\left(M_{\pi}, M_{\pi^{0}}, M_{\pi}, M_{\pi}, s_{3}\right) \\
& -8\left[\frac{1}{2} L_{1} C_{+0}\left(\tilde{s}_{3}^{+-}\right)+2 M_{\eta} L_{+0}^{\prime \prime \prime}\left(s_{3}\right) D_{+0}\right. \\
& \left.-\frac{\Delta_{\pi}}{4 M_{\pi^{0}}} L_{0} E_{+0}\right] C_{+-}\left(s_{3}\right) \frac{\mathbf{Q}_{3}^{2}}{Q_{3}^{0}} F_{0}^{(1)}\left(M_{\pi}, M_{\pi^{0}}, M_{\pi}, M_{\pi}, s_{3}\right) \\
& +8 M_{\eta} L_{1} D_{+0} C_{+-}\left(s_{3}\right) \frac{\mathbf{Q}_{3}^{4}}{\left(Q_{3}^{0}\right)^{2}} F_{0}^{(2)}\left(M_{\pi}, M_{\pi^{0}}, M_{\pi}, M_{\pi}, s_{3}\right),  \tag{A.69}\\
\mathcal{M}_{c}^{B}= & \left\{4 L^{\prime}\left(s_{1}\right) C_{+0}^{2}\left(s_{1}\right) J_{+0}^{2}\left(s_{1}\right)+\left(s_{1} \leftrightarrow s_{2}\right)\right\}+K\left(s_{3}\right) C_{00}\left(s_{3}\right) C_{x}\left(s_{3}\right) J_{00}^{2}\left(s_{3}\right)+2\left[L\left(s_{3}\right) C_{x}^{2}\left(s_{3}\right)\right. \\
+ & \left.K\left(s_{3}\right) C_{x}\left(s_{3}\right) C_{+-}\left(s_{3}\right)\right] J_{+-}\left(s_{3}\right) J_{00}\left(s_{3}\right)+4 L\left(s_{3}\right) C_{+-}^{2}\left(s_{3}\right) J_{+-}^{2}\left(s_{3}\right) . \tag{A.70}
\end{align*}
$$

We have used the following abbreviations:

$$
\begin{aligned}
& J_{a b}\left(s_{i}\right)=\frac{i q_{a b}\left(s_{i}\right)}{8 \pi \sqrt{s_{i}}}, \quad q_{a b}^{2}\left(s_{i}\right)=\frac{\lambda\left(s_{i}, M_{a}^{2}, M_{b}^{2}\right)}{4 s_{i}}, \\
& C_{n}\left(s_{i}\right)=C_{n}+D_{n}\left(s_{i}-s_{n}^{\mathrm{thr}}\right)+F_{n}\left(s_{i}-s_{n}^{\mathrm{thr}}\right), \\
& \tilde{s}_{i}^{c d}=M_{c}^{2}+M_{i}^{2}-s_{i}+\frac{M_{\eta}}{Q_{i}^{0}}\left(s_{i}+2 \mathbf{Q}_{i}^{2}-M_{c}^{2}+M_{d}^{2}\right), \\
& \tilde{E}_{+0}\left(s_{1}, s_{2}, s_{3}\right)=E_{+0} \frac{q_{+0}^{2}\left(s_{1}\right)}{3 s_{1} M_{\eta}}\left(s_{1}\left(s_{3}-s_{2}\right)+\Delta_{\pi}\left(M_{\pi}^{2}-M_{\eta}^{2}\right)\right), \\
& E_{+0}^{( \pm)}\left(s_{1}, s_{2}, s_{3}\right)=E_{+0}\left[\frac{\left(s_{1}\left( \pm \Delta_{\pi}\right)\right)\left(s_{3}-s_{2}+\Delta_{\pi}\right)}{2 M_{\eta} Q_{1}^{0}}-\Delta_{\pi}\right], \\
& E_{+-}\left(s_{1}, s_{2}, s_{3}\right)=E_{+-} \frac{s_{3}\left(s_{1}-s_{2}\right)}{2 M_{\eta} Q_{3}^{0}}, \\
& K\left(s_{i}\right)=K_{0}+K_{1}\left[\left(p_{i}^{0}-M_{\pi^{0}}\right)^{2}+2\left(\frac{Q_{i}^{0}}{2}-M_{\pi^{0}}\right)^{2}+\frac{\mathbf{Q}_{i}^{2}}{6}\left(1-\frac{4 M_{\pi^{0}}^{2}}{s_{i}}\right)\right], \\
& L\left(s_{i}\right)=L_{0}+L_{1}\left(p_{i}^{0}-M_{\pi^{0}}\right)+L_{2}\left(p_{i}^{0}-M_{\pi^{0}}\right)^{2}+L_{3} \frac{\mathbf{Q}_{i}^{2}}{3}\left(1-\frac{4 M_{\pi}^{2}}{s_{i}}\right) \\
& \tilde{L}\left(s_{i}\right)=L_{1}+2 L_{2}\left[\frac{Q_{i}^{0}}{2}\left(1-\frac{\Delta_{\pi}}{s_{i}}\right)-M_{\pi^{0}}\right]+2 L_{3}\left[p_{i}^{0}-\frac{Q_{i}^{0}}{2}\left(1+\frac{\Delta_{\pi}}{s_{i}}\right)\right] \\
& L^{\prime}\left(s_{i}\right)=L_{0}+L_{1}\left(\frac{Q_{i}^{0}}{2}\left(1-\frac{\Delta_{\pi}}{s_{i}}\right)-M_{\pi^{0}}\right)+L_{2}\left[\left(\frac{Q_{i}^{0}}{2}\left(1-\frac{\Delta_{\pi}}{s_{i}}\right)-M_{\pi^{0}}\right)^{2}+\frac{\mathbf{Q}_{i}^{2}}{3 s_{i}} q_{+0}^{2}\left(s_{i}\right)\right]
\end{aligned}
$$

$$
\begin{align*}
& +L_{3}\left[\left(\frac{Q_{i}^{0}}{2}\left(1+\frac{\Delta_{\pi}}{s_{i}}\right)-p_{i}^{0}\right)^{2}+\frac{\mathbf{Q}_{i}^{2}}{3 s_{i}} q_{+0}^{2}\left(s_{i}\right)\right], \\
L^{\prime \prime}\left(s_{i}^{( \pm)}\right)= & L_{0}+L_{1}\left(\frac{s_{i}\left( \pm \Delta_{\pi}\right)}{2 Q_{i}^{0}}-M_{\pi^{0}}\right), \\
L_{a b}^{\prime \prime \prime}\left(s_{i}^{( \pm)}\right)= & L_{0}+L_{1}\left(\frac{1}{2}\left(M_{\eta}-M_{a}-M_{b}\right)-\frac{s_{i}\left( \pm \Delta_{\pi}\right)}{4 Q_{i}^{0}}\right) . \tag{A.71}
\end{align*}
$$

In the notation, it is understood that the shape parameter term $F_{n}$ is omitted in the polynomials $C_{n}\left(\tilde{s}_{i}^{c d}\right)$ inside the "genuine" two-loop graphs. There is a subtlety with regard to the neutral Dalitz plot couplings in the irreducible two-loop graphs: since we included these couplings only up to $\mathcal{O}\left(\epsilon^{2}\right)$, the $\Delta I=1$ rule is only fulfilled up that same order. Eq. (2.15), however, is valid up to $\mathcal{O}\left(\epsilon^{4}\right)$, so that we have to replace $K_{0} \rightarrow \bar{K}_{0}=-\left(3 L_{0}+L_{1} Q_{n}\right)$ in $\mathcal{M}_{n}^{A}$ and $\mathcal{M}_{c}^{A}$ above or simply $\bar{K}_{0}=\tilde{\mathcal{N}}_{n}\left(1-\frac{4}{9} \tilde{b} M_{\eta}^{2} Q_{n}^{2}\right)$. The numerical effects of this replacement are small.
$F_{i}(\ldots ; s), F_{i}^{(k)}(\ldots ; s), k=1,2,3$, stand for the integral representations of the functions $F(\ldots ; s), F^{(k)}(\ldots ; s)$, evaluated at $\mathbf{Q}_{i}^{2}=\lambda\left(M_{\eta}^{2}, M_{i}^{2}, s_{i}\right) / 4 M_{\eta}^{2}$, with $i=1,2,3$. The analytic expression for these two-loop functions read

$$
\begin{align*}
& \left.\begin{array}{c}
F\left(M_{a}, M_{b}, M_{c}, M_{d}, s\right)=\mathcal{N}\left[2 A f_{1}+B f_{0}-\frac{3 \mathbf{Q}^{2}}{10 s}\left(B f_{1}+2 C f_{0}\right)\right. \\
\quad+ \\
\left.\quad \mathcal{K}\left(X_{3} f_{3}+X_{2} f_{2}+X_{1} f_{1}+X_{0} f_{0}\right)\right] \\
F^{(1)}\left(M_{a}, M_{b}, M_{c}, M_{d}, s\right)
\end{array}\right) \frac{\mathcal{N}}{10}(1+\delta)\left[(10 A-B) f_{1}+(5 B-2 C) f_{0}\right]+\mathcal{O}\left(\epsilon^{4}\right), \\
& F^{(2)}\left(M_{a}, M_{b}, M_{c}, M_{d}, s\right)=\frac{\mathcal{N}}{2}\left[-\frac{1}{\mathbf{Q}^{2}}\left(2 A^{2} f_{3}+3 A B f_{2}+\left(B^{2}-2 A C\right) f_{1}+B C f_{0}\right)\right. \\
& \left.\quad+\frac{(1+\delta)^{2}}{4}\left(A f_{3}+(B-2 A) f_{2}+(4 A-2 B+C) f_{1}+2(B-C) f_{0}\right)\right]+\mathcal{O}\left(\epsilon^{4}\right), \\
& F^{(3)}\left(M_{a}, M_{b}, M_{c}, M_{d}, s\right)=\frac{\mathcal{N}(1+\delta)}{16}\left[\frac { 3 } { \mathbf { Q } ^ { 2 } } \left(A^{2} f_{4}+2 A(B-4 A) f_{3}\right.\right. \\
& \left.\quad+\left(2 A C+B^{2}-12 A B\right) f_{2}+\left(2 B C-8 A C-4 B^{2}\right) f_{1}+\left(C^{2}-4 B C\right) f_{0}\right) \\
& \quad-(1+\delta)^{2}\left(A f_{4}+(B-3 A) f_{3}+(3 A-3 B+C) f_{2}\right. \\
& \left.\left.\quad+(3 B-4 A-3 C) f_{1}+(3 C-2 B) f_{0}\right)\right]+\mathcal{O}\left(\epsilon^{4}\right),
\end{align*}
$$

with

$$
\begin{align*}
f_{2} & =-\frac{1}{5 A}\left(3 B f_{1}+C f_{0}\right), \quad f_{3}=-\frac{1}{7 A^{2}}\left[3\left(A C-B^{2}\right) f_{1}-B C f_{0}\right], \\
f_{4} & =\frac{1}{9 A^{2}}\left[3\left(A B C+5 B C-5 B^{3}\right) f_{1}-5\left(B^{2} C-C^{2}\right) f_{0}\right], \\
X_{0} & =H B C-R C, \quad X_{1}=H\left(2 A C+B^{2}\right)-R(2 B-C), \quad X_{2}=3 H A B-R\left(3 A-\frac{3}{2} B\right), \\
X_{3} & =2 H A^{2}+2 A R, \quad H=-\frac{3}{2}\left(1+\frac{\mathbf{Q}^{2}}{3 s}\right), \quad R=\frac{\mathbf{Q}^{2} Q_{0}^{2}}{2 s}(1+\tilde{\delta})^{2} . \tag{A.73}
\end{align*}
$$

and

$$
\begin{align*}
\mathcal{N} & =\frac{1}{256 \pi^{3} \sqrt{s}} \frac{\lambda^{1 / 2}\left(s_{0}, M_{a}^{2}, M_{b}^{2}\right)}{s_{0} \sqrt{\Delta^{2}-\frac{(1+\tilde{\delta})^{2}}{4}} \mathbf{Q}^{2}}, \\
\mathcal{K} & =\left[\frac{1}{2\left(M_{\eta}^{2}+M_{c}^{2}\right)-\left(M_{a}+M_{b}\right)^{2}-s_{0}}+\frac{1}{s_{0}-\left(M_{a}-M_{b}\right)^{2}}-\frac{2}{s_{0}}\right] \frac{M_{\eta}^{2}}{s_{0}-M_{\eta}^{2}-M_{c}^{2}}, \\
f_{0} & =4\left(v_{1}+v_{2}-\bar{v}_{2}+h\right), \\
f_{1} & =\frac{4}{3}\left(y_{1}\left(v_{1}-1\right)+y_{2}\left(v_{2}-1\right)-\bar{y}_{2}\left(\bar{v}_{2}-1\right)+h\right), \\
h & =\frac{1}{2} \ln \left(\frac{1+\mathbf{Q}^{2} / s}{1+\overline{\mathbf{Q}}^{2} / \bar{s}}\right), \quad \overline{\mathbf{Q}}^{2}=\mathbf{Q}^{2}(\bar{s}), \quad \bar{s}=\left(M_{c}+M_{d}\right)^{2}, \\
v_{i} & =\sqrt{-y_{i}} \arctan \frac{1}{\sqrt{-y_{i}}}, \quad i=1,2 ; \quad \bar{v}_{2}=\sqrt{-\bar{y}_{2}} \arctan \frac{1}{\sqrt{-\bar{y}_{2}}}, \\
y_{1,2} & =\frac{-B \mp \sqrt{B^{2}-4 A C}}{2 A}, \quad \bar{y}_{2}=y_{2}(\bar{s}), \\
A & =-\frac{\mathbf{Q}^{2}}{s}\left(M_{c}^{2}+\Delta^{2}\right), \quad B=q_{0}^{2}-\Delta^{2}+\frac{\mathbf{Q}^{2}}{s} M_{c}^{2}, \quad C=-q_{0}^{2}, \\
s_{0} & =M_{\eta}^{2}+M_{c}^{2}-2 M_{\eta}\left(M_{c}^{2}+\frac{\mathbf{Q}^{2}(1+\tilde{\delta})^{2}}{4}\right)^{1 / 2}, \quad q_{0}^{2}=\frac{\lambda\left(s, M_{c}^{2}, M_{d}^{2}\right)}{4 s}, \\
\Delta^{2} & =\frac{\lambda\left(M_{\eta}^{2}, M_{c}^{2},\left(M_{a}+M_{b}\right)^{2}\right)}{4 M_{\eta}^{2}}, \quad \tilde{\delta}=\frac{M_{c}^{2}-M_{d}^{2}}{s} . \tag{A.74}
\end{align*}
$$

## A.3.2 Resummed amplitudes

In order to estimate the effects of higher-order corrections we iterate the bubble diagrams and the external vertex of the non-trivial two-loop graph. A diagrammatic expression of this iteration is shown in Fig. 2.3. Here we show the results including isospin violation. For the bubble chain a coupled-channel resummation can be performed analogously to Ref. [226]. We obtain

$$
\begin{gather*}
\mathcal{M}_{n}^{\mathrm{u}}\left(s_{1}, s_{2}, s_{3}\right)=\frac{2 L\left(s_{1}\right) C_{x}\left(s_{1}\right) J_{+-}\left(s_{1}\right)+K\left(s_{1}\right)\left[C_{00}\left(s_{1}\right) J_{00}\left(s_{1}\right)-2 \chi\left(s_{1}\right) J_{+-}\left(s_{1}\right) J_{00}\left(s_{1}\right)\right]}{1-2 C_{+-}\left(s_{1}\right) J_{+-}\left(s_{1}\right)-C_{00}\left(s_{1}\right) J_{00}\left(s_{1}\right)+2 \chi\left(s_{1}\right) J_{+-}\left(s_{1}\right) J_{00}\left(s_{1}\right)} \\
+\left(s_{1} \leftrightarrow s_{2}\right)+\left(s_{1} \leftrightarrow s_{3}\right), \\
\mathcal{M}_{c}^{\mathrm{u}}\left(s_{1}, s_{2}, s_{3}\right)=\frac{2 C_{+0}\left(s_{1}\right) J_{+0}\left(s_{1}\right) L^{\prime}\left(s_{1}\right)}{1-2 C_{+0}\left(s_{1}\right) J_{+0}\left(s_{1}\right)}-\frac{\tilde{E}_{+0}^{\prime}\left(s_{1}, s_{2}, s_{3}\right) \tilde{L}\left(s_{1}\right) J_{+0}\left(s_{1}\right)}{1-E_{+0}\left(s_{1}\right) J_{+0}\left(s_{1}\right)}+\left(s_{1} \leftrightarrow s_{2}\right) \\
+\frac{2 L\left(s_{3}\right)\left[C_{+-}\left(s_{3}\right) J_{+-}\left(s_{3}\right)-2 \chi\left(s_{3}\right) J_{+-}\left(s_{3}\right) J_{00}\left(s_{3}\right)\right]+K\left(s_{3}\right) C_{x}\left(s_{3}\right) J_{00}\left(s_{3}\right)}{1-2 C_{+-}\left(s_{3}\right) J_{+-}\left(s_{3}\right)-C_{00}\left(s_{3}\right) J_{00}\left(s_{3}\right)+2 \chi\left(s_{3}\right) J_{+-}\left(s_{3}\right) J_{00}\left(s_{3}\right)}, \quad \text { A. } 7 . \tag{A.75}
\end{gather*}
$$

where

$$
\begin{aligned}
\chi\left(s_{i}\right) & =C_{+-}\left(s_{i}\right) C_{00}\left(s_{i}\right)-C_{x}\left(s_{i}\right)^{2} \\
\tilde{E}_{+0}^{\prime}\left(s_{1}, s_{2}, s_{3}\right) & =\left[E_{+0}+G_{+0}\left(s_{i}-s_{+0}^{\mathrm{thr}}\right)\right] \frac{q_{+0}^{2}\left(s_{1}\right)}{3 s_{1} M_{\eta}}\left(s_{1}\left(s_{3}-s_{2}\right)+\Delta_{\pi}\left(M_{\pi}^{2}-M_{\eta}^{2}\right)\right),
\end{aligned}
$$



Figure A.7: Two-loop graphs with three-particle cuts in the physical region.

$$
\begin{equation*}
E_{+0}\left(s_{i}\right)=\frac{4 q_{+0}^{2}\left(s_{i}\right)}{3}\left[E_{+0}+G_{+0}\left(s_{i}-s_{+0}^{\mathrm{thr}}\right)\right], \quad G_{+0}=3 \pi b_{1} \tag{A.76}
\end{equation*}
$$

and $b_{1}$ is the P -wave effective range. Additionally, we performed a resummation of the external vertex of the non-trivial two-loop diagram. This can be achieved by replacing the outer vertex in Eqs. (A.68) and (A.70) according to

$$
\begin{align*}
C_{00}\left(s_{i}\right) & \rightarrow \frac{C_{00}\left(s_{i}\right)-2 \chi\left(s_{i}\right) J_{+-}\left(s_{i}\right)}{1-C_{00}\left(s_{i}\right) J_{00}\left(s_{i}\right)-2 C_{+-}\left(s_{i}\right) J_{+-}\left(s_{i}\right)+2 \chi\left(s_{i}\right) J_{+-}\left(s_{i}\right) J_{00}\left(s_{i}\right)}, \\
C_{x}\left(s_{i}\right) & \rightarrow \frac{C_{x}\left(s_{i}\right)}{1-C_{00}\left(s_{i}\right) J_{00}\left(s_{i}\right)-2 C_{+-}\left(s_{i}\right) J_{+-}\left(s_{i}\right)+2 \chi\left(s_{i}\right) J_{+-}\left(s_{i}\right) J_{00}\left(s_{i}\right)}, \\
C_{+0}\left(s_{i}\right) & \rightarrow \frac{C_{+0}\left(s_{i}\right)}{1-2 C_{+0}\left(s_{i}\right) J_{+0}\left(s_{i}\right)}, \quad E_{+0}^{( \pm)}\left(s_{1}, s_{2}, s_{3}\right) \rightarrow \frac{E^{\prime( \pm)}\left(s_{1}, s_{2}, s_{3}\right)}{1-E_{+0}\left(s_{1}\right) J_{+0}\left(s_{1}\right)}, \\
C_{+-}\left(s_{i}\right) & \rightarrow \frac{C_{+-}\left(s_{i}\right)-\chi\left(s_{i}\right) J_{00}\left(s_{i}\right)}{1-C_{00}\left(s_{i}\right) J_{00}\left(s_{i}\right)-2 C_{+-}\left(s_{i}\right) J_{+-}\left(s_{i}\right)+2 \chi\left(s_{i}\right) J_{+-}\left(s_{i}\right) J_{00}\left(s_{i}\right)}, \tag{А.77}
\end{align*}
$$

with

$$
\begin{equation*}
E_{+0}^{\prime( \pm)}\left(s_{1}, s_{2}, s_{3}\right)=\left[E_{+0}+G_{+0}\left(s_{i}-s_{+0}^{\mathrm{thr}}\right)\right]\left[\frac{\left(s_{1}\left( \pm \Delta_{\pi}\right)\right)\left(s_{3}-s_{2}+\Delta_{\pi}\right)}{2 M_{\eta} Q_{1}^{0}}-\Delta_{\pi}\right] \tag{A.78}
\end{equation*}
$$

## A. 4 Comment on imaginary parts of two-loop diagrams

In our analysis of the non-relativistic $\eta \rightarrow 3 \pi$ decay amplitude, we have neglected the imaginary parts of the non-trivial two-loop graphs, see Fig. A. 7 (left). The loop function $F(s)$ (in the simplified notation introduced for the equal-mass case in Section 2.4) given in Appendix A.3.1 strictly speaking only corresponds to the real part of this diagram. At leading order in the $\epsilon$ expansion, its imaginary part is given by

$$
\begin{equation*}
\operatorname{Im} F(s)=-\frac{1}{\sqrt{3}(32 \pi)^{2}} \frac{\left(M_{\eta}-3 M_{\pi}\right)^{2}}{M_{\pi}^{2}}+\mathcal{O}\left(\epsilon^{6}\right) \tag{A.79}
\end{equation*}
$$

We therefore confirm that $\operatorname{Im} F(s)=\mathcal{O}\left(\epsilon^{4}\right)$, while the real part of the same diagram already starts at $\mathcal{O}\left(\epsilon^{2}\right)$. The imaginary part is due to the three-pion cut and only arises because the $\eta$ is unstable, $M_{\eta}>3 M_{\pi}$. It stems from a part of the non-relativistic loop integral in which one of the propagators is non-singular, and therefore yields a result very similar to that of the sunset graph Fig. A. 7 (right), which in the non-relativistic framework can only arise when introducing (very small) six-pion vertices [25,33]. The three-pion cut causes a non-vanishing imaginary part of the isospin amplitudes $\mathcal{M}_{I}(s)$ already at threshold $s=4 M_{\pi}^{2}$.

It is obvious that $\operatorname{Im} F(s)$ can only contribute to the amplitude's squared modulus at $\mathcal{O}\left(a_{\pi \pi}^{3} \epsilon^{5}\right)$ via interference with one-loop terms, and is therefore naturally suppressed compared to the real part at two-loop order. What is less clear is its relative importance compared to
the imaginary parts generated at three loops by the unitarization prescription Eq. (2.44). The latter contributes to $|\mathcal{M}|^{2}$ at $\mathcal{O}\left(a_{\pi \pi}^{4} \epsilon^{4}\right)$, i.e. it is suppressed in powers of $a_{\pi \pi}$, but enhanced in $\epsilon$. By investigating the imaginary part of the dominant isospin $I=0$ amplitude $\mathcal{M}_{0}(s)$, with Eq. (A.79) added appropriately to the representation Eq. (2.39), we find that the two-loop imaginary part is suppressed by more than a factor of 30 relative to the one-loop piece at the center of the Dalitz plot, and by roughly a factor of 2 relative to the three-loop part. This suppression grows even stronger when considering derivatives of the amplitude, as $s$ dependence in $\operatorname{Im} F(s)$ is even further suppressed in $\epsilon$, see Eq. (A.79). We therefore neglect these terms of $\mathcal{O}\left(i a_{\pi \pi}^{2} \epsilon^{4}\right)$ in our analysis, and consider their effects to be safely included in our error estimates due to partial higher-order resummation. The smallness of the imaginary parts due to three-pion cuts is in accordance with findings from ChPT at two loops [60] as well as from dispersion relations [76].

## Appendix B

## Non-perturbative methods: Dispersion relations

## B. 1 On the uniqueness of the amplitude decomposition

In the following we will show that the decomposition of the $\eta^{\prime} \rightarrow \eta \pi \pi$ amplitude Eq. (3.25) is not unique. In fact, we claim that it will remain invariant under the transformation (3.61), which has rather severe consequences on the number of the independent subtraction constants: we can eliminate two of these so that the system is significantly more constrained. We will follow a very similar argument for $\eta \rightarrow 3 \pi$ from Ref. [227] and define the following functions,

$$
\begin{align*}
\mathcal{M}_{0}^{\mathrm{inv}}(s) & =c_{1}+c_{2}\left(s-s_{\eta^{\prime}}\right) \\
\mathcal{M}_{0}^{\pi \eta, \text { inv }}(t) & =-\frac{c_{1}}{2}+c_{2}\left(t-s_{\eta^{\prime}}\right) \tag{B.1}
\end{align*}
$$

which plugged into Eq. (3.49) fulfill

$$
\begin{equation*}
\hat{\mathcal{M}}_{0}^{\text {inv }}(s)=-\mathcal{M}_{0}^{\text {inv }}(s), \quad \hat{\mathcal{M}}_{0}^{\pi \eta, \text { inv }}(t)=-\mathcal{M}_{0}^{\pi \eta, \text { inv }}(t) \tag{B.2}
\end{equation*}
$$

This is hardly surprising since a polynomial function has of course a vanishing discontinuity. Cast into the Omnès form of the dispersion relations Eq. (3.56) we can write

$$
\begin{gather*}
\frac{\mathcal{M}_{0}^{\mathrm{inv}}(s)}{\Omega_{0}(s)}=P_{0}(s)-\frac{s^{4}}{\pi} \int_{s_{0}}^{\infty} \frac{d \mu_{0}\left(s^{\prime}\right)}{s^{\prime}\left(s^{\prime}-s\right)} \mathcal{M}_{0}^{\mathrm{inv}}\left(s^{\prime}\right) \\
\frac{\mathcal{M}_{0}^{\pi \eta, \text { inv }}(t)}{\Omega_{0}^{\pi \eta}(t)}=P_{0}^{\pi \eta}(t)-\frac{t^{3}}{\pi} \int_{t_{0}}^{\infty} \frac{d \mu_{0}^{\pi \eta}\left(t^{\prime}\right)}{t^{\prime}\left(t^{\prime}-t\right)} \mathcal{M}_{0}^{\pi \eta, \text { inv }}\left(t^{\prime}\right), \tag{B.3}
\end{gather*}
$$

where we defined

$$
\begin{equation*}
d \mu_{0}\left(s^{\prime}\right)=d s^{\prime} \frac{\sin \delta_{0}\left(s^{\prime}\right)}{\left|\Omega_{0}\left(s^{\prime}\right)\right| s^{\prime 3}}, \quad d \mu_{0}^{\pi \eta}\left(t^{\prime}\right)=d t^{\prime} \frac{\sin \delta_{0}^{\pi \eta}\left(t^{\prime}\right)}{\left|\Omega_{0}^{\pi \eta}\left(t^{\prime}\right)\right| t^{\prime 2}} \tag{B.4}
\end{equation*}
$$

We have to find a suitable representation of the inverse of the Omnès function $\Omega(s)$. For that we calculate its discontinuity,

$$
\begin{equation*}
\operatorname{disc} \frac{1}{\Omega(s)}=\frac{\Omega(s-i \epsilon)-\Omega(s+i \epsilon)}{\Omega(s+i \epsilon) \Omega(s-i \epsilon)}=-\frac{\sin \delta(s)}{|\Omega(s)|} \tag{B.5}
\end{equation*}
$$

where we used $\Omega(s \pm i \epsilon)=|\Omega(s)| e^{ \pm i \delta(s)}$. We can now write down a dispersion relation for the inverse Omnès function. To that end we note that since $\Omega_{0}(s)$ behaves as $s^{-2}$, the inverse Omnès function has to be quadratic in $s$. This suggests a dispersion relation with three subtractions, which can be fixed by the value of the Omnès function and its first and second derivative at the origin. We thus obtain

$$
\begin{equation*}
\frac{1}{\Omega_{0}(s)}=1-\omega_{0} s-\tilde{\omega}_{0} s^{2}-\frac{s^{3}}{\pi} \int_{s_{0}}^{\infty} \frac{d \mu_{0}\left(s^{\prime}\right)}{s^{\prime}-s} \tag{B.6}
\end{equation*}
$$

with

$$
\begin{equation*}
\omega_{0}=\frac{1}{\pi} \int_{s_{0}}^{\infty} d s^{\prime} \frac{\delta_{0}\left(s^{\prime}\right)}{s^{\prime 2}}, \quad \tilde{\omega}_{0}=\frac{1}{\pi} \int_{s_{0}}^{\infty} d s^{\prime} \frac{\delta_{0}\left(s^{\prime}\right)}{s^{\prime 3}}-\frac{\omega_{0}^{2}}{2} \tag{B.7}
\end{equation*}
$$

The $\pi \eta$ Omnès function goes as $1 / t$ for $t \rightarrow \infty$ and thus the inverse is linear in $t$, so that

$$
\begin{equation*}
\frac{1}{\Omega_{0}^{\pi \eta}(t)}=1-\omega_{0}^{\pi \eta} t-\frac{t^{2}}{\pi} \int_{t_{0}}^{\infty} \frac{d \mu_{0}^{\pi \eta}\left(t^{\prime}\right)}{t^{\prime}-t} \tag{B.8}
\end{equation*}
$$

with

$$
\begin{equation*}
\omega_{0}^{\pi \eta}=\frac{1}{\pi} \int_{t_{0}}^{\infty} d t^{\prime} \frac{\delta_{0}^{\pi \eta}\left(t^{\prime}\right)}{t^{\prime 2}} \tag{B.9}
\end{equation*}
$$

Inserting Eqs. (B.6) and (B.8) in Eq. (B.3), we find

$$
\begin{align*}
& \left(1-\omega_{0} s-\tilde{\omega}_{0} s^{2}\right) \mathcal{M}_{0}^{\mathrm{inv}}(s)=P_{0}(s)-\frac{s^{3}}{\pi} \int_{s_{0}}^{\infty} d \mu_{0}\left(s^{\prime}\right)\left\{\frac{\mathcal{M}_{0}^{\mathrm{inv}}\left(s^{\prime}\right)-\mathcal{M}_{0}^{\mathrm{inv}}(s)}{s^{\prime}-s}-\frac{\mathcal{M}_{0}^{\mathrm{inv}}\left(s^{\prime}\right)}{s^{\prime}}\right\} \\
& \left(1-\omega_{0}^{\pi \eta} t\right) \mathcal{M}_{0}^{\pi \eta, \mathrm{inv}}(t)=P_{0}^{\pi \eta}(t)-\frac{t^{2}}{\pi} \int_{t_{0}}^{\infty} d \mu_{0}^{\pi \eta}\left(t^{\prime}\right)\left\{\frac{\mathcal{M}_{0}^{\pi \eta, \mathrm{inv}}\left(t^{\prime}\right)-\mathcal{M}_{0}^{\pi \eta, \mathrm{inv}}(t)}{t^{\prime}-t}-\frac{\mathcal{M}_{0}^{\pi \eta, \mathrm{inv}}\left(t^{\prime}\right)}{t^{\prime}}\right\} \tag{B.10}
\end{align*}
$$

With Eq. (B.1) this leads to

$$
\begin{align*}
P_{0}(s) & =m_{0}+\left(c_{2}-m_{0} \omega_{0}\right) s-\left(c_{2} \omega_{0}+m_{0} \tilde{\omega}_{0}\right) s^{2}-\left(c_{2} \tilde{\omega}_{0}+m_{0} \tau_{0}\right) s^{3} \\
P_{0}^{\pi \eta}(t) & =m_{0}^{\pi \eta}+\left(c_{2}-m_{0}^{\pi \eta} \omega_{0}^{\pi \eta}\right) t-\left(c_{2} \omega_{0}^{\pi \eta}+m_{0}^{\pi \eta} \tau_{0}^{\pi \eta}\right) t^{2} \tag{B.11}
\end{align*}
$$

where we defined the constants

$$
\begin{equation*}
m_{0}=c_{1}-c_{2} s_{\eta^{\prime}}, \quad \tau_{0}=\frac{1}{\pi} \int_{s_{0}}^{\infty} \frac{d \mu_{0}\left(s^{\prime}\right)}{s^{\prime}}, \quad m_{0}^{\pi \eta}=-\frac{c_{1}}{2}-c_{2} s_{\eta^{\prime}}, \quad \tau_{0}^{\pi \eta}=\frac{1}{\pi} \int_{t_{0}}^{\infty} \frac{d \mu_{0}^{\pi \eta}\left(t^{\prime}\right)}{t^{\prime}} \tag{B.12}
\end{equation*}
$$

We can thus absorb the additional polynomial contributions in the subtraction constants of $P_{0}(s)$ and $P_{0}^{\pi \eta}(t)$. The dispersion integrals therefore remain invariant under this transformation. The above discussion also has ramifications for $\omega / \phi \rightarrow 3 \pi$ : naively one might expect that the additional subtraction constant can be eliminated by virtue of Eq. (4.2). However, the above discussion implies that in order to eliminate the second subtraction constant, one has to introduce a third one. It is thus justified to use a system with two independent subtraction constants in $\omega / \phi \rightarrow 3 \pi$.

## B. 2 Analytic structure of the inhomogeneities

In this section we discuss the analytic structure of the remaining angular integrals of Section 3.3.4. The discussion is largely analogous, however, in this channel it turns out that the most convenient way to proceed is to separate integration over the amplitudes $M_{0}\left(s^{\prime}\right)$ and $M_{0}^{\pi \eta}\left(u^{\prime}\right)$. Performing a change of the integration variable according to

$$
\begin{align*}
& z_{t}^{\prime}=-\frac{1}{\kappa_{\pi \eta}(t)}\left(2 s^{\prime}-3 s_{\eta^{\prime}}+t+\frac{\Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi}}{t}\right), \\
& z_{t}^{\prime}=\frac{1}{\kappa_{\pi \eta}(t)}\left(2 u^{\prime}-3 s_{\eta^{\prime}}+t-\frac{\Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi}}{t}\right), \tag{B.13}
\end{align*}
$$

for $\left\langle\mathcal{M}_{0}\right\rangle^{-}$and $\left\langle\mathcal{M}_{0}^{\pi \eta}\right\rangle^{+}$, respectively, neglecting again the $\pi \eta \mathrm{P}$ wave, leads to

$$
\begin{equation*}
\hat{\mathcal{M}}_{0}^{\pi \eta}(t)=\frac{1}{\kappa_{\pi \eta}(t)}\left\{\int_{\mathcal{C}_{s}^{\prime}} d s^{\prime} \mathcal{M}_{0}\left(s^{\prime}\right)+\int_{\mathcal{C}_{u}^{\prime}} d u^{\prime} \mathcal{M}_{0}^{\pi \eta}\left(u^{\prime}\right)\right\} \tag{B.14}
\end{equation*}
$$

where $\mathcal{C}_{s}^{\prime}$ is the integration contour in the complex $s^{\prime}$-plane with endpoints

$$
s_{ \pm}^{\prime}(t)=\frac{1}{2}\left(3 s_{\eta^{\prime}}-t-\frac{\Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi}}{t} \mp \kappa_{\pi \eta}(t)\right),
$$

and $\mathcal{C}_{u}^{\prime}$ is the integration contour in the complex $u^{\prime}$-plane with endpoints

$$
\begin{equation*}
u_{ \pm}^{\prime}(t)=\frac{1}{2}\left(3 s_{\eta^{\prime}}-t+\frac{\Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi}}{t} \pm \kappa_{\pi \eta}(t)\right) . \tag{B.15}
\end{equation*}
$$

The endpoints are displayed in Figs. B. 1 and B.2. The correct analytic continuation of the integration contour for $\mathcal{C}_{s}^{\prime}$ is given as:
I) $\left(M_{\eta}+M_{\pi}\right)^{2}<t<\left(M_{\eta^{\prime}}^{2}+M_{\eta}^{2}-2 M_{\pi}^{2}\right) / 2: \kappa_{\pi \eta}(t)$ is purely real. The integration contour runs infinitesimally above the two-pion cut from $s_{+}(t)$ to $s_{-}(t)$,

$$
\begin{align*}
& s_{+}(t)=\frac{1}{2}\left(3 s_{\eta^{\prime}}-t-\Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi}-\tilde{\kappa}_{\pi \eta}(t)\right)+i \epsilon \\
& s_{-}(t)=\frac{1}{2}\left(3 s_{\eta^{\prime}}-t-\Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi}+\tilde{\kappa}_{\pi \eta}(t)\right)+i \epsilon \tag{B.16}
\end{align*}
$$

II) $\left(M_{\eta^{\prime}}^{2}+M_{\eta}^{2}-2 M_{\pi}^{2}\right) / 2<t<\left(M_{\eta^{\prime}}-M_{\pi}\right)^{2}: s_{+}(t)$ runs smoothly around the two-pion threshold into the lower half of the complex $t$-plane and continues infinitesimally below the cut. $s_{-}(t)$ stays above the cut. We have

$$
\begin{align*}
& s_{+}(t)=\frac{1}{2}\left(3 s_{\eta^{\prime}}-t-\Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi}-\tilde{\kappa}_{\pi \eta}(t)\right)-i \epsilon \\
& s_{-}(t)=\frac{1}{2}\left(3 s_{\eta^{\prime}}-t-\Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi}+\tilde{\kappa}_{\pi \eta}(t)\right)+i \epsilon \tag{B.17}
\end{align*}
$$

III) $\left(M_{\eta^{\prime}}-M_{\pi}\right)^{2}<t<\left(M_{\eta^{\prime}}+M_{\pi}\right)^{2}: \kappa_{\pi \eta}(t)$ is purely imaginary. The endpoints have to follow the trajectory according to

$$
\begin{align*}
& s_{+}(t)=\frac{1}{2}\left(3 s_{\eta^{\prime}}-t-\Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi}-i \tilde{\kappa}_{\pi \eta}(t)\right), \\
& s_{-}(t)=\frac{1}{2}\left(3 s_{\eta^{\prime}}-t-\Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi}+i \tilde{\kappa}_{\pi \eta}(t)\right) . \tag{B.18}
\end{align*}
$$



Figure B.1: Real (top) and imaginary (bottom) part of the endpoints $s_{ \pm}(t)$ of the integration contour $\mathcal{C}_{s}^{\prime}$. The dashed vertical line denotes the threshold $t=\left(M_{\eta}+M_{\pi}\right)^{2}$.
IV) $\left(M_{\eta^{\prime}}+M_{\pi}\right)^{2}<t: \kappa_{\pi \eta}(t)$ is again purely real and the endpoints follow the trajectories

$$
\begin{align*}
& s_{+}(t)=\frac{1}{2}\left(3 s_{\eta^{\prime}}-t-\Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi}+\tilde{\kappa}_{\pi \eta}(t)\right) \\
& s_{-}(t)=\frac{1}{2}\left(3 s_{\eta^{\prime}}-t-\Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi}-\tilde{\kappa}_{\pi \eta}(t)\right) \tag{B.19}
\end{align*}
$$

The contour in the complex $s^{\prime}$-plane is completely analogous to Fig. 3.4 with the only exception that $s_{+}(t)$ and $s_{-}(t)$ have to be interchanged, and the threshold starts at $s=4 M_{\pi}^{2}$. For $\mathcal{C}_{u}^{\prime}$ we have:
I) $\left(M_{\eta}+M_{\pi}\right)^{2}<t<\left(M_{\eta} \Delta_{\eta^{\prime} \pi}-M_{\pi} \Delta_{\eta \pi}\right) /\left(M_{\eta}+M_{\pi}\right): \kappa_{\pi \eta}(t)$ is purely real. The integration contour runs infinitesimally above the $\pi \eta$ cut from $u_{-}(t)$ to $u_{+}(t)$,

$$
\begin{align*}
& u_{+}(t)=\frac{1}{2}\left(3 s_{\eta^{\prime}}-t+\Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi}+\tilde{\kappa}_{\pi \eta}(t)\right)+i \epsilon \\
& u_{-}(t)=\frac{1}{2}\left(3 s_{\eta^{\prime}}-t+\Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi}-\tilde{\kappa}_{\pi \eta}(t)\right)+i \epsilon \tag{B.20}
\end{align*}
$$

II) $\left(M_{\eta} \Delta_{\eta^{\prime} \pi}-M_{\pi} \Delta_{\eta \pi}\right) /\left(M_{\eta}+M_{\pi}\right)<t<\left(M_{\eta^{\prime}}-M_{\pi}\right)^{2}: u_{-}(t)$ continues smoothly around the $\pi \eta$ threshold into the lower half of the complex $t$-plane and continues below the cut.


Figure B.2: Real (top) and imaginary (bottom) part of the endpoints $u_{ \pm}(t)$ of the integration contour $\mathcal{C}_{u}^{\prime}$. The dashed vertical line denotes the threshold $t=\left(M_{\eta}+M_{\pi}\right)^{2}$.
$u_{+}(t)$ stays above the cut. One finds

$$
\begin{align*}
& u_{+}(t)=\frac{1}{2}\left(3 s_{\eta^{\prime}}-t+\Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi}+\tilde{\kappa}_{\pi \eta}(t)\right)+i \epsilon, \\
& u_{-}(t)=\frac{1}{2}\left(3 s_{\eta^{\prime}}-t+\Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi}-\tilde{\kappa}_{\pi \eta}(t)\right)-i \epsilon . \tag{B.21}
\end{align*}
$$

III) $\left(M_{\eta^{\prime}}-M_{\pi}\right)^{2}<t<\left(M_{\eta^{\prime}}+M_{\pi}\right)^{2}: \kappa_{\pi \eta}(t)$ is purely imaginary. The endpoints are given as

$$
\begin{align*}
& u_{+}(t)=\frac{1}{2}\left(3 s_{\eta^{\prime}}-t+\Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi}+i \tilde{\kappa}_{\pi \eta}(t)\right), \\
& u_{-}(t)=\frac{1}{2}\left(3 s_{\eta^{\prime}}-t+\Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi}-i \tilde{\kappa}_{\pi \eta}(t)\right) . \tag{B.22}
\end{align*}
$$

IV) $\left(M_{\eta^{\prime}}+M_{\pi}\right)^{2}<t: \kappa_{\pi \eta}(t)$ is purely real and the endpoints follow the trajectories

$$
\begin{align*}
& u_{+}(t)=\frac{1}{2}\left(3 s_{\eta^{\prime}}-t+\Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi}-\tilde{\kappa}_{\pi \eta}(t)\right), \\
& u_{-}(t)=\frac{1}{2}\left(3 s_{\eta^{\prime}}-t+\Delta_{\eta^{\prime} \pi} \Delta_{\eta \pi}+\tilde{\kappa}_{\pi \eta}(t)\right) . \tag{B.23}
\end{align*}
$$

The trajectories in the complex $u$-plane are again completely analogous to Fig. 3.4.

## B. 3 Numerical treatment of the P -wave dispersion integral

In this section we resume the discussion of Section 3.4.3 about the numerical treatment of the dispersion integral Eq. (3.91) and consider the case $n=1$. This is relevant for the calculations performed in Chapters 4 and 5 . Obviously the case $s^{\prime}=a$ merits some additional discussion. While the integrand itself is still diverging as $1 /\left(a-s^{\prime}\right)$, we now have to find a way to amend the factor of $1 /\left(a-s^{\prime}\right)^{3 / 2}$ in the numerator. We proceed exactly as before with a case-by-case study.

- $s_{0}<s<b: s$ is part of the integration interval, and again we split the integration interval further:
$-s<a$ : we need to take care of the singularity $s^{\prime}=s$ in the integration interval from $s_{0}$ to $p$, and of $s^{\prime}=a$ in the interval from $p$ to $b$. One finds

$$
\begin{align*}
\mathcal{I}(s) & =\int_{s_{0}}^{p} d s^{\prime} \frac{\mathcal{H}\left(s^{\prime}\right)-\mathcal{H}(s)}{s^{\prime m}\left(s^{\prime}-s\right)}+\mathcal{H}(s) \mathcal{R}\left(s, s_{0}, p\right) \\
& +\int_{p}^{b} d s^{\prime} \frac{\mathcal{G}\left(s^{\prime}\right)-\mathcal{G}(a)-\left(s^{\prime}-a\right) \mathcal{G}^{\prime}(a)}{\left(a-s^{\prime}\right)^{3 / 2}\left(s^{\prime}-s\right)} \\
& +\frac{\mathcal{G}(a)}{s-a}\left(\frac{2}{\sqrt{a-p}}+\frac{2 i}{\sqrt{b-a}}-\mathcal{Q}(s, a, p, b)\right)+\mathcal{G}^{\prime}(a) \mathcal{Q}(s, a, p, b) \\
& +\int_{b}^{\Lambda^{2}} d s^{\prime} \frac{\mathcal{G}\left(s^{\prime}\right)}{\left(a-s^{\prime}\right)^{3 / 2}\left(s^{\prime}-s\right)}, \tag{B.24}
\end{align*}
$$

where we have added and subtracted $\mathcal{H}(s)$ and $\mathcal{G}(a)+\left(s^{\prime}-a\right) \mathcal{G}^{\prime}(a)$ in the respective integrals, $\mathcal{R}(s, x, y)$ and $\mathcal{Q}(s, a, x, y)$ are defined in Eqs. (3.96) and (3.97), and the additional terms are obtained from evaluating

$$
\begin{equation*}
\int_{x}^{y} d s^{\prime} \frac{1}{(a-s)^{3 / 2}\left(s^{\prime}-s\right)}=\frac{1}{s-a}\left(\frac{2}{\sqrt{a-x}}+\frac{2 i}{\sqrt{y-a}}-\mathcal{Q}(s, a, x, y)\right) . \tag{B.25}
\end{equation*}
$$

The remaining integrals may again be solved numerically. The procedure is similar to the one in Section 3.4.3, only now we represent $\mathcal{G}\left(s^{\prime}\right)$ as

$$
\begin{equation*}
\mathcal{G}\left(s^{\prime}\right) \simeq \mathcal{G}(a)+\mathcal{G}^{\prime}(a)\left(a-s^{\prime}\right)+g_{0}\left(a-s^{\prime}\right)^{3 / 2}+g_{1}\left(a-s^{\prime}\right)^{2}+g_{2}\left(a-s^{\prime}\right)^{5 / 2}+\ldots \tag{B.26}
\end{equation*}
$$

Since the numerical determination of the derivative $\mathcal{G}^{\prime}(a)$ is not well behaved, we choose to use $\mathcal{G}^{\prime}(a)$ as an additional coefficient that is fitted along with $g_{0}, g_{1}$. The ratio thus becomes

$$
\begin{equation*}
\frac{\mathcal{G}\left(s^{\prime}\right)-\mathcal{G}(a)-\mathcal{G}^{\prime}(a)\left(a-s^{\prime}\right)}{\left(a-s^{\prime}\right)^{3 / 2}} \simeq g_{0}+g_{1}\left(a-s^{\prime}\right)^{1 / 2}+g_{2}\left(a-s^{\prime}\right)+\ldots \tag{B.27}
\end{equation*}
$$

and is necessarily finite.
$-s>a$ : the singularity $s^{\prime}=s$ lies in the integration interval from $p$ to $b$, and $s^{\prime}=a$ in the interval $s_{0}$ to $p$. We thus have

$$
\mathcal{I}(s)=\int_{s_{0}}^{p} d s^{\prime} \frac{\mathcal{G}\left(s^{\prime}\right)-\mathcal{G}(a)-\left(s^{\prime}-a\right) \mathcal{G}^{\prime}(a)}{\left(a-s^{\prime}\right)^{3 / 2}\left(s^{\prime}-s\right)}
$$

$$
\begin{align*}
& +\frac{\mathcal{G}(a)}{s-a}\left(\frac{2}{\sqrt{a-s_{0}}}+\frac{2 i}{\sqrt{p-a}}-\mathcal{Q}\left(s, a, s_{0}, p\right)\right)+\mathcal{G}^{\prime}(a) \mathcal{Q}\left(s, a, s_{0}, p\right) \\
& +\int_{p}^{b} d s^{\prime} \frac{\mathcal{H}\left(s^{\prime}\right)-\mathcal{H}(s)}{s^{\prime m}\left(s^{\prime}-s\right)}+\mathcal{H}(s) \mathcal{R}(s, p, b)+\int_{b}^{\Lambda^{2}} d s^{\prime} \frac{\mathcal{G}\left(s^{\prime}\right)}{\left(a-s^{\prime}\right)^{3 / 2}\left(s^{\prime}-s\right)} . \tag{B.28}
\end{align*}
$$

- $s>b: s^{\prime}-s$ is located in the integration interval from $b$ to $\Lambda^{2}$, and we find

$$
\begin{align*}
\mathcal{I}(s) & =\int_{s_{0}}^{b} d s^{\prime} \frac{\mathcal{G}\left(s^{\prime}\right)-\mathcal{G}(a)-\left(s^{\prime}-a\right) \mathcal{G}^{\prime}(a)}{\left(a-s^{\prime}\right)^{3 / 2}\left(s^{\prime}-s\right)} \\
& +\frac{\mathcal{G}(a)}{s-a}\left(\frac{2}{\sqrt{a-s_{0}}}+\frac{2 i}{\sqrt{b-a}}-\mathcal{Q}\left(s, a, s_{0}, b\right)\right)+\mathcal{G}^{\prime}(a) \mathcal{Q}\left(s, a, s_{0}, b\right) \\
& +\int_{b}^{\Lambda^{2}} d s^{\prime} \frac{\mathcal{H}\left(s^{\prime}\right)-\mathcal{H}(s)}{s^{\prime m}\left(s^{\prime}-s\right)}+\mathcal{H}(s) \mathcal{R}\left(s, b, \Lambda^{2}\right) \tag{B.29}
\end{align*}
$$

- $s<s_{0}$ and $s$ complex: $s$ is not port of the integration interval and we only have to amend the singularity at $s^{\prime}=a$, thus

$$
\begin{align*}
\mathcal{I}(s) & =\int_{s_{0}}^{b} d s^{\prime} \frac{\mathcal{G}\left(s^{\prime}\right)-\mathcal{G}(a)-\left(s^{\prime}-a\right) \mathcal{G}^{\prime}(a)}{\left(a-s^{\prime}\right)^{3 / 2}\left(s^{\prime}-s\right)} \\
& +\frac{\mathcal{G}(a)}{s-a}\left(\frac{2}{\sqrt{a-s_{0}}}+\frac{2 i}{\sqrt{\Lambda^{2}-a}}-\mathcal{Q}\left(s, a, s_{0}, \Lambda^{2}\right)\right)+\mathcal{G}^{\prime}(a) \mathcal{Q}\left(s, a, s_{0}, \Lambda^{2}\right) \tag{B.30}
\end{align*}
$$

## B. 4 On the size of higher partial waves in $\omega \rightarrow 3 \pi$

In this Appendix, we investigate the potential uncertainty in our amplitude solution due to the omission of discontinuities in higher partial waves for $\omega \rightarrow 3 \pi$, the next higher one being the F wave. We wish to emphasize to begin with that higher partial waves do not vanish for the solution $\mathcal{F}(s, t, u)$ : projecting onto the F wave (in the $s$-channel)

$$
\begin{equation*}
f_{3}(s)=-\frac{7}{16} \int_{-1}^{1} d z_{s}\left(5 z_{s}^{4}-6 z_{s}^{2}+1\right) \mathcal{F}(s, t, u) \tag{B.31}
\end{equation*}
$$

where $z_{s}=\cos \theta_{s}=(t-u) / \kappa(s)$, yields contributions from the $t$ - and $u$-channel P-wave amplitudes. $f_{3}(s)$ thus calculated just happens to be real. To generalize our approach and also include F-wave discontinuities, we may amend the decomposition (4.9) according to

$$
\begin{equation*}
\mathcal{F}(s, t, u)=\mathcal{F}(s)+\mathcal{F}(t)+\mathcal{F}(u)+P_{3}^{\prime}\left(z_{s}\right) \mathcal{G}(s)+P_{3}^{\prime}\left(z_{t}\right) \mathcal{G}(t)+P_{3}^{\prime}\left(z_{u}\right) \mathcal{G}(u) \tag{B.32}
\end{equation*}
$$

where $\mathcal{G}(s)$ again only has a right-hand cut, and $z_{t}=(s-u) / \kappa(t), z_{u}=(s-t) / \kappa(u)$. The discontinuities of P and F wave are expressed by the relations

$$
\begin{align*}
& \operatorname{disc} f_{1}(s)=\operatorname{disc} \mathcal{F}(s)=2 i(\mathcal{F}(s)+\hat{\mathcal{F}}(s)) \theta\left(s-4 M_{\pi}^{2}\right) \sin \delta_{1}^{1}(s) e^{-i \delta_{1}^{1}(s)} \\
& \operatorname{disc} f_{3}(s)=\operatorname{disc} \mathcal{G}(s)=2 i(\mathcal{G}(s)+\hat{\mathcal{G}}(s)) \theta\left(s-4 M_{\pi}^{2}\right) \sin \delta_{3}^{1}(s) e^{-i \delta_{3}^{1}(s)} \tag{B.33}
\end{align*}
$$

where $\delta_{3}^{1}(s)$ is the $\pi \pi \mathrm{F}$-wave phase shift, and the inhomogeneities are now given by

$$
\hat{\mathcal{F}}(s)=3\left\langle\left(1-z_{s}^{2}\right)\left(\mathcal{F}+P_{3}^{\prime} \mathcal{G}\right)\right\rangle(s),
$$

$$
\begin{equation*}
\hat{\mathcal{G}}(s)=-\frac{7}{4}\left\langle\left(5 z_{s}^{4}-6 z_{s}^{2}+1\right)\left(\mathcal{F}+P_{3}^{\prime} \mathcal{G}\right)\right\rangle(s) \tag{B.34}
\end{equation*}
$$

Note that, in Eq. (B.34), the notation of angular averaging $\langle\ldots\rangle$ is generalized compared to Eq. (4.18) in the sense that the argument of $P_{3}^{\prime}$ is taken to be $z_{t}$, reexpressed in terms of $s$ and $z_{s}$. We will now proceed to estimate the potential size of the F -wave discontinuity contribution $\mathcal{G}(s)$ by calculating the effects of the $\rho_{3}(1690)$ resonance.

## B.4.1 The $\rho_{3}(1690)$

The spin-3 resonance $\rho_{3}(1690)$ is described in terms of a totally symmetric third-rank tensor field $\boldsymbol{\rho}_{\mu \nu \lambda}=\rho_{\mu \nu \lambda}^{a} \tau^{a}$ (of isospin $I=1$ ), which is subject to the constraints

$$
\begin{equation*}
\partial^{\mu} \boldsymbol{\rho}_{\mu \nu \lambda}=0, \quad g^{\mu \nu} \boldsymbol{\rho}_{\mu \nu \lambda}=0 . \tag{B.35}
\end{equation*}
$$

The numerator of its propagator in momentum space involves the polarization sum [228]

$$
\begin{align*}
& P_{\mu_{1} \mu_{2} \mu_{3}}^{\nu_{1} \nu_{2} \nu_{3}}=\frac{1}{6} \sum_{P\left\{\nu_{1} \nu_{2} \nu_{3}\right\}}\left\{X_{\mu_{1}}^{\nu_{1}} X_{\mu_{2}}^{\nu_{2}} X_{\mu_{3}}^{\nu_{3}}-\frac{1}{5}\left(X_{\mu_{1} \mu_{2}} X^{\nu_{1} \nu_{2}} X_{\mu_{3}}^{\nu_{3}}\right.\right. \\
& \left.\left.+X_{\mu_{1}}^{\nu_{1}} X_{\mu_{2} \mu_{3}} X^{\nu_{2} \nu_{3}}+X_{\mu_{1} \mu_{3}} X_{\mu_{2}}^{\nu_{2}} X^{\nu_{1} \nu_{3}}\right)\right\}, \\
& X_{\alpha \beta}=-g_{\alpha \beta}+\frac{p_{\alpha} p_{\beta}}{M_{\rho_{3}}^{2}}, \tag{B.36}
\end{align*}
$$

where the sum runs over all possible permutations of the indices $\left\{\nu_{1}, \nu_{2}, \nu_{3}\right\}$. The simplest $\rho_{3}$ interaction Lagrangians with $\pi \pi$ and $\pi \omega$ are given by

$$
\begin{equation*}
\mathcal{L}_{\rho_{3}}=\frac{g_{\rho_{3} \pi \pi}}{4 F_{\pi}^{2}}\left\langle\boldsymbol{\rho}_{\mu \nu \lambda}\left[\partial^{\mu} \boldsymbol{\pi}, \partial^{\nu} \partial^{\lambda} \boldsymbol{\pi}\right]\right\rangle+\frac{g_{\rho_{3} \pi \omega}}{2 F_{\pi}} \epsilon^{\lambda \alpha \beta \gamma}\left\langle\boldsymbol{\rho}_{\mu \nu \lambda} \partial^{\mu} \partial_{a} \boldsymbol{\pi}\right\rangle \partial^{\nu} \partial_{\beta} \omega_{\gamma}, \tag{B.37}
\end{equation*}
$$

where $\boldsymbol{\pi}=\pi^{a} \tau^{a}$ denotes the isotriplet of pion fields, and $\omega_{\mu}$ the isosinglet $\omega$ vector field. From Eq. (B.37), we can calculate the partial decay widths of the $\rho_{3}$ into $\pi \pi$ and $\pi \omega$ to be

$$
\begin{align*}
\Gamma\left(\rho_{3} \rightarrow \pi \pi\right) & =\frac{g_{\rho_{3} \pi \pi}^{2}}{4480 \pi F_{\pi}^{4} M_{\rho_{3}}^{2}}\left(M_{\rho_{3}}^{2}-4 M_{\pi}^{2}\right)^{7 / 2}, \\
\Gamma\left(\rho_{3} \rightarrow \pi \omega\right) & =\frac{g_{\rho_{3} \pi \omega}^{2}}{13440 \pi F_{\pi}^{2} M_{\rho_{3}}^{7}} \lambda\left(M_{\rho_{3}}^{2}, M_{\omega}^{2}, M_{\pi}^{2}\right)^{7 / 2} \tag{B.38}
\end{align*}
$$

which show the expected phase-space dependence for the decay of a spin-3 particle. From $M_{\rho_{3}}=(1688.8 \pm 2.1) \mathrm{MeV}, \Gamma_{\rho_{3}}=(161 \pm 10) \mathrm{MeV}, \mathcal{B}\left(\rho_{3} \rightarrow \pi \pi\right)=(23.6 \pm 1.3) \%, \mathcal{B}\left(\rho_{3} \rightarrow\right.$ $\pi \omega)=(16 \pm 6) \%$, and $F_{\pi}=92.2 \mathrm{MeV}[87]$, we therefore deduce

$$
\begin{equation*}
\left|g_{\rho_{3} \pi \pi}\right|=0.056 \pm 0.005, \quad\left|g_{\rho_{3} \pi \omega}\right|=(1.2 \pm 0.5) \mathrm{GeV}^{-2} \tag{B.39}
\end{equation*}
$$

Having fixed the coupling constants of the Lagrangian (B.37), we can proceed to calculate the impact of the $\rho_{3}$ resonance on the decay $\omega \rightarrow 3 \pi$. The exchange of a $\rho_{3}$ in the $s$-channel, see Fig. B.3, yields a contribution to $\mathcal{G}(s)$ as defined in Eq. (B.32) according to

$$
\begin{equation*}
\mathcal{G}_{\rho_{3}}(s)=C_{F} \frac{M_{\rho_{3}}^{2}}{M_{\rho_{3}}^{2}-s} \frac{\kappa^{2}(s)}{M_{\omega}^{4}}, \quad C_{F}=\frac{g_{\rho_{3} \pi \pi} g_{\rho_{3} \pi \omega} M_{\omega}^{4}}{60 F_{\pi}^{3} M_{\rho_{3}}^{2}} . \tag{B.40}
\end{equation*}
$$



Figure B.3: Feynman diagram for the $\rho_{3}(1690)$-exchange contribution to $\omega \rightarrow 3 \pi$ (in the $s$-channel).
$\kappa^{2}(s) / M_{\omega}^{4}$ is a dimensionless kinematic factor characteristic for the F wave. The remaining effective coupling $C_{F}$ is numerically evaluated from the above to be

$$
\begin{equation*}
\left|C_{F}\right| \approx(1.4 \pm 0.5) \times 10^{-4} F_{\pi}^{-3} \tag{B.41}
\end{equation*}
$$

For illustration, we compare this to the simplified P-wave amplitude $\mathcal{F}(s)$ as given by vectormeson dominance, e.g. according to the hidden-local-symmetry (HLS) formalism [229, 230],

$$
\begin{equation*}
\mathcal{F}_{\mathrm{HLS}}(s)=C_{P} \frac{M_{\rho}^{2}}{M_{\rho}^{2}-s}, \quad C_{P}=\frac{N_{c} g}{8 \pi^{2} F_{\pi}^{3}} \tag{B.42}
\end{equation*}
$$

where $N_{c}=3$ is the number of colors, $g \approx 5.8$ is the universal vector coupling, and we have used the simplest choice for the anomalous HLS couplings, $c_{1}-c_{2}=c_{3}=1[165,166,230]$. In this case, the effective coupling constant is

$$
\begin{equation*}
C_{P} \approx 0.22 F_{\pi}^{-3} \tag{B.43}
\end{equation*}
$$

Comparing Eqs. (B.41) and (B.43), we see that the coupling constant alone, i.e. before application of the F -wave phase-space factors, suppresses the F -wave vs. the P -wave contribution by three orders of magnitude.

## B.4.2 The $\omega \rightarrow 3 \pi$ F wave

We therefore have strong indication that the $\omega \rightarrow 3 \pi \mathrm{~F}$ wave $f_{3}(s)=\mathcal{G}(s)+\hat{\mathcal{G}}(s)$ is dominated by the term in $\hat{\mathcal{G}}(s)$ given by the projection of the crossed-channel P-wave terms. With the simplified amplitude (B.42), we can calculate this contribution even analytically, eschewing all complications of path deformation in the complete description. The result is

$$
\begin{align*}
\hat{\mathcal{G}}_{\mathrm{HLS}}(s) & =-C_{P} \frac{2 M_{\rho}^{2}}{M_{\rho}^{2}-\frac{1}{2}\left(3 s_{0}-s\right)} \frac{7}{8 \bar{\kappa}^{4}}\left(\frac{5-6 \bar{\kappa}^{2}+\bar{\kappa}^{4}}{2 \bar{\kappa}} \log \frac{1+\bar{\kappa}}{1-\bar{\kappa}}-\frac{15-13 \bar{\kappa}^{2}}{3}\right), \\
\bar{\kappa} & =\frac{\kappa(s)}{2 M_{\rho}^{2}-3 s_{0}+s} \tag{B.44}
\end{align*}
$$

In Fig. B.4, we plot the function $C_{P}^{-1} M_{\omega}^{4} \kappa^{-2}(s) \times \hat{\mathcal{G}}_{\mathrm{HLS}}(s)$, which is seen to vary between 0.53 and 0.14 in the physical region $2 M_{\pi} \leq \sqrt{s} \leq M_{\omega}-M_{\pi}$. In view of Eq. (B.40), this is to be compared to the scale $C_{F} / C_{P} \approx 10^{-3}$ for the $\rho_{3}$-induced F-wave contribution. The conclusion is that we expect neglected terms to yield only percent-level corrections even to the $\omega \rightarrow 3 \pi$ F wave.


Figure B.4: The function $C_{P}^{-1} M_{\omega}^{4} \kappa^{-2}(s) \times \hat{\mathcal{G}}_{\mathrm{HLS}}(s)$, characterizing the F-wave projection of the $t$ - and $u$-channel P-wave amplitudes; for details, see text. The vertical dashed lines indicate the boundaries of the physical region for $\omega \rightarrow 3 \pi$.

It remains to ask to what extent the assumption of the F wave being purely real is justified. Ref. [41] provides a simple analytic parameterization of the $\pi \pi$ F-wave phase shift, according to which we find, at the upper limits of the phase space accessible in $\omega \rightarrow 3 \pi$ and $\phi \rightarrow 3 \pi$,

$$
\begin{gather*}
\delta_{3}^{1}\left(s=\left(M_{\omega}-M_{\pi}\right)^{2}\right) \approx 1 \times 10^{-4}, \\
\delta_{3}^{1}\left(s=\left(M_{\phi}-M_{\pi}\right)^{2}\right) \approx 7 \times 10^{-4}, \tag{B.45}
\end{gather*}
$$

which corresponds to $0.06^{\circ}$ and $0.4^{\circ}$, respectively. The F-wave phase is tiny in all the accessible phase space; neglecting the imaginary part is an approximation way below the accuracy of our decay amplitude representation.

## B.4.3 Comparison to the pion-pion $F$ wave

Finally, we wish to briefly point out that the hierarchy suggested for the $\omega \rightarrow 3 \pi$ F wavecomplete dominance of $t$-channel exchange over the $s$-channel resonance tail at low energiesshould not come as a big surprise, looking at the comparable situation in pion-pion scattering. The $\rho_{3}$ contribution to the $\pi \pi \mathrm{F}$ wave that follows from the Lagrangian (B.37) is given by

$$
\begin{equation*}
t_{3}^{1}(s)_{\rho_{3}}=\frac{g_{\rho_{3} \pi \pi}^{2}}{8960 \pi F_{\pi}^{4}} \frac{\left(s-4 M_{\pi}^{2}\right)^{3}}{M_{\rho_{3}}^{2}-s} . \tag{B.46}
\end{equation*}
$$

This yields a contribution to the F-wave scattering length according to

$$
\begin{equation*}
\left(a_{3}^{1}\right)_{\rho_{3}}=\frac{g_{\rho_{3} \pi \pi}^{2}}{140 \pi F_{\pi}^{4} M_{\rho_{3}}^{2}} \approx 2.6 \times 10^{-7} M_{\pi}^{-6}, \tag{B.47}
\end{equation*}
$$

to be compared with a phenomenological value of $a_{3}^{1} \approx 5.4 \times 10^{-5} M_{\pi}^{-6}$ [37]: the $\rho_{3}$ contribution to the scattering length is suppressed by more than two orders of magnitude. The leading-order prediction in chiral perturbation theory at one loop, in contrast, yields [16]

$$
\begin{equation*}
a_{3}^{1}=\frac{11}{94080 \pi^{3} F_{\pi}^{4} M_{\pi}^{2}}+\mathcal{O}\left(M_{\pi}^{0}\right) \approx 2.0 \times 10^{-5} M_{\pi}^{-6} \tag{B.48}
\end{equation*}
$$

which is entirely given by ( $t$ - and $u$-channel) loop effects.

## B. 5 Contribution from higher resonances

In order to estimate the potential influence of higher P-wave resonances $\left(\rho^{\prime}(1450), \rho^{\prime \prime}(1700)\right)$ on the $V \rightarrow 3 \pi$ decays, we follow an approach recently suggested in connection with the pion vector form factor [231]. There, the following form factor representation has been fitted to the high-precision data for $\tau^{-} \rightarrow \pi^{-} \pi^{0} \nu_{\tau}$ from Belle [201]:

$$
\begin{align*}
F_{\pi}^{V}(s) & =\frac{M_{\rho}^{2}+s\left(\gamma e^{i \phi_{1}}+\delta e^{i \phi_{2}}\right)}{M_{\rho}^{2}-s-i M_{\rho} \Gamma_{\rho}(s)} \exp \left\{-\frac{s A_{\pi}(s)}{96 \pi^{2} F_{\pi}^{2}}\right\} \\
& -\frac{\gamma s e^{i \phi_{1}}}{M_{\rho^{\prime}}^{2}-s-i M_{\rho^{\prime}} \Gamma_{\rho^{\prime}}(s)} \exp \left\{-\frac{s \Gamma_{\rho^{\prime}} A_{\pi}(s)}{\pi M_{\rho^{\prime}}^{3} \sigma_{\pi}^{3}\left(M_{\rho^{\prime}}^{2}\right)}\right\} \\
& -\frac{\delta s e^{i \phi_{2}}}{M_{\rho^{\prime \prime}}^{2}-s-i M_{\rho^{\prime \prime}} \Gamma_{\rho^{\prime \prime}}(s)} \exp \left\{-\frac{s \Gamma_{\rho^{\prime \prime}} A_{\pi}(s)}{\pi M_{\rho^{\prime \prime}}^{3} \sigma_{\pi}^{3}\left(M_{\rho^{\prime \prime}}^{2}\right)}\right\} \tag{B.49}
\end{align*}
$$

where

$$
\begin{align*}
A_{\pi}(s) & =\log \frac{M_{\pi}^{2}}{M_{\rho}^{2}}+\frac{8 M_{\pi}^{2}}{s}-\frac{5}{3}+\sigma_{\pi}^{3}(s) \log \frac{1+\sigma_{\pi}(s)}{1-\sigma_{\pi}(s)} \\
\Gamma_{\rho}(s) & =\frac{M_{\rho} s}{96 \pi F_{\pi}^{2}} \sigma_{\pi}^{3}(s) \\
\Gamma_{\rho^{\prime}, \rho^{\prime \prime}}(s) & =\frac{M_{\rho^{\prime}, \rho^{\prime \prime}}}{\sqrt{s}}\left(\frac{s-4 M_{\pi}^{2}}{M_{\rho^{\prime}, \rho^{\prime \prime}}^{2}-4 M_{\pi}^{2}}\right)^{3 / 2} \Gamma_{\rho^{\prime}, \rho^{\prime \prime}} . \tag{B.50}
\end{align*}
$$

We have omitted a kaon-loop contribution to $\Gamma_{\rho}(s)$ (which also affects the real exponential multiplying the $\rho$ propagator in Eq. (B.49)) that is retained in Ref. [231]: it does not have a large effect on the form factor, and we want to translate the above representation into a single-channel Omnès form with only elastic $\pi \pi$ rescattering included; Eq. (B.49) treats the $\rho^{\prime}$ and $\rho^{\prime \prime}$ as purely elastic resonances anyway. Besides, inelasticities in the $\pi \pi \mathrm{P}$ wave in general, and in these higher P-wave resonances in particular, are expected to be dominated by $4 \pi$ rather than $K \bar{K}$. Furthermore, our form of Eq. (B.49) is only valid above threshold, $s \geq 4 M_{\pi}^{2}$.

Given the treatment of $\rho^{\prime}, \rho^{\prime \prime}$ as elastic resonances, we implement these into our formalism by just modifying the $\pi \pi$ P-wave phase shift accordingly and using the phase of the form factor in Eq. (B.49) as the input for a modified Omnès function. More precisely, we employ a phase identical to the one of Ref. [38] below $\sqrt{s}=1.1 \mathrm{GeV}$, guide this smoothly to the phase of the form factor, which is used up to $\sqrt{s}=1.8 \mathrm{GeV}$ (roughly the kinematic range accessible in $\tau^{-} \rightarrow \pi^{-} \pi^{0} \nu_{\tau}$ and therefore fitted in Ref. [231]), before guiding the phase smoothly to $\pi$. This phase, calculated for the central parameter values of the fit to the Belle data [201]


Figure B.5: Alternative P-wave phase shift $\delta_{1}^{1}(s)$ including the effects of $\rho^{\prime}(1450)$ and $\rho^{\prime \prime}(1700)$ resonances; see text for details. The horizontal dashed line denotes the assumed asymptotic phase of $\pi$, the vertical dashed lines show the boundaries of the physical region for the two decays at $\sqrt{s}=2 M_{\pi}, M_{\omega}-M_{\pi}, M_{\phi}-M_{\pi}$.
given by $M_{\rho^{\prime}}=1.461 \mathrm{GeV}, \Gamma_{\rho^{\prime}}=0.353 \mathrm{GeV}, M_{\rho^{\prime \prime}}=1.732 \mathrm{GeV}, \Gamma_{\rho^{\prime \prime}}=0.141 \mathrm{GeV}, \gamma=0.088$, $\delta=-0.024, \phi_{1}=0.6, \phi_{2}=0.8$ [232], is shown in Fig. B.5.

We refrain from investigating the variation within the error ranges on these parameters determined in Ref. [231]: we regard our estimate of higher-resonance contributions as indicative rather (and, as such, they will turn out to be entirely negligible) than as a precision study; which, as we will argue below, it cannot be as a matter of principle. We would like to point out that the form factor representation (B.49) allows to lead the phase smoothly to $\pi$ : the higher resonances only induce "wiggles" in the phase. This is in contrast to the (weighted) sum of Breit-Wigner or Gounaris-Sakurai [233] functions as employed in the data fit in Ref. [201], which makes the phase rise by $\pi$ for each resonance, leading to an asymptotic phase of rather $3 \pi$ in the case at hand.

It turns out that the effect of using an alternative Omnès function, based on the phase shown in Fig. B.5, as the starting point for our dispersive representation of the $V \rightarrow 3 \pi$ Dalitz plots is totally negligible: it changes the Dalitz plot distributions by less than $1 \%$, and is therefore smaller than the other uncertainty sources identified in the main text. Figure B. 5 makes this rather plausible: the deviations due to the two high-mass resonances show up only significantly above the energy range accessible in the $\omega$ and $\phi$ decays; furthermore, in the integral, the two "wiggles" of opposite sign tend to cancel out. Indeed, calculating e.g. the sum-rule value for the pion charge radius according to Eq. (4.21), we find

$$
\begin{equation*}
\left\langle r_{\operatorname{sum}\left(\rho^{\prime}, \rho^{\prime \prime}\right.}^{2}\right)_{\pi}^{V} \simeq 0.420 \mathrm{fm}^{2} \tag{B.51}
\end{equation*}
$$

very close to the value $0.415 \mathrm{fm}^{2}$ found with our "standard phase".
We need to recall the rather indicative nature of this investigation. We employ information on the $\rho^{\prime}$ and $\rho^{\prime \prime}$ resonances gained experimentally from the pion form factor measurement in
$\tau^{-} \rightarrow \pi^{-} \pi^{0} \nu_{\tau}$ [201]; it might be possible that they couple particularly strongly to $\omega \pi$, and thus have a more pronounced impact on $\omega \rightarrow 3 \pi$. However, phenomenological information does not seem to support this: if we compare the pion form factor fit of Ref. [201] with an experimental analysis of $e^{+} e^{-} \rightarrow \omega \pi^{0}$ [195], both employing weighted sums of Breit-Wigner or Gounaris-Sakurai resonance propagators as fit functions, the pion form factor suggests a (modulus of the) coupling strength of the $\rho^{\prime}$ relative to the $\rho$ of the order of $15 \%$, while the $\omega \pi$ production measurement suggests a $\rho^{\prime}$-to- $\rho$ ratio of the order of $10 \%$ (despite the fact that here, the $\rho$ is obviously sub-threshold, and phase space tends to emphasize the higherresonance contributions in the cross section).

We therefore conclude that the influence of higher-mass P-wave resonance states on the $V \rightarrow 3 \pi$ decays seems to be very small, and well contained in the uncertainty estimate we have performed in the main text.

Since the transition form factor is more sensitive to the precise shape of the pion vector form factor we have chosen to account for omitting the Kaon loop effects by performing the fit again using the various masses, widths, and coupling constants as fit parameters. We use the $\tau^{-} \rightarrow \pi^{-} \pi^{0} \nu_{\tau}$ data set of Ref. [201] thus avoiding additional complications arising from $\rho-\omega$ mixing and obtain

$$
\begin{align*}
M_{\rho^{\prime}} & =1.44 \pm 0.01 \mathrm{GeV}, & \Gamma_{\rho^{\prime}} & =0.34 \pm 0.03 \mathrm{GeV}, \\
\gamma & =0.097 \pm 0.009, & \phi_{1} & =0.5 \pm 0.2, \\
M_{\rho^{\prime \prime}} & =1.71 \pm 0.05 \mathrm{GeV}, & \Gamma_{\rho^{\prime \prime}} & =0.13 \pm 0.03 \mathrm{GeV}, \\
\delta & =-0.02 \pm 0.02, & \phi_{2} & =1.1 \pm 0.6 . \tag{B.52}
\end{align*}
$$

As expected our fit values are slightly different as compared to before, however the resonance parameters are still plausible.

## B. 6 Inelasticity parameter

In this appendix, we wish to briefly derive Eq. (4.33), following Ref. [122]. We introduce an inelasticity parameter $\eta(s)$ in the parameterization of the $\pi \pi$ P-wave amplitude (see Eq. (4.32)) according to

$$
\begin{equation*}
\sin \delta(s) e^{-i \delta(s)} \rightarrow \frac{1}{2 i}\left(1-\eta(s) e^{-2 i \delta(s)}\right) . \tag{B.53}
\end{equation*}
$$

Thus the unitarity relation for $\mathcal{F}(s)$ takes the following modified form

$$
\begin{equation*}
\operatorname{disc} \mathcal{F}(s)=(\mathcal{F}(s)+\hat{\mathcal{F}}(s)) \theta\left(s-4 M_{\pi}^{2}\right)\left(1-\eta(s) e^{-2 i \delta(s)}\right) . \tag{B.54}
\end{equation*}
$$

For the homogeneous case $\hat{\mathcal{F}}(s)=0$, we take the logarithm

$$
\begin{equation*}
\operatorname{disc} \log \mathcal{F}(s)=2 i \delta(s)-\log \eta(s) \tag{B.55}
\end{equation*}
$$

which leads to the modified Omnès solution

$$
\begin{align*}
\tilde{\Omega}(s) & =\Omega(s) \exp \left\{\frac{i s}{2 \pi} \int_{16 M_{\pi}^{2}}^{\infty} d s^{\prime} \frac{\log \eta\left(s^{\prime}\right)}{s^{\prime}\left(s^{\prime}-s\right)}\right\} \\
& =\xi(s) \Xi(s) \Omega(s) \tag{B.56}
\end{align*}
$$

with

$$
\xi(s)= \begin{cases}\eta^{-1 / 2}(s) & \text { above the cut }  \tag{B.57}\\ \eta^{1 / 2}(s) & \text { below the cut } \\ 1 & \text { elsewhere }\end{cases}
$$

and

$$
\begin{equation*}
\Xi(s)=\exp \left\{\frac{i s}{2 \pi} \int_{16 M_{\pi}^{2}}^{\infty} d s^{\prime} \frac{\log \eta\left(s^{\prime}\right)}{s^{\prime}\left(s^{\prime}-s\right)}\right\} \tag{B.58}
\end{equation*}
$$

For the full solution of the unitarity relation (B.54) we use the product ansatz $\mathcal{F}(s)=\tilde{\Omega}(s) \psi(s)$ to obtain

$$
\begin{equation*}
\operatorname{disc} \psi(s)=\frac{\hat{\mathcal{F}}(s)\left(e^{i \delta(s)}-\eta(s) e^{-i \delta(s)}\right)}{\sqrt{\eta(s)} \Xi(s)|\Omega(s)|} \tag{B.59}
\end{equation*}
$$

Rewriting $\psi(s)$ into a dispersion relation finally leads to the full solution quoted in Eq. (4.33).
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[^0]:    ${ }^{\# 1}$ The running of the coupling constant is not a unique phenomenon of the strong interaction: the electromagnetic and weak couplings are also dependent on the energy scale, but the effect is less pronounced compared to the strong coupling. The $\beta$ function of the electromagnetic interactions is positive, so that QED is strongly coupled at high energies [12].

[^1]:    \#2 Since Chiral Perturbation Theory is not the main topic of this work but will nevertheless be an important ingredient to several of our calculations, we refer to Refs. [19-23] for more introductions.

[^2]:    ${ }^{\# 3}$ To be precise, we refer to the creation and annihilation of particle-anti-particle pairs heavier than pions $(K \bar{K}, \eta \bar{\eta}, \ldots)$. We allow, however, for inelastic charge exchange in the two-pion final-state when taking into account isospin breaking in $\eta \rightarrow 3 \pi$.

[^3]:    ${ }^{\# 4}$ This is equivalent to bestowing a small negative imaginary part on the mass in the Feynman propagator, see Ref. [35]

[^4]:    ${ }^{\# 5}$ The factor $1 / 2$ is often incorporated in the definition of the isospin amplitude $\mathcal{T}_{I}(s)$. We choose to retain it explicitly in the following.

[^5]:    ${ }^{\# 1}$ The contents of this Chapter have been published in [54].

[^6]:    ${ }^{\# 1}$ For convenience with respect to the non-relativistic effective field theory, we use a different notation from what is usually found in the literature. The transition can be made setting $s_{1}=t, s_{2}=u, s_{3}=s$.

[^7]:    ${ }^{\# 2}$ The effects of varying $L_{3}^{\mathrm{r}}$ within its error were checked to be tiny compared to other uncertainties. We therefore only use the central value.

[^8]:    ${ }^{\# 1}$ We consider $(i, j)=(+,-)$ in the following. $(i, j)=(0,0)$ differs from that only when taking isospin breaking effects into account, which we will not.

[^9]:    ${ }^{\# 2}$ In a chiral perturbation theory framework these terms are of $\mathcal{O}\left(p^{2 n+2}\right)$.

[^10]:    ${ }^{\# 3}$ This relation can easily be proven using the addition theorem for spherical functions $P_{\ell}\left(\cos \theta^{\prime \prime}\right)=$ $\frac{4 \pi}{2 l+1} \sum_{m=-l}^{l} Y_{l m}(\theta, \phi) Y_{l m}^{*}\left(\theta^{\prime}, \phi^{\prime}\right)$ for angles that fulfill $\cos \theta^{\prime \prime}=\cos \theta \cos \theta^{\prime}+\sin \theta \sin \theta^{\prime} \cos \left(\phi-\phi^{\prime}\right)$.

[^11]:    ${ }^{\# 4}$ In the following relations that involve the discontinuity are always thought to contain an implicit $\theta$-function that denotes the opening of the respective threshold, i.e. $\theta\left(s-4 M_{\pi}^{2}\right)$ for the $\pi \pi$ channel and $\theta\left(t-\left(M_{\eta}+M_{\pi}\right)^{2}\right)$ for the $\pi \eta$ channel.

[^12]:    ${ }^{\# 5}$ Each additional subtraction constant contributes an additional power of $s$ to the asymptotic behavior of the amplitude if the corresponding sum-rule for the subtraction constant is not fulfilled exactly. This can lead to a violation of the Froissart-Martin bound.

[^13]:    ${ }^{\# 6}$ Simply to keep the $\eta$ from decaying into 3 pions.

[^14]:    ${ }^{\# 7}$ We are grateful to Gilberto Colangelo, Stefan Lanz, and Heiri Leutwyler for pointing this out to us.

[^15]:    ${ }^{\# 8}$ We are suppressing angular momentum indices and just consider a generic channel. The following observations are the same in both cases.

[^16]:    \#9 This is markedly different from the procedure used in Refs. [122], where the function is interpolated on a two-dimensional grid. For the same accuracy one needs the squared amount of grid points.

[^17]:    \#10 If one strove for a precision analysis of $\eta^{\prime} \rightarrow \eta \pi \pi$, one should resort to a more sophisticated parametrization of the $a_{0}(980)$ that describes the behavior of the $\pi \eta$ phase shift at the $K \bar{K}$ threshold more realistically. Such a parametrization is for example given by a Flatté-like distribution, see Ref. [132] and references therein. At the accuracy level of our analysis the Breit-Wigner distribution is sufficient.

[^18]:    ${ }^{\# 11}$ Strictly speaking this only holds for $q \bar{q}$ meson states. However, the nature of the scalar resonances is a heavily debated topic and beyond the scope of this work. We point to Ref. [149] and references therein for more information on the relation between the large- $N_{C}$ limit and the nature of the scalar resonances.

[^19]:    \#12 The choice of the bin center being part of the Dalitz plot is somewhat arbitrary, however it guarantees that the bins of accepted events are distributed symmetrically across the Dalitz plot.

[^20]:    ${ }^{\# 13}$ Notice that the decay $\eta^{\prime} \rightarrow 3 \pi$ can proceed via $\eta^{\prime} \rightarrow \eta \pi \pi$ and isospin breaking rescattering $\eta \pi \rightarrow \pi \pi$ (which can be extracted from analytic continuation of the dispersive amplitude $\eta \rightarrow 3 \pi$ [154]) and direct isospin breaking $\eta^{\prime} \rightarrow 3 \pi$.

[^21]:    \#1 The contents of this Chapter have been published in [155].
    ${ }^{\text {\#2 }}$ It needs to be pointed out, though, that Lagrangian-based approaches often have the advantage of relating various different processes to each other; such symmetry constraints most of the time have nothing to do with analyticity and unitarity, and hence can at best be imposed a posteriori in dispersive studies.

[^22]:    ${ }^{\# 3}$ Note that this is an isospin-violating effect specific for the $3 \pi$ production in $e^{+} e^{-}$collisions. If we interpret the decay $\omega \rightarrow \pi^{+} \pi^{-}$in terms of a $\rho-\omega$ mixing angle $\theta_{\rho \omega}$ (see e.g. Ref. [177]), this effect is linear in $\theta_{\rho \omega}$ due to the fact that the photon has both isoscalar and isovector components. In contrast, isospin breaking due to $\rho-\omega$ mixing in $\pi \pi$ scattering is necessarily suppressed to second order in $\theta_{\rho \omega}$ and hence irrelevant.

[^23]:    ${ }^{\# 1}$ The contents of this Chapter have been published in [183].

[^24]:    ${ }^{\# 2}$ This produces an almost negligible effect for $V=\omega$, but guarantees sensible results for $V=\phi$.

[^25]:    ${ }^{\# 3}$ The normalization of the VMD prediction is obtained from the experimental $\omega \rightarrow \pi^{0} \gamma$ partial width, similar to the dispersive calculation. We refrain from displaying errors on the VMD calculation thus induced, since it merely serves illustrative purposes.

