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Abstract 
When proceeding from single to multiple robots, cooperative action is one of the most 
relevant topics. The domain of robotic security systems contains typical applications for 
a multi-robot system (MRS). Possible scenarios are safety and security issues on 
airports, harbours, large industry plants or museums. Additionally, the field of 
environmental supervision is an up-coming issue. Inherent to these applications is the 
need for an organised and coordinated navigation of the robots, and a vital prerequisite 
for any coordinated movements is a good localisation. 

This dissertation will present novel approaches to the problems of formation navigation 
and relative localisation with multiple ground-based mobile robots. It also looks into the 
question what kind of metric is applicable for multi-robot navigation problems. 
Thereby, the focus of this work will be on aspects of 

1. coordinated navigation and movement 

A new potential-field-based approach to formation navigation is presented. In 
contradiction to classical potential-field-based formation approaches, the proposed 
method also uses the orientation between neighbours in the formation. Consequently, 
each robot has a designated position within the formation. Therefore, the new method is 
called directed potential field approach. 

Extensive experiments prove that the method is capable of generating all kinds of 
formation shapes, even in the presence of dense obstacles. All tests have been 
conducted with simulated and real robots and successfully guided the robot formation 
through environments with varying obstacle configurations. In comparison, the non-
directed potential field approach turns out to be unstable regarding the positions of the 
robots within formations. The robots strive to switch their positions, e.g. when passing 
through narrow passages. Under such conditions the directed approach shows a 
preferable behaviour, called “breathing”. The formation shrinks or inflates depending on 
the obstacle situation while trying to maintain its shape and keep the robots at their 
desired positions inside the formation. 

For a more particular comparison of formation algorithms it is important to have 
measures that allow a meaningful evaluation of the experimental data. For this purpose 
a new formation metric is developed. If there are many obstacles, the formation error 
must be scaled down to be comparable to an empty environment where the error would 
be small. Assuming that the environment is unknown and possibly non-static, only 
actual sensor information can be used for these calculations. We developed a special 
weighting factor, which is inverse proportional to the “density” of obstacles and which 
turns out to model the influence of the environment adequately. 

 

 

 



 

 

2. relative localisation 

A new method for relative localisation between the members of a robot group is 
introduced. This relative localisation approach uses mutual sensor observations to 
localise the robots with respect to other objects – without having an environment model. 
Techniques like the Extended Kalman Filter (EKF) have proven to be powerful tools in 
the field of single robot applications. This work presents extensions to these algorithms 
with respect to the use in MRS. These aspects are investigated and combined under the 
topic of improving and stabilising the performance of the localisation and navigation 
process. Most of the common localisation approaches use maps and/or landmarks with 
the intention of generating a globally consistent world-coordinate system for the robot 
group. The aim of the here presented relative localisation approach, on the other hand, is 
to maintain only relative positioning between the robots. 

The presented method enables a group of mobile robots to start at an unknown location 
in an unknown environment and then to incrementally estimate their own positions and 
the relative locations of the other robots using only sensor information. The result is a 
robust, fast and precise approach, which does not need any preconditions or special 
assumptions about the environment. To validate the approach extensive tests with both, 
real and simulated, robots have been conducted. For a more specific evaluation, the 
Mean Localisation Error (MLE) is introduced. The conducted experiments include a 
comparison between the proposed Extended Kalman Filter and a standard SLAM-based 
approach. The developed method robustly delivered an accuracy better than 2 cm and 
performed at least as well as the SLAM approach. The algorithm coped with scattered 
groups of robots while moving on arbitrarily shaped paths. 

In summary, this thesis presents novel approaches to the field of coordinated navigation 
in multi-robot systems. The results facilitate cooperative movements of robot groups as 
well as relative localisation among the group members. In addition, a solid foundation 
for a non-environment related metric for formation navigation is introduced. 



 

 

Zusammenfassung 
Kooperative Zusammenarbeit ist eins der wichtigsten Arbeitsfelder beim Übergang von 
Einzel- zu Mehrrobotersystemen. Das Gebiet automatisierter Sicherheitssysteme enthält 
typische Anwendungen für Mehrrobotersysteme (MRS). Mögliche Umgebungen, in 
denen Sicherheitsfragen von Belang sind, sind beispielsweise Häfen, Flughäfen, große 
Industrieanlagen oder Museen. Auch die Kontrolle und Überwachung von 
Umweltaspekten stellt ein Aufgabenfeld von wachsender Bedeutung dar. Allen diesen 
Aufgabengebieten gemeinsam sind Anforderungen in Bezug auf organisierte und 
koordinierte Positionierung und Fortbewegung der Roboter, sowie – als unbedingte 
Voraussetzung dafür – eine geeignete Lokalisierung. 

Diese Dissertation zeigt neue Lösungsansätze und Methoden für die Problemgebiete 
Formationsfahren und relative Lokalisierung in Gruppen unbemannter Landfahrzeuge 
(UGV). Außerdem wird die Frage betrachtet, welche Metriken zur Bewertung von 
Navigationsverfahren für MRS geeignet sind. Der Fokus der Arbeit liegt dabei auf 

1. koordinierter Navigation und Fortbewegung 

Im Rahmen der Dissertation wird ein neuer Potenzialfeldansatz zur Navigation von 
Roboterformationen entwickelt. Im Gegensatz zu klassischen Potenzialfeld-basierten 
Ansätzen für das Fahren in Formationen betrachtet diese neue Methode nicht nur 
Abstände, sondern auch die Ausrichtung der Roboter innerhalb der Zielformation und 
wird daher als gerichteter Potenzialfeldansatz bezeichnet. Hier hat jeder Roboter eine 
genau bestimmte Zielposition und -ausrichtung innerhalb der jeweils aktuellen 
Formation der Gruppe. 

Ausführliche Experimente belegen, dass die Methode beliebige Arten von Formationen 
sogar in Umgebungen mit großer Hindernisdichte aufrechterhält. Diese Tests wurden 
sowohl in der Simulation als auch mit realen Robotersystemen durchgeführt. Die 
klassische ungerichtete Methode zeigt im Vergleich Probleme beim Einhalten von 
Positionen innerhalb der Formation. Unter bestimmten Bedingungen, zum Beispiel 
beim Durchfahren von schmalen Gängen, kommt es immer wieder zu ungewünschten 
Positionswechseln innerhalb der Gruppe. Demgegenüber zeigt der neue gerichtete 
Algorithmus ein in den meisten Fällen zu bevorzugendes Verhalten: Selbst beim 
Durchfahren von Engstellen oder bei hoher Hindernisdichte kommt es lediglich zu 
vorübergehenden räumlichen Stauchungen oder Ausdehnungen der Formation, die 
relativen Positionen der Roboter zueinander bleiben jedoch erhalten. 

Um die Ergebnisse quantifizierbar zu machen und einen aussagekräftigen Vergleich der 
unterschiedlichen Formationsalgorithmen zu ermöglichen, wurde eine neue Metrik für 
Roboterformationen entwickelt. Mit Hilfe dieser Metrik wurden die aufgezeichneten 
Experimentaldaten anschließend ausgewertet. Abweichungen von den angestrebten 
Positionen innerhalb der Formation werden dabei unterschiedlich bewertet, abhängig 
davon wie viele Hindernisse in der Umgebung vorhanden und wie weit diese entfernt 
sind. Unter der Annahme einer a priori unbekannten und möglicherweis auch nicht-
statischen Umgebung, können zur Berechnung dieser Metrik ausschließlich lokale 



 

 

Sensorinformationen verwendet werden. Daher wurde ein spezieller Gewichtungsfaktor 
entwickelt, der invers-proportional zur Hindernisdichte in der Umgebung ist und der 
damit einen geeigneten Vergleich der Formationsfahrten in unterschiedlichen 
Umgebungen ermöglicht. 

2. relativer Lokalisierung 

Im zweiten Teil der Dissertation wird eine neue Methode zur sogenannten relativen 
Lokalisierung innerhalb einer Robotergruppe eingeführt. Dieser Lokalisierungsansatz 
verwendet ausschließlich lokale Sensorinformationen für eine gegenseitige 
Lokalisierung der Roboter und verzichtet dabei auf ein Umgebungsmodell. Techniken 
wie der Extended Kalman Filter (EKF), die bei der Lokalisierung einzelner Roboter 
zum Einsatz kommen, werden für den Einsatz in Mehrrobotersystemen angepasst und 
erweitert. Ein wichtiger Aspekt der Arbeit ist die gleichzeitige Verbesserung der 
Ergebnisse sowohl des Lokalisierungs- als auch des Navigationsprozesses. 

Die meisten der verbreiteten Lokalisierungsmethoden verwenden Karten und/oder 
Landmarken mit dem Ziel einer konsistenten globalen Positionierung, d.h. mit Bezug 
auf ein festes Weltkoordinatensystem. Die hier vorgestellte relative Lokalisierung 
hingegen bezieht sich auf die relativen Positionen der Roboter untereinander, also 
Abstand und Richtung zwischen allen Robotern. Die Implementierung des Algorithmus 
erlaubt es einer Gruppe von Robotern, an unbekannten Positionen in einer unbekannten 
Umgebung zu starten und dann inkrementell die jeweils eigene sowie die relativen 
Positionen der übrigen Roboter zu schätzen. Dabei kommen nur die lokalen 
Sensorinformationen der einzelnen Roboter zum Einsatz. In umfangreichen Tests, 
sowohl in der Simulation als auch mit realen Robotersystemen, wurden Robustheit und 
Genauigkeit des Verfahrens validiert. 

Für eine präzisere quantitative Bewertung wurde der sogenannte Mean Localisation 
Error (MLE) als spezielle Metrik in relativen Lokalisierungssystemen entwickelt. Mit 
dessen Hilfe konnte ein Vergleich zwischen dem neuen relativen EKF-basierten 
Verfahren und einem globalen Standard-SLAM-Algorithmus durchgeführt werden. Die 
erzielte Genauigkeit von durchgängig weniger als 2 cm lag dabei mindestens im 
gleichen Gütebereich wie beim SLAM-Verfahren. Das vorgestellte relative 
Lokalisierungsverfahren funktioniert zuverlässig mit beliebig aufgeteilten 
Robotergruppen in einer Vielzahl von möglichen Umgebungskonfigurationen. 

Zusammenfassend präsentiert diese Arbeit neue Methoden und Algorithmen für das 
Gebiet koordinierter Navigation in Mehrrobotersystemen. Die Ergebnisse beleuchten 
insbesondere Aspekte des koordinierten Fahrens in Robotergruppen und der relativen 
Lokalisierung innerhalb von Mehrrobotersystemen. Darüber hinaus wurde eine solide 
Grundlage zur umgebungsunabhängigen Bewertung von Formationsfahrten eingeführt. 
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1 Introduction 

The research in the field of robotics has reached a state where first realistic real world 
applications are possible (e.g. Rhino Museum Tour-guide, Jijo-2, Helpmate, Care-o-bot, 
etc.). This progress in fundamental methods and functionality allows exploring more 
complex extensions of robotics like the emerging field of multi-robot systems (MRS). 

One of the most relevant questions, when proceeding from one to multiple robots, is co-
operative action. Typical applications for a MRS are for example reconnaissance and 
surveillance, which has its use in the area of security systems. Possible scenarios are 
also safety and security issues on airports, harbours, large industry plants, or museums. 
In addition, the field of environmental supervision by air or sea is an up-coming issue. 

Two important research topics in this field of MRS are: 

I. Co-ordination of navigation and movement 

The co-ordinated navigation or movement of a group of robots is one of the essential 
topics in the field of mobile MRS. When operating in close proximity, limited space or 
in a collaborative task that requires some sort of related acting, the movements of the 
robots have to be co-ordinated efficiently. Typical examples are formations of robots or 
their convoying. The main challenges are to set-up and maintain a desired formation 
even in the presence of obstacles while moving. In real world applications, this 
navigation co-ordination requires a computationally fast solution so that travel speed 
can be maintained. 

II. Localisation 

Since almost any navigation is based on some sort of geometrical reference most of the 
actions performed with mobile robots require some kind of localisation. While 
localisation itself is an on-going research topic, it is also a vital component in the co-
ordination of navigation and movement. This holds especially when dealing with MRS. 
In addition to the possibility to use the environment as reference, a MRS can make use 
of the opportunity to localise each robot with respect to the other team members. The 
desired solution should take the special characteristics of co-operative navigation into 
account.  

A typical example for a formation process in nature is that of migratory birds (see 
fig. 1-1). The birds maintain a directed formation to increase aerodynamic efficiency 
and to reduce energy consumption. In addition, they use the distance and angle to the 
next neighbour to locate themselves in relation to the swarm and to their 
magnetoception. 
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Figure 1-1. A typical crane “V” formation. 

The topics identified in the previous paragraphs have been separately studied, mostly 
for single robots and in a relatively small community. The combination of even some of 
the issues in conjunction with multiple robot systems is rather hard to find in the 
literature. 

Formation navigation in its beginnings has been studied mostly on a theoretical basis 
due to the lack of enough computing power for comprehensive simulations. The 
research concentrated on rather idealised geometrical problems [158] and 
specialisations like the piano moving problem [149]. In the later years, singular 
publications on studies with real robots have been published [5]. Most of this research 
concentrated on questions concerning communication or had the focus on behaviour-
based realisation of navigation activities [25, 56]. While some aspects for formation 
navigation could be expected to be used in real world applications, it is still sparsely 
present in the literature (see fig. 1-2). In recent years, the control community shows a 
rising interest in the topic, reflected by an increasing number of publications.  

In general, the situation looks different in the area of localisation. There has been a 
tremendous amount of publications on localisation for mobile robots. Most of them 
focus on “Simultaneous Localization and Mapping” (SLAM) based methods. All sorts 
of filters (e.g. Kalman, Particle, or EM filter [55, 77]) have been applied to the problem 
of improving the position estimate of the robot by somehow mapping the sensor 
information onto a model of the environment. A large quantity of the studies, however, 
has its focus on single robots. In addition, most of the methods rely solely on an 
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environment that provides enough features to support the process. Only a rather small 
fraction of publications is referring to multi-robot localisation while focusing on SLAM 
based methods. Environment detached approaches can be found very rarely (fig. 1-3). 

 
Figure 1-2. Search query with “Scorpus” and “ISI Web” Title=(formation AND navigation) AND 

Topic=(robot* OR unmanned); fromFeb 2011. 

 
Figure 1-3. Search query with “Scorpus” and “ISI Web” Title=(relative AND localisation) AND 

Topic=(robot* OR unmanned); fromFeb 2011. 

This dissertation will present novel approaches to the problems of formation navigation 
and relative localisation with multiple ground based mobile robots. It also examines the 
question what kind of metric is applicable for those multi-robot navigation problems. 
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To achieve these objectives, co-ordinated navigation in formations will be used to 
stabilise and improve the localisation process. Therefore, the dissertation will focus on 
the aspects of 

1. Co-ordinated navigation and movement 

A new potential field based approach to formation navigation is presented. Intensive 
experiments will show that the method is capable of coping with considerable numbers 
of robots without significant performance decay. Important boundary conditions are 
performance, flexibility, and the ability to be easily distributed even with heterogeneous 
groups of robots. The research will also look into the question of appropriate metrics for 
MRS and include tests with real robot groups of up to four members. For the field of co-
ordinated navigation the research will concentrate on a potential field method. A new 
extension is presented that shows a better performance with particular respect to the 
desired shapes of the formations. 

2. Relative localisation 

A method for relative localisation between the members of a robot group is introduced. 
The research includes the comparison between the proposed Extended Kalman Filter 
and a standard SLAM based approach. The experiments will show that the selected 
method is robust and does not need a central component. The results include intensive 
testing with multiple real robots. 

The research in the areas of localisation and tracking will focus on probabilistic 
methods for MRS. Techniques like the Extended Kalman Filter have proven to be 
powerful tools in the field of single robot applications. The work will present extensions 
to these algorithms with respect to the use in MRS. These aspects will be investigated 
and combined under the topic of improving and stabilising the performance of the 
localisation and navigation process. The suitability of the methods and their 
combination will be shown by experiments with both simulated and real robots. 

The remainder of this thesis is organized as follows: In the following chapter, the 
problem of setting up and maintaining a formation of robots is considered. An approach 
for directed formation navigation based on potential fields is presented. After this, 
Chapter 3 sets the focus on evaluation methods and describes a possible metric for 
navigations aspects in multi robot systems. In Chapter 4 the problem of position 
estimation in MRS is addressed. An EKF based solution that considers navigation issues 
is developed. Chapter 5 finally concludes and summarises the presented work. 
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2 Formation Navigation 

The idea of multiple robots working together in order to accomplish a task efficiently 
has become increasingly popular in the last several years. Many situations can be found 
in which the sub-problem of generating some task-specific formation and maintaining it 
during a movement must be solved. In this context, the term formation can be defined - 
according to the Merriam-Webster dictionary - as an orderly arrangement of a group of 
persons or things in some prescribed manner, often for a particular purpose. Moving in 
formation, respectively, means traveling and manoeuvring together in a disciplined, 
synchronized, predetermined manner. In the present case, a formation of a MRS is a 
group of robots arranged to a geometric figure. 

Applications differ in the strictness of the formation constraints needed. While, for 
instance, a transport mission requires very tight constraints on the robot pattern to share 
the workload equally among all robots, other applications like reconnaissance and 
surveillance for environmental monitoring need the robots to be spread more or less 
uniformly over a specified area. Some tasks like convoying or demining build a 
formation but allow a distortion or partition of the pattern, for example, while passing 
obstacles. In this chapter, a novel approach for potential field based formation 
navigation with a directional force is introduced. The new directed force method 
enables the formation to make use of the orientation between neighbours within the 
formation. 

2.1 Related Work 

Research in the area of Multi Robot Formation Navigation goes back to the very 
beginnings of multi robot systems themselves. First systematic research was done in the 
“Cellular Robotics” project. In [12, 99] a Cellular Robotic System (CRS) is 
characterized as an arbitrary number of robots in a one- or two-dimensional grid. The 
robots are able to sense neighbouring cells and communicate with other robots via a 
signboard mechanism. Protocols are presented for creating different patterns, for 
example, alternating robots, and spaces in a one-dimensional grid, covering the top row 
of a two-dimensional grid by robots, or covering the boundary of a two-dimensional 
grid. Egecioglu and Zimmermann [48] pose the “Random Pairing” problem, and seek a 
set of rules by which for any given number a CRS will converge to a pattern such that 
there is a group of two robots with that number of vacant spaces between them (see also 
[13]). A comparable approach is adopted by Genovese et al. [64], who describe the 
simulation of a system of pollutant seeking mobile robots. The simulation uses a 
potential field mechanism to attract robots to the pollutant and to repulse robots from 
each other. The combined effect of these two forces yields a gradient pattern that 
“points” toward the source of the pollutant. Several improvements have been added to 
the idea of CRS, for example in [165] Ueyama et al. use genetic algorithms to configure 
special structures, and in [176] group formations are generated by distributed control 
schemes. 
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Related to CRS is the newer approach of robot swarms [47], which is inspired by the 
collective behaviour of some social insects, the so-called swarm intelligence. A 
considerable amount of attention has focused on swarm-related problems during the last 
decade. Among the extensive work, a number of authors directly address the topic of 
building different kinds of formations within robot swarms [135, 32, 78]. However, in 
the majority of cases, the more swarm-typical goal of defining a region over which the 
individual members evenly spread is considered [75, 164]. In [164], e.g., Turgut et al. 
describe a self-organized flocking behaviour and give some metrics to evaluate the 
flocking quality. In [7] the authors use artificial potential fields to organize the robot 
swarm into a formation, controlling only the overall swarm geometry and the individual 
member spacing. Michael et al. present a generic control framework for swarming 
applications and describe their experimental testbed for evaluation of the results [108]. 
Note that we focused the discussion of the vast number of works on formation 
navigation in robotic swarms to the ones we think are most closely related to our work. 

The original concept of the Cellular Robotic Systems (CRS) was followed by research 
that was concerned with the set-up of geometric formations. Most of the papers are 
focused on the circle formation. Several approaches about establishing and maintaining 
of a formation pattern can be found in the literature, which mostly do not address the 
problem of avoiding obstacles. Examples include papers by Wang [170], who uses 
neighbour tracking and a mathematical model of the leader-follower co-ordination 
strategy, and Suzuki et al. [154, 157, 2]. 

Suzuki concentrated on the formation problem of a distributed “circle forming” 
algorithm that guarantees the robots will actually end up in a circle. For this problem the 
best known solution is the distributed algorithm in [154], which guarantees that the 
robots will end up in a shape of constant diameter (for example, a Reuleaux triangle can 
be the result). It is assumed that the ith mobile robot knows the distances Di and di to its 
farthest and nearest neighbours, respectively; the algorithm attempts to match the ratios 
Di = di to a prescribed constant. No method of detecting the termination of the process is 
given.  

Cao [167] noted that the algorithm of Suzuki could be slightly modified: rather than 
each robot seeking to achieve a predefined ratio Di = di, each robot could seek to 
achieve a predefined angle (close to 90 degrees) subtended by its farthest neighbour and 
its closest neighbour to the right. This uses very similar sensing capabilities but 
guarantees the desired circular shape.  

In [2] Suzuki presented a theoretical approach where a large set of robots, represented 
as points in the plane, congregated at a single position. Moving synchronously in 
discrete time steps, robots iteratively observed neighbours within some visibility range, 
and followed simple rules to update their position. 

In [155] Suzuki achieved the pattern formation by communicating the global positions 
of all others to each robot. In this study, an algorithm is developed for each pattern. The 
proposed method can uniformly distribute robots creating different simple pattern 
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formations (circles, polygons, line, filled circle, and filled polygon). Each robot oriented 
itself to, e.g. the furthest and nearest robot. It can also split a group of robots into an 
arbitrary number of nearly equally sized groups. Even though the simulation results 
obtained by this decentralized algorithm are inspiring, the global broadcasting 
communication required to share information among the whole group makes it less 
scalable. In [158] Suzuki and Yamashita recapitulate most of the results of their work 
on formation generation. 

Suzuki’s work has been picked up by many scientists for example by Chen [30, 31] who 
extends the method of Suzuki to incorporate collision avoidance when the robots are 
moving. In [31] formation generation by distributed control for maintaining robot 
formations is demonstrated. Large groups of robots are shown to cooperatively move in 
various geometric formations. This research also addresses the analysis of group 
dynamics and stability, and again does not provide obstacle avoidance. The work has a 
similar set-up to the one presented by Suzuki, but here also group motion was 
considered, for example a matrix formation performing a right turn. Investigations have 
been done in simulation using more theoretical approaches to enable a formal 
performance analysis. 

Yamaguchi [174] addresses the shape generation problem using systems of linear 
equations; starting at some initial location, each robot changes its (x; y) position 
according to a linear function of its neighbours' positions and some fixed constant. 
Simulations of the method show that a group of initially collinear robots will converge 
into the shape of an arc. Yamaguchi also investigated how robots can use only local 
communication to generate a global grouping behaviour [175]. It can be observed that 
the circle-forming problem, while quite simple to state, reveals several pitfalls in 
formulating distributed geometric tasks. Also information lower bounds, e.g., for robots 
to be able to realize that they have achieved the prescribed formation, are largely 
unexplored in the literature. In [176] Yamaguchi examined the influence of central and 
distributed control schemes on formation generation. 

One of the first researches on leader-follower control strategies for formations was 
Wang [170]. A strategy for robot formations was developed where individual robots 
maintain a given specific position relative to a leader or neighbour. Sensory 
requirements for these robots are reduced since they only need to know about a few 
other robots. The analysis was focussed on feedback control for formation maintenance 
and stability of the resulting system. It did not include integrative strategies for obstacle 
avoidance and navigation. Later on Wang continued his work on formation control in 
the field of aerial robotics and spacecraft [171]. 

Probably stimulated by his earlier work a team around Ron Arkin and Tucker Balch 
started their research on formation navigation with a behaviour-based approach to robot 
formation keeping. Reactive behaviours, implemented as so-called motor schemas, 
correspond to the different influences, which have an effect on the movements of the 
robots: move-to-goal, avoid-obstacle, avoid-robot, and maintain-formation. 
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In [4] Arkin and Balch identified three principles of formation control: 

- unit-centre-referenced 
where the robot references itself to the centroid of all robots, 

- leader-referenced 
where the robot uses the position of a predetermined leader, 

- neighbour referenced 
where the robot's nearest/predetermined neighbour is used as a reference point. 

In their approach, each robot determines other robots' positions by dead reckoning, 
GPS, or by direct perception, and its own coordinates in the global co-ordinate system 
are broadcasted to all robots. So global knowledge is assumed where each robot knows 
the position of all others. A behaviour-based, decentralized control architecture is used, 
where each individual platform makes sure that it is placed appropriately with respect to 
its neighbours. Additionally the advantages and disadvantages of the different 
formations in dynamic environments as well as the usefulness of various approaches 
under certain environmental constraints are discussed. A set of metrics for formation 
evaluation is also briefly sketched. 

In [3] experiments were done with both simulated and real robots. The high reliance 
upon a centralized worldview and the need to transmit coordinates between robots 
might have a negative impact on performance, as the paper states. The work does not 
demonstrate neighbour-referenced formations with real robots using only local 
information. It also does not address the issue of formation generation dealing with line-
of-sight constraints. 

In [5] Arkin and Balch extended this approached by an additional motor schema which 
is based on a potential field method and which can be used to define uniform and 
structured “geometric” formations. Separate motor schemas compute a vector for 
moving to the proper formation position, avoiding static obstacles, avoiding other 
robots, and maintaining the current formation. The simulated robots had a set of 
predetermined attachment sites defined, spread uniformly around the robot body. 
Possible attachment site geometries include shapes resembling “X”, “|”, “--“ or “+”, 
where the robot is the centre of the shape and the attachment sites are the ends of the 
line segments (see figure 2-1). Other robots can only connect their own attachment sites 
to those of the other robots. The robots search for the first available position in the 
formation. The choice of one position with respect to another depends on the robot’s 
overall behaviour generated by the superposition of the potential functions, called by the 
author’s social potentials. Each robot builds a list of potential attachment sites and 
generates an attraction vector for the closest, allowing the group to “snap” into a shape, 
as robots were “pulled” toward each other's sites. While a group of robots is moving in a 
formation, they avoid obstacles by splitting around it and re-joining after passing. The 
approach is validated in simulation. However, due to the symmetrical nature of the 
attachment site approach there is no predefined spot for each robot. Several 
configurations with the same attachment sites are possible, while only a specific one 
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may be desired. Therefore, a guarantee for a desired formation cannot be given, see for 
example, figure 2-2 for a formation changing after a temporary division. 

 
Figure 2-1. From the point of view of each robot in the group, every other robot has several local 

attachment sites (red dots) to which other robots may be attracted. 

    
Figure 2-2. Example of a formation changing after a temporary division. 

Balch’s behaviour-based model accepts temporary distortions in a formation in order to 
avoid obstacles. It also has some kind of relative goal positions for the robots, and 
makes use of a virtual potential field to move the robots to the desired formation. 
Additionally, Balch wants the robots to be randomly distributed over the possible 
formation positions. Further, he can only design special uniformly structured formations 
because the possible relative positions are the same for each robot. The concept of the 
motor schema-based architecture was picked up and enhanced by others, see for 
example [24]. 

Lynne Parker was also one of the research pioneers regarding the navigation in multi-
robot systems (MRS). In [25, 26] a cooperative leader-following strategy for a team of 
robots is introduced. The robots are able to maintain a specific formation while 
simultaneously moving in a linear pattern and avoiding dynamic obstacles. In addition, 
the robots use local sensor information and explicit broadcast communication among 
themselves. Two levels of behaviours were implemented for tasks: team-level and 
robot-level behaviours. Transitions are made when necessary among specific behaviours 
in these two levels. For example, when a member of the team faces an obstacle, the 
whole team waits together with that member for the obstacle to go away for a certain 
amount of time. If this time is exceeded, that member circumnavigates the obstacle and 
the team returns to its main task of moving in a formation. 
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In [121] Parker proposes a reactive, distributed, strongly coordinated MRS, composed 
from homogeneous, behaviour-based robotic agents to deal with ”Cooperative Multi-
robot Observation of Multiple Moving Targets” (COMMT). The system is realized 
through the behaviour based ALLIANCE architecture, combined with techniques based 
on potential fields and a target seeking system. Parker also discusses the proper 
balancing between local and global knowledge while moving in a formation [120]. 
Global information about goals and obstacles should influence the robots’ local 
behaviour when avoiding obstacles.  

In [56, 57] Maja Mataric has presented a distributed approach to formation navigation 
that uses behavioural modules to control formation. Local information is used to 
establish and maintain formations among robots. Each robot has a unique ID and a 
designated friend robot, which it can see through a “friend sensor”. A conductor robot 
that can be seen by all followers maintains the overall heading of the formation. There is 
also minimal communication between robots: heartbeat signals (robots broadcast their 
IDs), swerve signals (changing direction), and formation messages. Each robot can learn 
the number of robots in formation and the type of formation using broadcasted 
messages. For each formation, each robot has a pre-assigned ordering, which determines 
the angle it should keep between its front direction and the direction of its friend. This 
angle is calculated locally. Each follower must keep its leader centred in the field of 
view of its camera. Therefore, each robot has a colour-coded cylinder on its encasing so 
that the other robots can recognize it. The camera is fixed at an angle according to the 
formation. Consequently, formations are rigid, i.e., the formation cannot change shape 
when dealing with obstacles. In addition, a laser range finder is used to infer the 
distance between robots. This provides much more accurate distance measurements than 
just using vision. Position assignment in the formation is done based on the ID number 
of the robot. As the formation dynamically emerges, different robots can be assigned the 
leader role. Also switching a formation is possible but may require repositioning 
depending on the formation to switch to. Additionally, if the robots in the group are 
initially in a random position, the time required to initialise the formation shape may not 
be optimal. The possible formations are limited to chain-shaped ones that do not make a 
backward curve. 

In [38, 51] Kumar suggests a hybrid distributed approach that is based on multiple 
controllers which can be seen as behaviours selected according to a finite state machine. 
These states define control laws that consider nearby robots and the obstacles in 
proximity. The approach is vision-based using omni-directional cameras, and each robot 
is identified by colour. Because the formation, its leader, and the allowed switches 
between formations must be predetermined, the approach achieves poor results if the 
environments are unknown or if it is not possible to initialise the position of the robots 
in a good configuration for the desired formation. A control graph describes the 
relationships between the leader and its followers. By maintaining certain control 
heuristics, the follower can maintain its position in the formation with respect to the 
leader. The choice of the formation strategy is based on the ability of each individual 
robot to change formation to avoid obstacles. In most of the experiments, the control 
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graph is static and defined a priori. In a few cases the control graph is allowed to vary 
but within rigid limits. 

Another approach by Kumar controls each robot using only local information, by either 
referencing itself to one neighbouring robot or maintaining a certain distance and angle 
to it, or to two neighbours and maintaining two fixed distances to those. Thus, the 
required information is the position and orientation of one robot close by and within line 
of sight. An experiment with physical robots (though only two) is reported, where the 
follower robot keeps a pre-set heading and distance to the leading robot. The control 
method was adopted in [1] as part of the leader-follower behaviour. In an experiment 
with two physical robots the follower (using a colour camera and colour-blob tracking) 
kept a fixed heading and distance to the leader. 

In [11] Kumar proposes a centralized trajectory computation scheme that uses kinetic 
energy shaping. Instead of using a constant kinetic energy metric, they employ a 
function smoothly changing the kinetic energy metric. The method generates smooth 
trajectories for a set of mobile robots. The proximity between the robots can be 
controlled via a parameter. However, the method does not consider obstacle avoidance 
and is not scalable. 

In [151] Song and Kumar present a potential field approach where the robot group has 
to get into a certain formation at a specified goal point. It is not clear if the formation 
can move as a whole. Only static obstacles are assumed. It is important to note that a 
single robot cannot have a specified location in the formation. In [52] Kumar et al. very 
well summarise the results of this later work.  

Current approaches in the field of robot formation control mainly address one of the 
following approaches: behaviour-based methods, virtual structure methods, leader-
follower approaches, potential fields and new control theory methods.  

Like in the already mentioned early work of Tucker and Balch, in general, behaviour-
based approaches start by designing simple behaviours or motion primitives for each 
individual robot, e.g., formation keeping, trajectory tracking, goal seeking, and obstacle 
avoidance. Then, more complex motion patterns can be generated by using a weighted 
sum of the relative importance of these primitives. Examples of recently published work 
can be found, e.g., in [59, 177], where hybrid approaches based on the leader-follower 
scheme and low-level behaviour-based controllers are presented, or in [15], which 
combines behaviour-based methods with a virtual structure formation approach. The 
main drawback of behaviour-based methods is that the mathematical analysis of this 
approach is difficult and, consequently, the stability of the formation and its 
convergence to a desired configuration cannot be guaranteed. 

In the virtual structures approach, originally described in [98], robots are considered as 
particles, inserted into a rigid, so-called virtual structure, which represents the whole 
formation. The control law for each single robot is derived by defining the dynamics of 
the complete virtual structure and, then, translating its motion into the desired motion of 
each vehicle. As mentioned above, in [15] the virtual structure approach uses a low-
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level behaviour-based control. Urcola et al. control formation movement applying a 
virtual structure composed of spring-damper elements, allowing the formation to 
comply with the environment shape [168]. 

The main advantages of the virtual structure approach are that it is easy to describe the 
coordinated behaviour of the group and that the formation can be maintained well 
during manoeuvres. However, since the formation has to maintain the same virtual 
structure all the times, the possible applications are limited, because for any necessary 
distortions the formation shape has to be reconfigured. 

Among the already cited early work in the formation navigation domain, many 
researchers used leader-follower strategies. With the leader-following strategy, 
generally, some robots are considered as leaders, while others act as followers. Recent 
examples of leader-follower based approaches can be found in [68, 162]. Additionally, 
in [123], for instance, leader-following is combined with artificial potential fields, and 
in [61] leader-follower deformable formations are achieved using the Voronoi Fast 
Marching (VFM) method. 

The primary advantage of leader-follower methods is that this approach, in principle, 
can be reduced to a tracking problem. Consequently, convergence and stability of the 
formation can be shown through standard control-theoretic techniques. Popular control 
techniques for the leader-follower strategy include dynamic feedback linearization [59], 
backstepping [43, 28] and sliding mode control [136, 60, 150]. 

However, important disadvantages of most leader-follower approaches are that the 
chain structure leads to a poor disturbance rejection and the leader’s motion is 
independent of the followers, i.e. there exists no explicit feedback from the followers 
back to the leader. Overall, the formation does not tolerate leader faults. Additionally, in 
many leader-following algorithms, a trajectory is designed only with regard to the 
leader and then each individual is forced to follow. This approach generally does not 
work well for a system having heterogeneous robots with different dynamic constraints 
at each single vehicle. 

A somewhat related approach to formation building and maintaining is to model the 
relationship between the members of the robot group as a system of virtual springs and 
dampers [104, 168]. Due to the inherent chain structure of the robot’s relations, this 
approach also suffers from one of the typical leader-follower problems: large 
oscillations and poor disturbance rejection. 

Another way to solve the formation control problem is to formulate it as an optimization 
problem. In theory, this approach provides provable stability of the method as well as 
the optimal control of the formation, under the premise of good robot and environmental 
models. An early approach based on planning and optimal control, addressing the 
problem of obstacle avoidance, can be found in [42]. Due to the increasing availability 
of computational power on the robots,, in the recent years a considerable amount of 
work focused on optimal control approaches to formation navigation [79, 44, 124]. 
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As an alternative, Receding Horizon Control (RHC), also known as Model Predictive 
Control (MPC), is sometimes considered as a solution to formation navigation tasks 
[138, 37, 50]. RHC describes a well-known, but computationally expensive control 
strategy in which the current control action is computed by solving a finite horizon 
optimal control problem online. Regarding formation problems, receding horizon 
approaches are occasionally used in the context of leader-follower schemes [138, 37]. 

However, the major problem with these control strategies is that the control problems 
soon get computationally complex as the number of robots in the formation increases. 
Therefore, most of the authors deal with only very few homogenous robots.  

Another important group of approaches, which in general is computationally less 
demanding, is based on artificial potential fields (APF) or vector fields. In this method, 
various virtual forces are assigned to individual robots, obstacles and to the desired 
formation shape and, then, these forces are combined and used to steer the robots. The 
following sections will address potential field approaches in detail. There have also 
been a number of singular publications on the topic of formation navigation, see for 
example [6, 80, 97]. 

2.2 Potential Field Approach 

The artificial potential field (APF) method proposed by Khatib [83] is one of the most 
widely used techniques for mobile robot local collision avoidance. It is well adapted for 
real-time motion control when the environment is perceived only through the robot's 
own sensors. Its principle is simple: the robot is usually subject to two kinds of forces: 

1. Repulsive forces 
Repulsive forces are generated by obstacles or other robots. 

2. Attractive forces 
Attractive forces are generated by goals or certain positions. 

The repulsive forces can easily be generated from sensor readings, especially by sonar 
or laser sensors, but also from IR-sensors or vision modules. The attractive forces are in 
most cases simply goal points. See figure 2-3 for a basic example. Since the forces are 
represented through vectors, the math is well understood. Another fact is that the basic 
APF needs very little computing power. Today the APF is often used in the area of real-
time collision avoidance and path planning for manipulators. 

Some extensions to the basic method were proposed. For example, in Krogh [89] the 
potential is a function of speed to better control the motion. Krogh enhanced the concept 
by taking into consideration the robot’s velocity in the vicinity of obstacles. In [63] Ge 
and Cui adopted this idea and added the velocity of obstacles and even of the target 
point to the definition of the potential function. In Poty [122] this approach is further 
improved by employing fractional potentials, thereby achieving smooth variations of the 
potential depending on the distance to obstacles. Some authors use the mathematically 
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related method of vector fields instead of APF to model the different factors which 
influence a robot’s trajectory, e.g. in [94, 73]. 
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Figure 2-3. Example of the artificial potential field. 

Alternative approaches were also proposed, but without the direct link that the APF 
provides between perception and control. Thorpe [160] has applied the potential field 
method to off-line path planning. Krogh and Thorpe [90] suggested a combined method 
for global and local path planning which uses Krogh’s generalized potential field [89] 
approach. Other examples are Borenstein and Koren [16] and Manz [106] who use a 
local model derived from the certainty grid [112] consisting of a one-dimensional polar 
histogram representing local obstacle density. The direction of motion is selected 
according to the obstacle distribution. APF made its way into the standard techniques 
for certain navigation aspects [16, 130] and motion planning [17, 18]. 

The major disadvantage of the APF method is the existence of local minima that occur 
whenever the attractive and repulsive forces cancel each other out [86]. One approach to 
cope with this problem is to build a local model of the environment to determine 
possible "escape" sub-goals or to define "vortex fields" [41], or to make random 
motions [8]. In addition, the use of harmonic potential fields [96] is a solution, but 
computationally expensive. Kim et al. [84] use APF with so-called angle distribution to 
cope with local minima. As a special sub-topic their work also addresses the GNRON 
problem [62], meaning the case that the potential of the goal is over-whelmed by the 
potential of an obstacle. Vadakkepat [169] tries to combine techniques from 
evolutionary computation and the APF approach in order to optimize potential field 
functions and to avoid local minima. In formation-related work regarding potential 
fields one can find, e.g., bell-shaped potential functions modelling obstacles [72] or 
bifurcating potential fields [14] in order to eliminate or at least to narrow down the 
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problem of local minima. In [129] Rezaee and Abdollahi get rid of minima using special 
rotational potential fields, but as a trade-off their approach is limited to circle 
formations. 

Some authors try to tackle the problem of local minima and analyze the resulting 
performance and stability of their algorithms analytically. But, as the models based on 
artificial potential functions are, in general, discontinuous, such an analysis usually 
involves differential inclusions and non-smooth analysis, which often leads to very 
bulky computations [151][159]. Saez-Pons et al. [134], in contrast, present a stability 
analysis based on geometric concepts, which allows avoiding heavy computations while 
at the same time providing qualitative proofs of attainability of the desired formations. 

Another significant problem that is inherent to potential field methods and independent 
of the particular implementation is the tendency of the robot to oscillate in narrow 
passages. 

A narrow corridor for example is defined as a passage in which the robot experiences 
repulsive forces simultaneously from opposite sides. Under steady state conditions, the 
repulsive forces from both sides balance the robot on an equilibrium line, which is 
usually on or close to the centre of the corridor. If, however, the robot strays slightly to 
either side of the centre-line, it experiences a strong virtual repulsive force from the near 
wall, while the repulsive force from the far wall decreases. As a result, the robot will 
turn to the far wall, overshoot the equilibrium line, and consequently experience a 
strong repulsive force in the opposite direction. This effect may result in oscillatory and 
unstable motion. 

2.2.1 Artificial Potential Fields for Formation Navigation 

The concept of using a potential field method for controlling a formation is based on the 
idea that not only obstacles and goals can exert forces onto a robot [17]. The basic 
design is that each robot in a formation can exert repulsive and attractive forces to other 
robots. These virtual forces can be used to keep the robots in the desired formation. 

 
Figure 2-4. Robot outside (left) and inside (right) the formation. 
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The example in figure 2-4 shows a robot that is outside the formation. The attractive 
forces of the other robots will “pull” it back into the formation. On the other hand, the 
attractive force of the robot itself will cause the formation to move towards its position. 
If a robot has moved too close to the formation, the repulsive forces of the other robots 
will “push” it away. In both cases, the forces will move the robot and the formation into 
the desired constellation. Figure 2-5 and figure 2-6 show the attractive and the repulsive 
formation forces for a square formation of four robots, respectively. 

 
Figure 2-5. Attractive position forces (square formation). 

 
Figure 2-6. Repulsive position forces (square formation). 

If strict formation constraints are not required and deforming of the formation in the 
presence of obstacles is allowed, two opposite influences on the resulting paths for each 
robot can be identified: avoiding obstacles and maintaining the formation. Obviously, 
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these two demands contradict in many environments, e.g. at doorways or in narrow cor-
ridors. Without distortion of the formation, a detour might be necessary. In extreme 
cases, this might be close to the piano moving problem [149]. In order to model this 
situation a potential field approach as described in [86] is used and each robot is 
assigned to a specific position inside the formation. 

As an extension to the related method presented in [174] not only a shape-forming force 
is used to generate the formation, but also additional types of forces are modelled and 
combined to achieve more functionality and flexibility. Some other APF-based 
approaches to different formation aspects can be found in literature. Many of them are 
related to large-scale robot groups [87] or robot swarms [85, 7] and, therefore, consider 
the problem mainly from a theoretical point of view, often presenting only simulation 
results, e.g., in [34]. 

2.2.2 Mathematical Background 

2.2.2.1 Basic Formation Forces 

Let 2
ip  , 1, ,i n   be the intended positions of n robots in the formation in an 

arbitrary Cartesian co-ordinate system TF. And let 2ix  , 1, ,i n   be the actual 

positions of the robots in some world co-ordinate system TW. To determine the potential 
field, which arranges the robot group in the desired formation, the most straightforward 
approach is to define 
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j k j k j

k j

p p
p x x x

x x

 
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    (1) 

for each two different robots j and k. With this definition, only the required distance 
between two robots j and k in the target formation is taken into account for generating 
formation forces. Let be 
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the formation potential 2: k
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Accordingly, the force 2 2: k
formF   that applies to a robot k  at position w is 

   k k
form formF w U w  ,      (4) 

which can be calculated as follows: 
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That finally leads to 
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,   (5) 

where   2
, , ,ˆ ˆ ˆ, :j k j k j kx y p   as defined in (1). 

As already stated above, because of the definition of ,ˆ j kp , no orientation information is 

used within this force calculation, meaning that the robots will not have specific poses 
in the formation. The resulting formation forces depend on the distance of the robots in 
the target formation and are undirected attractive or repulsive forces between the robots. 

This results in the fact that a formation, e.g., of two robots, can take any combination 
(see figure 2-7). Also all formation pairs shown in figure 2-8 are equivalent. 
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Figure 2-7. Possible positions in a non-directed two robot formation. 

          

 
Figure 2-8. Equivalent formation pairs in non-directed formations. 

2.2.2.2 Directed Formation Forces 

In addition to the method described in the last section, directional information can be 
used to define the formation forces (see figure 2-9). Independent of the configuration of 
TF  in the world co-ordinate system TW  each robot k expects any other robot at a certain 
position seen from its own “point of view”. Under the assumption that robot j already 
has reached its desired goal position, the expected goal position ,ˆ j kp  of robot k seen 

from robot j is 

   
     ,

cos sin
ˆ

sin cosj k j k jp x p p
 
 

 
   

  .   (6) 
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Thereby, the angle  can be defined in different ways. If the robots were “free floating” 
i.e., with the ability to move in any driving direction without turning,  can be defined 
as 

, ,actual j form j    ,      (7) 

where  , 0;2actual j   is the actual orientation of robot j and ,form j  denotes its 

orientation in the goal formation. This approach can also be used if the goal is only to 
build up a formation, not to maintain it while moving. 

Since even most omni-directional robots (like the B21 from IRobot) can only move 
forward or backward along their view axis, normally  is defined differently: in the 
current implementation of the method it is 

, ,goal j form j    ,      (8) 

with ,form j , like in (7) above, robot j’s orientation in the goal formation, but with ,goal j  

the direction towards the goal point as seen from robot j. As can be seen in the 
experimental section, this leads to very stable results. 

Like in the last section, ,ˆ j kp  from formula (6) can then be used with (2) in order to 

define the formation potential k
formU  for each robot k. Using (4), the resulting formation 

forces can be generated. 

Now, simply worded, for every robot the attractive or repulsive force to (re-)establish 
the desired formation is calculated with respect to the positions and the orientations of 
the other robots. 

 
Figure 2-9. Position force (left) and orientation force (right). 

The following section will constitute the application of the formulae on a group of four 
robots that should build a square formation. 
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2.2.2.3 Applied Example of the Directed Formation Forces 

In contradiction to the un-directed formation forces, the proposed approach not only 
uses the distances between the robots but also the orientations. This makes the method 
intricate to visualise. The following figures show the applied method for a square 
formation without goal and obstacle forces. The left illustration of figure 2-10 shows the 
desired square formation for a group of four robots. Figure 2-10b shows the present 
positions and orientations of the four considered robots.  

 

a)   b) 

Figure 2-10. Desired shape (left) and actual shape (right) of a square formation. 

The following four figures show the separate formation view of each robot. The views 
are colour coded by the colour of the considered robot. In figure 2-11a the formation is 
shown as it is expected by the black robot in the upper right corner. Figure 2-11b shows 
the formation as it is expected by the blue robot in the lower right position. Since the 
blue robot has a heading different from the black one, it expects the other robots in 
positions that are rotated by the same heading. 

  

a)    b) 

Figure 2-11. Expected formation from black robot’s view (left) and from blue robot’s view (right). 
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The same holds for the red robot in figure 2-12a, which expects the formation to be 
rotated about 90 degrees relative to the black robot, and the green robot in figure 2-12b. 

   

a)    b) 

Figure 2-12. Expected formation from red robot’s view (left) and from green robot’s view (right). 

Now each robot compares its “personal” view or expectation of where the other robots 
should be (figure 2-11 and figure 2-12) to the real positions of the group members 
(figure 2-10b). This is done for each of the group members separately. The results are 
three vectors for each robot, which describe the difference between the actual and the 
desired formation positions of the other formation members. Using this information, 
each robot calculates its own new position and orientation that comes closest to re-
establish the desired formation. 

 
Figure 2-13. Overall sum of expected positions and resultant forces (arrows). 

In figure 2-13 the sum of the different robot views is printed. Additionally, the resulting 
new position vector for each robot is drawn (arrows). This view, which on the first look 
might be confusing, shows that the method is intuitive. The red robot has only to move 
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a very short distance. This correlates with its position in all four “robot views”. The 
green robot has a slightly larger magnitude or length in its formation vector. This results 
from the formation view of the red robot. The formation forces of the black and blue 
robot are both strongly influenced by the view of the red and green robot.  

 
Figure 2-14. Old robot positions (light triangles) and new robot positions (bold triangles). 

The view in figure 2-14 shows the robots in the new positions, which re-established the 
formation. 

2.2.2.4 Obstacle and Goal Forces 

In addition to the formation forces, a repulsive force caused by obstacles (or by other 
robots) and, in this version of the implementation, a goal force that attracts the 
formation to a certain point must be taken into account. 

Let 2H    be the set of all obstacles, so for all points 2x H   outside of the 
obstacles the repulsive potential is 2:repU    with 
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   (9) 

where   : min
w H

w w w


   is the minimal distance to all obstacles and 0  the 

maximum influence of the obstacles. Correspondingly, for the repulsive force 
2 2:repF   , that affects robot k of a group on position w, there applies 

   rep repF w U w   which is 
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To reduce the computing costs in the current implementation, a simplified approach in 
order to calculate the repulsive forces is used. Let io  the vector of a single laser beam 

that hits an obstacle in a distance smaller as maxd  then force repF  is calculated by 
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where κ is a scaling factor and totaln  is the number of laser beams taken into account. 

The method for generating the repulsive forces is a modified approach similar to the one 
proposed by Borenstein and Koren [86]. The laser sensor readings are directly 
transformed into the corresponding repulsive forces. These forces are scaled depending 
on the distance and, finally, summed up. 

The approach for calculating the goal force is similar to the one for the formation force. 
Let   2: ,z zz x y   be the desired goal position. Then the corresponding potential 

field is defined as 2:attU   , 

  21

2attU w w z  ,      (12) 

with a positive scaling constant   . For the resulting attracting force 2 2:attF   , 

which affects a robot at position w, there holds 

   att attF w U w  ,      (13) 

leading to 
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Thus, the overall resulting force   2 2:kF w    which affects a robot k at position w 

is 

       k
k form rep attF w F w F w F w   .    (15) 

The following pictures demonstrate two typical obstacle situations for a multi-robot 
formation. In figure 2-15 the formation is affected by an obstacle that is close to the 
desired path. As soon as the sensors detect the obstacle, the resulting repulsive forces 
will push the robots that “see” the obstacle aside. Since all robots try to keep up the 
formation even robots that did not detect the obstacle will be pushed away. 

 

 
Figure 2-15. Obstacle “pushing away” the whole formation. 

 
Figure 2-16. Obstacle dividing the formation. 

If the formation is widely spread and the obstacle small enough the formation might 
split up (see figure 2-16). In this case, the formation will expand while passing the 
obstacle and contract again after passing the obstacle. 
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Basic considerations on this potential field approach to formation generation and 
navigation and, especially, its mathematical foundations have been published in earlier 
work [140, 142]. Thereby, [142] presents a first comparison of the conventional non-
directed and the novel directed potential field method. 

2.3 Experiments for Formation Navigation 

The following section will describe experiments that were carried out to test the 
fundamental framework of the approach. The experiments show the general behaviour 
of the developed method when: 

1. Generating formations 

2. Moving as a formation 

3. Moving as a formation in the presence of obstacles 

In these experiments, the directed approach is compared against the non-directed 
approach in various configurations. 

2.3.1 Comparison of Directed and Non-Directed Potential Field Approaches 

To validate that the presented methods can be transferred into a real world environment, 
experiments with a real multi-robot system as well as with the simulator have been 
performed. The simulation environment completely models a group of physical robots, 
including dynamics, odometry error, and laser sensor readings. The test environment in 
the laboratory consists of a 15 x 17 meter hall with two B21 and two MagellanPro 
Robots by RWI. Several settings have been evaluated to demonstrate the usability of the 
presented methods and the differences between the two approaches. Three of these 
settings will be described in the forthcoming sections: generation of formations, moving 
in formation and obstacle avoidance. 

2.3.1.1 Generating Formations 

One of the basic abilities in formation navigation is to set-up a number of robots in a 
desired geometric shape aka generating a formation. This procedure does not mean that 
the involved robots will move as a formation but try to establish the specified formation 
and then stop. This differs from the scenario where robots set-up the formation while 
already moving to a certain goal point. 

Figure 2-17 depicts a basic situation with three robots and no goal force present. From 
their starting positions (upper left), the robots shall proceed into a triangle formation 
(upper right). The lower left illustration shows the result for the non-directed approach. 
Since only distances are taken into account for building the formation and the middle 
robot starts a bit left of the two others, the resulting formation is mirrored compared to 
the required one. The lower right picture gives the result for the directed force approach: 
the three robots converge exactly into the required target formation because each robot’s 
actual orientation is considered for the generation of the formation forces. 
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Figure 2-17. Formation generation example. Starting points (top left) and target formation (top 

right) for three robots, results for non-directed (lower left) and directed force method (lower right). 

To test that the generation of a formation is also possible in cluttered environments like 
public places, an experiment with a high obstacle density was conducted. The following 
pictures in figure 2-18 show the set-up of a square formation with the directed force 
method in a cluttered setting. The four robots start in a line formation and proceed into 
the desired square formation (upper left to lower right). Since in this experiment 
obstacles are present, the robots cannot move in straight lines. 
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Figure 2-18. Formation generation with high obstacle density. Four robots (top left) move into a 
square formation (bottom right). In the last picture the driven tracks of the robots are drawn for 

clarification. 
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In this scenario, the robots do not only use the formation forces but also the build-in 
collision avoidance. The repulsive forces generated through the obstacles are directly 
extracted from the laser sensor readings as described in section 2.2.2.4. This direct 
combination of formation and obstacle forces allows a very quick and smooth path 
generation. In the final picture of figure 2-18 (lowest picture), the driven tracks of the 
four robots are drawn for clarification. 

A similar but more unsymmetrical real world experiment is shown in figure 2-19. Four 
robots (two B21 and two MagellanPro) take a square formation through a passage. The 
important detail in this scene is the fact that an obstacle is between the robot before and 
after the set-up of the formation. 

In the first pictures (from upper left to lower right), the formation starts to expand. This 
results from the fact that three robots are on the right side of the passage and the upper 
left robot is far more out of position. When the black B21 is pushed and pulled through 
the passage due to the formation forces, the group expansion slows down. This example 
also demonstrates that the balance between the formation forces and the obstacle forces 
is important and must be chosen depending on the desired behaviour. However, the 
experiment also shows that the method is capable of handling quite heterogeneous 
robots, since the B21 has a completely different driving system compared to the 
MagellanPro. 
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Figure 2-19. Formation generation with a large obstacle inside the formation. Four robots (top left) 

move into a square formation (bottom right). 

2.3.1.2 Movement in Formation 

The next logical step is to drive the robots while being in a formation and maintain the 
formation when manoeuvring. The following experiments show the basic capabilities of 
the two methods for moving in formation in absence of obstacles. Nevertheless, the 
robots will use collision avoidance to omit clashes. 

The first series of illustrations (figure 2-20) gives a descriptive example. The target 
formation consists of three robots in a straight line, all looking towards the first goal 
point near the bottom left corner of both figures. In both, left and right experiment, the 
formation then moves towards this goal, and just before reaching it, a new target point 
near the bottom right corner of the figure is given. This is repeated three times in order 
to let the formation move counter-clockwise on a square path. 

The left part of figure 2-20 shows the result for the non-directed method. Because 
direction is not used in the computation, the line formation does not turn while moving 
on the square path. The right part shows the result for the directed force approach. As 
stated in the mathematical background in section 2.2.2 the direction to the goal point 
influences the calculation of the formation forces. Consequently, the robots always try 
to keep the initial formation, i.e. all in a line pointing towards the target point. Of 
course, this leads to some local disturbance when the goal point changes, which can be 
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seen at each corner of the square path. The front robot has to reach its front position 
again, the robot at the rear position also has to change place, and the robot in the middle 
only turns around. The schematic outline of the scenario is shown in figure 2-21. 

Clearly, it is application dependent whether one of these two behaviours is preferable. If 
there is some kind of leader-follower relationship among the robots of a group, it might 
be a requirement that the leader stays at the same position relative to the driving 
direction. On the other hand, for robot transport missions or with regular formations 
(e.g. circles) the individual positions of each robot might be of less importance. 

   
Figure 2-20. Three robots in a line formation moving around a square path. Non-directed method: 
orientation of the formation does not change (left). Directed force approach: line formation turns 

around 90 degrees for each new goal point (right). 

    
Figure 2-21. Schematic drawing of the formation movement from figure 2-20. 
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The following two series demonstrate the behaviour of the two methods in a more 
complex manoeuvre. The formation has to drive a figure that looks like an eight or an 
uppercase “B”. Again, there are no obstacles, but collision avoidance is used. 

The first set of six pictures (figure 2-22) shows the behaviour of three robots in a 
triangle formation using the non-directed method. While the robots keep up the triangle 
shape, it is obvious that they change their position within the formation at every turning 
point. This leads to the situation that the shape is maintained, but the orientation of the 
triangle changes. In the upper left picture and before the first turn the red robot is on top 
of the formation and triangle. After the first turn, the red robot is still on top of the 
triangle, but – since the robot formation did not maintain its direction – the blue robot 
now is on top of the formation. These position changes continue at every turn until the 
formation finally arrives “backwards” at the goal position.  

The next set of pictures (figure 2-23) shows the same formation setting with the directed 
method. The first picture (upper left) already illustrates the major difference to the 
former setting. To keep the formation in shape some of the robots have to detour when 
turning in larger angles. This behaviour ensures that at every time in a manoeuvre each 
robot is as close as possible to its formation position. In the presented scenario the red 
robot for example keeps in place in every of the six turns and arrives as the leading 
robot just as it started. Large formation might face a somewhat scurry behaviour, but in 
the non-directed method the robots would “chaotically” snap into some position. 

The advantage of using a directed force-based method is that even large or complex 
formations can easily be defined and maintained in terms of strict positions within the 
formation. In sensing (e.g.: de-mining) or transporting missions (e.g.: heavy loads), the 
robots must maintain their assigned position inside the formation. The special formation 
problem of marching would not be possible with the non-directed method because 
changing a position inside the formation is not desired. 
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Figure 2-22. Three robots in a triangle formation with the non-directed method moving on a 

“B”-like course (top left to bottom right). 



48 of 132 Formation Navigation 

 

    

    

    
Figure 2-23. Three robots in a triangle formation with the directed method moving on a “B”-like 

course (top left to bottom right). 



Formation Navigation 49 of 132 

 

The series of fundamental experiments, finally, addresses the combination of formation 
movement and obstacles. The first scenario in figure 2-24 shows a situation with two 
obstacles that the robot formation has to pass on its way towards the goal point. This 
time an irregular triangle formation is used, and the goal point at the right remains the 
same throughout the experimental run. 

Use of the directed force approach (upper) leads to the expected results: the two 
cylindrical obstacles produce some local deviation in the robot formation, which is 
corrected by the formation forces shortly after passing the obstacles. In most of the 
cases, the non-directed method produces more or less the same result. However, 
sometimes the forces exerted by one of the obstacles lead to a complete change of the 
resulting formation. 

In the lower part of figure 2-24, an example for this behaviour can be seen. The obstacle 
forces produced by the lower obstacle let the bottommost robot evade to the upper 
direction. Since at the same time the other obstacle forces the topmost robot to the 
opposite direction, suddenly another configuration of the formation is more appropriate, 
at least in terms of distances between the robots. Because any formation with the same 
inter-robot distances is considered as correct, now the formerly bottommost robot 
“snaps” to the top position. As can be seen from the illustration, after some time the 
resulting formation again converges into a consistent triangle formation. 

 

 

 
Figure 2-24. Movement in the presence of obstacles. With the directed force method the robots 

always return to their formation position (top). In the non-directed case the formation might get 
rearranged: sometimes two robots switch their positions (bottom).  
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The two examples in figure 2-25 show a triangle formation driving through an obstacle 
field. These plots of recorded real world data show that already minor differences or 
disturbances can lead to quite different paths. In both scenarios, the same robot started 
in the same position from the same starting point. Nevertheless, even with that 
imponderability the directed formation approach maintained the formation. Using the 
non-directed approach, the blue and the red robot in the left scenario the green and the 
red robot or in the right scenario might have switched positions. 

    
Figure 2-25. Two examples for the directed method in a more cramped scenario. 

The inter-robot forces are easy to see in the first scene when the green robot 
circumnavigates the last obstacle. Although the red robot has already passed all 
obstacles, it has an additional knoll in its lane, compensating the formation forces due to 
the increasing inter-robot distance to the green robot. The same happened just as the 
blue robot arrives at the last obstacle again resulting in a knoll in its driving lane. 

Figure 2-26 shows a similar behaviour with a four robot square formation using the 
directed approach. Again, even in a symmetric environment and a symmetric formation 
the slight fluctuations in the sensor readings or the drive systems result in different lanes 
at the last obstacle. Even in those situations, the potential field approach shows its 
strength to handle navigation tasks for heterogeneous robot groups without any special 
treatment. The only detriment might be the slight “oscillation”. 

 
Figure 2-26. An example of four robots in a square formation crossing an obstacle field. 
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In the scenario depicted in figure 2-27 the six robots start in a line, build a formation 
while moving and pass several obstacles. This experiment includes most of the issues 
mentioned before. First, it shows that the method is capable of setting-up a formation 
while moving. Second, it demonstrates that even complex shapes and formations can be 
maintained while manoeuvring in the presence of obstacles. The third and important 
fact is that the formation is able to deform when passing the narrow passage between 
the obstacles and inflate again. 

 
Figure 2-27. A complex formation setting-up and maintaining shape even in a patchy environment. 

This leads to the last experiment it this section, the deformation of a formation when 
passing a constriction. This situation occurs when the formation is larger in its 
circumference than the available space to manoeuvre (e.g. doorways, hallways, or 
narrow passages). As shown in the previous scenarios the directed formation approach 
allows the shape to be deformed without switching the robot positions inside the 
formation. If the method would not allow deformation, the formation might not be able 
to navigate in crowded places or office environments for example. This would also 
transfer formation navigation to the piano-moving problem [149]. 

However, the presented potential field based approach allows the formation not only to 
deform, it also inherently includes the ability to expand or shrink without distorting the 
shape. The following figure 2-28 shows a triangle formation passing a narrow section. 
When the wider part of the formation comes to the narrowing, it simply squeezes 
together. After the formation has left the passage, the formation inflates back into its 
desired size. 
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Figure 2-28. Behaviour of a directed triangle formation moving through a narrow passage. 

The series of pictures in figure 2-29 demonstrates that behaviour more clearly. Again, a 
triangle formation has to pass a passage that is smaller than the formation. A strong goal 
force pulls the formation to the right side of the experimental hall. When the robot on 
top of the formation is approximately in the middle of the passage, the two robots of the 
wider formation part face the narrowing. The goal force and the formation forces 
exerted by the leading robot pull the two other robots into the passage. The formation 
shrinks, but maintains the distance between the two following robots and the first robot. 
Due to the orientation forces in the directed approach the shape of the overall formation 
is maintained. After the passage, the formation immediately disperses into the original 
shape. The two robots are pushed back into their formation positions by the position 
forces. Note that parts of the experimental validation presented in this section are based 
on earlier work published in [143]. 
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Figure 2-29. Snapshots of a directed triangle formation moving through a passage (top left to 

bottom right). 

2.4 Summary 

The foregoing section described the experiments that were conducted in order to test the 
fundamental framework of the formation approach.  

The general behaviour of the non-directed and the directed potential field methods is 
shown regarding generation of formations, movement as a formation, and finally 
movement in the presence of obstacles. In the experiments, the directed approach was 
compared against the non-directed approach in various configurations. 

The experiments substantiate that for simple trajectories and without obstacles, it is 
clearly application dependent, which one of these two behaviours is preferable. If there 
is some kind of leader-follower relationship among the robots of a group, it might be a 
requirement that the leader stays at the same position relative to the driving direction. 
On the other hand, for robot transport missions or with regular formations (e.g. circles) 
the individual positions of each robot might be of less importance. 

This situation changes if the formation has to manage manoeuvres that are more 
complex. The advantage of using a directed force based method is that even large or 
complex formations can easily be defined and maintained, even in the presence of 
obstacles. This also holds for the cases where it comes to knotty trajectories. In sensing 
or transport missions, the robots must maintain an assigned position inside the 



54 of 132 Formation Navigation 

 

formation. The special formation problem of marching would not be possible with the 
non-directed method because changing a position inside the formation is not desired. 
Additionally, the directed method is able to solve the marching problem with a 
minimum of computation needed even for elaborate formations. 

These circumstances become even more obvious when comparing the behaviour of the 
two approaches in the presence of obstacles. The non-directed approach turns out to be 
quite unstable regarding the formation positions depending on the repulsive obstacle 
forces. The robots tend to switch their positions inside the formation especially when 
passing through narrow passages. In such situations, the directed approach shows a 
preferable behaviour, which could be called “breathing”. This means that the formation 
shrinks and, again, inflates depending on the obstacle situation while continuously 
maintaining its shape and formation positions. 

Overall, the experiments provided strong evidence that the potential field approach was 
successfully transferred from mathematical simulation to real world robot scenarios. It 
was also shown that the directed approach has several advantages over the non-directed 
approach especially in the presence of obstacles and for complex manoeuvres. In 
general, the approach is able to cope with intricate navigation situations using only little 
computing power and time. Additionally, because each robot calculates the forces for 
itself, the approach is completely decentralised. This results in low computing costs and 
makes the method very reactive and scalable. 

The APF is computationally highly efficient even for larger formations because it is 
mainly based on evaluations of individual, independent potential functions for robots 
and obstacles. This is in contrast to the lately researched optimal control based 
approaches, which require a joint optimization of the objective function for all robots 
and for larger time horizons; the accuracy of the robot models used, is crucial in this 
process. For the APF approach, the relations between the entities of the formation are, 
in contrast, easy to model and do not introduce extra complexity (unlike e.g. spring 
damper techniques). Additionally it copes well with heterogeneous groups of robots 
unlike most of the leader-follower approaches. 
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3 Formation Navigation Metrics 

The experiments performed in the previous section showed that in order to compare 
algorithms and methods it is important to have measures that allow a meaningful 
evaluation of the experimental data. The measure should allow performance 
comparisons of developed algorithms or methods. In the area of MRS formation 
navigation, only a few approaches to expedient metrics can be found. Various reasons 
for this include:  

1. The complexity increases with the number of robots. 
2. Most of the single robot methods cannot simply be scaled to MRS. 
3. Access to larger real world MRS or adequate simulation is difficult. 

These circumstances might explain the fact that only a few papers deal with systematic 
(real world) experiments in that field. The following section will focus on the problem 
of developing appropriate metrics for formation navigation. 

3.1 Primary Remarks about Metrics for MRS 

Metrics are to some extent determined by the scenario in which the MRS operates. 
Choosing the right parameters requires analysing the experimental set-up carefully. For 
simplicity in the rest of the discussion, it is assumed that: 

1. the group of robots is made up of similar types of robots (e.g. all B21 or all 
Pioneers), 

2. the robots have the ability to communicate with each other, 
3. the robots have the ability to sense the environment and each other (e.g. through 

tracking), 
4. all robots are real and operate in real environments (indoor or outdoor); 

simulations are not considered. 

Most criteria are very much related to the environment. It has a great influence if the 
robots operate on an empty soccer field or in a crowded train station. However, most 
metrics work when measuring the effect of a modification (e.g. new algorithm or 
parameter set) in exactly the same experimental set-up and infrastructure (same robots, 
environment etc.). 

Reasonable parameters for metrics are: 
1. time 

 overall time in motion 
 time in/out of formation 
 time for setting up / establishing the formation 

2. path 
 overall path length 
 path length being in/out of formation 
 path length for establishing the formation 
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3. position error 
 displacement in distance 
 displacement in angle 
 only for neighbours or for the whole formation 

4. others 
Other parameters could be the amount of computation time, of communication, 
and of sensing. 

Looking at the majority of papers in the area of formation navigation it is obvious that 
repeatability and reproducibility in the sense of a comparison is very difficult. Every 
real world set-up is unique even if it is “a typical office environment”. If scientist 
CALVIN would like to compare his approach to scientist HOBBES, he will not be able 
to do so as long as he has a different set-up – at least if no Transmogrifier is at hand. 
One solution for the metric problem might be to take the influence of the environment 
and other parameters into account. This, of course, would imply in most cases that a 
detailed map of the environment is available, as well as additional information about 
dynamic objects. This is difficult to achieve in unknown real world scenarios. 

3.2 Common Metrics 

This section describes the three commonly used metrics in the field of MRS. The 
discussed metrics are suitable for unmanned ground vehicles. Other metrics, for 
example for unmanned air vehicles, have not been taken into account because of the 
different obstacle situation. 
Balch and Arkin [4] use three performance metrics for the evaluation of their formation 
experiments:  

1. Path length ratio is the average distance travelled by the robots divided by the 
straight-line distance of the course. 

2. Average position error is the average displacement from the correct formation 
position throughout the run. 

3. Percentage of time out of formation reflects the time in which the robots fall out of 
their formation positions. 

Naffin and Sukhatme [118] use similar criteria: 

1. Positional Error: Given a formation, defined as the tuple <G, h, d>, where G is a 
connected geometric shape, h a desired heading, and d a desired inter-robot 
spacing, there exist K positions relative to the leader that represent the perfect 
formation. Given N robots attempting to construct this given formation, where 
N K , they define the formation’s positional error as 

 
1

1
,

N

i ii
P D p k

N 
  , 

where pi is the ith robot’s position, ki its attempted formation position (both relative 
to the leader), and D(pi; ki) is the Euclidean distance between these two positions. 
A given set of robots is “in formation” if P < ε, with a user-specified tolerance ε. 
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2. Time to convergence Tc(N) is defined as the duration of time required for a 
formation to reach a given number of robots N and be in formation for that size. 

3. Percentage of time in Formation is defined as in

total

t
F

t
  where tin is the time in 

formation and ttotal is the total time elapsed since the formation reached its current 
size. 

Fredslund and Matarić [56] and Lemay [97] use only the formation evaluation criterion 
Percentage of time in Formation. The robots are considered to be in formation when the 
following holds: 

Given the positions of N mobile robots, an inter-robot distance ddesired, a desired heading 
h, and a connected geometric shape G (completely characterizable by a finite set of line 
segments and the angles between them), then the robots are considered to be in 
formation G if: 

1. Uniform dispersion: The same distance is kept between all neighbouring robots 
with a maximum tolerance of

1d . 

d , such that  pairs of immediate neighbours  
1 2
,i iR R  with distance 

 1 2
,i idist R R ,  1 2 1

,i i dd dist R R    and 
1desired dd d   . 

2. Shape: The robots are at the assigned positions depending on the desired 
formation with a maximal tolerance of 

2d around the desired position. No angle in 

the original shape must be stretched more than a  to make the data points fit. 

  a “stretching function” f with  f G G  , such that  angles 

, ( ) aG f      , and such that  robots Ri, with distance  ,idist R G  to G , 

 
2

,i ddist R G   

3. Orientation: The stretching criterion 2 (shape) must not skew the heading more 
then a . 

( ) af h h   ; for small 
1 2
, , 0ad d     

The three criteria allow measuring a “global” position error. Criteria 1 and 2 define 
tolerances for distance and angle measurements to be able to cope with noise and 
imprecision. Criterion 3 states that it should be possible to adjust desired distances and 
angles over the predetermined position so that all robots form the desired shape. The 
robots are allowed to move in a radius of 

2d  away from their desired positions. This 

criterion enables the realisation of the desired shape even when each robot separately 
respects criteria 1 and 2. 
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When looking at the three presented approaches, basically, they all use the same 
metrics: 

1. Position error 

2. Percentage of time in formation 

Every time and path parameter that is related to the shape of the formation, can only be 
calculated when a position error is measured. This reduces the number of elementary 
metrics for formation navigation to the position error criteria and the additional factor of 
time. However, as already stated above, these parameters are highly influenced by the 
structure of the environment. So, although Balch, Naffin, and Fredslund use similar 
metrics in the sense that they are all based on the position error, the results of the 
experiments cannot be directly compared. 

The first part of the following experimental evaluation and discussion, namely sections 
3.3.1 and 3.3.2, address the described common metrics, which do not consider any 
parameters of the environment. The last part, section 3.3.3, will then motivate the need 
for an extended, more generally applicable metric. 

3.3 Experiments for Metrics in Formation Navigation 

3.3.1 Experimental Setup 

To evaluate the so far presented metrics, several experiments were conducted in 
simulation as well as in the robot lab. In both cases, two identical scenarios have been 
used. First, the robot formation had to pass a narrow passage of about 3m width and 4m 
length. In the second scenario, the robots had to move through an arrangement of 
pillars. The distance between two pillars of one row was about 3m and the distance 
between two rows was 2.5m. Figure 3-1 gives a graphical illustration of these two 
settings. In each figure, one simulated example run has been plotted. A formation of two 
or three robots started on the left side and passed the obstacles, thereby moving towards 
the goal point on the very right side. 

The robots used to carry out the experimental runs were all circular with a diameter of 
54cm. To get a better impression of the real world set-up look at the pictures in figure 
3-2. A passage and a pillar scenario had to be passed by a triangle formation of one 
iRobot B21 and two Magellans. For the simulated runs, also round robots of 54cm in 
diameter were modelled. The motion model used in the multi-robot simulation 
environment corresponds to the B21 robot type. 
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Figure 3-1. The passage scenario with an exemplarily chosen run of a two robot line formation 
(left). The pillar scenario with a three robot triangle formation (right). The formations started left 

and moved to the right towards the target coordinates. 

In order to apply any metric it is, of course, necessary to acquire precise position 
information for each robot. Whereas it is simple to get the exact positions from the 
simulator at a fixed rate of, e.g., 10Hz, it is difficult to find such a ground truth for any 
real robot system. Common methods include vision-based approaches using ceiling 
cameras or installed beacons in the environment. Since all the used robots are equipped 
with two SICK laser scanners providing high precision 360 degree distance information, 
it was decided to use a standard SLAM method to correct odometry errors and compute 
global position information for the robots [45]. The localization step of the chosen 
SLAM algorithm runs at a much lower frequency than 10Hz and produces correction 
data only every two to four seconds. Therefore, from time to time gaps occur within the 
recorded paths of the real robots, because even in a four-second interval an additional 
odometry error of several centimetres can arise. The impact of these inaccuracies is 
discussed in more detail in the next section. 

For both settings, passage and pillars, two different formations have been surveyed: a 
triangle formation made of three robots and a simple line formation of only two robots. 
Figure 3-2 provides two examples with these two formations. For each combination of 
the two formations and scenarios, 10 runs have been recorded, resulting in 40 simulated 
and 40 real world runs. This data is taken as a basis for the ongoing discussion of the 
metrics chosen for this multi robot application. 

It should be emphasized that the real world experiments took place in a large 
experimental area with a size of about 14m x 17m. The setup included an office-like 
configuration of nearly real world dimensions. This large setup makes the comparison 
to experiments like those carried out by Lemay et al. [97], Naffin and Sukhatme [118], 
or Fredslund and Mataric [56] somewhat unbalanced. In their work, the typical multi-
robot experimental lab environment is not larger than 5m x 5m. 
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Figure 3-2. The passage (left) and the pillar scenario (right) in the lab environment. A triangle 
formation has to pass the obstacles. 

3.3.2 Experiments with Common Metrics 

In many cases, special characteristics of a formation algorithm are used to define a 
metric. Since the goal is a discussion of portability of metrics for different formation 
approaches, robot systems, and environmental conditions, it was tried to avoid this in 
the evaluation. The two metrics that have been used for the forthcoming experiments are 
formation position error and the percentage of time, for which the robots are “in 
formation”. As stated in section 3.2 these are also the basic metrics used in the 
described approaches of Balch, Naffin and Fredslund. 

In order to compute the formation position error, first an optimal formation position 
given the actual positions of the robots is calculated. Chapter 2 gives a detailed 
description of formation navigation approaches in general and of the used directed 
potential field method in particular. Because of this directed potential field approach, 
the actual target point determines the overall direction of the formation. For example, if 
the target formation is a triangle with one robot in the front, then the triangle formation 
is always turned with the leader’s vertex pointing towards the goal. 

This special feature of the formation algorithm simplifies the search for an “optimal” 
formation position with regard to the robots’ actual positions at each time step. Since 
the formation direction only depends on the destination and the formation position, for 
the optimisation only the two-dimensional position parameters have to be considered. 
Therefore, the function of the added distances between each robot’s actual position and 
its formation position is continuous and monotonically increasing. Thus, a simplex 
algorithm [95] with guaranteed termination was used to actually compute the minima. 

The resulting (minimal) formation position error was used as input for the second 
metric, the so-called in-formation ratio. A threshold of 20cm per robot involved (leading 
to a 40cm threshold for two-robot formations and 60cm for three robots) was chosen to 
decide whether the robots were considered in or out of formation. Of course, these 
values are somewhat arbitrary, but produced feasible results for the example 
environment (see section 3.3.1). A more sophisticated solution should calculate these 
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thresholds automatically in order to keep the presented metrics generic. Influencing 
factors are, for example, size of robots and environment or density of obstacles (which 
is often unknown a priori). 

Figure 3-3 and figure 3-4 provide two exemplary results for the passage scenario and 
the two-robot formation shown in figure 3-1 in the last section. Both figures are divided 
into an upper part, which displays the paths in Cartesian coordinates for both robots, and 
a lower part, which gives the results in terms of the chosen metrics. The solid line gives 
the total formation error for each time step, as described in section 3.3.2. Additionally, a 
dashed line is printed showing the limit beyond which the robots are considered to be 
out of formation. Note that this limit depends on the number of robots, for the two-robot 
case it is 40cm and for three robots 60cm. 

Figure 3-3 presents data recorded with real robots in the multi robot lab, figure 3-4 
refers to an arbitrarily chosen simulation run. As one can see, results are similar 
concerning both the total formation error as well as the in-formation ratio. Before a 
deeper discussion of the numerical results, examples for the other treated scenario will 
be given. 

 
Figure 3-3: Results for a two-robot formation (two Magellan Pro) passing a small passage. In the 
following figures, the upper part gives the robot positions (obstacles are added for clarity). The 

lower part shows the formation error (in cm) over the runtime. 
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Figure 3-4. Simulation results for one example run with two robots in the passage scenario. 

Figure 3-5 and figure 3-6 picture the data generated during two example runs of three 
robots in a triangle formation passing the pillar scenario. In contrast to the results from 
the passage, now there are major differences between real robots and simulation. 
Looking at the formation error chart, one can find that the mean error is smaller for the 
simulation run. On the one hand, this is because the simulated robots always move 
somewhat “smoother”, especially near obstacles, which leads to slightly larger position 
errors for the real robots. On the other hand, as already stated in the last section, it is 
difficult to localize the robot positions exactly, especially in a real environment.  

This additional error is hard to quantify, in terms of size as well as in terms of 
distribution. For a compensation of this error, a very precise localisation or additional 
information about the nature of the robots’ odometry error is needed. Since both are 
hard to achieve in real world environments, the robot positions were treated as “pre-
cise”.  
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Figure 3-5. Three robots (one B21 and two Magellan Pro) in a triangle formation, pillar scenario. 

 
Figure 3-6. Example run for three simulated robots in the pillar scenario. 
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Although the mean error is smaller in simulation, the maximum of about 220cm is 
almost twice as large as in the real world run with real robots. The reason for this is 
obvious when taking a look at figure 3-7 and figure 3-8: these charts compare the 
robots’ actual paths (solid line) and the computed optimal formation paths (dotted lines 
with different markers). See section 3.3.2 on how this calculation is done. 

In figure 3-8, the simulated robot starting at the lower left formation position passes the 
first obstacle in an unforeseen way, compared to the optimal formation path. From its 
point of view, it circumnavigates the obstacle on the right instead of the left side, 
leading to a temporarily very large formation error. However, this type of wrong path 
decision occasionally happens for both, the real world runs as well as the simulation 
runs. Therefore, the mean of the 10 recorded runs is influenced in the same way for real 
world and simulation experiments. 

 
Figure 3-7. Real-robot example for the deviation between the paths of the three robots in the 

triangle formation (solid lines) and their optimal formation positions (dotted lines). 

 
Figure 3-8. Simulation example for the deviation between the paths of the three robots in the 

triangle formation (solid lines) and their optimal formation positions (dotted lines). 
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Table 3-1 and table 3-2 provide some numerical results, namely the mean and the 
standard deviation for the two chosen metrics. Thereby, table 3-1 gives the results for 
the different scenarios and the different formations (two robots in a line, three in a 
triangle) for real laboratory runs, whereas table 3-2 lists these values for the simulation 
runs. 

What can be seen corresponds well to the results stated so far. The formation error for 
the passage scenario is much larger than for the pillars, which is because while moving 
through the passage two robots are far out of formation. Nevertheless, results for real 
world and simulation are similar. On the other hand, for the pillar scenario simulation 
results are better, for the reasons mentioned before. However, because of the occasional 
large errors in this scenario (due to “wrong ways”, see figure 3-8) the standard deviation 
is very large. 

The in-formation ratio metric gives similar results. For the pillar scenario, the ratio is 
better, but at the same time, the standard deviation is much larger. It is worth 
mentioning, that the range of the resulting values is quite low. In most of the runs, the 
robots were out of formation for more than half of the time. This, of course, leads to the 
question whether this is a suitable metric for obstacle scenarios. 

Note, however, that all mentioned differences in the results are solely caused by special 
characteristics of the environment. On the one hand, there is the rather small impact of 
simulated or real world runs. Everything else remains the same, including the algo-
rithms, the robots, the simulator, and the laboratory. Just the choice of obstacles leads to 
the major changes in the results. Thus, it is worth asking what results the same metrics 
would have produced with another type of robots in another lab environment and other 
obstacles – and how comparable these results can be. 

Although using the same robots and the same algorithms, the metrics produced very 
differing results – being highly dependent on the structure of environment and 
obstacles. 

 

 Formation error (cm) Std. dev. Formation ratio Std. dev. 
Passage 
2 robots 

87.1357 2.3418 0.4527 0.0319 

Passage 
3 robots 

116.0297 6.9447 0.3770 0.0325 

Pillars 
2 robots 

49.0801 15.9714 0.5675 0.1477 

Pillars 
3 robots 

71.5922 29.3875 0.4838 0.2271 

Table 3-1. Numerical results for real world runs for all scenarios and formations. Mean formation 
error and in-formation ratio, 10 runs each, together with the standard deviation. 
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 Formation error (cm) Std. dev. Formation ratio Std. dev. 
Passage 
2 robots 

93.1811 0.4685 0.4974 0.0025 

Passage 
3 robots 

121.7899 10.1445 0.4783 0.0085 

Pillars 
2 robots 

38.8999 21.4419 0.6982 0.1787 

Pillars 
3 robots 

56.0451 17.3125 0.7171 0.0786 

Table 3-2. Numerical results for simulation, also 10 runs each. 

3.3.3 Experiments with Enhanced Metrics 

As shown in the previous section and mentioned in section 3.1 the next step towards a 
more general metric, i.e. one that is at least independent of the surroundings, is to use 
information about the environment as additional parameter. Meaning, if there are many 
obstacles then the formation error must be scaled down to be comparable to an empty 
environment where the error would be small. A suitable method could be a weighting 
factor, which is inverse proportional to the “density” of obstacles, so that the influence 
of the setting can be taken into account. Assuming that the environment is considered as 
a-priori unknown and possibly non-static, only actual sensor information can be used 
for these calculations.  

In the presented approach, a method comparable to the computation of the repulsive 
obstacle force repF  (see section 2.2.2.4 for details) is used to compute the weighting 

factor obst . Let io  be the vector of a single laser beam that hits an obstacle in a distance 

smaller than maxd . Then obst  is calculated as follows 

2

1

1
totaln

i
obst

totali max

o
nd




  
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   
 , 

where totaln  is he number of laser measurements taken into account. Since for the 

formation error metric the actual positions of the obstacles are of no importance, only 
the magnitudes of the io  are used in the formula. The resulting weighting factor obst  is 

a scalar from the range [0; 1] and, therefore, the weighted total formation error is 
computed as follows: 

 weighted formation error := obst  * non-weighted formation error 

In the following, the developed weighting factor is used in fundamental experiments to 
show that it is a more general and setting-independent metric. In all of the figures, the 
upper part shows the robots’ paths and the lower part compares non-weighted (solid 
line) and weighted (dashed line) total formation error. The dot-dashed line marks the 
in-formation threshold.  
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In figure 3-9 the formation error of an empty environment is shown. The non-weighted 
and the weighted formation error are equal, so the graphs are identical. This results from 
the fact that there are no obstacles in the vicinity of the robot that would have an 
influence on the weighting factor obst . 

 
Figure 3-9. Non-weighted (solid line) and weighted total formation error (dashed line) for an empty 

hall scenario and a triangle formation. 

Figure 3-10 shows that with this enhancement the (weighted) formation error metric 
now correctly reflects the fact that in the passage scenario the formation is only 
compressed (see 2.3.1.2 for details of experimental set-up). The overall shape of the 
formation is maintained. The error increases only in the breathing phase when the robots 
enter or leave the passage. The same holds for figure 3-11 that provides a similar 
example, in which a three-robot triangle formation avoids a wall-like obstacle on their 
left. In both cases the weighted formation error drops below the in-formation threshold 
during the whole run, meaning that the three robots are considered to form a still 
acceptable triangle formation while avoiding the obstacles (see section 3.2 for a detailed 
description of the in-formation ratio metric). 
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Figure 3-10. The weighted formation error (dashed line) for the passage scenario and a triangle 
formation; compare with figure 3-4 

 
Figure 3-11. A triangle formation passing a wall on their left. Non-weighted (solid line) and 

weighted (dashed line) formation error. 
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Figure 3-12 gives an example of a triangle formation in the “pillar” scenario. See 
section 3.3.2, especially figure 3-6 and figure 3-8, for a detailed description of the 
environment. Now the weighted formation error metric adequately reflects the fact, that 
the formation is really distorted twice while passing the obstacles, meaning that the 
robots choose an opposite trajectory when they pass some of the pillars. Whenever this 
happens, the total formation error (non-weighted and weighted) grows up to 150cm or 
above, which is more than twice the in-formation threshold.  

 

Figure 3-12. Non-weighted (solid line) and weighted total formation error (dashed line) for the 
pillar scenario and a triangle formation. 

Table 3-3 summarizes the results of these experiments numerically. For all scenarios – 
“wall”, “passage”, “pillars”, each with 3 robots in a triangle formation – 10 simulated 
runs were recorded. Additionally, the in-formation ratio, which is based on the 
formation error, mean values for the total formation error and the in-formation ratio, as 
well as their standard deviations are provided (see section 3.3.2). As stated above for the 
arbitrarily chosen example runs, when looking at the first two scenarios, the three robots 
are perfectly in formation throughout all of the “passage” and “wall” runs according to 
the weighted metric. For the “pillars”, the mean formation error is also much lower 
using the weighted version of the metric. However, since the robots often leave their 
positions inside the triangle formation, by means of the in-formation ration they are still 
considered to be out of formation nearly half of the time. Note that parts of section 3.3 
are based on earlier work published in [145]. 
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 Un-weighted metrics Weighted metrics 
 Formation 

error (cm) 
Std. dev. Formation 

ratio 
Std. dev. Formation 

error (cm) 
Std. dev. Formation 

ratio 
Std. 
dev. 

Field 10.4580 1.0444 1 0 9.4595 0.9275 1 0 

Wall 42.2076 1.2901 0.6230 0.0431 22.9893 0.9714 1 0 

Passage 109.0772 5.5965 0.4759 0.0077 16.4216 0.8488 1 0 

Pillars 85.8374 17.4192 0.5087 0.0645 51.0063 10.5177 0.6346 0.0883

Table 3-3. Comparison between un-weighted and weighted formation metrics for different 
scenarios. For each scenario 10 simulation runs with three robots have been evaluated. 

3.4 Summary 

The foregoing section discussed the field of metrics for multi-robot systems with focus 
on the criteria for formation navigation. 

Surveying the literature showed that a systematic discussion of metrics for formation 
navigation has not been done yet. In the following, a number of possible criteria were 
identified which all could be reduced to the parameters “position error” and “percentage 
of time in formation”. 

The identified approaches were analysed and the proposed criteria for metrics extracted. 
With the factors formation position error and the percentage of time, several 
experiments were conducted in order to test the capabilities. 

Although using the same robots and the same algorithms, those metrics produced very 
differing results – being highly dependent on the structure of environment and 
obstacles. Just the choice of obstacles led to major changes in the results. Thus, it is 
worth asking what results the same metrics would have produced with another type of 
robots in another lab environment and other obstacles – and how comparable these 
results can be. 

However, all found approaches that were based on the tested criteria do not consider 
any environmental parameters and therefore fail to establish a general metric that allows 
a common method of comparison. Using the benefits from the potential field approach 
for formation navigation a novel weighting factor was developed that allows to consider 
environmental influences on the chosen metrics. 

The conducted experiments showed that the new weighting factor adequately models 
the influence of the environment. The formation error is close to zero if there is no 
influence through obstacles. If the formation is just deformed, as in the case of a narrow 
passage or doorway, the formation error is correctly scaled down to extricate the 
influence of the surroundings. Nevertheless, if the formation is really distorted the 
formation error raises, exceeds the threshold, and indicates that the formation is 
disfigured. 
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Although these results look promising, for a sensible comparison of different 
approaches, tested with different robots in different laboratories, even more parameters 
have to be taken into account. However, the developed metric is already an appropriate 
tool to compare different formation navigation approaches in dissimilar settings and 
environments. 
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4 Relative Localisation 

When using a multi-robot system in which the robots have to fulfil a cooperative task, 
two typical positioning problems arise: 

1. robust position estimation for each robot itself, and 

2. relative position estimation of the other group members. 

The first problem can be typically solved by some kind of simultaneous localisation and 
map building (SLAM) method. An important precondition for these methods is that the 
environment provides enough distinguishable features (e.g. landmarks) to give the 
localisation “a handle to grip on”. This, however, is not necessarily the case in open 
space like large hallways, barren land, or long monotone corridors. 

The second problem, in particular, arises when the robots do not have a common co-
ordinate system, which is often the case if GPS is not available. Common reference 
points like landmarks or predefined co-ordinate systems must often be specified by an 
operator. 

Therefore, the multi-robot positioning problem asks if it is possible for an autonomous 
vehicle to start at an unknown location in an unknown environment, and then to 
incrementally estimate its own position and the relative locations of the other robots 
using only sensor information. The answer would be a robust, fast, and precise method 
that does not need any preconditions or specific assumptions about the environment. In 
this chapter an approach to relative position estimation in a group of robots is presented, 
which is based on sensor and odometry information only. 

4.1 Related Work 

4.1.1 Local Localisation 

Local localisation means evaluating the position and the orientation through integration 
of self-contained information provided by encoders or inertial sensors. 

The integration is started from the initial position and orientation and is continuously 
updated in time. Local localisation is also known as dead reckoning. There are two basic 
approaches for dead reckoning: odometric systems and inertial navigation systems. In 
most mobile robots, odometry is implemented by means of optical encoders that 
monitor the wheel revolutions and steering angles of the robot wheels. Using simple 
geometric equations (kinematic model of the vehicle), the encoder data are then used to 
compute the momentary position of the vehicle relative to a known starting position. 
Inertial navigation systems are widely used in aviation and lately in outdoor robots. 
Most of them consist of gyroscopes and accelerometers that provide angular rate and 
velocity rate information. By integrating this rate information, inertial navigation 
systems calculate the position and orientation of the vehicle. Its simplicity has made 
dead reckoning a widely used technique, but it shows major drawbacks and has been 
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proven unreliable when travelling for long distances. Due to inaccurate models, sensor 
drift and noise, there is an error in the calculation of the vehicle’s position and 
orientation. This error generally grows unbounded with time. Typical techniques of 
dead reckoning can be found in [19, 49, 10]. Substantial improvement is provided by 
applying Kalman filtering techniques [58]. However, local localisation can usually not 
be applied to MRS. 

4.1.2 Global Localisation 

Global localisation is based on a metric and/or topological map and uses sensors 
information to re-localise the robot with respect to these maps. 

The problem of single robot localisation is widely studied in the literature [45, 103, 
161]. Most of the approaches to simultaneous localisation and mapping (SLAM) or 
concurrent mapping and localisation (CML) can roughly be classified by the kind of 
sensor data processed and the matching algorithms that are used. One method is to 
extract landmarks out of the data and match these landmarks to localize the robot in the 
map being learned. The other set of approaches use raw sensor data and perform a dense 
matching of the scans. All these approaches have the ability to cope with a certain 
amount of noise in the sensor data, but it is assumed that the environment is almost 
static during the mapping process. Local and global localisation approaches both have 
drawbacks. To cope with these drawbacks, the methods are often combined [166, 35], 
introducing Kalman filter [65, 70] and Monte Carlo Localisation (MCL) [22, 40]. 
Kalman filtering, MCL and other localisation methods are comparatively reviewed in 
[69, 71]. 

In the recent years, the problem was extended to multi-robot localisation (see e.g. [55, 
128, 161, 105]), using sequential Monte Carlo methods [46, 77] (also known as particle 
filters) for both multi-robot global localisation [55] and real-time CML using SICK 
laser scanner data. Also feature-based representations [27, 67] as well as topological 
representations [33, 29] have been investigated. Mourikis and Roumeliotis have studied 
the time evolution of the position estimates’ covariance in Cooperative Simultaneous 
Localization and Mapping (C-SLAM) [115], and thus obtain analytical upper bounds 
for the positioning uncertainty. 

4.1.3 Absolute Localisation 

Absolute localisation uses a technique that permits the vehicle to determine its position 
directly through a provided exterior reference system. 

These methods rely usually on satellite-based signals like Global Positioning System 
(e.g. GPS, GLONASS or Galileo) or navigation beacons, active or passive landmarks. 
Since GPS-like systems do not have the accuracy needed for most robotic tasks, 
absolute localisation is often combined with one of the other localisation techniques 
using Kalman-filter methods [116]. A typical non-differential GPS was tested by 
Cooper and Durrant-White [36] and yielded an accumulated position error of over 40m 
(131 ft) after extensive filtering. Systems likely to provide the best accuracy are those 
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that combine GPS with Inertial Navigation Systems (INS), because the INS position 
drift is bounded by GPS corrections [113]. Similarly, the combination of GPS with 
odometry and a compass was proposed by Byrne [23]. The main advantage of this 
localisation method is the fact that it introduces a common coordinate and reference 
system for all vehicles. A brief survey of GPS localisation techniques and issues can be 
found in [21]. 

4.1.4 Relative Localisation 

Relative localisation uses sensor observations to localise the robot with respect to other 
robots – without having an environmental model. 

There is one major difference between this approach and the other presented methods. 
Most of them make use of maps and/or landmarks with the intention of generating a 
globally consistent world co-ordinate system. The aim of relative localisation is to 
maintain relative positioning only among the robots. 

The work by [102] is an example of how to recover the relative movement of the robot 
between two time points. Localisation is done without knowing where the robot actually 
is in the model using only laser range scans. The key idea is to register a scan to a 
previous scan and obtaining thereby the relative movement. To carry out the 
registration, the method calculates tangent lines at the scan points, which help to define 
correspondences between them. Some authors worked on similar concepts in order to 
reduce the odometry error of a single robot system. Murray [117] and Braithwaite [20], 
for example, use a movable stereo camera system to follow special points of interest 
(POI) in the surrounding environment. Using the measured distances and rotation angles 
of the camera, they calculate the actual movement of the robot. 

In several approaches, these results are transferred from a single to a multi robot system 
[125, 91]. Because in these works the aim is to generate and maintain a global co-
ordinate system, a great accuracy is needed. Just one robot moves at any given period of 
time while the others are standing still, thereby functioning as ‘temporary’ landmarks. 
Some authors add additional global information sources like GPS to achieve greater 
accuracy [65, 131], whereas others observe only the robot group itself. Kurazume et al., 
for example, develop a so-called Cooperative Positioning System (CPS) [91, 93], other 
similar ideas can be found in [125, 126].  

Suzuki and Yamashita [156] present an approach to building a common co-ordinate 
system in which all robots may move simultaneously, but the atuhors use a simulated 
and somewhat idealised robot system. In their simulation, for example, every robot has 
a full 360-degree view and is capable of error-free measurement of the relative positions 
of the other robots. 

An example of a system that is designed for cooperative localization is presented in 
[91]. The authors acknowledge that dead reckoning is not reliable for long traverses due 
to the error accumulation and introduce the concept of “portable landmarks”. A group of 
robots is divided into two teams in order to perform cooperative positioning. At each 
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time instant, one team is in motion while the other remains stationary and acts as 
landmark. In the next phase, the roles of the teams are reversed. This process continues 
until both teams reach the target. This method can work in unknown environments and 
the conducted experiments suggest accuracy of 82.3mm (i.e. 0.38%) for the position 
estimate and 1 degree for the orientation after a total travel distance of the master robot 
of 21.6m [92]. Improvements on this system and optimum motion strategies are 
discussed in [93]. In many of the newer work on cooperative localization the 
precondition of some robots remaining stationary has been dropped. Therefore, some 
other authors have discussed the problem of suitable motion strategies or special 
formations for cooperative localization [74, 178, 163]. 

In [66] only one robot moves, while the rest of the team of small-sized robots forms an 
equilateral triangle of localization beacons in order to update their pose estimates. 
Another realization is presented in [125, 126]. The authors deal with the problem of 
exploration of an unknown environment using two mobile robots. In order to reduce the 
odometric error, one robot is equipped with a camera tracking system that allows it to 
determine its relative position and orientation with respect to a second robot carrying a 
helix target pattern and acting as a portable landmark. Both previous approaches have 
the following limitations: (a) Only one robot (or team) is allowed to move at a certain 
time instant, and (b) the two robots (or teams) must maintain visual contact at all times.  

In [127] the authors have explored the effect of different robot tracker sensing 
modalities on the effectiveness of cooperative localization. Statistical properties were 
derived from simulated results for groups of robots of increasing size N when only one 
robot moved at a time. In their subsequent work [133] the authors examined upper 
bounds on the localization uncertainty also for the more realistic case of all robots 
moving simultaneously. However, their assumption of homogeneity and the 
requirement that every robot continuously measures the relative position of all other 
robots in the team still limits the applicability of this approach. Mourikis and 
Roumeliotis [114] further relax these assumptions and study the time evolution of the 
positioning uncertainty in heterogeneous robot teams with an arbitrary topology of, 
what they call, the Relative Position Measurement Graph (RPMG), roughly meaning 
arbitrary mutual relative position measurements of the robot team members. 

A Kalman filter-based implementation of a cooperative navigation schema is described 
in [137]. In this work, the effect of the orientation uncertainty in both the state 
propagation and the relative position measurements is ignored resulting in a simplified 
distributed algorithm. The improvement in localization accuracy is computed after only 
a single update step with respect to the previous values of uncertainty. In [131, 132] a 
Kalman filter pose estimator is presented for a group of simultaneously moving robots. 
The Kalman filter is decomposed into a number of smaller communicating filters, one 
for each robot, processing sensor data collected by its host robot. It has been shown that 
when every robot senses and communicates with its colleagues at all times, every 
member of the group has less uncertainty about its position than the robot with the best 
(single) localization results. Because many real world sensors are not able to provide 
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relative observations consisting of both, range, and bearing information, in [107] special 
EKF equations are derived to integrate more generic relative observations. Then, three 
different types of relative observations are considered, relative bearing, relative 
distance, and relative orientation. 

Fox [55] describes an approach to multi-robot localization in which each robot 
maintains a probability distribution describing its own pose (based on odometry and 
environment sensing), but is able to refine this distribution through the observation of 
other robots. This approach extends earlier work on single-robot Markov/Monte-Carlo 
localization techniques [54] and an implementation of a collaborative multi-robot 
localization scheme, which is presented in [53]. The authors had extended the single 
Monte Carlo localization algorithm to the case of two robots when the same map of the 
area is available to both robots. When these robots detect each other, the combination of 
their belief functions facilitates their global localization task. The main limitation of this 
approach is that it can be applied only within known indoor environments 

The aim of the approach of Howard et al. [76] is pure relative localization, as it is 
described at the beginning of this section. In his work, the robots do not attempt to 
determine their pose with respect to some external global co-ordinate system. Each 
robot rather tries to determine the pose of every other robot in the team, relative to itself. 
In their approach, each robot uses a set of independent particle filters to represent the 
relative pose distribution of the other robots. For each new observation, one or more of 
these particle filters have to be updated. In the experiments, laser scanners and pan-tilt 
cameras are used together to detect and identify special markers placed on the robots. It 
is important to notice, that in contrast the goal of most authors presented beforehand is 
global localization. They use mutual measurements of the robots only as a means for 
decreasing uncertainty about each robot’s pose. 

In order to acquire mutual relative measurements between the members of a robot group 
a wide variety of possible techniques is used. Apart from the resulting precision, these 
techniques differ mainly in the kind of data provided, distance, or bearing information 
or both of them. Støy [153], for example, performs simple relative localization between 
collaborators using directional beacons. Vision-based cooperative localization is 
widespread because in addition to distance and/or bearing information it can provide a 
means of distinguishing the other team members. In [152] vision is used by a team of 
vehicles tasked with cooperatively trapping and moving objects. Tracking via vision is 
also used for relative localization of collaborators in an autonomous mobile cleaning 
system [81]. In [109] the authors use a stereo vision system, and in [111] information is 
gathered from omni-directional cameras combined with the motion of the vehicles 
themselves. 

In [110] the trajectories described by unidentifiable moving objects and observed by 
different robots are the base for mutual position estimates of the robots themselves. 
[100] presents a method for estimating the relative poses of a team of mobile robots 
using only acoustic sensing. The relative distances and bearing angles of the robots are 
estimated using the time of arrival of audible sound signals on stereo microphones. The 
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robots emit specially designed sound waveforms that simultaneously enable robot 
identification and time of arrival estimation. Some papers [152, 39] present solutions for 
the relative multi-robot localization problem by combining information exchanged by 
the robots using least squares optimisation. 

4.2 Camera-Based Relative Localisation Approach 

One way to set up a common co-ordinate system in a group of robots is to equip at least 
one robot within the group with a camera that is continuously taking pictures of the 
surrounding robots. Based on these images the relative positions of all visible robots can 
be calculated. Whenever a robot moves and therefore its position inside the camera 
image changes, the movement with respect to the watching robot’s co-ordinate system 
can be computed. By comparing this movement with the one, the moving robot itself 
reports it is possible to calculate the transformation matrix between the co-ordinate 
system of that robot and the common relative co-ordinate system. This common co-
ordinate system might be the system of the camera-equipped robot as well as some 
arbitrarily chosen reference co-ordinate system. 

The method presented here is based on Suzuki’s and Yamashita’s ideas [156] but works 
under more realistic conditions. Because the relative positions retrieved from a real 
vision system are not precise, an additional error model is developed in order to weight 
and correct each measurement. By these means, the resulting co-ordinate system is 
improved which makes it possible to maintain it over longer periods. 

4.2.1 Description of the Algorithm 

A two-step approach is used to establish the common co-ordinate system and share it 
between a group of robots. The first step consists of a vision process in which one or 
more camera-equipped robots continuously grab images of the surrounding robots and 
hence calculate their relative positions. In the second step, the position information in 
combination with the robots’ movement data is used to establish and share the so-called 
‘relative’ common co-ordinate system. 

4.2.1.1 Calculation of Robot Positions 

The images necessary for the mutual localisation are continuously acquired by the 
mounted camera systems and then analysed and segmented in order to extract the 
different objects visible in the picture. The criteria relevant for the segmentation are: 

- brightness of neighbouring pixels, 
- size and shape of objects, 
- special movement parameters. 

Figure 4-1 shows an example of such an image segmentation. In the left picture an 
image containing one of the robots can be seen, the right one presents the complete 
segmentation generated from the original. All robots have special two coloured markers 
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mounted on top of the laser rangefinders, which can be found as easily distinguishable 
areas in the upper part of the segmented image as well. 

    
Figure 4-1: Image segmentation example. 

The segmentation process generates a list of objects within the segmented image. For 
each object in this list its size, its position and its colour coding is stored and compared 
to the characteristics of each robot. If one or more objects found in an image 
segmentation can be identified as part of a robot or – to be more precise – as belonging 
to the mounted marker, their relative positions are computed. A standard 
photogrammetric projection algorithm as, for example, described in [88] is applied to 
calculate the robot’s relative co-ordinates based on its position inside the image. 

For each image, taken by one of the robots’ cameras, first its projection centre (which 
roughly means the position of the camera lens) is computed. Afterwards the current 
position of the image with reference to the robot’s local co-ordinate system has to be 
calculated. Since the camera is mounted on a pan/tilt system its current viewing 
direction, i.e. the rotation angles  ,  , and  around the x-, y-, and z-axis are used to 
calculate a spatial rotation matrix R. Let Rω, Rφ, and Rκ be the usual 3-dimensional 
rotation matrices 
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As 0  because the camera is mounted exactly upright, it is Rφ=I3. That leads to 
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Let OX , OY , and OZ  denote the co-ordinates of the formerly computed projection 

centre, 0  and 0  the pixel co-ordinates of the image centre point,   and   the pixel co-

ordinates of a relevant image segment, and c the so called “camera constant”, then the 
corresponding object co-ordinates X and Y (in the plane) can be derived from the two 
equations (18) and (19) (see [88]): 

     
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and 
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As the height of each robot and thereby the height of the relevant image segments 
belonging to the top mounted markers is well known, the Z co-ordinate has a constant 
value. Using this additional knowledge it is possible to assign a unique point in the 
robot’s local co-ordinate system to each relevant image segment and – as a result – 
compute the relative position of every visible robot. 
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Figure 4-2: Camera equipped robot watching another robot while both are moving. 

4.2.1.2 Establishing the Relative Common Co-ordinate System 

Using the relative positions of the other robots, which are computed by the vision 
process described in the last section, it is possible to establish a so-called “relative” 
common co-ordinate system for all visible robots. In this context, the attribute “relative” 
means that there is no reference to any fixed global co-ordinate system but instead the 
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robots just share a common co-ordinate system among each other. Figure 4-2 
schematically describes the process leading to this relative co-ordinate system.  

One camera equipped robot observes another robot and calculates its relative positions 
while it is moving from position tR  to tR  during a time interval  . In the same time 
the observer itself might be moving from point tP  to point tP . In order to establish a 
common co-ordinate system for these two robots, the watched robot functions as some 
kind of moving landmark. The following paragraphs present a closer look at this idea.  

First, it is considered that the camera-equipped robot is not moving but stands still at a 
given position throughout the observation process. Whenever a new position for another 
robot is accepted by the vision and evaluation process, the total movement during a 
specified period of time is computed based on the last few measurements. 

As figure 4-3 illustrates, the starting point tR  and the end point tR  of this movement 

can be expressed as points in a global reference co-ordinate system. For the same period 
of time, the movement of the robot measured by its odometry sensors is transferred over 
a communication link. ˆ

tR   and ˆ
tR  represent this route with respect to the local 

co-ordinate system of that robot. Using these four points a (2-dimensional) 
transformation matrix can be computed which transfers the communicated vector into 
the observed one and thus transfers the local co-ordinate system of one robot into the 
reference co-ordinate system. 

In a next step the pre-condition of the camera-equipped robot standing still at one 
position is dropped. If the observing robot itself has moved while watching the other 
robot, this additional translation and rotation has to be taken into account when 
calculating the vector from point tR  to point tR . The other steps of the calculation 

remain unchanged but the resulting transformation matrix of course suffers from the 
additional odometry error, which enters the calculation process. 

Obviously the whole process does not need and use any information about the 
environment (apart from the knowledge of which robot uses which marker). The 
resulting reference co-ordinate system therefore is not ‘global’ in the sense that it has a 
fixed reference to world co-ordinates. It is called a ‘relative’ common co-ordinate 
system because it is just shared among the participants of the robot group and can 
diverge from world co-ordinates over time. Once the common co-ordinate system is 
established the robots can start working on their task. During the work of the robot 
group the whole process must be repeated regularly in order to maintain and correct the 
transformations between the robots’ local co-ordinate systems and the reference co-
ordinate system. 
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Figure 4-3: Transformation from robot’s local co-ordinate system into reference co-ordinate 
system. 

Since the used camera system, of course, only has a limited opening angle, it was 
mounted on a pan/tilt platform. Therefore, it is not necessary to move the whole robot in 
order to take images of the surrounding robots. Simply the camera is moved towards the 
direction in which a robot is expected to be found. A simple prediction algorithm was 
implemented to derive the probable course of a robot from its last observed positions. 
With the help of this prediction algorithm the sequence of measured robots as well as 
the direction the camera has to be moved to in order to point towards a special robot can 
be optimised. As a result, the frequency of measurements can be increased and thus the 
mean accuracy of the resulting relative co-ordinate system can be improved. 

If a robot is not visible over a longer period of time because it works behind some 
obstacle or too far away, it might become necessary to use an additional, globally 
referenced localisation method. For such a task, a vision-based approach is probably not 
the best choice. 

4.2.2 Experimental Implementation 

To prove the usability of the presented approach several experiments have been 
performed. First, as a supplement for the multi-robot simulation environment a very 
simple camera simulation was added. With this rough simulation of the vision part of 
the algorithm the rest of the algorithm could already be implemented and tested. In 
parallel the vision system was installed in order to undertake first real world 
experiments.  

4.2.2.1 Simulation Results 

As already stated a simple simulation component for the multi-robot simulation 
environment was added, which delivers relative positions of the robots inside a virtual 
camera field of view. In order to emulate the inherent inaccuracy of this vision-based 
process a simple randomly distributed error offset is added to each position information. 
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Additionally, the multi-robot simulation models the odometry error for the robots, thus 
providing a rather realistic environment for testing complex higher-level algorithms for 
multi-robot systems. 

   

  

Figure 4-4: Example simulation run – one camera equipped robot co-ordinates three other group 
members. Pictures are ordered from upper left to lower right. 

Figure 4-4 shows an example run of the complete co-ordination algorithm inside the 
simulation environment. The robot group in this example consists of four robots, of 
which one is equipped with a top mounted and movable camera system. This robot 
takes the role of a group leader throughout this run. The task for the group is to set up a 
common co-ordinate system and build a line formation behind the leading robot. This 
formation is generated by simply sending each robot a target position with reference to 
the shared co-ordinate system. 

The five pictures in figure 4-4 are sorted upper left to lower right and shall describe the 
complete procedure. As a first step the group leader turns its camera until all 
participants are found. Then it successively commands each robot to move forward 
about one meter. Pictures 2 to 4 present these steps of the algorithm. As described in 
section 4.2.1.2 the observer generates a common relative co-ordinate system by 
comparing the travelled path it observed with the path reported by each robot.  

Each resulting transformation matrix is sent to the corresponding robot. With this 
matrix, the robots are able to transform movement commands expressed in terms of the 
common co-ordinate system into locally referenced steering commands. The last picture 
presents the result for the given task – all robots line up behind the group leader. 
Because of the imprecise relative positioning and the inherent odometry errors this is, of 
course, not a perfect line but is somewhat deformed. 
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Figure 4-5: Measured positions of a specially marked robot using a real camera system. 

4.2.2.2 Experiments with Real Robots 

Since the results from simulation looked rather promising, the approach was 
implemented on the real robot system. It consisted of one B21 robot by RWI Inc., which 
is equipped with a camera system mounted on top of a pan/tilt platform, and four RWI 
Pioneer I robots. Special two-coloured markers were mounted on top of the Pioneers 
which made them distinguishable for the vision process. After implementing the basic 
vision algorithms for locating and identifying a robot inside a camera picture as 
described in section 4.2.1.1, the evaluation of the quality of the delivered relative 
position information was conducted. 

The first result was a large number of wrong and deviating segmentations nearly for 
every measurement. The main reason for the variation of the segmentation results is 
that, depending on the lighting of the scene, a single red coloured area is often 
segmented into more than one partition. In order to use all these segments and to 
distinguish them from erroneous segments, a simple selection algorithm was developed: 
The circle (of the robot’s diameter) in which the most correctly coloured segments are 
found is considered to be the position of the robot. Of course, this method still is error 
prone but – as figure 4-5 shows – produces already good results. One Pioneer robot was 
positioned at different positions spread over the camera’s field of view (marked by the 
small circles inside the chart). Then five pictures were taken and the relative position of 
the robot was calculated (marked by the small crosses). The average computed from 
these five measurements is marked by the small diamond shaped figures inside the 
chart. 
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In order to clarify the quality of the localization process figure 4-6 and figure 4-7 both 
show the mean error and the standard deviation (in metres) of the measured positions. 
Figure 4-6 presents error and deviation with reference to the lateral offset of a robot, i.e. 
distance to the left or to the right from the line of sight of an observer’s camera; figure 
4-7 presents the same with reference to the distance from the observer. In both cases, 
there is no obvious trend in the mean error or the deviation. In the whole camera field of 
view the algorithm produces results of sufficient accuracy. 
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Figure 4-6: Mean error and standard deviation with reference to the lateral offset of a robot. 
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Figure 4-7: Mean error and standard deviation with reference to the distance of a measured robot. 

The next experimental set-ups are with moving robots. Figure 4-8 shows the first set-up 
by three pictures ordered from left to right representing one example run. A Pioneer I 
robot crosses the field of view of the observing B21 robot. Each picture was augmented 
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with a little overlay representing the field of view of the camera mounted on top of the 
robot. The Pioneer robot moved very slowly at a speed of about 15 cm per second in 
order to get several measurements while passing through the camera’s view.  

Although the resulting positions seem to be rather steady, the probability of completely 
wrong measurements increases when more than one robot is visible on the same image. 
In order to reduce the probability of such errors an additional testing algorithm was 
implemented. With every measurement, the last positions computed for a robot are 
compared to its current position. If the new position is impossible, e.g. because the 
robot’s maximum speed would have been exceeded, or unlikely, e.g. because it differs 
strongly from the direction the robot had before, a repetition of the last measurement is 
initiated.  

 

     

Figure 4-8: A robot crossing the field of view of a still standing observer. 

4.2.3 Conclusions 

Within this chapter, a new approach to the problem of establishing and maintaining a 
common co-ordinate system for a group of robots was presented. A camera system 
mounted on top of a robot and vision algorithms are used to calculate the relative 
position of each surrounding robot. The watched movement of each robot is compared 
to the reported movement that is sent over some communication link. From this 
comparison, the co-ordinate transformation is calculated. 

The method was tested inside a multi-robot simulation environment, which fully models 
the odometry errors of the robot vehicles. The inaccuracy of the vision process is only 
modelled by a very simple random variation of the resulting relative positions. 

Experiments with real robots and a real camera system were performed and produced 
fair results. The vision process generates consistent position information for the other 
visible robots. 

Several problems occurred throughout the implementation process. For example, the 
segmentation process ceased to work properly because of decreasing image quality 
when the watched vehicles and especially the camera-equipped robot moved too fast. At 
the moment, the range in which a robot’s position can be calculated from a camera 
image is limited to a few meters.  
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When performing the real world experiments with the vision based relative localisation 
approach, several drawbacks turned up: 

1. Vision process 
a. Vision based algorithms suffer from intrinsic problems. Changing light 

conditions, for example, require frequent camera calibrations. Thus, 
although looking only at indoor robots, reliable detection even of 
marker-equipped robots is often difficult. 

b. To overcome the problem of looking into the “right” direction either an 
intelligent vision process (e.g. active perception) or a combination of 
omni-directional and measuring cameras is needed. 

c. The whole vision process needs a considerable amount of computing 
power, which makes it difficult to use on small robots. 

2. Precision 
The process of estimating the position of another robot through a vision process 
is inherently imprecise. The factors that affect the estimation are the camera 
parameters, the design of the markers, viewing angle, and additionally the 
pan/tilt head. 

The sum of these circumstances and the fact that all used robots are equipped with laser-
based distance measurement devices led to a more promising approach described in the 
next section. The work presented in this section has been partially published beforehand 
[173]. 

4.3 Laser-Based Relative Localisation Approach 

This method to estimate the positions and to establish the common co-ordinate system is 
divided into two stages. First, each robot scans its surrounding environment for other 
robots. Whenever a robot moves and therefore its position inside the sensor field 
changes, the movement with respect to the sensing robot’s co-ordinate system can be 
measured. Based on the distance and angular information for every robot and its 
observers, an initial position estimation for each observer is generated. A simple 
geometrical algorithm is used to fulfil this task. The results of these observations are 
then communicated to the other robots. By comparing that movement with the one the 
moving robot itself reports, it is possible to calculate the transformation matrix between 
the co-ordinate system of that robot and the common relative co-ordinate system.  

Based on these initial estimations each robot can estimate the relative positions of all 
visible robots and use them as landmarks to improve its own position estimation. This 
again results in better estimates for the localisation of the other robots, which in turn 
results again in a better localisation for the robot itself. An Extended Kalman Filter 
(EKF, see e.g. [9] and [82] for basic concepts) is used to continuously update the 
position of the robot as well as position and orientation of its observers. If all robots run 
this position estimation in parallel, a common co-ordinate system with reference only to 
the robots themselves can be established. 
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While most localisation techniques are based on global strategies that make use of 
special landmarks or other kinds of a priori knowledge, the described method uses only 
local information. 

The approach also allows introducing a method for establishing a common co-ordinate 
system with reference only to the robots themselves; (this will be called a ‘relative’ 
common co-ordinate system throughout the rest of this manuscript). Since it is not 
possible to map such a relative co-ordinate system to any system of global world co-
ordinates, it is of course not useful for all multi robot applications. Nevertheless, for 
most navigation problems it is sufficient, for example moving in formation and 
exploration. 

4.3.1 Mathematical Background 

4.3.1.1 Initial Estimation of Robot Positions 

In this section, the basic steps for the initial estimation of the robot positions are briefly 
sketched. Since the scientific topic behind this problem is one of the major fields of 
work even in the tracking community, a detailed elaboration is far beyond the scope of 
this work, see [148, 172] for more information. 

Each of the robots is equipped with odometry sensors and a laser scanner. This enables 
the robots to roughly orientate themselves and to measure distances to other objects. By 
using a laser scanner it is also possible to detect moving objects in the field of view. 
This tracking process provides the information, distance, and angle about the other 
robots that are needed for the position estimation process. The result of the tracking 
process is a list of distances and bearings describing where in the sensed area a robot 
has moved. This information is now communicated to all other group members. This 
means that each robot knows about what the others are “seeing”. 

In the next stage, this information is used to estimate the position of the other robots. 
Since the distances measured by the other robots are known, they can be used just like 
the sensor information from the robot’s own sensors. If someone tells you that you are 5 
meters away from him, you know that he is also 5 meters away from you, even if it is 
not your own measurement. The only information missing is the bearing, meaning that 
there is no information where on a circle with 5 meter radius the sensing took place. 

If a robot is moving from position 1tP  to position tP  and an observer measured the state 

vectors 1 1,t td    and ,t td  , consisting of belonging distance and angular 

information, then the location of the observer itself can be derived (see figure 4-9). 
Taking two circles  1 1 1,t t tK P d    and  ,t t tK P d  with centre 1tP  and radius 1td  , 

respectively tP  and td , their intersections can be calculated. Aside from errors due to 

sensor faults, there are always two intersection points because of the limited robot 
velocity and the high data rate of a laser sensor. Since the observations not only contain 
distances but also angular information 1t   and t , the difference   of those two 
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angles can be used to decide which of the two possible intersection points must be the 
position of the observer. This step is repeated several times during the beginning of the 
robot’s movement, until the probability of an erroneous guess falls below some lower 
bound. Figure 4-10 shows all measurements taken by one observer during an example 
run, drawn as circles around the robot positions. For the initial step, only a small subset 
of them would be needed. The results of this stage are the estimated initial positions of 
the other group members. In the next stage, these are used to correct the position of the 
moving robot itself. 

1td  

td

Ô

1tP

tP

1tK 

tK

1td  

td

Ô
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tP

1tK 

tK
 

Figure 4-9: A robot moving from 1tP  to tP  is seen by an observer.  

 
Figure 4-10: Example scans measured by one observer, painted as circles around the robot 

positions. 
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4.3.1.2 Position Update Process Using an Extended Kalman-Filter 

The position estimation described in the last section is used to create an initial state 
estimation for the ongoing update and correction process. Additional position 
information generated by the tracking process is used to update the position estimates of 
the robots as well as for the observers. 

An Extended Kalman Filter (EKF) is employed in order to combine all different 
measurements into one global state estimate. The state vector describing the localization 
information in a robot group of n robots at time step k is denoted as 

     1 ...
T

nx k p k p k    , (20) 

where   3nx k   and 

       , , ,i i x i y ip k p k p k p k     (21) 

means position and orientation of the ith robot. The initial error covariance 0P  for the 

initial state ox  (acquired as described in the last section) is defined as 
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with t  the translational and o  the rotational error. Unless otherwise stated for all 

experiments carried out in this work  7t cm   and 
10

180o

   is assumed. The used 

values have been ascertained by extensive empirical analyses, which provided strong 
evidence that the magnitude is reasonable. Even for notably larger initial errors the 
algorithm produces good results. 

In order to explain the EKF update step one has to consider the following situation. 
Each time one of the robots gathers a relative measurement of one of the others this 
information is deployed into the EKF in order to update the overall system state. For 
explanation of update step k, without loss of generality, look at the case that the ith robot 
got a new measurement  Tz d   of the robot with index 1, in which d means the 

distance between them and  the direction of a vector from the observer to robot no. 1. 
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Keep in mind that these indices are arbitrarily chosen. The whole process works 
identically for any pair of robots. 

First, the information gained from the odometry sensors of the two involved robots is 
used for the prediction step of the EKF. Let 

       1 1, 1, 1,1 1 1 1x yu k p k p k p k           (23) 

be the way the 1st robot moved from time step k to 1k   expressed in Cartesian 
coordinates and an additional turning angle, and 

       , , ,1 1 1 1i i x i y iu k p k p k p k           (24) 

be the same for the ith robot. Then the state prediction can be written as 

         1 11 1 1
T

i ix k p k u k p k u k          . (25) 

Accordingly, the projection of the error covariance is simply defined as 

     1 1P k P k Q k     . (26) 

The process noise covariance  1Q k   in the approach is not constant over the course 

of the filter, but depends on the distances the two involved robots travelled since their 
state has been updated the last time. The further they moved the larger is the uncertainty 
on this movement because of possible odometry errors. This consideration leads to the 
following definition: 
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respectively 
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Here ts  represents the mean error for translational movement of the robots and os  the 

same for rotations. As long as all robots show the same error characteristic those values 
may remain constant, otherwise they should depend on the actual robot to which they 
belong. The ˆtq  and ˆoq  in (27) represent the inherent uncertainty of the position 

information for every robot; this grows even if the odometry reports no movement at all.  

After this, the EKF prediction step is finished. Thereupon, the new measurement 
   1

T
z k d    of robot no. 1 obtained by the ith observing robot is now used for the 

correction step of the EKF: 

          1 1 1 1 1 ,0x k x k K k z k h x k           , (30) 

where  1K k   denotes the Kalman gain (34) and the function  ,h x v  relates a state 

vector x, defined as in (20), to a measurement  Tz d  , given the current 

measurement noise v. For  ,h x v  a standard mixed coordinate EKF approach [9] is used, 

which in this example case writes to 
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When (25) is redefined as  1, 1, 1, , , , 1
T
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then for the Jacobian matrix  1H k   needed for the remaining EKF step this leads to 
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which means that no update on the orientation of the observed robot takes place during 
the filter step. This is, of course, because due to the hardware set-up the observer cannot 
measure orientation information. However, as long as all participating robots at least 
occasionally generate measurements on their own, orientation information for all robots 
is updated. 

As usually, the Kalman gain  1K k   is computed as 

            1
1 1 1 1 1 1T TK k P k H k H k P k H k R

           . (34) 

As one can see, the measurement noise covariance R is considered as constant in this 
approach. Special efforts have been undertaken to acquire reasonable values for the 
matrix R. This has been difficult because R does not refer to some well-known 
specification for a hardware device like a laser scanner, but describes the quality of the 
underlying tracking algorithm. Unless otherwise stated always 
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, (35) 
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with  3tr cm  and 
3

180or


  is used. These values produced good results for nearly all 

inspected situations. 

Finally, the filter step ends with the update of the error covariance matrix 

       31 1 1 1nP k I K k H k P k        . (36) 

As a result,  1x k  , as computed in (30), contains updates for the position of the first 

robot, which has been observed, and updates for position and orientation of the ith robot, 
which in this case played the role of the observer. In other words, starting with initial 
position estimations the EKF maintains the relative positions for all robots during the 
on-going run. 

It is important to mention that, so far, the EKF approach is implemented as centralised 
algorithm. All measurements z coming from individual robots are received by a central 
component and processed sequentially. Only one system state is maintained and 
broadcast back to the group members. Of course, this leads to the requirement of 
reliable communication among the robots, only temporarily limited disconnections are 
allowed. Decentralised solutions could be implemented in which each robot computes 
its own system state, but such an approach would generally require some agreement 
between the different state vectors. The pseudo-code of algorithm 1 describes the 
centralised EKF implementation. Primary work on this particular EKF based approach 
to relative localisation and some of its mathematical foundations have been published 
beforehand [139]. 

Algorithm 1. Relative Localisation, centralised EKF implementation 

1:  whenever a new measurement z with timestamp k arrives from robot i 

2: Acquire odometry data Δpi at time k from robot i 

3: Calculate state prediction x- (k + 1) and error projection P- (k + 1) 

4: Compute H (k + 1) and the Kalman gain K (k + 1) 

5: Update system state x (k + 1) and error covariance matrix P (k + 1) 

6: Transmit x (k + 1) to all robots 

7:  end whenever 
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4.4 Experiments 

4.4.1 Non-moving Observer 

In these first experiments three Pioneer I robots were used as the observing robots. The 
B21 was used as the moving target to be observed by the other robots. Four different 
routes were in the experiments, see figure 4-11 for details. 

    
Figure 4-11: Some of the conducted experiments. 

The arrows show the paths travelled by the moving B21, the black dots mark the observers’ 
positions. 

Figure 4-12 presents one example of the results of the position estimation process with 
two observers. Starting with a nearly perfect match between odometry and “filtered” 
positions, one can clearly indicate a deviation at the other three endpoints of the cross. 
The inaccuracy in the angular odometry sensors accumulates to about 20cm at the left 
end and 15cm at the upper and right end and vanishes while the robot drives back to the 
centre of the cross. 

 
Figure 4-12: Example run with two observers. The dark points are the results of the filtering 

process; 
the grey points give the positions as seen by the odometry. 
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The results of a more interesting example run are shown in figure 4-13. In this 
experiment, four observers are arranged around one moving robot, which runs in a 
square-sized manner several times. Like in figure 4-12 the upper left part of figure 4-13 
shows the deviation between the results of the odometry sensors and of the position 
estimation. It is the typical situation, which most autonomous vehicles face when 
travelling a “closed” path. Because of wheel slip and rotation error the real moved path 
differs further from the odometry estimation with each cycle. 

 

  

 
Figure 4-13: A square sized run with four observers. 

The upper left figure shows the estimated positions compared with pure odometry data, the 
upper right one compares them with the result of a global SLAM algorithm. The lower 

figure compares the raw measurements of the observers with the positions estimation by the 
filter. 
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The upper right figure compares the results of the sensor based EKF with a typical 
global SLAM method [45]. As one can see there are several parts of the track, where the 
estimations of the filter and the SLAM algorithm match quite well. However, some 
segments show a significant deviation between the two estimates. This can have several 
reasons (apart from the trivial one that SLAM goes wrong, which can be precluded for 
this experiment). The bulge at the lower right corner, for example, is caused by the 
initially wrong guessed and then corrected position of the lower right observer. The 
deviation in the upper part of all paths is also originated in slightly wrong initial 
position estimations. Nevertheless, since these wrong estimates coincide for all upper 
observers, their positions are not corrected this time – instead the moving robot’s path is 
displaced. 

When looking at the error in the lower left part of the path one can find the reason in the 
lower picture of figure 4-13. This figure shows the raw measurements taken by the four 
observers. Especially in the lower left quadrant there is a huge amount of cluttered and 
partially completely wrong measurements, which produce problems for the filtering 
algorithm. 

 
Figure 4-14: Example of a globally deviated common co-ordinate system. 

Figure 4-14 gives a good example for the relative nature of the position estimation 
process. In this figure, again the result of the EKF is compared to the position 
information generated by a SLAM algorithm. Four observers watch the movement of 
the B21. The result is a precise position estimation for the B21 as well as for the four 
observers, but every position differs from its real counterpart as delivered by the SLAM 
method. (Instead of using SLAM, the positions of the B21 could have been measured 
manually but that, of course, would have disturbed the observers’ laser readings.) In 
fact, although distance and bearing between each observer and every position of the B21 
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is correctly estimated, the resulting relative co-ordinate system is rotated by about two 
degrees counter-clockwise around some virtual turning point below the figure. 

Finally, figure 4-15 shows an experiment where three observers were used to track a 
B21. The B21 moved in a large square with 10x6 meters. In this figure all three 
positions estimations are drawn in one diagram. While the green track shows the 
“estimate” of the robots odometry, the red (Kalman-Filter) and the blue line (SLAM) 
sketch the driven track as estimated through the measurements by the laser scanner data. 
On the first few meters and after the first left turn the three methods are still pretty 
close. Starting with the second turn left (upper right corner) the Kalman-Filter as well as 
the SLAM begin to deviate quite strongly from the odometry. On the opposite, the 
Kalman-Filter and SLAM results are nearly congruent with each other. 

 
Figure 4-15: Experimental comparison of three position estimation methods. 

4.4.2 Moving Observers 

After getting these quite promising results, the next step was the usage of moving 
observers. In order to get reproducible results and to further tune the filtering process, 
first some experiments with the multi-robot simulation environment were conducted. 
Figure 4-16 presents one example of these simulation runs with four observers 
positioned just around one moving robot. 
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First, the observers remain stationary, exactly like described in the previous sections. 
Then after a few seconds, two of the four observers start to move, while at the same 
time the observed robot also continues its movement. The right part of figure 4-16 
shows the situation after another few seconds. All robots participating in the experiment 
are still correctly tracked. Note that the experimental validation presented in the 
previous sections is partially based on work published in [144]. 

   

Figure 4-16: Example run with moving observers, before (left) and after (right) observers started to 
move. 

4.4.3 Precision Evaluation with Moving Robots 

Looking on co-operative position estimation the question whether the number of robots 
sharing the common relative co-ordinate system has any influence on the precision of 
the resulting relative localisation is one of the core issues. 

On one hand, since each robot measures distance and direction to every other robot in 
the group, the amount of mutual measurements rapidly increases. On the other hand, 
apart from the errors caused by the odometry sensors of each robot, there is also a 
possibly growing number of faulty measurements due to temporary occlusions while the 
robots work together and share a common working area. 

In the experimental set-up, the underlying sensor device is a standard, widely used laser 
range finder, which delivers distance information at a very high precision and with an 
angular resolution up to 0.5 degree. Thus, any sophisticated tracking method using this 
data as input delivers accurate position information for the other group members. See 
for example [146] for a comprehensive comparison of different tracking approaches 
under such conditions. 

In contrast, the aggregated odometry error within a robot group grows only linearly in 
the number of group members. The frequency of mutual occlusions depends on the kind 
of task the robots have to fulfil, but normally such occlusions have only a very limited 
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duration, happening for example while two robots are passing each other or while a 
robot is turning. Therefore, the expectation was that the increasing number of mutual 
position measurements outweighs the growing number of possible error sources. Thus, 
it can also be expected that the overall precision of the relative localisation should 
increase with the size of the robot group. 

   
Figure 4-17: Three different shapes on which the robots had to move. 

4.4.3.1 Design Decisions and Necessary Preconditions 

The experiments were fully conducted in simulation. Apart from the obvious reason that 
a simulation with well-known parameters yields reproducible and comparable results, 
some other important reasons lead to this decision. First, the simulation provides an 
exact ground-truth in form of absolute position information for each robot, far better 
than any means of positioning for “real” robots. 

Additionally, it was planned to compare group sizes of at least five robots, which means 
a great challenge with experimental robot systems and a lab environment of limited size. 
And the goal was not to record some impressive demonstration runs but to obtain data 
from a large number of runs for each scenario in order to establish a meaningful basis 
for further evaluation. 

With different group sizes from two to five robots, at least three different driving 
scenarios and a minimum of 20 runs for each combination, this already results in a total 
of 240 experiments, not considering any possible technical troubles or problems in the 
design of the experiments. Realistically, this easily leads to hundreds of additional trials, 
consuming weeks of laboratory time. In simulation, the original design regarding group 
size and driving scenarios was retained. Thus, in principle all results of these 
experiments could be validated using the real platforms and a large experimental hall. In 
simulation, each of the scenarios described in the following section was conducted 60 
times. 

The three different paths on which the robots moved along are pictured in figure 4-17. 
The left figure shows a group of two robots (red and green line) moving along some 
Z-like shape. The middle one presents the second scenario, a shape like a horizontal 
eight with corners. In the right figure a formation of three robots (red, green and blue 
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line) drives on a rectangular path. Throughout the remainder of this chapter these 
scenarios will be mostly referred to as “Z”, “eight”, and “rectangle”.  

The three paths look similar in terms of driving distance, covered area, or overall 
turning angle, and in fact they are to some extend arbitrarily chosen. However, there are 
also relevant characteristics in which the scenarios differ, mainly the kind of turns, 
which the vehicles have to follow. For many robot platforms, and for the ones used as 
well, any rotation induces a potentially large odometry error, and each rotational error 
sums up to a growing displacement as the robot continues its movement.  

Another observation, at least for the used different types of robots, is the influence of 
the turning direction on the aggregated odometry error. Throughout longer experiments, 
it sometimes happens that the rotational odometry error increases and decreases in turn. 
Especially if a robot drives to some goal point and returns afterwards the error grows 
until the goal is reached and nearly diminishes during its way back. This seems to be 
because odometry errors caused by clockwise and counter-clockwise turns often cancel 
out each other. 

The multi-robot simulator was configured to use a realistic odometry error model, 
reflecting the foregoing considerations. Each robot had its own error characteristic with 
a normally distributed translational error ( 3cm   per 1m translation), and an 
orientation error spread normally around a small systematic fault (  1.5, 2.5  , 

0.3    per 90° turn). Especially the systematic fault causes the typical displaced 
odometry data. Figure 4-18 presents some characteristic example runs. In these 
examples, only two robots have been recorded in order to simplify the illustrations. Data 
from groups of more than two robots does not differ in principle.  

   
Figure 4-18: Comparison of true positions (blue path) with information from odometry (green 

path). 

The blue line gives the robots’ exact positions in the simulation environment. The three 
figures correspond to the “Z”, “eight”, and “rectangle” scenario described above. In 
contrast, the green lines present the faulty positions of the robots as they are recorded by 
the simulated odometry sensors. 

The leftmost figure, thereby, shows a good example for the before mentioned 
decreasing odometry error. The lower of the two robots nearly ends at its exact position, 
even though with faulty orientation information and the odometry position of the upper 
robot also approaches to the real one. This is a recurrent behaviour in this first scenario, 
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possibly because in this scenario the robots have to turn exactly by the same angle of 
about 110° in both directions, first counter-clockwise and then clockwise. Contrarily, it 
only rarely happens in the other two scenarios. 

In the eight and rectangle scenario the overall driving distance for each robot is between 
30m and 40m, and the accumulated odometry error at the end is often more than 1m, 
sometimes even more than 2m. As the right figure demonstrates, this deviance often 
points into opposite directions, due to the independent error model for each robot. As a 
result, looking only at the pure odometry data the distance (and orientation) error 
between any pair of robots easily reaches the magnitude of several metres during and, 
especially, at the end of a run. Deviances of this dimension mainly happen in the 
rectangle scenario, again possibly because of the kind of necessary turns. In the 
rectangle scenario, the robots have to turn only counter-clockwise, three times about 
90°. Altogether, it can be stated that the average odometry error should be smallest in 
the Z-scenario, largest in the rectangle scenario and somewhere in between for the eight.  

    
Figure 4-19: Different modes of turning a formation: “normal” (left) – whole formation turns, 

“fixed” (right) – only the robots turn around. 

It is important to mention one more time that, although the presented data is simulation 
generated, it very well matches the experiences when collecting odometry data from 
different “real” robot systems. Of course, one might argue that the odometry error 
model is only empirically founded, but deeper research on this topic is certainly beyond 
the scope of this work. 

Apart from the differences and impacts of the entire paths, which the robots had to 
follow in the three scenarios “Z”, “eight”, and “rectangle”, it is worth discussing the 
exact mode in which the robot group had to move during the experiments. Of course, 
since all robots had to follow the same path, special co-ordination was necessary. 
Different approaches are conceivable and have been considered. 

One possibility, for example, is to assign exactly the same path to each robot and then 
let them start consecutively from the same starting position at a fixed time interval. This 
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should lead to the robots driving one after another in a train-like manner. The obvious 
disadvantage is the nearly permanent mutual occlusion of robots, which are moving 
along the same line of sight. Apart from the turning points, only direct neighbours can 
see each other and produce mutual position and orientation measurements. For relative 
localisation this, of course, might be an interesting case, but not the right choice for 
evaluating the overall precision of the approach. 

Another idea was to supply the goal or turning points for the different paths to the 
robots, set them up at distinct start positions, and let them start simultaneously, leaving 
the remaining co-ordination to the collision avoidance. However, apart from the 
confusion this method probably leads to near the turning points, the lack of a pre-
defined and reproducible behaviour for each robot is a problem for the goal of precision 
measurement. Unexpected variations in the quality of the resulting localisation are hard 
to explain if the driven paths are too chaotic and, therefrom, the number of factors 
taking influence on the results gets to large. 

Thus, it was decided to use fixed formations, which the robots had to maintain while 
following the three pre-defined paths, “Z”, “eight”, and “rectangle”. The idea of using 
robot formations in the context of relative localisation is based on earlier work 
presented in [141]. Here, “fixed” formation characterises a special manner of movement 
in formation. It means that, whenever the formation reaches a turning point, instead of 
completely turning the shape of the formation only the robots themselves turn around. 
Figure 4-19 illustrates this difference. 

On the one hand, this is still a realistic scenario, giving results, to some extent, with 
immediate transferability into real life. On the other hand, especially this fixed 
formation approach produces well-defined and predictable tracks for each robot and 
comparable results for the mutual position measurements in all three scenarios. 
Additionally, mutual occlusions, in terms of location, duration, and frequency, are also 
predictable as well as reproducible. 

    
Figure 4-20: Formation shapes used for the different robot group sizes. 

The intended formations for the different group sizes can be seen in figure 4-20. They 
are straightforward from the 2-robot line over a triangle and rectangle shape leading to a 
pentagon for five robots. The minimal distances, as found between neighbouring robots, 
are 2 metres for the line shape, 2.25 metres for the rectangles and about 2.7 metres for 
the two other shapes. The largest distance of about 4.25 metres can be found in the 
pentagon formation. 
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As mentioned above the formation algorithm was configured to generate fixed 
formation shapes in order to obtain regular and straight paths for all robots. The 
simulated environment was a part of the indoor robot lab, namely the large experimental 
hall of about 15 x 18 metres in size. This gives the possibility to repeat at least some of 
the trials in a physical environment. Figure 4-21 presents some arbitrarily chosen 
example runs, the “Z” with four robots, the “eight” with three robots, and the 
“rectangle” with five robots. The different colours correspond to the different robots in 
the same way as in figure 4-20. As one can see, the formation algorithm very well steers 
the robot formations along the defined paths, keeping all robots strictly at their specified 
formation positions. Moreover, as intended, this leads to predictable and reproducible 
tracks for each robot. For the very most of the recorded experimental runs, also the 
number of occlusions was limited and well defined. Those phases during which a robot 
was not able to see and, therefore, to directly measure distance and direction of one or 
more of its group members nearly exclusively happened at the turning points of the 
formation. Of course, especially with the four and five robot formations sometimes 
disturbances in the formation lead to temporary occlusions not only when the formation 
changed their direction. Altogether, it can be stated that the number of measurement 
errors and discontinuities due to mutual occlusions was small and was only slightly 
affected by the size of the robot group. This fact matches the expectations formulated at 
the beginning of this chapter and should make the recorded data a good basis for the 
ongoing precision evaluation. 

   
Figure 4-21: Example runs for formations of three (middle), four (left), and five (right) robots. 

4.4.3.2 Collecting Data 

As already stated, the indoor robots are equipped with standard SICK laser range 
finders, and this equipment is also modelled in the multi-robot simulation environment. 
According to the official specification by SICK [101], the LMS200 laser devices, which 
were used, deliver distance information with 10mm resolution and an error of less than 
15mm. In the configuration, the angular information has a resolution of 1° with a typical 
error of about 0.4°. Although occasionally these values seemed slightly optimistic, 
especially in the presence of partly reflecting or metallic surfaces, a detailed verification 
was not conducted. Therefore, the simulated laser scanners compute their sensor data 
with this error characteristic. 
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In order to derive position information for other robots from the raw laser readings, in 
the very beginning a straightforward stateless geometric algorithm was used. Possible 
choices for more sophisticated tracking methods are, for example, addressed in detail in 
[146]. Nevertheless, evaluating the resulting position information, it turned out to be 
nearly of equal quality compared to real tracking algorithms. A mean error of about 
5mm for the relative distance between two robots and less than 0.5° for the measured 
direction from one robot to another was achieved. According to [146], this is in a 
similar range as sophisticated probabilistic trackers like Probabilistic Data Association 
Filtering (PDAF) or Probabilistic Multi Hypothesis Tracking (PMHT), both customized 
especially for extended targets. Consequently, the implementation of other tracking 
algorithms was omitted and, instead, the simple geometric method was still used. 

Figure 4-22 presents exemplary results for the mutual observation and measuring 
process in terms of quantity of position measurements. The average number of relative 
positions and orientation measurements, which one robot of the group took from all 
other group members during one experimental run was counted. The y-axis gives this 
number and the x-axis splits the results for the three different scenarios and the different 
group sizes from two up to five robots. 
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Figure 4-22: Amount of mutual position measurements (y-axis) for the three scenarios and the 

different number of robots (x-axis). 

With only two robots both generate about 500 measurements for all scenarios, a bit less 
for the “Z”, a bit more for the “eight” due to different run times and driving distances. 
In the absence of any occlusions between the robots, one can expect the double number 
with three robots, triple with four and four times more measurements in the five-robot 
group. Actually, in the “Z” scenario for two robots each one measures its counterpart’s 
position at an average of 474 times during one experimental run. In a group of three 
robots, each of them generates an average of 875 measurements, 1340 position values 
for four robots, and in the five-robot group the mutual observation process delivers 1747 
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measurements per robots, which nearly fits to the stated expectation of 474 4 1896   
values. As figure 4-22 illustrates the situation is similar for the other scenarios. 

In summary, the design of the experiments should be adequate to analyse the influence 
of the robot group size on the resulting precision of the relative localisation. Due to the 
way the robots moved, a predictable and comparable behaviour for all scenarios could 
be achieved. The number and duration of mutual occlusions is limited and reproducible, 
leading to the expected result of more measurements per robot with growing group size. 
Although simulation based, the laser-driven position measurements and the robots’ 
odometry sensors have realistic accurateness and error characteristics. The aggregated 
odometry error for the robot group differs between the scenarios, being larger for the 
“rectangle” and smaller for the “Z”, but in all cases it grows only linearly in the number 
of group members.  

Consequently, it was expected that the increasing number of mutual position 
measurements outweighs the growing odometry error and, thus, the overall precision of 
the relative localisation would increase with the size of the robot group. 

The foregoing paragraphs described the simulation experiments in detail. Thereafter, the 
necessary input for the EKF-based relative localisation among the robots could be easily 
taken from the recorded simulation data. The position measurements derived from the 
simulated laser readings can be directly used for the EKF update step. In contrast to the 
more general values stated in section 4.3.1.2, in this special simulation set-up a different 
measurement noise covariance R could be used. As mentioned above, due to the 
characteristics of the simulated laser device and the special geometric tracking 
algorithm throughout these experiments the values 0.5tr cm  and 0.5or    were used. 

The odometry data needed as basis for the EKF update step is also directly delivered by 
the multi-robot simulator. The scalar coefficients ts  and os , which are needed to 

calculate the translation respectively the orientation part of the process noise covariance 
 1Q k  , are set to 5ts cm  and 5os   . Finally, the scalar constants t  and o , 

defining the translation respectively the orientation part of the error covariance 0P  for 

the initial state ox , are set to 3t cm   and 3o   . 

4.4.3.3 Evaluation of the Results  

As mentioned earlier a total of 60 runs was conducted for each robot group size and 
each different driving scenario, leading to an overall number of 720 simulation-based 
datasets, which had to be evaluated. In accordance with the general guidelines for multi-
robot system metrics, as formulated in section 3.1, the Mean Localisation Error (MLE) 
was developed for an quantitative assessment of the resulting relative localisation. To 
calculate the MLE, for each single localisation step the estimated robot positions were 
compared to the exact positions as delivered by the simulator. Since the focus is at 
relative localisation, simply comparing the absolute positions was not appropriate. 
Instead, for each pair of robots the difference between estimated and true distance was 
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summed up. This deviation was then weighted by the number of robots to get a measure 
independent of the group size. Finally, an average over the entire dataset was computed, 
resulting in one MLE per run. 

Admittedly, this definition of the Mean Localisation Error is worth a discussion. One 
potential drawback is that orientation errors for each robot as well as in the line-of-sight 
between two robots are not addressed. In fact, some different approaches, including 
some complex and mathematically demanding methods derived from metrics for robot 
groups as described in [145] and [119] have been tried. However, since these 
approaches produced similar results as the computationally simple MLE, this approach 
was kept. For a general introduction to the field of metrics for robot groups and 
formations refer to section 3.2. 

Looking at table 4-1 one can find the average MLE and the corresponding standard 
deviation calculated from the 60 runs for each scenario and each robot group size. First 
of all, it is obvious that the resulting relative localization among the robots is very 
accurate. The mean error per time step for one robot consistently lies below 1.8cm. 
Considering only the tracking process with its +/-0.5cm distance error and +/-0.5° 
angular error, then for typical robot distances between 2m and a bit more than 4m the 
angular error delivers displacements from 1.74cm in the near case and 3.48cm for the 
larger distances. Adding the perpendicular distance error, this already leads to errors 
ranging from +/-1.81cm up to +/-3.52cm, thereby not even taking into account the 
errors caused by the odometry. 

 

“Z” 

no. of robots 2 3 4 5 

mean MLE [cm] 1,542 1,552 1,364 1,441 

σ MLE 0,274 0,165 0,106 0,092 

“eight” 

no. of robots 2 3 4 5 

mean MLE [cm] 1,435 1,496 1,522 1,457 

σ MLE 0,078 0,160 0,132 0,085 

“rectangle” 

no. of robots 2 3 4 5 

mean MLE [cm] 1,695 1,781 1,501 1,541 

σ MLE 0,294 0,194 0,137 0,095 

Table 4-1. Average MLE (in cm) and corresponding standard deviation per 60 runs for different 
group sizes and the three driving scenarios. 

Unfortunately, the results from table 4-1, which in addition are plotted in figure 4-23, do 
not fully reflect the key expectation that the localisation precision increases with the 
number of robots. For the “eight” scenario there is no improvement at all, for the other 
scenarios there is at most a tendency of less than 0.2cm between the average MLE with 
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two robots and with five robots. This might be due to the fact that even with only two 
robots the accuracy of the laser based mutual tracking outweighs the errors of the 
odometry sensors. At least the standard deviation of the MLE calculated for the full 
runtime shows some improvement with larger group sizes. Again, for each combination 
of group size and scenario the table contains average values per 60 recorded example 
runs. Except for the “eight” scenario with two robots, the standard deviation shows less 
variations and therefore an improved stability in the relative localisation. 
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Figure 4-23: Plot of the average MLE (in cm) and corresponding standard deviation. 

For a detailed analysis of the results, a closer look at the changes of the Mean 
Localisation Error (MLE) over runtime was taken. Figure 4-24 gives two typical 
examples, plotting the MLE in cm on the y-axis and the index of the localisation step on 
the x-axis. Based on this data it was possible to check whether the error remains 
constant over time or whether there are peaks corresponding, for example, to turns of 
single robots resp. of the whole formation, or to temporary occlusions of some of the 
robots. 

The left part of figure 4-24 presents one of the 60 datasets for the “eight” scenario and 
the two-robot formation, the right chart shows the same for five robots. One can see 
that, actually, the MLE fluctuates much less if more robots take part in the relative 
localisation. During a further inspection of the error peaks no general correlation to 
regular incidents like turnings or occlusions could be identified. Neither sharp turns nor 
temporary occlusions of some of the robots seem to be the reason for the changes in the 
MLE. Instead, the variations seem to be arbitrarily spread over the whole runtime. 
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Figure 4-24: Example plot of the MLE in cm (y-axis) for the “eight” scenario with two (left) and 
five robots (right); the x-axis runs through the localisation steps resp. the duration of the run. The 

error for two robots shows more variations, fitting well to the larger standard deviation. 

The only point, which occasionally recurs, is an increase of the MLE near the end of a 
run. In the left example in figure 4-24 the impression of a slightly higher error in the 
second half starting from time step 700 can be proven by numerical evaluation as well. 
The Mean Localisation Error is more than 0.5cm higher in the second half of the run. 
Figure 4-25 presents more examples of this effect. The left part is taken from a 
“rectangle” scenario with three robots, in the right part four robots move along the “Z” 
path. The results of the “rectangle” example are reflecting the previously described 
findings. From time step 1700 the standard deviation of the MLE starts growing and 
from step 2300 the error increases by more than 1cm. The other example gives an even 
larger growth of the MLE of nearly 2cm. But in this case this does not go along with 
larger fluctuations of the localisation error, instead a constant increase of the error can 
be seen. An explanation of this effect is an occasional above-average odometry error 
aggregation, which leads to very bad state predictions in the localisation EKF. The 
performance evaluation presented in this chapter is based on work published in [147]. 

   

Figure 4-25: Example MLE for the “rectangle” with three (left) and the “Z” with four robots 
(right), axes as above, showing larger variations or sections with constantly large errors near the 

end of a run. 
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4.5 Summary 

The foregoing sections describe the research that was done in the field of relative 
localisation. The focus was on establishing a common co-ordinate system between the 
different robots without using any external absolute references. 

First, a comprehensive review of the different localisation methods was given and 
reviewed under the special circumstances of a multi-robot system. 

To facilitate the set-up and maintenance of a formation as described in chapter 2 

a) robust position estimation for each robot itself, and 

b) relative position estimation of the other group members 

were needed. 

The first attempt to establish such a technique was a vision-based method. A two-step 
approach was used to establish the common co-ordinate system within the group of 
robots. The first step consists of a process in which one or more camera-equipped robots 
calculate their relative positions based on imagery. A standard photogrammetric 
projection algorithm is applied to calculate the robot’s relative co-ordinates based on its 
position inside the image. In the second step, the position information in conjunction 
with the robots’ movement data is used to generate the relative common co-ordinate 
system. Experiments with real robots were performed and showed good results. The 
vision process generates consistent position information for the other visible robots. 
However, due to the limitations inherent to the vision based process (changing light 
conditions, limited field of view, and performance) an alternative approach was 
developed.  

The second approach was based on distance measurements produced by laser scanners, 
which were already mounted on the robots for collision avoidance. 

Again, a two-step process was used. Whenever a robot moves and changes its position 
inside the sensor field, the movement with respect to the sensing robot’s co-ordinate 
system is measured. Based on the distance and angular information an initial position 
estimation for each observer is generated and communicated to the other robots. By 
comparing these movements with the own robot movements, it is possible to calculate 
the transformation matrix between the co-ordinate system of that robot and the common 
relative co-ordinate system. Based on these initial estimations each robot can estimate 
the relative positions of all visible robots and use them as landmarks to improve its own 
position estimation. An Extended Kalman Filter is used to continuously update the 
position of the robot as well as position and orientation of its observers. Since all robots 
run this position estimation in parallel, a common co-ordinate system with reference 
only to the robots themselves is established. 

The method was first tested with non-moving observers. Here a comparison to a 
standard SLAM based localisation method showed that the proposed relative 
localisation performs at least as good as the former. 
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The extensive experiments with moving observers confirmed that the design of the 
experiments is valid and appropriate to gain the necessary information for the 
evaluation. The data gathered in the experiments substantiate that for all of the testing 
patterns the Mean Localisation Error was significantly better than 2cm regardless of the 
number of robots involved. Interestingly, the number of robots did not improve the 
accuracy of the localisation but nevertheless improved the overall stability in the 
localisation process. 

In general, the experiments provided strong evidence that the developed technique is 
valid and suitable. It was also shown that the laser scanner based approach has several 
advantages over the implemented vision approach, especially concerning the covered 
distance and for complex manoeuvres. The approach is able to handle even dispersed 
groups of robots using only little computing power and time. 
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5 Conclusions and Outlook 

Co-operative action is one of the most relevant topics, when proceeding from single to 
multiple robots. The domain of robotic security systems holds typical applications for a 
multi-robot system (MRS), as for example reconnaissance and surveillance. Possible 
scenarios are safety and security issues on airports, harbours, large industry plants, or 
museums. Correspondingly, the field of environmental supervision is an up-coming 
issue. 

Inherent to these applications is the need for the robots to move in an organised way. 
The main problem arises from the fact that due to the unknown and changing 
environment the local arrangement of the robots cannot be a rigid one. The desired 
formation should maintain its configuration but also must be able to temporarily adapt 
to the local circumstances. Additionally, the setting in which the group operates often is 
uncooperative, making typical localisation methods infelicitous. 

This thesis focused on mobile robots, which not only share their workspace but also co-
operatively navigate and localise each other. To make the methods feasible for even 
small robots special attention was given to a low impact on computing power. To meet 
the operational requirements the approach also had to enable the establishing and 
maintaining of a formation, while moving in a continuous manner and at a reasonable 
speed. Since the task of cooperative navigation involves multiple robots methods that 
are easily distributable were developed. 

Formation navigation in its beginnings has been studied mostly on a theoretical basis 
concentrating on rather idealised geometrical problems and specialisations like the 
piano moving problem. This thesis successfully addressed the task of establishing and 
maintaining a specified configuration with real mobile robots even in the presence of 
obstacles. While typical approaches to this domain require a central planning 
component and severe computing power, the developed directed potential field method 
works without that. 

The few existing approaches of using an artificial potential field for formation 
navigation use only forces to specify the distances between the robots. In contradiction 
to those un-directed formation forces, the proposed method also uses the orientation 
between the direct neighbours of the formation. Consequently, each robot has a 
designated position in the formation shape. It is therefore called directed potential field 
approach. This feature enables the formation to keep or reengage its desired 
configuration even after a serious distortion through e.g. obstacles.  

Extensive experiments document that the method is capable to generate all different 
kind of formation shapes, even in the presence of dense obstacles. The trials with up to 
four robots also positively confirmed the functionality of the formation moving through 
a varying configuration of hurdles.  
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In the comparison of the two approaches, the non-directed approach turns out to be 
unstable regarding the formation positions. The robots strive to switch their positions 
inside the formation e.g. when passing through narrow passages. Under such conditions, 
the directed approach shows a preferable behaviour, which is called “breathing”. The 
formation shrinks or inflates depending on the obstacle situation while trying to 
maintain its shape and formation positions. 

In summary, it was shown that the potential field approach was successfully transferred 
from mathematical simulation to real world robot scenarios. It was also shown that the 
directed approach has several advantages over the non-directed approach, especially in 
the presence of obstacles and for complex manoeuvres. 

The evaluation of scientific work or the comparison of experiments and their results is 
one of the key issues in all domains of research. In the second part of this work, the 
problem of how to compare formation algorithms and methods is addressed. Within this 
thesis, a metric that allows a meaningful evaluation of the experimental data is 
motivated. The measure effectively allows a comparison on how well a developed 
formation algorithm or method performs. 

An analysis of the corresponding literature through a comprehensive survey showed that 
a systematic discussion of metrics for formation navigation had not been done yet. 
Based on the details from the survey and the experiences gained from the experiments 
in formation navigation the parameters “position error” and “percentage of time in 
formation” were derived.  

The problem of reproducibility increases when experiments take place in the real world 
settings, especially if the environment is unknown and dynamic or even non co-
operative. Using the benefits from the potential field approach for formation navigation 
a novel weighting factor was developed that allows to consider environmental 
influences on the chosen metrics. The conducted experiments showed that the new 
weighting factor adequately modelled the influence of the environment. 

While these outcomes are very encouraging, a more detailed comparison of other 
methods or algorithms might have to consider much more parameters. However, the 
developed metric is an appropriate tool to compare different formation navigation 
approaches in dissimilar settings and environments. 

Localisation is a vital component in the process of co-ordination of navigation and 
movement. Almost any form of navigation is based on some sort of geometrical 
reference. This thesis presents a new relative localisation approach that uses sensor 
observations to localise the robot with respect to other objects – without having an 
environment model. In multi-robot systems, there is the inherent opportunity not to use 
the environment as reverence but to localise each robot with respect to the other team 
members.  

While most of the literature is focussing on the application of SLAM with single robots, 
MRS based methods that consider environment detached approaches can be found very 
rarely. Most of the common approaches use maps and/or landmarks with the intention 
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of generating a globally consistent world co-ordinate system for the robot group. The 
aim of the considered relative localisation approach, on the other hand, is to maintain 
relative positioning only between the robots. 

The presented method enables a group of mobile robots to start at an unknown location 
in an unknown environment, and then to incrementally estimate their own positions and 
the relative locations of the other robots using only sensor information. The result is a 
robust, fast, and precise approach that does not need any preconditions or special 
assumptions about the environment but sensor and odometry information only. 

For the evaluation of the intensive testing with multiple real and simulated robots, the 
Mean Localisation Error (MLE) was introduced. The experiments included a 
comparison between the proposed Extended Kalman Filter and a standard SLAM based 
approach. It was shown that the developed method robustly delivering an accuracy less 
than 2cm and did perform at least as good as SLAM. The approach coped with scattered 
groups of robots while moving on arbitrarily shaped paths. 

In summary, the presented research provides a framework for co-ordinated navigation in 
multi-robot systems. The results will facilitate the co-operative movements of robot 
groups as well as the relative localisation among the group members. In addition, a solid 
foundation for a non-environment related metric for formation navigation was 
introduced.  

Despite these encouraging results, there is a variety of interesting issues for future 
research: 

 A more comprehensive comparison between the classes of linear and non-linear 
stochastic methods for state estimation. 

 The complex field of benchmarking and metrics has the potential for several 
further research topics especially when the combination of navigation and 
localisation is concerned. 

 The directed formation navigation with artificial potential fields does not suffer 
severely from local minima but the use of harmonic potential fields could be of 
interest. 
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