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Abstract

A search for Supersymmetry (SUSY) in final states with at least one τ lepton and large missing
transverse energy based on proton-proton collisions recorded with the ATLAS detector at the LHC is
presented. The τ leptons are reconstructed in the hadronic decay mode. Final states with τ leptons offer
a good sensitivity for SUSY models where the coupling to the third generation of fermions is enhanced,
e.g. gauge mediated SUSY breaking (GMSB) models, for which the supersymmetric partner of the
τ lepton is the next-to-lightest SUSY particle (NLSP) and its decay to electrons or muons is strongly
suppressed.

To search for new physics in final states with hadronic τ-lepton decays a reliable and efficient re-
construction algorithm for hadronic τ decays is needed to separate real τ decays and backgrounds from
quark- or gluon-initiated jets and electrons. As part of this thesis two existing τ-reconstruction al-
gorithms were further developed and integrated into a single algorithm that has by now become the
standard algorithm for τ reconstruction in ATLAS. The suppression of jet background, one of the cru-
cial aspects of τ reconstruction and the SUSY analysis in this thesis, was studied and the probabilities
of misidentifying quark- or gluon-initiated jets as hadronic τ-lepton decays were measured in both the
2010 and 2011 ATLAS data at a centre-of-mass energy of

√
s = 7 TeV, using samples of di-jet events.

The ATLAS data used for the SUSY search in this thesis was recorded between March and August
2011 and corresponds to an integrated luminosity of 2.05 fb−1. Events are selected that contain at
least two jets with high transverse momentum, one identified hadronic τ-lepton decay and large missing
transverse energy. The Standard Model background processes that contribute most to the selected event
sample are W- and Z-boson production in association with jets as well as top quark production. Eleven
events are observed in data, consistent with the total Standard Model background expectation of 13.2 ±
4.2 events. As no excess of data over the expected backgrounds is observed, 95% confidence level
limits are set within the framework of GMSB models as a function of the GMSB parameters Λ and
tan β, for fixed values of the other GMSB parameters: Mmess = 250 TeV, N5 = 3, sign(µ) = + and
Cgrav = 1. In addition to the GMSB interpretation, a model-independent upper limit of 8.5 on the
number of events from potential non-Standard Model sources is derived at the 95% confidence level.
This limit corresponds to an upper limit on the visible cross section of 4.0 fb, where the visible cross
section is defined as the product of production cross section of the non-Standard Model process, its
branching fraction to at least one τ lepton, acceptance, and efficiency of the event selection applied.
These limits are the first results of SUSY searches at the LHC that include events with one hadronic
τ-lepton decay and significantly extend those placed by previous experiments at LEP and the Tevatron.





Contents

1 Introduction 1

2 Theoretical Overview 3
2.1 The Standard Model of Particle Physics . . . . . . . . . . . . . . . . . . . . . . . . . 3

2.1.1 Matter Particles of the Standard Model . . . . . . . . . . . . . . . . . . . . . 3
2.1.2 Particle Interactions in the Standard Model . . . . . . . . . . . . . . . . . . . 4

2.2 Supersymmetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.1 Grand Unification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.2 Dark Matter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.3 The Hierarchy Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.4 SUSY Breaking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.3 Phenomenology of Proton-Proton Collisions . . . . . . . . . . . . . . . . . . . . . . . 15
2.3.1 Parton Distribution Functions . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3.2 Higher-Order QCD Corrections/Parton Showers . . . . . . . . . . . . . . . . . 19
2.3.3 Hadronisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3.4 Underlying Event and Pileup . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.4 Simulated Samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.4.1 Monte Carlo Background Samples . . . . . . . . . . . . . . . . . . . . . . . . 20
2.4.2 Monte Carlo Signal Samples . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3 The ATLAS Experiment 23
3.1 The LHC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2 The ATLAS Detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.3 Inner Detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.3.1 The Semiconductor Tracker (SCT) . . . . . . . . . . . . . . . . . . . . . . . . 27
3.3.2 The Transition Radiation Tracker (TRT) . . . . . . . . . . . . . . . . . . . . . 27

3.4 Calorimeters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.4.1 Electromagnetic Calorimeter (ECAL) . . . . . . . . . . . . . . . . . . . . . . 28
3.4.2 Hadronic Calorimeter (HCAL) . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.5 Muon System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.6 Trigger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.7 Forward Detectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

4 Analysis Objects 35
4.1 Basic Objects in the Detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

4.1.1 Track Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.1.2 Calorimeter Cluster Reconstruction . . . . . . . . . . . . . . . . . . . . . . . 36

4.2 Physics Objects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

i



4.2.1 Jet Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.2.2 Electron Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.2.3 Muon Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.2.4 Emiss

T Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.3 Overlap Removal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

5 Reconstruction and Identification of Hadronic τ-Lepton Decays 41
5.1 Tau Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

5.1.1 Track Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
5.1.2 Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
5.1.3 Identification Variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

5.2 Tau Identification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5.2.1 Hadronic Jet Rejection using Boosted Decision Trees . . . . . . . . . . . . . . 51
5.2.2 Rejection of Electrons using a Simple Decision Tree . . . . . . . . . . . . . . 52

5.3 Tau Identification Efficiency Measurement in Data . . . . . . . . . . . . . . . . . . . . 55
5.3.1 Tau Identification Efficiency Measurement in Z → ττ Decays . . . . . . . . . 55

6 Study of τ-Lepton Misidentification 57
6.1 Di-jet Tag-and-Probe Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

6.1.1 Selection and Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
6.1.2 Simulated Samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

6.2 Analysis on 35 pb−1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
6.2.1 Dataset and Trigger Selection . . . . . . . . . . . . . . . . . . . . . . . . . . 59
6.2.2 Trigger Dependence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
6.2.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
6.2.4 Systematic Uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

6.3 Measurement of fID in different Event Topologies . . . . . . . . . . . . . . . . . . . . 66
6.4 Update of the Analysis to 1fb−1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
6.5 Measuring fID in 2011 ATLAS Data in Di-Jet Topologies . . . . . . . . . . . . . . . . 68

6.5.1 Dataset and Selection - 2011 Di-Jet Topology . . . . . . . . . . . . . . . . . . 68
6.5.2 Results - 2011 Di-Jet Topology . . . . . . . . . . . . . . . . . . . . . . . . . . 69

6.6 Measuring fID in 2011 ATLAS Data in Z(→ µµ) + jets Topologies . . . . . . . . . . . 71
6.6.1 Dataset and Selection - 2011 Z(→ µµ) + jets Topology . . . . . . . . . . . . . 72
6.6.2 Results - 2011 Z(→ µµ) + jets Topology . . . . . . . . . . . . . . . . . . . . . 73

7 SUSY Searches With Hadronic τ-Lepton Decays 75
7.1 Data Sample and Trigger Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
7.2 Event Selection and Background Suppression . . . . . . . . . . . . . . . . . . . . . . 76

7.2.1 Dominant Background Processes . . . . . . . . . . . . . . . . . . . . . . . . . 77
7.2.2 Event Selection Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
7.2.3 Jet and Emiss

T Requirements . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
7.2.4 QCD Multi-Jet Background Suppresion . . . . . . . . . . . . . . . . . . . . . 79
7.2.5 Suppression of Background Processes with real Emiss

T . . . . . . . . . . . . . . 83
7.2.6 Expected Event Yields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

8 Background Estimation Techniques 87
8.1 Estimation of the Background with real τ leptons from W + jets and Top . . . . . . . . 87

ii



8.1.1 Separating the Contributions from W + jets and Top . . . . . . . . . . . . . . . 88
8.2 Z(→ νν) + jets Event Weighting using Misidentification Probabilities . . . . . . . . . . 91
8.3 Estimation of the Background with fake-τ Leptons from W + jets, Z(→ νν) + jets and Top 94

8.3.1 Alternate Estimation of the Z(→ νν) + jets Background from Z(→ µµ) + jets
Events in Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

8.4 QCD Multi-Jet Background Estimation . . . . . . . . . . . . . . . . . . . . . . . . . 98
8.5 Summary of Background Estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

9 Systematic Uncertainties 101
9.1 Jet Energy Scale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
9.2 Jet Energy Resolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
9.3 Electron and Muon Energy/Momentum Scale and Resolution . . . . . . . . . . . . . . 102
9.4 Missing Transverse Energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
9.5 Tau Energy Scale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
9.6 Pile-up Influence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
9.7 Electron and Muon Identification Efficiencies . . . . . . . . . . . . . . . . . . . . . . 103
9.8 Tau Efficiency and Misidentification Probability . . . . . . . . . . . . . . . . . . . . . 103
9.9 Trigger Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
9.10 Luminosity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
9.11 Theory and Generator Uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
9.12 Systematic Uncertainties on QCD Multi-jet Background . . . . . . . . . . . . . . . . 104
9.13 Systematic Uncertainties on W, top, and Z Backgrounds . . . . . . . . . . . . . . . . 104
9.14 Summary of Systematic Uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . . 105

10 Results and Exclusion Limits 107

11 Summary 113

12 Outlook 115

A QCD Multi-jet Background Estimate using fID Measured in Data 117

B QCD Multi-jet Background Estimation using the Random-τ Method 123

C Additional Distributions at the Late Stages of the Event Selection 129

Bibliography 135

iii





Chapter 1

Introduction

The story of particle physics over the last decades has been one of astounding success. Ever since the
formulation of the Higgs mechanism [1] and its inclusion in the theoretical framework of electroweak
interactions by Glashow, Weinberg and Salam [2–4] in 1967 there have been no fundamental changes
to the “Standard Model” (SM) of particle physics. Since then most observations from experiment,
including new particles like the W boson, the Z boson or the top quark, were predicted well in advance,
contrary to the time of the infancy of particle physics, in which the discovery of new particles was
greeted with surprise1. So it is not surprising that many physicists believe that the new boson recently
discovered at CERN [5, 6] is the last, missing particle predicted by the Standard Model, the Higgs
boson. Finding the Higgs particle was one of the main motivations for the physics program of the Large
Hardon Collider (LHC) at CERN in Geneva, Switzerland.

While the Higgs boson offers a mechanism of electro-weak symmetry breaking and makes the Stand-
ard Model internally consistent, with respect to particle masses, this model can only be understood as
an intermediate step in our understanding of the laws of particle physics. The Standard Model, being an
“effective field theory” is heavily dependent on the energy scale up to which the calculations are carried
out and it is clear that new physical phenomena will enter at some point. The ultimate scale at which
this will eventually happen is the so-called Planck scale, at which gravity is expected to become com-
parable in strength to the forces described by the Standard Model. Since gravity is not yet included in
the Standard Model, the theory will have to be generalized to include it. Unfortunately the Planck scale
is - and will probably forever be - outside the reach of “physics in the laboratory” and the only hints
at what physics at this scale may look like come from astronomical observations, which are inherently
dominated by gravitational effects.

There are however some compelling reasons to believe that new physics might already appear at much
lower scales that have become experimentally accessible in recent years with the start of proton-proton
collisions in the LHC experiments at a centre-of-mass energy of

√
s = 7 TeV in 2010-11 and the increase

in energy to
√

s = 8 TeV in 2012. Especially the CMS and ATLAS experiments, whose designs were
partly motivated by the search for the Higgs Boson, are also capable of detecting many of the signatures
associated with physics beyond the Standard Model, assuming these new physics processes appear at the
TeV scale. One well-motivated extension of the Standard Model is the idea of so-called Supersymmetry
(SUSY), which introduces a symmetry between fermionic and bosonic particles. As a result the particle
content of the theory would at least double. Depending on the parameters of the theory, SUSY would
be able to account for some of the largest shortcomings of the Standard Model, e.g. the fine-tuning
problem of the Higgs boson mass, the non-unification of the gauge couplings and the so far unexplained
existence of dark matter in the universe. While SUSY is by no means the only idea on the market, the
fact that Supersymmetry is a necessary ingredient to many so-called “grand unified theories” makes it an
interesting candidate for an extension to the Standard Model. Another important reason why TeV-scale

1a famous quote to this effect, which is attributed to Isidor Rabi concerning the discovery of the muon: "Who ordered that?”
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Chapter 1 Introduction

SUSY is an interesting field of study, is that in order for SUSY to solve the fine-tuning problem of the
Higgs boson mass, the masses of the SUSY particles may not exceed a few TeV.

While several studies [7–10] have already been published by the ATLAS and CMS collaborations,
documenting “SUSY searches” at the LHC, most of these have focused on topologies without any
leptons or with only light leptons2. Final states with hadronic τ-lepton decays pose a greater challenge,
because of the difficult task of separating the hadronic τ-lepton decays from possible background sig-
natures from hadronic jets or light leptons. These final states are, however, a very interesting probe for
SUSY, because in many SUSY scenarios the decay of SUSY particles to third-generation fermions and
therefore to τ leptons is significantly enhanced compared to the fermions of the first and second genera-
tion. Therefore several studies of τ-lepton identification at the ATLAS experiment have been performed
as part of this thesis, before embarking on the search for SUSY in τ-lepton final states. More recently,
I contributed to the first published measurement at the LHC of a SUSY search in final states with one
or more τ leptons [11]. At the same time, the ATLAS collaboration published results from a search for
SUSY in final states with more than one hadronic τ-lepton decay per event [12] and the CMS collabor-
ation published a search in events where a single hadronic τ-lepton decay occurs in combination with
light leptons [13].

This thesis is structured as follows: Chapter 2 gives a short overview of the theoretical concepts
needed to appreciate the context of SUSY searches in τ-lepton final states. This includes a short sum-
mary of the Standard Model, electroweak symmetry breaking and physics at hadron colliders. The
fundamental concepts of SUSY are also discussed in this chapter. In Chapter 3, the ATLAS Experiment
is introduced, followed by a description of the physics objects that are reconstructed from the signals
recorded with the ATLAS detector in Chapter 4. The reconstruction of the hadronic decay modes of
τ leptons at the ATLAS Experiment is described in detail in Chapter 5. One crucial aspect of the τ-
identification performance, namely the measurement of the background efficieny of the τ-identification
algorithms for hadronic jets, is further described in Chapter 6. Finally Chapters 7, 8 and 9 outline the
application of the knowledge collected in the previous two chapters to a search for new physics beyond
the Standard Model in τ-lepton final states. The results of this search in 2.05 fb−1 of ATLAS data taken
between March and August of 2011 are presented in Chapter 10 and Chapter 11 gives a summary of all
results gathered in this thesis. Chapter 12 concludes the body of this text with an outlook to future stud-
ies and applications of τ identification and searches for physics beyond the Standard Model in τ-lepton
final states at the ATLAS Experiment.

2light leptons in this case meaning either electrons or muons
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Chapter 2

Theoretical Overview

The central topic of this thesis is the search for phenomena beyond the Standard Model of particle
physics with the ATLAS detector at the LHC. Since excellent reviews [14] of the Standard Model
exist, the introduction given in Sec. 2.1 is not meant to be a comprehensive overview of the theory.
Instead only the fundamental concepts of the theory are introduced, insofar as they are necessary for
understanding the context of the measurements presented in Chapters 6-10 and their interpretation.
Sec. 2.2 will then introduce SUSY as an attractive theoretical concept, which can remedy many of the
shortcomings of the Standard Model. While an understanding of the Standard Model and SUSY are
important for the interpretation of the results presented in this thesis, there are still several intermediate
steps between these concepts and the actual theoretical input to the measurements performed. As the
data, from which the results in this thesis are derived, were taken from proton-proton collisions, the
concept of so-called parton distribution functions (PDF’s), needed to predict the initial states of the
partons involved in the collisions, is touched upon in Sec. 2.3. This section also explains the basics
of the phenomenological framework of non-perturbative Quantum-Chromodynamics (QCD), which is
necessary to describe the interactions of the scattering partons when their energy becomes too small to
be properly described using perturbation theory. While both these topics are very important, the meat of
the theoretical predictions about the different physics processes under study comes from so-called event
generators, programs which predict the kinematics of the hard scattering process using probabilistic
methods. The most important of these processes (both signal and background) in the context of this
thesis are introduced in Sec. 2.4 together with the programs used to generate the predictions of their
kinematics.

2.1 The Standard Model of Particle Physics

This introduction of the Standard Model starts with an overview of its particle content in Sec. 2.1.1 and
continues to describe the interactions between these particles in Sec. 2.1.2.

2.1.1 Matter Particles of the Standard Model

One of the fundamental principles of the Standard Model is that all matter is made up of elementary
particles, so-called fermions and that the interaction between these matter particles is mediated by an-
other set of particles, called bosons. The full fermionic particle content of the Standard Model is listed in
table 2.1. The fermions can be further subdivided by the interactions in which they participate. Quarks
take part in the strong, electromagnetic and weak interactions, while leptons do not take part in strong
interactions. Both quarks and leptons appear in pairs (or generations), of which there are three. In each
generation there is one electrically charged lepton, one neutral lepton and two quarks. As the Standard
Model is a quantum theory, the properties of the particles by which they can be distinguished are called
quantum numbers. The electrical charge, which is an example of such a quantum number, is obviously

3



Chapter 2 Theoretical Overview

Generation I Generation II Generation III
quarks u c t

d s b
leptons e µ τ

νe νµ ντ

Table 2.1: The fermionic particle content of the Standard Model. The full names of the charged leptons for the
first, second and third generation are electron, muon (µ) and tau (τ) lepton, respectively, while the neutral leptons
are all named neutrino with a prefix denoting the charged lepton in their generation, i.e. electron neutrino for the
first generation. The names of the quarks are up, down, charm, strange, top and bottom and their symbols are
simply the first letter of their name.

zero for neutral leptons, while the charged leptons carry one unit of negative charge. The quarks carry
non-integer charge and are separated into two types that carry either a charge of +2/3 or −1/3, respect-
ively. In the first generation, which comprises the building blocks of almost all matter in the universe,
the charged lepton is called the electron, the neutral lepton is called the electron neutrino, and the quarks
are called the up and the down quark. The names of the particles of the second and third generation of
fermions are given in table 2.1.

Each first generation particle has one counterpart in the second and third generation, which has the
same properties except for the mass. Every particle in the Standard Model also has another counterpart
which is denoted its anti-particle and has the same mass as the particle but all additive quantum numbers
inverted. While the leptons can be observed as free particles, the quarks always appear as bound states of
one quark and one anti-quark (mesons) or of three quarks (baryons). The mesons and baryons together
are called hadrons.

2.1.2 Particle Interactions in the Standard Model

In the Standard Model the interactions between two fermions are described by the exchange of interme-
diary particles with integer spin, so-called “bosons”. The three interactions (or forces) described by the
Standard Model are the electromagnetic, the strong and the weak interaction and they are all described
in more detail in the following sections, together with their intermediary (or “gauge”) bosons.

The Electromagnetic Interaction

The theory of electromagnetism, called Quantum Electrodynamics (QED), was the first properly formu-
lated quantum field theory. In quantum field theory the equations of motion follow from minimisation
of the action, which is the integral over time and space of the so-called Lagrangian density (sometimes
simply called the Lagrangian). Therefore one can say that if the Lagrangian of a theory is known, all
properties of the theory, including the particle content and their interactions, is determined. The simple
Langrangian for a single free massive fermion, described by a 4-component spinor ψ (called a “Dirac
field”), is of the form:

LEM = iψ̄γµ∂µψ − mψ̄ψ, (2.1)

where ∂µ(µ = 0, 1, 2, 3) is the partial derivate along the space-time coordinate xµ and γµ are the
4 × 4 Dirac matrices. This Lagrangian density is invariant under global gauge transformations of the
form ψ → eiθψ, where “global” means that the transformation parameter θ does not depend on the

4



2.1 The Standard Model of Particle Physics

position in space-time. It is however not invariant under transformations which depend on the space-
time position x like ψ→ eiθ(x)ψ, so-called “local” gauge transformations. If one wants to introduce this
property to the Lagrangian density, this requires doing a gauge transformation of the partial derivative
like ∂µ → ∂µ − iqAµ. This new, so-called “covariant” derivative introduces a new “gauge field” Aµ. This
gauge field is connected with the Dirac field ψ with a strength q. A term of the form FµνFµν, where
Fµν = ∂µAν − ∂νAµ, describes the dynamics of the gauge field Aµ. Note that adding a mass term for
the gauge field would destroy the invariance of the Lagrangian, for which the gauge field itself was
introduced in the first place. The full Lagrangian density now looks like:

LEM = iψ̄γµ∂µψ − mψ̄ψ + qψ̄γµAµψ −
1
4

FµνFµν. (2.2)

One can interpret q as the electrical charge of the fermion and the gauge field as the field of a mass-
less bosonic particle, the photon, in which case this Lagrangian indeed describes the dynamics of an
electrically charged particle in the presence of an electromagnetic potential. So the requirement of in-
variance of the Lagrangian of a free Dirac field under local gauge transformations has lead to the full
field theory of electrodynamics. Since the local gauge transformations of the form eiθ generate the group
U(1) of unitary one-dimensional transformations, it is also said that the underlying symmetry of electro-
magnetic interactions is the U(1)q symmetry, where q stands for charge. Two particles, which interact
via exchange of a photon, can either attract or repel each other, depending on the relative sign of their
charges.

The Strong Interaction

Because of the commensurate success of QED, the subsequent theories of the other interactions, e.g.
the theory of the so-called “strong” interaction between quarks, are formulated in the framework of
quantum field theories. As detailed above the Lagrangian of QED is determined by the underlying
symmetry U(1)q. When formulating the quantum theory of the strong interaction, also called Quantum
Chromodynamics (QCD), it is natural to ask what underlying symmetry governs the theory. In QCD the
defining symmetry is S U(3)c, the group of special, unitary transformations in three dimensions and the
c stands for color, which is just a name for the charge related to the strong interaction, as “electrical”
was the prefix for the charge in QED. Just as in the case of QED, one can require the Lagrangian of a
free particle of the theory, in this case denoted as q(x), where q stands for quark, to be invariant under
local S U(3)c gauge transformations of the form:

q(x)→ q′(x) = U(x)q(x) = eiαa(x) λa
2 q(x) (2.3)

where U(x) is an arbitrary 3 × 3 matrix which is parametrised using the eight Gell-Mann matrices
λa [15], which are the generators of S U(3)c. The Lagrangian density of QCD, which is invariant under
these transformations is of the form:

LQCD = iq̄ fγ
µDµq f −

1
4

Ga
µνG

µν
a (2.4)

The subscript f appears here as a reminder that all six quarks in the theory obey this Lagrangian. The
covariant derivative Dµ is again constructed to preserve the underlying symmetry by adding a coupling
term for the gauge field, in this case the gluon field:

Dµ = ∂µ + ig3
λa

2
Ga
µ, (2.5)
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where g3 is the coupling constant of the strong interaction. To complete the picture one also needs to
give the transformation rule of the gauge field Ga

µ:

Ga
µ → Ga

µ +
1
g3
∂µαa − fabcαbGc

µ. (2.6)

The field tensor Ga
µν is defined as:

Ga
µν = ∂µGa

ν − ∂νG
a
µ + g3 fabcGb

µG
c
ν, (2.7)

where fabc are structure constants, which need to fulfill [λa
2 ,

λb
2 ] = i fabc

λc
2 . This symmetry introduces

three types of charge, which - in keeping with the color analogy - are called red, blue and green. As was
the case in QED, particles can carry color and anticolor. By convention quarks are said to carry color,
while antiquarks carry anticolor. Because (anti)quarks may change color when interacting strongly, the
force carrier, which is called the gluon, must also carry color charge, namely one unit of color and one
of anticolor. Having a charge carrying gauge boson gives rise to some rich phenomenology, which is
not encountered in QED, as the gluon can interact with itself. This is due to the non-Abelian nature of
S U(3), meaning that the eight 3 × 3 Gell-Mann matrices, that represent the eight different gluons in the
algebraic formulation of QCD, do not commute.

Another large difference, which was long thought to be an insurmountable problem of QCD, was that
the coupling strength in QCD for low-energy interactions is numerically larger than one. As almost all
observables of quantum field theory are calculated using perturbation theory in orders of the coupling
strength, this proves a serious threat to the feasibility of QCD computations, because the perturbation
series would not converge.

The notion of QCD was however saved by the discovery that the coupling strength of all elementary
interactions is not fixed, but has a dependence on the amount of energy transferred between the two
interacting particles. This phenomenon is called the “running” of the coupling constants. In the case of
QCD the coupling grows weaker with increasing energy, making QCD “asymptotically free” [16, 17]
and therefore allows for perturbative calculations of hard scattering processes. For low-energy transfer
(also called “soft”) interactions, the coupling constant becomes very large, which leads to the concept
of “confinement”.

The Weak Interaction and Electroweak Unification

The last interaction in the Standard Model is the so-called weak interaction. As the name suggests the
coupling strength of the weak interaction is small at low momentum transfer compared to the strong or
electromagnetic interactions. It follows therefore that weak processes are often overshadowed by the
stronger effects of QED or QCD. However there are significant differences as to which processes are
allowed in the three different interactions. While all interactions conserve the number of leptons from
each generation, it was found that the weak force is the only interaction in which a charged lepton can be
converted directly into its neutrino. It follows therefore that some of the bosons that mediate this weak
interaction have to be charged. Indeed the weak interaction has three kinds of intermediary particles: the
W+, the W− and the Z0, of which only the first two are electrically charged. All three gauge bosons of
the weak interaction are massive, with the mass of the two W bosons being MW = (80.399±0.023) GeV
and the mass of the Z boson being MZ = (91.1876 ± 0.0021) GeV [18]. Depending on which boson is
exchanged in a weak interaction one speaks of charged or neutral current interactions. in 1967 Glashow,
Weinberg and Salam [2–4] not only succeeded in describing the weak interaction as a field theory, but
also in unifying it with the electromagnetic interaction using the algebraic form of an S U(2)I × U(1)Y
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gauge symmetry. This is achieved by relating the electrical charge of QED with the unified electroweak
quantum numbers of weak hypercharge YW and weak isospin I3 as follows:

e = I3 +
YW

2
, (2.8)

where YW is the weak hypercharge operator, the generator of U(1), which was introduced in analogy
to strong hypercharge. We know from experiment that the charged weak current couples differently to
left- and right handed fermions, such that in the algebraic formulation left-handed fermions are assigned
to S U(2)I doublets with weak isospin I3 = ± 1

2 , while the right-handed fermions are singlets with I = 0,
which carry only weak hypercharge. From this follows that the S U(2)×U(1) gauge transformations for
the right-handed singlet states (ψR) and left-handed doublet states (χL) are different:

ψR → ψ′R = eiβ(x)YψR, (2.9)

χL → χ′L = eiαa(x)τaeiβ(x)YχL, (2.10)

where α(x) and β(x) are phases that depend on x and τa/2(a = 1, 2, 3) are the generators of S U(2).
The covariant derivative again needs to be constructed from the partial derivative ∂µ:

Dµ = ∂µ + igWa
µ

τa

2
+ ig′Bµ

Y
2
, (2.11)

where g is the coupling constant of the gauge field Wa
µ (a = 1, 2, 3) that couples to S U(2)I weak

isospin and g′ is the coupling constant of the gauge field Bµ, which couples to U(1)Y hypercharge.
With these one can again construct the Lagrangian which is invariant under local S U(2) × U(1) gauge
transformations:

LEW = iχ̄i
Lγ

µDµχ
i
L + iψ̄i

Rγ
µDµψ

i
R −

1
4

Wa
µνW

µν
a −

1
4

BµνBµν (2.12)

and the dynamics of the gauge fields Wa
µ and Bµ are described by the field tensors

Wa
µν = ∂µWa

ν − ∂νW
a
µ − gεabcWb

µWc
ν , (2.13)

Bµν = ∂µBν − ∂νBµ, (2.14)

where the structure constant of S U(2) is the completely antisymmetric tensor εabc and the structure
constant of U(1) is zero as seen previously in the pure QED Lagrangian. This means that S U(2) is
non-Abelian just like S U(3) and therefore the gauge field Wa

µ does have self-interaction terms in the
Lagrangian, while the field Bµ does not.

The question arises how the gauge fields above relate to the observable bosons of the weak interaction,
the W+, W− and the Z0. Also the photon γ, or as it was introducted in the QED Lagrangian, the gauge
field Aµ, needs to be accounted for. It turns out that the physically observable particles are indeed not
the gauge bosons of the GWS theory, but they are linear combinations of them:

W±µ =
1
√

2
(W1

µ ∓ iW2
µ) (2.15)

Zµ = cos θWW3
µ − sin θW Bµ (2.16)
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Aµ = sin θWW3
µ − cos θW Bµ, (2.17)

where a new observable θW (called the Weinberg or weak-mixing angle) was introduced, which relates
the coupling strengths g and g′:

cos θW =
g√

g2 + g′2
. (2.18)

Having these two coupling strengths, which determine the mixing of the theoretical gauge fields
W3
µ and Bµ into the physically observable Z and γ, allows for unification of weak and electromagnetic

interactions in one theoretical framework. Just as the charged weak interaction changes a charged lepton
to its neutral counterpart, it can also change quarks from up- to down-type. But unlike the lepton case,
where lepton number is conserved in each generation, the weak interaction allows for violations of
quark generation (also called flavour). The framework of flavour violation was formulated by Cabbibo,
Kobayashi and Maskawa [19], by introducing the notion that the mass eigenstates of the quarks are not
eigenstates of the weak interaction, but are “skewed” in flavour space. In this picture the eigenstates
of the weak interaction mix to make up the quarks which are eigenstates of the strong interaction. The
3 × 3 quark mixing matrix (also called CKM-matrix) [18] contains the mixing parameters which need
to be determined from experiment.

While the S U(2) × U(1) model allows for a unified description of the electromagnetic and weak
interactions, it is important to note, that again mass terms for the gauge bosons are not allowed, as they
would break local gauge invariance. Including simple fermion mass terms of the form m(χ̄LψR + ψ̄RχL)
is also not possible, due to the singlet (doublet) nature of right-handed (left-handed) fermion states.
Another mechanism needs to be invented to give masses to the fermions as well as to the massive gauge
bosons of the weak interaction.

The Higgs Mechanism of Electroweak Symmetry Breaking

In order to introduce particle masses into the Lagrangian of the Standard Model, a completely different
mechanism from the one used so far to introduce the different gauge fields has to be applied. For this a
fundamental scalar field, the so-called Higgs field, is postulated. First consider the simplest Lagrangian
of a massive, scalar field in a potential of the form:

LHiggs =
1
2

(∂µφ)2 − (
1
2
µ2φ2 +

1
4
λφ4) (2.19)

where the first is the kinetic term (∂µφ)2, the second term describes the interaction with a potential and
the last, quartic term describes the self interaction of the scalar field. If one constrains the parameters to
λ > 0 and µ2 < 0 one obtains a potential that obeys reflection symmetry. The miminum of the potential
(also called the vacuum expectation value of φ) lies at

φ0 = ±

√
−
µ2

λ
. (2.20)

In this case one can expand the Lagrangian around one of the minima by defining a new field φ =

φ0 + σ, where σ is the perturbation around the minimum. In terms of this quantity the expanded
Lagrangian becomes:

LHiggs =
1
2

(∂µσ)2 − (−µ2)σ2 −

√
−µ2λσ3 −

1
4
λσ4 + const.. (2.21)
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2.1 The Standard Model of Particle Physics

The Lagrangian forσ now contains a mass term m2 = −2µ2 and both cubic and quartic self-interaction
terms. Due to the cubic terms the reflection symmetry is no longer apparent and one says that the
symmetry was spontaneously broken.

To apply this mechanism of spontaneous symmetry breaking to the Standard Model, one must con-
struct a field Φ, which is a complex S U(2) doublet of scalar fields φ with weak isospin I = 1 and one
charged and one neutral component:

Φ =

(
φ+

φ0

)
. (2.22)

To preserve U(1) electromagnetic symmetry, one chooses that only the neutral component acquires a
vacuum expectation value:

Φ0 =

 0
v√
2

 with v =

√
−
µ2

λ
. (2.23)

The field Φ(x) can then be parametrised using four real fields θa(x) (a = 1, 2, 3) and H(x):

Φ(x) =
eiτaθa(x)/v
√

2

(
0

v + H(x)

)
, (2.24)

The first three real fields θa (Goldstone bosons) do not appear as physical particles but are absorbed
by the longitudinal components of the massive vector bosons. This can be achieved by an S U(2) gauge
transformation, what is called going to unitary gauge:

Φ′(x)→ e−iτaθa(x)/vΦ(x) =
1
√

2

(
0

v + H(x)

)
. (2.25)

The fourth field H(x) represents a massive scalar particle, the so-called Higgs boson. When applying
the covariant derivative of the electroweak theory to this parametrisation of the Higgs field one obtains
a contribution to the Lagrangian of the form:

LHiggs = (
1
2
vg)2W+

µ W−µ +
1

2 cos θ2
W

(
1
2
vg)2ZµZµ (2.26)

which contains mass terms for the physical fields of the electroweak interaction of the form M2
WW+

µ W−µ

and 1
2 M2

ZZµZµ. No term of the form 1
2 M2

γAµAµ appears in the Lagrangian, so the photon remains mass-
less. The masses of the electroweak gauge bosons equate to the other parameters of the theory as
follows:

MW =
1
2
vg (2.27)

MZ =
MW

cos θW
(2.28)

In this way the Higgs mechanism spontaneously breaks S U(2) × U(1) symmetry down to U(1),
leaving the symmetry of QED intact and the photon massless. In the process three degrees of freedom
are created (the Goldstone bosons) which are absorbed in the theory to give masses to the W+, the W−

and the Z0 bosons and one scalar particle is predicted. The masses of the fermions can also be generated
via the Higgs mechanism by including Yukawa couplings between each fermion and the scalar Higgs
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field. The strengths of these couplings, which equate to the particle masses, are free parameters of the
theory and need to be chosen to reflect the particle masses observed in experiment.

2.2 Supersymmetry

This section introduces the basic concepts of Supersymmetry, which is a symmetry that relates fermions
to bosons. This means that SUSY introduces an operator that replaces all bosonic particles with some,
as of yet not known, fermionic particles and vice-versa. To be a real symmetry, this operation must leave
the equations of motion derived from the theory unchanged. The generator Q of this transformation is
supposed to be an anticommuting spinor which acts on physical states like this:

Q |Boson〉 = |Fermion〉 ; Q |Fermion〉 = |Boson〉 . (2.29)

As spinors are by nature complex objects, Q† (the Hermitian conjugate of Q) also needs to be a
SUSY generator. From further considerations [20, 21] on the desired particle content of the theory and
the possibility for violation of charge-parity (CP) conservation, as it is observed in nature, it follows
that the generators of SUSY must satisfy the following algebra of commutation and anticommutation
relations:

{Q,Q†} = Pµ (2.30)

{Q†,Q†} = {Q,Q} = 0 (2.31)

[Q†, Pµ] = [Q, Pµ] = 0, (2.32)

where Pµ is the four-momentum generator of space-time translations. The single particle states in a
supersymmetric theory must, to be eigenstates of Q and Q†, consist of both bosonic and fermionic states
and it can indeed be shown that the number of fermionic and bosonic states need to be equal within each
SUSY state. The states of different spin belonging to one SUSY state are called superpartners and are
said to belong to one supermultiplet. To illustrate what is meant by this, the two simplest supermultiplets
are described here:

• a chiral supermultiplet, consisting of one “Weyl” fermion, which is a spinor with two components
representing a massless particle with spin 1

2 , and a complex scalar field with spin 0.

• a vector supermultiplet, consisting of one massles vector field (spin 1) and one massless Weyl
fermion (spin 1

2 ).

In the simplest supersymmetric extension of the Standard Model, the quarks, leptons and the Higgs
boson would all fall into their own chiral supermultiplet and the gauge bosons would each have their own
vector supermultiplets, which are all completed by new particles differing in spin by one half from their
Standard Model counterparts. The scalar SUSY particles are assigned the same name as their Standard
Model partners with and s prepended to their names, making the supermultiplet partner of the electron
the scalar selectron. To derive the names of the SUSY partners of the gauge bosons the syllable -ino is
appended to the name of the gauge boson, leading to a list of "gauginos” which contains such particles as
the Wino and the gluino. The Higgs sector becomes also more complex in SUSY. Two supermultiplets
are needed to give mass to left-handed and right-handed fermions separately. Good introductions to the
theory of the Higgs boson in the context of Supersymmetry can be found elsewhere [22, 23].
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Figure 6.8: Two-loop renormaliza-
tion group evolution of the inverse
gauge couplings α−1

a (Q) in the Stan-
dard Model (dashed lines) and the
MSSM (solid lines). In the MSSM
case, the sparticle masses are treated
as a common threshold varied be-
tween 500 GeV and 1.5 TeV, and
α3(mZ) is varied between 0.117 and
0.121.
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This unification is of course not perfect; α3 tends to be slightly smaller than the common value of
α1(MU ) = α2(MU ) at the point where they meet, which is often taken to be the definition of MU .
However, this small difference can easily be ascribed to threshold corrections due to whatever new
particles exist near MU . Note that MU decreases slightly as the superpartner masses are raised. While
the apparent approximate unification of gauge couplings at MU might be just an accident, it may also
be taken as a strong hint in favor of a grand unified theory (GUT) or superstring models, both of which
can naturally accommodate gauge coupling unification below MP. Furthermore, if this hint is taken
seriously, then we can reasonably expect to be able to apply a similar RG analysis to the other MSSM
couplings and soft masses as well. The next section discusses the form of the necessary RG equations.

6.5 Renormalization Group equations for the MSSM

In order to translate a set of predictions at an input scale into physically meaningful quantities that
describe physics near the electroweak scale, it is necessary to evolve the gauge couplings, superpotential
parameters, and soft terms using their renormalization group (RG) equations. This ensures that the
loop expansions for calculations of observables will not suffer from very large logarithms.

As a technical aside, some care is required in choosing regularization and renormalization procedures
in supersymmetry. The most popular regularization method for computations of radiative corrections
within the Standard Model is dimensional regularization (DREG), in which the number of spacetime
dimensions is continued to d = 4 − 2ε. Unfortunately, DREG introduces a spurious violation of su-
persymmetry, because it has a mismatch between the numbers of gauge boson degrees of freedom and
the gaugino degrees of freedom off-shell. This mismatch is only 2ε, but can be multiplied by factors
up to 1/εn in an n-loop calculation. In DREG, supersymmetric relations between dimensionless cou-
pling constants (“supersymmetric Ward identities”) are therefore not explicitly respected by radiative
corrections involving the finite parts of one-loop graphs and by the divergent parts of two-loop graphs.
Instead, one may use the slightly different scheme known as regularization by dimensional reduction,
or DRED, which does respect supersymmetry [109]. In the DRED method, all momentum integrals
are still performed in d = 4 − 2ε dimensions, but the vector index µ on the gauge boson fields Aa

µ

now runs over all 4 dimensions to maintain the match with the gaugino degrees of freedom. Running
couplings are then renormalized using DRED with modified minimal subtraction (DR) rather than

61

Figure 2.1: Predictions for the running of the gauge couplings from the renormalisation group equations. The
evolution of coupling constants is shown by the dashed lines for the Standard Model particle content and by the
solid lines for the particle content of the MSSM [24]. The difference between the blue and red solid lines comes
from varying the SUSY particle masses between 500 GeV and 1.5 TeV and from varying the coupling strength of
the strong interaction within its uncertainties at the Z boson mass.

Considering the possibility of extending the Standard Model in this way, one may ask for motivations
for doing so. In fact there are several limitations to the Standard Model to which SUSY provides a
possible solution. The most well-known of these are:

2.2.1 Grand Unification

One of the main goals in the development of the Standard Model of particle physics is to unify the
mathematical description of all forces in nature. A large step has already been made in unifying elec-
tromagnetism and the weak force, by realising that at high energies their coupling constants converge
and that they can then be described by one common theory. This running of the coupling constants is
described by the renormalisation group equations (RGE) [24] and depends on the particle content of
the theory. With the particle content of the Standard Model the coupling constants of the electroweak
and strong forces do not converge before the Planck scale. Also no quantum theory of gravity has yet
been successfully formulated, although there are attempts to achieve this in the context of string theory.
While a theory that combines all four forces in one mathematical framework may still be a long way
off, there are several extensions of the Standard Model available which at least allow for unification of
the gauge couplings of the three forces already contained in the Standard Model. As can be seen in
Fig. 2.1, the additional particle content of Supersymmetry allows for gauge coupling unification and in
fact most theories aiming for unification of all four forces, so-called grand-unified theories or GUT’s,
are supersymmetric.
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H H

t̃

H H

t

Figure 2.2: Feynman diagrams of loop corrections to the bare Higgs boson mass. Both the fermionic loop cor-
rection for the top quark (left) as well as the bosonic loop correction for the SUSY partner of the top (right) are
shown.

2.2.2 Dark Matter

While the particle content of the Standard Model is quite varied, the bulk of observable matter is made
up of baryons (protons and neutrons) and electrons, with most of the mass accounted for by the baryons.
Predictions about the total mass of baryonic matter in the universe from measurements of the cosmic
background radiation are, however, in crass contrast to measurements of gravitational effects, such as the
rotation curves of galaxies or gravitational lensing. Therefore it is accepted fact that only about 4% of all
mass in the universe is actually accounted for by baryons. The rest is attributed to so-called dark matter
and dark energy. Dark in this case means that it does not radiate electromagnetic waves and therefore
only reveals itself through its gravitational interaction. The Standard Model gives no explanation for
the amount of dark matter present in the universe, but certain supersymmetric models introduce a new
multiplicative quantum number named R-parity which is defined as:

RP = (−1)3(B−L)+2S , (2.33)

where B is the baryon number, L is the lepton number and S is the spin of a given state in the
theory. R-parity conservation, which was originally introduced as a way to prohibit unrealistically fast
decay rates of the proton, does also imply the existence of new, stable, massive particles which only
interact weakly with the particles of the Standard Model. The reason for this is that R-parity is always
negative for SUSY particles and always positive for Standard Model particles and therefore additional
particles introduced by SUSY can only be produced in pairs. To conserve R-parity, the decay of each
SUSY particle must again produce at least one SUSY particle and possibly one or more Standard Model
particles. The lightest SUSY particle (LSP) would therefore need to be stable and would be an ideal
candidate for dark matter, assuming it does not carry electrical or color charge.

2.2.3 The Hierarchy Problem

Another widely discussed, problematic aspect of the Standard Model is the numerical value of the Higgs
boson mass. The Higgs boson, being a scalar particle, aquires radiative corrections to its mass, coming
from so-called loop diagrams (see Fig. 2.2) in which the Higgs boson can in principle emit and reabsorb
any massive particle contained in the theory.

Since the coupling of particles to the Higgs field is proportional to their mass squared, the most
important contribution comes from the top quark. The full mass squared of the Higgs boson m2

h, with
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corrections for radiating a fermion can be written as:

m2
h = m2

h,bare + ∆m2
h,F , (2.34)

where mh,bare is the “bare” Higgs mass and ∆mh,F is the shift due to loop corrections where a fermion
is produced and directly recaptured. This turns out to be of the form:

∆m2
h,F =

λ2
F

8π2 [−Λ2 + 3m2
F ln Λ/mF + ...], (2.35)

where λF is the Yukawa coupling of the fermion to the Higgs field. Since the radiative corrections are
dependent on the square of the energy of the virtual particle, a cut-off to this energy (Λ) is introduced.
Above this cut-off one expects new physical phenomena to enter which regularise the divergence of
the correction terms. The highest possible value for Λ is assumed to be the Planck scale, at which
gravitational effects must be taken into account, which are not yet contained in the theory. Bosonic
loops also produce a correction ∆m2

h,B to the Higgs mass but with a different relative sign:

∆m2
h,B =

λ2
B

16π2 [+Λ2 − 2m2
B ln Λ/mB + ...]. (2.36)

Given that the heaviest particle in the Standard Model is the top quark and that the correction is
proportional to the mass squared of the virtual particle, one can focus on the behaviour of the top loop
correction to understand the main features of the problem. If no new physics enters into the theory
below the Planck scale, the radiative corrections would contain terms of size m2

Planck ≈ 1038 GeV2/c4,
which would need to be cancelled by a bare Higgs mass of the same size, but opposite sign, tuned down
to the digits for the observed Higgs mass. If the Higgs boson had a mass of 125 GeV this would mean
that the corrections and the bare Higgs mass would need to match in the first 34 decimal places. This
is called the “fine-tuning” problem. While such tuning is of course not impossible it offends the desire
for “naturalness”. In perfect Supersymmetry, where each fermion of the Standard Model has a partner
boson with exactly the same mass and vice-versa, this problem naturally disappears as the radiative
correction of each Standard Model particle is cancelled by its SUSY partner(s). Some theorists [24] do
put this forth as the strongest motivation and also point in favor of the concept of Supersymmetry.

2.2.4 SUSY Breaking

While the reasons stated above make SUSY a very attractive theoretical concept, it is immediately
apparent that SUSY cannot be an exact symmetry. If it was, the superpartners of the Standard Model
particles would have exactly the same mass and would have been observed already. An easy way
to explain why we have not yet observed for example a scalar electron is that the masses of the SUSY
particles are higher than a few hundred GeV. In order for SUSY to still provide a solution to the hierarchy
problem the masses of the SUSY particles may, however, not exceed a few TeV. For this reason it is also
necessary that SUSY-breaking terms in the Lagrangian diverge at most logarithmically with the cut-off

scale Λ. If a supersymmetric theory contains only such terms in the Lagrangian one speaks of “soft
SUSY breaking”. Since no supersymmetric particles have yet been discovered the mechanism of SUSY
breaking is also not known. However, several different possible mechanisms have been theorised about.
The most common of these theories contains a hidden sector in which SUSY is broken, which couples
to the rest of the theory via renormalisable interactions like gravity (for example minimal SuperGravity,
mSUGRA) or the gauge interactions of the Standard Model (Gauge Mediated SUSY Breaking - GMSB).
The signal scenarios investigated in this thesis all belong to the family of GMSB, which is why only this
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χ̃0
1

G̃
τ̃

τ τ

Figure 2.3: Feynman diagram of the decay χ̃0
1 → ττ̃→ ττG̃.

mechanism of SUSY breaking is described in more detail in the following:
In GMSB models [25–31] the breaking of Supersymmetry is communicated through a flavor-blind

SM gauge interaction via messenger fields at a scale Mmess, which is small compared to the Planck
mass. In the minimal GMSB model, the messenger fields form complete representations of S U(5) and
therefore preserve the unification of the coupling constants. Squarks, sleptons, and gauginos obtain their
masses radiatively from the gauge interactions with the massive messenger fields in such a way that the
superpartner masses are proportional to the breaking scale. The LSP is an almost massless particle
called the gravitino G̃, while the next-to-lightest SUSY particle (NLSP) dictates the phenomenology of
the specific SUSY model. In the simplest GMSB models there are only five free parameters, whose
values dictate both the mass spectra of the SUSY particles as well as their interactions with the Standard
Model particles:

• Λ: the scale of the SUSY breaking; typically it has values of 10-100 TeV and sets the overall mass
scale for all MSSM superpartners, which depend linearly on Λ.

• Mmess: the messenger mass scale; it has to be larger than Λ in order to prevent color and charge
breaking in the messenger sector.

• N5: the number of equivalent messenger fields; the gaugino masses depend linearly on N5 while
the sfermion masses are proportional to

√
N5.

• tan β: the ratio of the vacuum expectation values of the two Higgs doublets at the electroweak
scale.

• sign(µ) = ±: the sign of the Higgsino mass term appearing in the neutralino and chargino mass
matrices or in the superpotential.

• Cgrav ≥ 1: the ratio of the gravitino mass to its value for a breaking scale Λ; it determines the
lifetime of the NLSP.

Over large ranges of these parameters the NLSP is the stau (τ̃), which means that one can expect to
see two τ leptons being produced at the end of each decay chain, see Fig. 2.3.

In the context of the SUSY studies performed in this thesis, the GMSB parameters except for Λ and
tan β are constrained to values for which this is the case, namely: Mmess = 250 TeV, N5 = 3, sign(µ) = +

and Cgrav = 1.
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Figure 2.4: The GMSB LO cross section in the Λ-tan β-plane for Mmess = 250 TeV,N5 = 3,Cgrav = 1. The black
lines indicate the boundaries between regions with different NLSPs.

The chosen parameter values restrict the analysis to specific final states and promptly decaying
NLSPs. Allowing Cgrav to be greater than one would prolong the lifetime of the NLSP. For N5 = 1
and small values of tan β the NLSP is the lightest neutralino χ̃0

1 which decays into a photon and a grav-
itino. For higher values of tan β the τ̃1 is the NLSP. For N5 ≥ 2 the NLSP is a slepton in a wide range of
the parameter space as indicated in Fig. 2.4 for the example of N5 = 3 by the black lines. The NLSP is
the τ̃1 (̃`R) for large (small) values of tan β while for medium tan β values the τ̃1 and the right-handed
sleptons (̃eR, µ̃R) are almost degenerate in mass (CoNLSPs)1. The region of small Λ and large tan β
is theoretically excluded since it leads to tachyonic states. GMSB models with τ̃1 NLSP have been
searched for at LEP using the pair production of τ̃1 and the subsequent decay τ̃1 → τG̃. For prompt de-
cays, τ̃1 NLSPs with masses below 87 GeV have been excluded [32]. Other searches have been carried
out more recently at the ATLAS experiment in final states with either multiple light leptons or multiple
hadronic τ lepton decays[12, 33].

To study the dependence of the SUSY models on the two free parameters Λ and tan β, a set of signal
scenarios were generated that differ by varying step-sizes in the Λ − tan β plane. Fig. 2.4 shows the
leading order GMSB production cross section in the Λ − tan β plane. While only a small dependence of
the cross section on tan β can be observed, it strongly depends on Λ due to the increase of the masses
of the SUSY particles with increasing Λ. For example, in the range Λ = 10 TeV to Λ = 50 TeV the
cross section drops by four orders of magnitude. The lepton production rates across this grid of GMSB
signal scenarios are shown in Fig. 2.5. The effects of the changing NLSP are clearly visible on the τ
production. Compared to mSUGRA models with high values of tan β, which also lead to a τ̃1NLSP,
GMSB models often yield a higher number of τ leptons in the final state since only the τ̃1 can couple to
the LSP in this case. However, in most cases their cross section is significantly lower. Fig. 2.6 shows the
cross section of events with at least one produced τ across the GMSB grid, i.e., the product of Fig. 2.4
and 2.5(c).

2.3 Phenomenology of Proton-Proton Collisions

Within the Standard Model (with SUSY extensions or not) one should be able to derive observables such
as event rates and kinematics of all known scattering processes from the Lagrangian density. In order

1The CoNLSP-region is defined as the region where the mass difference of the τ̃1 and the right-handed sleptons (̃eR, µ̃R) is
smaller than the mass of the τ lepton
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(a) Average number of true τ leptons
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(b) Average number of leptons
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(c) Branching fraction to ≥ 1τ lepton
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Figure 2.5: Lepton production in the GMSB Λ-tan β-grid. (a) the average number of τ leptons produced in an
event, (b) average number of all leptons produced, including e and µ, (c) branching fraction for events that have
at least one τ in the final state, (d) branching fraction for multilepton final states with at least one τ.
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Figure 2.6: Cross section of events with at least one produced τ lepton across the GMSB Λ-tan β-grid.

to find the total number of events N for a given process that occur over a period of time at a collider
experiment, it is easiest to first consider the instantaneous event rate dN at which a certain process will
occur. To calculate this, two quantities need to be introduced:

dN = Ldσ (2.37)

These quantities are the so-called instantaneous luminosity L, which describes the rate at which pos-
sible scattering partners encounter each other, and the differential cross section dσ, which gives the
probability for a given process to occur each time two scattering partners cross paths. While the lumin-
osity is a quantity of the colliding beams and not of a specific scattering process, the differential cross
section depends on the physics process in question and can be calculated from:

dσ = |M|2dQ (2.38)

whereM is the so-called transition matrix element. It corresponds to the square root of the probability
of a transition from a given initial state in the theory to the desired final state. The phase-space factor
dQ encodes how many kinematically different final states contribute to the desired final state.

Within the Standard Model one can calculate the matrix element from the Lagrangian density, using
pertubation theory. At a hadron collider there are additional aspects, which are briefly summarised in
the following list and described in more detail thereafter.

• Parton Distribution Functions: The Lagrangian of QCD is formulated in terms of elementary
quarks and gluons, while at the LHC these partons are contained within the colliding protons. In
order to describe the initial state of a proton-proton collision, all possible combinations of initial
state partons and their momenta, which contribute to the desired final state, must be summed over
using so-called Parton Distribution Functions (PDFs), which need to be determined by experi-
ment.

• Higher-order Corrections: As the coupling constant of QCD is large, the higher order terms
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in perturbative calculations contribute significantly to the total matrix element. However most
strong processes have only been calculated to leading (LO) or next-to-leading (NLO) order in
perturbation theory. This means that higher order corrections, that include contributions with
additional final state partons, need to be accounted for by phenomenological models. These
corrections are especially important at hadron colliders as the initial state partons are strongly
interacting.

• Hadronisation Due to QCD confinement, the final state quarks and gluons are not observed as
free particles but hadronise into colour-neutral hadrons. The energy scale at which this occurs
is far below the energy scales at which perturbative QCD calculations are valid and therefore
phenomenological models need to be applied.

• Underlying Event and Pileup: In addition to the hard interaction of interest, interactions between
the other partons in the initial state protons (Underlying Event) and additional proton-proton in-
teractions that happen simultaneously with the hard interaction (Pileup) need to be considered.

To make predictions of observables for any physics process, one uses programs, so-called event gen-
erators, which provide a list of final state particles with their four-momenta according to a standardised
interface, the so-called Les Houches accord [34]. While each of these programs uses slightly different
implementations to address all the requirements listed above, first a generic description of each of these
problems is given in Sections 2.3.1, 2.3.2, 2.3.3 and 2.3.4, while the list of important physics pro-
cesses in the context of this thesis is then given in Sec. 2.4 together with a brief description of the event
generators used to generate the simulated samples for these processes.

2.3.1 Parton Distribution Functions

In proton-proton collisions what it measured is the differential cross section dσ(PP → X) for the two
colliding protons to produce the final state X. Since the matrix element is only known in terms of the
differential partonic cross section dσ(pp → X), one needs to give a prescription how to derive the one
from the other:

dσ(PAPB → X) =
∑
a,b

∫
dxadxb fa/PA(xa, µ

2
F) fb/PB(xb, µ

2
F)dσ(pp→ X) (2.39)

Here the functions fa/PA(xa, µ
2
F) and fb/PB(xb, µ

2
F) are called parton distribution functions (PDFs) and

give the probability density of finding a parton a(b) with momentum fraction xa(xb) in proton A(B) at
a scale µF . All parton combinations that can produce the final state X are summed over. This means
that the hadronic cross section can be derived by convolving the partonic cross section with the parton
distribution functions. This is known as the QCD-factorisation theorem. Since these PDFs depend on
the interactions of the partons within the proton, a regime where perturbative QCD breaks down, they
cannot be determined from first principles, but need to be deterimed from experiment.

Many different experiments offer measurements of the PDFs, among them fixed-target experiments
like neutrino scattering, electron-proton scattering experiments such as HERA and hadron collider
experiments such as the Tevatron and the LHC. The need for determining the PDFs with different ex-
periments becomes apparent when one considers that they do not only depend on the fraction of the
proton momentum xa,b, carried by the parton, but also on the momentum transfer of the measured col-
lision. It is possible to derive the PDFs for momentum transfers relevant for the LHC from previous
experiments, by parametrising PDFs measured at lower momentum transfer and then evolving the para-
metrisation using the DGLAP [35–37] evolution equations. Many different functional forms can be
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2.3 Phenomenology of Proton-Proton Collisions

used to parametrise the proton PDFs, and indeed there are many different collaborations each providing
their own parametrisation. Some of the most well-known of these collaborations are the ABKM [38],
CTEQ [39, 40], HERAPDF [41, 42], MSTW [43] and NNPDF [44, 45]. Since both the measurement
as well as the evolution of the measured PDFs to LHC scales yield uncertainties on the form of the
PDFs, all collaborations provide so-called error eigenvector PDF sets. These PDF sets are obtained by
the Hessian method, in which an orthonormal basis of eigentvectors of the fit parameters, together with
their uncertainties is determined. Uncertainties due to the PDF fit can then be determined by comparing
the measured observables in samples simulated once with the default PDF set and once with the error
eigenvector set.

2.3.2 Higher-Order QCD Corrections/Parton Showers

Since the transition matrix element is not completely known analytically, it needs to be calculated using
perturbation theory in orders of the strong coupling constant αs. This calculation can only be performed
up to a fixed order, which turns out to be leading or next-to-leading order for most processes (depending
on the event generator). This means that additional partons, radiated off the initial state or final state
particles, are not accounted for. To provide a description of these addition partons so-called parton
shower algorithms are employed that, in the case of QCD, introduce additional splittings of the final and
initial state partons of the form q→ qg, g→ gg or g→ qq̄. The function of a parton-shower algorithm
is explained here, using the parton shower algorithm implemented in the Pythia [46] event generator as
an example: The probability for not encountering a split, when evolving a parton energy from a higher
scale Q2 to a lower scale q2, is given by the so-called Sudakov form factor ∆(Q2, q2), which depends on
the difference between the two scales, and the process of parton showering is described probabilistically
by generating random numbers between zero and one and comparing them to these probabilities. Going
down from the higher scale in small intervals, the algorithm finds the first Sudakov form factor which is
larger than the generated random number. The splitting corresponding to this form factor occurs and this
process is repeated all the way down to a minimum scale Q2

0 ≈ 1 GeV at which the showering algorithm
is stopped. Another parton shower algorithm employed in simulating the samples used in this thesis is
called Herwig [47], which uses a similar showering scheme, but instead of ordering the splittings in the
momentum transfer, Herwig orders the splittings by the emission angle.

2.3.3 Hadronisation

Quarks and gluons cannot be observed as free particles. Since the list of final state particles provided
by the event generator together with parton showers still contains quarks and gluons, these partons need
to be combined into hadrons. While this process of hadronisation cannot be described by perturbative
QCD, several phenomenological models exist which can be used to describe it. The Lund model [48]
uses colour strings, which connect neighbouring partons and can be broken up by producing a new qq̄
pair. Using the colour information from these strings the outgoing partons are then combined into colour
neutral mesons and baryons. Herwig again uses a different approach, called the cluster model, where
each gluon is split into a qq̄ pair, after which the list of quarks is clustered into colour singlet states,
which are subsequently decayed into hadrons [49]. Since both of these approaches cannot derive their
predictions from an underlying theory, their parameters need to be tuned to measurements.
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2.3.4 Underlying Event and Pileup

While the hard scattering events of interest happen only between one parton in each of the colliding
protons, there are additional interactions within and between the two proton remnants. This is known
as the “underlying event”. One way to account for this is the model of multiple partonic interactions in
which additional interactions between the remaining partons are simulated. This model is implemented
in both the Pythia and JIMMY [50] programs, and probabilistically generates additional interactions, that
normally occur at scales much smaller than the hard process. The Herwig generator is usually interfaced
with JIMMY to simulate the underlying event, although it does have its own model to describe it.

In addition to the interactions of the proton remnants, there can be several additional proton-proton
collisions within the same bunch crossing. This phenomenon is called in-time pileup. At design para-
meters the bunch spacing in the LHC will be 25 ns, which is shorter than the readout time for the full
ATLAS detector. Therefore some of the signals recorded in one bunch crossing will be due to collisions
occuring in the previous bunch crossing. This is know as out-of-time pileup. Just like the underlying
event, most of the additional collisions from pileup will be soft compared to the hard process. These
events are often referred to as “minimum-bias” events, because one needs to be careful to avoid a
process-specific selection to gather a sample of these events in data. To account for in-time and out-of-
time pileup in simulation, such minimum-bias events are simulated and a Poisson-distributed number
of them is overlayed on top of the hard process in question. Because the full range of processes and of
initial state and final state momenta are available in simulating these events, it is most probable that the
bulk of them will be made up of QCD 2→ 2 processes at low momentum transfer.

2.4 Simulated Samples

This final section of this chapter gives an overview of the physics processes, both Standard Model and
SUSY, studied as part of this thesis. While the event generators used to simulate these processes only
provide a list of final state particles together with their four-momenta, these lists were passed through a
simulation of the ATLAS detector based on GEANT4 [51], using the Athena software framework [52,
53], to generate a data format, which can then be further processed with the same reconstruction and
analysis algorithms used for real collision data. In order to match the pile-up conditions obversed in
data, the simulated samples of both background and signal processes are overlayed with a Poissonian-
distributed number of pile-up events [54, 55] and the resulting events are reweighted such that the
distribution of the number of interactions per bunch crossing agrees with the data.

2.4.1 Monte Carlo Background Samples

The important Standard Model processes in the context of the studies presented in this thesis are de-
scribed here in the order in which they appear.

Multi-jet event production is simulated using the Pythia [46] event generator with the AMBT1
tune [56]. In the AMBT1 tune, measurements of the charged-particle multiplicity in early ATLAS data
are used to improve the description of low-energy collisions and the underlying event by the generator.
Since the cross section for multi-jet production at the LHC is only known from theory with large un-
certainties the normalisation for this process was treated differently in the different studies presented in
this thesis. In the performance studies, where the focus lies on comparing the shapes between data and
simulation, the normalisation of the simulated sample was fixed to the data integral. In the SUSY search
described later, a cross section of ≈ 11 mb was assumed for the optimisation of the event selection. For
the final background estimate in this search, the normalisation was estimated directly from data.
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Production of vector bosons in association with jets (W + jets and Z + jets) is simulated with the
ALPGEN [57] generator, using the CTEQ6L1 [58] PDF set and the two processes are normalised to a cross
section of 31.4 nb and 9.02 nb [59–61], respectively. Up to five additional hard partons with more than
20 GeV of transverse momentum are simulated as part of the matrix element, while softer additional final
state partons are generated by the parton shower in HERWIG. A dedicated matching algorithm prevents
double-counting and HERWIG is interfaced to JIMMY [50] to simulate the underlying event.

Top quark pair, single top quark and diboson production are generated with MC@NLO [62] and the
CTEQ6.6 [39] PDF set and are normalised using cross sections of 0.165 nb, 0.085 nb [63–65] and
0.071 nb [66, 67], respectively. MC@NLO provides the matrix element at next-to-leading-order in QCD
perturbation theory. The parton showering is also handled by HERWIG for these processes and the un-
derlying event is also simulated using JIMMY. Due to the matching that needs to be performed between
the NLO calculation and the parton shower to avoid double-counting, a significant fraction of events are
simulated with negative event weights.

The programs TAUOLA [68, 69] and PHOTOS [70] are used to model the decays of τ leptons and the
radiation of photons, respectively.

2.4.2 Monte Carlo Signal Samples

Samples of simulated GMSB events are generated with the Herwig++ [71] generator for values of Λ

and tan β in the ranges 10 < Λ < 85 TeV and 2 < tan β < 45, with the SUSY mass spectra generated
using ISAJET 7.80 [72]. The MRST2007 LO* [73] PDF set is used and the production cross sections
are calculated with PROSPINO [74–77] to next-to-leading order in the QCD coupling constant using
the next-to-leading-order CTEQ6.6 [39] PDF set. Two benchmark points with Λ = 30 (40) TeV and
tan β = 20 (30) are chosen as representative, signal scenarios. They are used to optimise the event
selection and in plotting as a stand-in for the SUSY signal. These benchmark points have moderate
cross sections of 1.95 (0.41)pb, while not yet being excluded by former experiments. They also respect
current constraints from SM measurements as b→ sγ and (gµ − 2)/2.
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Chapter 3

The ATLAS Experiment

This chapter gives an overview of the experiment at which the work for this thesis was performed. A
brief introduction to the LHC machine, which provides the proton beams used to produce the collision
data analysed in this thesis, is given in Sec. 3.1. These data were recorded with the ATLAS detector,
one of the two large, multi-purpose detectors installed at the LHC. There is another large, multi-purpose
detector at the LHC (CMS) and two smaller detectors, one dedicated to b-quark physics (LHCb) and one
dedicated to heavy-ion collision measurements (ALICE). The ATLAS detector and its subsystems are
described in Sec. 3.2, to give an understanding of the large challenges posed to the detector design by
the high luminosity and beam energy provided by the LHC machine and the need to measure not only
supersymmetric final states but also all important decay modes of the Higgs boson and most known
Standard Model processes with a precision not previously achieved.

3.1 The LHC

The Large Hadron Collider (LHC) at CERN near Geneva, Switzerland is the most powerful particle
accelerator built to date. According to its design specifications it is built to accelerate protons up to
an energy of 7 TeV, resulting in a centre-of-mass energy of

√
s = 14 TeV in up to 2808 bunches with a

spacing of about 7.5 m, which corresponds to a time of 25 ns between two bunch-crossing or a frequency
of 40 MHz. The number of protons per bunch was foreseen to be 1.1×1011 with a transverse bunch radius
of 16.6 µm (RMS) and a longitudinal spread of 7.55 cm (RMS). At the interaction points the beams are
crossed at an angle of about 300 µrad to avoid unwanted collisions outside the nominal interaction
points. The resulting nominal instantaneous luminosity is 1034cm−2s−1. At this high luminosity it is
expected that not only one proton-proton collision per bunch crossing takes place. Rather, the average
number of collisions within each bunch crossing µ is expected to be on the order of µ ≈ 25.

While most of these design goals have not yet been achieved at the time of writing this thesis, the
LHC has broken both the world record for highest centre-of-mass energy as well as the one for highest
instantaneous luminosity since its inauguration at a centre-of-mass energy of

√
s = 900 GeV in Septem-

ber 2008. Even though the machine suffered a major incident shortly after inauguration, in which a
faulty connection between the superconducting magnets used to bend the beam caused a year-long shut-
down for repairs, one can say that the LHC has exceeded expectations as to the speed and reliability
with which the accelerator was commissioned. Since March of 2010 the LHC is delivering stable beams
of
√

s = 7 TeV with an instantaneous luminosity of up to 3.6 × 1033 cm−2s−1. The time profile of the
integrated luminosity delivered by the LHC and recorded by ATLAS in 2010 and 2011 can be seen in
Fig. 3.1. The number of colliding bunches was increased from 1 to 348 in 2010 and was up to 1332 in
2011. At the same time the number of protons per bunch was increased from 0.1 × 1011 to 1.2 × 1011

in 2010. With 1.3 × 1011 protons per bunch in 2011 the LHC already exceeds the expected nominal
proton-bunch density. From these numbers of protons per bunch and the resulting densities at the inter-
action spot, one can derive the resulting average number of interactions per bunch crossing which rose
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Figure 3.1: Total delivered and recorded integrated luminosity in 2010 (left) and 2011 (right). The cumulative
luminosity is shown versus time delivered by the LHC (green), and recorded by ATLAS (yellow) during stable
beams and for pp collisions at 7 TeV centre-of-mass energy. The delivered luminosity accounts for the luminosity
delivered from the start of stable beams until the LHC requests ATLAS to turn the sensitive detector off to allow
a beam dump or beam studies. Shown is the integrated luminosity as determined from counting rates measured
by the luminosity detectors. These figures were taken from the public ATLAS luminosity results website [78].

from below one in 2010 to µ ≈ 3, while the average value in 2011 rose from µ ≈ 8 in March to µ ≈ 16
after August.

3.2 The ATLAS Detector

With the experimental conditions provided by the LHC in mind, the ATLAS detector was designed as
a multi-purpose detector to search for the Higgs boson, rare SM processes and also for signatures of
physics beyond the Standard Model. Considering the cross section of inelastic proton-proton collsions
of 80 mb at the design centre-of-mass energy of

√
s = 14 TeV, the detector needs to be able to withstand

the fluence produced by 109 events per second over a period of several years and measure hadronic
particles with high precision. Further considering that many of the rare Standard Model (and beyond the
Standard Model) processes involve charged leptons and/or invisible particles escaping the detector, such
as neutrinos or long-lived neutral particles, the design goals of the ATLAS detector can be summarised
as follows [79]:

• Fast, radiation-hard electronics and sensor elements are required, as well as high detector gran-
ularity to handle the particle fluxes and to reduce the influence of additional proton-proton colli-
sions occuring in the same bunch crossing as the collisions of interest.

• The largest possible acceptance in pseudorapidity and full coverage in azimuthal angle is desired.

• A high efficiency in the reconstruction of charged particles with a high resolution of the meas-
urement of their momenta is required. In order to successfully detect τ leptons and b-jets, high-
precision vertexing detectors close to the interaction region are needed to reconstruct secondary
vertices.

• High-resolution electromagnetic (EM) calorimetry with a high granularity is required to identify
electrons and photons. Accurate measurements of jet energies and missing transverse energy
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are also required, which in turn requires full-coverage hadronic calorimetry with a good energy
resolution for hadrons.

• It is necessary to identify muons with a good momentum resolution over the range of 1 GeV up
to 1 TeV and to reconstruct their charge correctly.

• To achieve a manageable trigger rate, a trigger system is needed that selects also low-pT objects
with a high efficiency, while at the same time providing sufficient background rejection.

The ATLAS experiment is described in detail in Ref. [79]. The descriptions in this section are adopted
from or based on this reference, if not stated otherwise.

The ATLAS coordinate system is a right-handed system with the x-axis pointing to the centre of the
LHC ring, the y-axis pointing upwards, and the z-axis following the beam line. The spherical coordinates
φ and θ are defined in the usual way, with the azimuthal angle, φ, measuring the angle in the xy-plane
from the positive x-axis, increasing towards positive y. The polar angle θ is measured with respect to
the positive z-axis. At hadron colliders the pseudorapidity η, defined as:

η = − ln(tan
θ

2
), (3.1)

is often used instead of the polar angle. For massless particles, differences in pseudorapidity are invariant
under Lorentz boosts along the z-axis, as η is equal to the rapidity y of such particles. As most particles
whose momenta are measured with ATLAS like electrons, muons or light hadrons have masses much
less than a GeV, η can be said to be a good approximation of y in most cases. Differences in solid angle
are usually given as

∆R =

√
∆η2 + ∆φ2. (3.2)

Another important quantity that will be used throughout this thesis is the momentum of a particle trans-
verse to the beam axis pT. This is defined as:

pT =

√
p2

x + p2
y, (3.3)

where px,y are the x, y-components of the particles four-momentum.
A cutaway view of the entire detector is shown in Fig. 3.2, where all major components of the de-

tector are pointed out separately. It can be seen that the ATLAS detector is built in layers around the
interaction point, where several sets of layers can be identified as belonging to each of the sub-detectors.
In the following a short overview of the different sub-detectors is given, in the order as seen from the
perspective of a particle traversing the detector from the interaction point outwards.

The Inner Detector (ID), which comprises the first set of layers in the detector, is used to detect the
passage of charged particles and reconstruct their trajectories. In order to be able to measure also the
momenta of the charged particles the ID is immersed in the 2 T magnetic field of a solenoid, which sur-
rounds the central tracker volume. Precision tracking and vertex resolution is offered by the innermost
tracking system denoted the semi-conductor tracker (SCT). It consists of three inner layers of semicon-
ductor pixel detectors and several layers of silicon strip detectors, both with a coverage of |η| < 2.5. The
outermost part of the inner detector consists of the Transition Radiation Tracker (TRT) made of straw
tubes, which covers up to |η| < 2.0.

Energies of both charged and neutral particles are measured by two calorimeter systems. The inner
one, the electromagnetic calorimeter (ECAL) uses liquid-argon (LAr) as the active material and lead as
absorber material and covers the range |η| < 3.2. Hadronic calorimetry in the range |η| < 1.7 is provided
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Figure 3.2: Cut-away view of the ATLAS detector. The dimensions of the detector are 25 m in height and 44 m in
length. The overall weight of the detector is approximately 7000 tons [79].

by a scintillator-tile calorimeter. A LAr-based hadronic calorimeter covers the range 1.5 < |η| < 3.2.
The forward calorimeters, which again employ LAr as active material, provide both electromagnetic
and hadronic energy measurements, and extend the coverage up to |η| < 4.9.

The muon spectrometer comprises the outermost layers of the detector, providing muon identification
and momentum measurements with a coverage up to |η| < 2.7. The muon trajectories are bent using an
air-core toroid system.

Selection of interesting events over the dominant QCD multi-jet processes, occurs via a three-level
trigger system, which consists of a hardware-based trigger (Level 1) and a higher level software-based
trigger system (denoted HLT) which consists of two subsystems called Level 2 and Event Filter trigger
respectively. Additional detectors are installed in the forward region along the beam pipe to measure the
luminosity delivered by the LHC. The following sections describe the different sub-detector systems in
more detail.

3.3 Inner Detector

At the very high luminosity foreseen for the nominal beam conditions at the LHC, roughly one thousand
particles will emerge from the interaction point during every bunch crossing. This leads to a very large
particle flux density close to the interaction point, in which the tracking system needs to distinguish
single charged particles and survive the high radiation levels for several years. Silicon pixel and strip
detectors in the SCT and, at larger distances from the interaction point, also the straw tubes of the TRT,
offer both the precision and radiation hardness necessary for these tasks. The different components of
the inner detector are shown in Fig. 3.3 und described in detail hereafter.
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3.3 Inner Detector

Figure 3.3: Cut-away view of the ATLAS Inner Detector [79].

3.3.1 The Semiconductor Tracker (SCT)

Precision tracking and vertexing is provided by the silicon pixel and strip detectors which are arranged
in concentric, cylindrical layers around the interaction point in the barrel region of the detector and in
disks perpendicular to the beam axis in the endcaps.

The three innermost layers, which provide the precision vertexing capabilities, are instrumented with
silicon pixel detectors, segmented in R − φ and z with a minimum pixel size of 50 × 400 µm2 which
leads to an intrinsic accuracy in R − φ of 10 µm and 115 µm in z. To achieve the best possible vertexing
resolution the innermost layer, often called the b-layer as vertexing is crucial in the identification of
b-quark jets, is positioned as close to the beam pipe as possible at a distance R = 50.5 mm.

The eight remaining layers of the SCT consist of silicon strip detectors, where two layers are always
joined, such that each strip detector is overlayed by another at an angle of 40 mrad to provide measure-
ments of hit positions in two dimensions, with the measurement of position in the third dimension being
offered by the position of the two modules along the beam pipe. This combination of layers yields four
space point measurements per track in the strip detectors, with an intrinsic resolution of 17 mm in R− φ
and 580 mm in z in both the barrel and the endcaps.

3.3.2 The Transition Radiation Tracker (TRT)

The TRT is made up of straw tubes filled with xenon gas. The xenon gas is ionised by traversing
charged particles. The straws in the barrel region lie along the beam axis and are 144 cm long. They
are segmented at η = 0 with one sensing wire extending into each hemisphere of the detector. In the
endcaps the straws extend radially away from the beam pipe up to a length of 37 cm. This means that
each straw only measures the position of charged particles in the R − φ direction, for which it has an
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intrinsic resolution of 130 µm per straw. The large number of straws (≈ 351 thousand readout channels)
means that an average charged particle is recorded in the TRT with 36 separate hits. Together with
the larger distance to the interaction point compared to the SCT, this means that the TRT contributes
significantly to the precision of the momentum measurement of charged particles. Additional material
interleaved with the straw tubes causes high-pT electrons to emit transition radiation photons which are
absorbed in the straw tubes to produce higher signal amplitudes for electrons than for other particles
traversing the TRT. This additional information is used in electron identification.

3.4 Calorimeters

ATLAS employs sampling calorimeter technology, which is separated in two parts: an inner part used
to contain and measure electromagnetic showers and an outer part to contain and measure hadronic
particle showers. The calorimeter with its separate components is displayed in Fig. 3.4. One of the
main design goals of the calorimeter is hermeticity to improve the resolution of missing transverse mo-
mentum. Therefore the calorimeter coverage extends up to |η| < 4.9. Different technologies are used in
the pseudorapidity region covered by the inner detector. The very high granularity of the electromagnetic
calorimeter (ECAL) allows for high precision electron and photon reconstruction and identification. The
rest of the calorimeter still has a good enough resolution, even with a coarser granularity, to measure
both the energy and position of hadronic jets with sufficient precision. Apart from high-precision en-
ergy measurements and particle identification, the calorimeters must also provide good containment
for electromagnetic and hadronic showers and must also limit punch-through into the muon system.
Therefore the amount of active and absorber material budgeted in the ECAL amounts to more than 22
radiation lengths X0 in the barrel and more than 24X0 in the end-caps. To contain hadronic showers the
combination of ECAL and hadronic calorimeter (HCAL) amounts to at least 9.7 hadronic interaction
lengths λ in the barrel (10λ in the endcaps) and an additional thickness of 1.3λ is provided by the outer
support structure of the calorimeters. This amount of material in the calorimeter has been shown by
measurements as well as simulation to reduce punch-through into the muon spectrometer to below the
irreducible levels due to prompt muons or muons from in-flight decays. The two components of the
calorimeter system are described in more detail hereafter.

3.4.1 Electromagnetic Calorimeter (ECAL)

The electromagnetic calorimeter is a sampling calorimeter in which liquid argon is used as the active
material interlaced with lead absorber plates. The barrel part (|η| < 1.475) is segmented into three
sections in depth and two half barrels, one for each η-hemisphere, while each endcap consists of two
coaxial wheels: one outer wheel, segmented into three layers in depth, that overlaps with the inner
detector over the range 1.375 < |η| < 2.5, and one inner wheel, segmented into two layers in depth, with
coverage over 2.5 < |η| < 3.2. An “accordeon-like” geometry was chosen for the layers of LAr and
lead, interlaced with kapton electrodes to collect the signals from the active material, see Fig. 3.5. This
geometry ensures absolute symmetry in φ without any cracks over the full coverage of the ECAL.

In the region |η| < 1.8, used for precision measurements of electrons and photons, the ECAL is
equipped with a presampler calorimeter, which can be used to correct for the energy lost by electrons
and photons upstream of the calorimeter. The presampler consists of an active LAr layer of thickness
1.1 cm (0.5 cm) in the barrel (end-cap) region. The first actual layer (≈ 4X0) of the ECAL (called the
η-strip layer) has the highest granularity of up to ∆η = 0.0031 in the range of |η| < 1.8 and somewhat
coarser beyond that. This allows for a separation of prompt single photons from the two overlapping
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Figure 3.4: Cut-away view of the ATLAS calorimeter system [79].

showers of photons from π0 → γγ decays or electrons from the energy deposits of hadrons in the
ECAL. The granularity in φ is somewhat coarser with a cell size of ∆φ =0.1 rad. While the η-strip layer
is important for position measurements and particle identification, most of the energy of high energy
electrons and photons is deposited in the second layer which has a thickness of approximately 16X0 and
a cell size of 0.025 × 0.025 in η and φ. The third layer (the so-called Tail Catcher), with two interaction
lengths in thickness, is used to contain the tails of the showers from very highly energetic electrons
and photons and has a coarser granularity of 0.050 × 0.025 in the region |η| < 2.5. The design energy
resolution of the ECAL is given as:

σ(E)
E

=
10%

√
E( GeV)

⊕ 0.7%. (3.4)

3.4.2 Hadronic Calorimeter (HCAL)

The hadronic calorimeter, placed directly outside the ECAL envelope, is also a sampling calorimeter
employing steel as absorber and scintillating tiles as the active material in the barrel region. Two sides
of the scintillating tiles are read out by wavelength shifting fibres into two separate photomultiplier
tubes. The barrel part, covering the region |η| < 1.7, is separated into three layers, the first two with a
granularity of ∆η × ∆φ of 0.1× 0.1 rad and the third one with a granularity of ∆η × ∆φ of 0.1× 0.2 rad.

The Hadronic End-Cap (HEC) calorimeter overlaps with the barrel tile calorimeter and covers the
region 1.5 < |η| < 3.2. In contrast to the barrel tile calorimeter, the HEC shares a cryostat with the
end-cap ECAL and also uses liquid argon as the active material. The absorber is, however, made of
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Figure 3.5: Sketch of a barrel module where the different layers are clearly visible with the ganging of electrodes
in φ. The granularity in η and φ of the cells of each of the three layers and of the trigger towers is also shown [79].
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copper and the design energy resolution of the hadronic barrel and end-cap for jets is:

σ(E)
E

=
50%

√
E( GeV)

⊕ 3%. (3.5)

The Forward Calorimeter (FCal), covering 3.1 < |η| < 4.9, is segmented into three layers in depth,
the first of which is optimised for electron and photon shower measurements, while the second and third
layer are meant to measure hadronic jets. Therefore copper plates are used in the first layer, while the
second and third layer consist of tungsten. Each layer contains longitudinal channels, regularly spaced,
and filled with the electrode structure consisting of concentric rods and tubes parallel to the beam axis.
LAr in the gap between the rod and the tube is used as the sensitive medium. The design resolution of
the FCal for jets is:

σ(E)
E

=
100%
√

E( GeV)
⊕ 10%. (3.6)

3.5 Muon System

Muons are the only charged particles that are able to pass through the ID and calorimeters without being
stopped. Therefore another set of three layers of detector material surrounds the calorimeter in order to
detect muons and measure their momenta. The layout of the muon system (also sometimes called the
muon spectrometer, or MS) is shown in Fig. 3.6.

To be able to measure the muon momenta in this sub-detector, three large, superconducting air-toroid
magnets are installed around the muon detector layers. Each of the three arrays of magnets consists of
eight coils arranged radially and symmetrically around the beam axis. In the range |η| < 1.4 the field of
the large barrel toroid alone achieves the bending of muon tracks, while in the range 1.4 < |η| < 1.6 the
two endcap toroids, which are installed at an offset to the central toroid, contribute to the magnetic field
encountered by the muons. In the region 1.6 < |η| < 2.7 the muons only encounter the magnetic field of
the endcap toroids alone. Since the toroid coils are arranged parallel to the beam axis the magnetic field
of the muon system is orthogonal to the field of the central solenoid and bends the muon trajectories in
the R−z plane. The performance in terms of bending power is given by the integral of the magnetic field
along a hypothetical trajectory of a muon with infinite momentum

∫
B⊥dl. The barrel toroid provides a

bending power between 1.5 and 5.5 T m up to |η| < 1.4, while the end-cap toroids offer between 1 and
7.5 T m in the range 1.6 < |η| < 2.7. In the transition region where the two magnet systems overlap the
bending power is somewhat lower.

Different types of detector technologies are used in the muon system, due to the dual requirements of
measuring the muon positions with high precision, as well as having fast detector readout to associate
a muon signature with a specific bunch crossing and use this information for online selection of events.
Monitored Drift Tube chambers (MDTs) are used for the second and third muon spectrometer layers
over the entire range of η < 2.7, while they are only used up to η < 2.0 in the first layer. In the first
layer they are complemented by multiwire proportional chambers, with cathode strips in orthogonal
direction, so-called Cathode Strip Chambers (CSC), because these have a better time resolution. The
CSCs measure the muon position in the R−φ plane with an intrinsic precision of 40 µm× 10 mm, while
the MDTs only measure the track positon in the z direction with a resolution of 35 µm.

Since both these types of detectors are mostly designed for precision tracking and the MDTs do not
measure position in φ, they need to be complemented by faster detectors for the online selection of muon
events. This is done in the central region |η| < 1.05 with so-called Resistive Plate Chambers (RPC) with
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Figure 3.6: Cut-away view of the ATLAS muon system [79].
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a time resolution of 1.5 ns and in the region 1.05 < |η| < 2.4 with Thin Gap Chambers (TGCs) with a
time resolution of 4 ns.

With this arrangement of muon track detectors good momentum resolution (better than 10%) can be
reached for muon tracks up to 1 TeV. For low-momentum muon tracks, the momentum measurement
usually needs to be complemented by the pT-measurement in the inner detector due to the strong bending
of the muons by the magnetic field of the toroids.

3.6 Trigger

Given the high event rate of about 40 MHz and an average event size of the order of a few MB on disk,
a trigger system is needed to reduce the number of recorded events significantly. A design output rate of
about 200 Hz is achieved by employing a combination of hardware- and software-based triggers in three
levels. The hardware-based level-one trigger (L1) selects single objects with high pT, such as muons,
electrons, photons, jets or hadronically decaying τ leptons as well as the sum of the transverse momenta
of these objects to identify significant amounts of missing transverse momentum. The information
used to identify these interesting signatures comes only from a subset of the detectors, with a coarser
granularity to achieve the shortest possible calculation time of less than 2.5 µs. This reduces the event
rate down to 75−100 kHz. In addition to the pass-or-fail decisions, the L1 trigger system also provides a
list of so-called “Regions of Interest” (RoIs), in which the high-pT objects, that passed any of the trigger
thresholds, lie. For each RoI the following information is provided: the type of object that fired the L1
trigger, the thresholds that were passed and the location in the detector.

These RoIs are passed as input to the software-based level 2 trigger (L2). Using the full set of sub-
detectors at full granularity within these RoIs, the L2 trigger has about 40 ms to make further decisions.
Due to the time constraint, the algorithms employed to identify and select objects have to be simplified
versions of the offline selection algorithms. This reduces the event rate to about 3.5 kHz. The final
layer of trigger selection is called the Event Filter (EF), which also has the full granularity and the full
information from all sub-detectors available. Since the EF trigger employs algorithms that are very
similar to the offline selection of particles, the computing time per event amounts to about 4 s. The
processing of events with the Event Filter is done on separate computing clusters inside the ATLAS
cavern and reduces the event output to the desired 200 Hz.

3.7 Forward Detectors

For the measurement of the luminosity delivered by the LHC an online LUminosity measurement using
the Cherenkov Integrating Detector (LUCID) is performed with detector elements situated at z = ±17 m
and very close to the beam pipe (|η| ≈ 5.8). This is the main luminosity monitor for the ATLAS experi-
ment, which measures primarily the relative luminosity, by detecting inelastic proton-proton scattering
events in the forward region. The Zero Degree Calorimeter (ZDC) at z = ±140 m (|η| > 8.3), the
Minimum Bias Trigger Scintillators (MBTS) at z = 3.65 m (2.09 < |η| < 3.84), the Beam Conditions
Monitor (BCM) [80] at z = ±1.84 m (|η| = 4.2), the inner detector (|η| < 2.5) and the electromag-
netic calorimeter (|η| < 4.9) also all offer capabilities for luminosity measurements to cross-check the
measurement by LUCID. The ALFA detector (Absolute Luminosity For ATLAS), a scintillating fibre
tracker located inside roman pots at z = ±240 m, also measures the luminosity by detecting elastic
proton-proton scattering at very small angles [81]. The relative uncertainty on the integrated luminosity
recorded with the ATLAS experiment in 2010 and 2011 is estimated as 3.4% [82].
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Analysis Objects

When performing a particle physics measurement it is clear that one does not observe the particles
described in Chapter 2 directly but only through their interaction with the detector, or the interaction
of their decay products. In order to correctly separate the detector signatures of different elementary
particles, many different algorithms have been developed. These algorithms are not only designed to
identify different elementary particles, but also to measure their kinematical quantities. At the ATLAS
Experiment specific algorithms exist to identify muons, electrons, photons, hadronic jets, b-quark jets
and hadronic τ-lepton decays and brief descriptions of the methods used to identify each but the last
type of object are given in this chapter. A more detailed description of the τ-lepton reconstruction and
identification algorithms, together with some original studies performed as part of the work for this
thesis, is given in Chapters 5 and 6. In Sec. 4.1 an introduction to the basic detector-level objects,
which are used in forming the higher-level physics objects, is given. The higher-level physics objects
are described in Sec. 4.2. Apart from hadronic τ-lepton decays, the objects of particular interest in
the measurementes presented in this thesis are hadronic jets, electrons and muons. Photons are not used
explicitly. Sec. 4.2.4 introduces another important quantity in SUSY searches, the transverse momentum
imbalance in the detector, called Emiss

T . This chapter closes with an explanation of how ambiguities
caused by multiple physics objects reconstructed from the same detector signature of a real particle are
resolved in Sec. 4.3.

4.1 Basic Objects in the Detector

All particle reconstruction and identification algorithms at the ATLAS Experiment start from two types
of basic reconstructed objects: charged particle tracks and calorimeter cell clusters. The reconstruction
of these objects is explained in the following section, as far as it is necessary to understand the more
complicated particle reconstruction algorithms.

4.1.1 Track Reconstruction

The reconstruction of charged particle tracks proceeds in several steps. In the first step, three-dimensional
space points are built from the signals in the SCT pixel and strip layers. Also the signals in the individual
straw tubes in the TRT are combined into so-called calibrated drift circles [83]. In the next step seeds
for track finding are built from all clusters of three or more space points which are close to each other in
the first four layers of the SCT. These seeds are extrapolated to the outer layers of the SCT and matched
with reconstructed space points in these layers. A track fit is performed, after which outlier clusters
are removed, cluster-to-track association ambiguities are resolved, and tracks are rejected according to
quality criteria like the number of hits in the different layers and the goodness of the track fit. In the next
step, these track candidates are associated with the reconstructed drift circles. These extended tracks
are refitted using the information from SCT and TRT and compared to the SCT-only tracks. TRT hits
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associated with the tracks which significantly reduce the quality of fit compared to the SCT-only fit are
labeled as outliers, meaning that they stay associated with the track, but are not used in the fit.

After this procedure is completed another algorithm, which is called “backtracking”, is applied, in
which track segments in the TRT that have not been associated with any SCT hits by the default tracking
algorithm are extended back into the SCT and combined with SCT track fragments which were not
selected as track seeds in the SCT. These kind of track fragments are often created by a particle decaying
into charged daughters outside the first few layers of the SCT and therefore the backtracking algorithm
improves the reconstruction efficiency for electron tracks from photon conversions and tracks from
long-lived particle decays.

After both tracking algorithms are completed, a dedicated vertex finding algorithm is executed to
reconstruct the primary collision vertex. This is followed by separate algorithms intended to identify
photon conversions and secondary decay vertices.

4.1.2 Calorimeter Cluster Reconstruction

As the ATLAS calorimeter is a very finely segmented sampling calorimeter, there are several different
possibilities to reconstruct physics objects from the three-dimensional calorimeter shower information.
The standard method of reconstructing particle showers in the ATLAS calorimeter is to collect the en-
ergy in individual cells into so-called topological clusters (topoclusters) [84]. This clustering algorithm
selects seed cells that exceed a given energy threshold. By default this threshold is set to four times the
average noise signal σnoise of the cell. Cells which are adjacent and in which more energy than twice
their σnoise is measured are added to the cluster. Cells are added to the cluster until no more adjacent
cells are found which exceed their σnoise in this way and in a final step all adjacent cells are added which
have recorded positive energy. In a final step the energy depositions of neighbouring cells are compared
to find local maxima of the energy depositions within a cluster. If more than one maximum is found,
the cluster is split into two smaller clusters until only one local maximum of energy deposition is left
within each cluster. Because the ATLAS calorimeter is non-compensating, all cell energies are meas-
ured at a scale appropriate for measuring electromagnetic showers (EM scale). Therefore each cluster
is classified as being of either hadronic or electromagnetic origin using cluster shape variables and the
clusters are calibrated accordingly. This procedure is know as local hadron calibration (LC) [85].

4.2 Physics Objects

In the context of the physics measurements detailed in the following chapters the tracks and cell clusters
described above are interpreted as individual particles. It is necessary therefore to give an overview of
how these basic reconstruction objects are combined and what selection criteria are applied to derive the
actual physics objects used in further analysis.

4.2.1 Jet Selection

Different jet-finding algorithms [86–88] can be used to cluster the energy depositions from hadronic
jets, using either tracks, calorimeter cells, towers or clusters as input. The standard method at the
ATLAS Experiment is to apply an anti-kT jet-finding algorithm [87] with a distance parameter R = 0.4
on the topoclusters described above. The four-momenta of the clusters associated to each jet are added
assuming zero mass for each of the four-vectors. Unless stated otherwise, the hadronic jets used in the
following chapters are selected from the list of calorimeter jets produced by the jet-finding algorithm
by requiring |η| < 2.8 and pT > 20 GeV, where pT is the component of the jet momentum transverse
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to the beam axis. For the requirement on pT an additional calibration is applied to the jets, which uses
numerical inversion of the true response of hadronic jets determined from simulation [85]. All of the
jets within an event that pass the η and pT requirements after calibration, along with further so-called
cleaning criteria designed to reject jets reconstructed from detector noise and other instrumental effects,
are considered as hadronic jet candidates.

Due to the long lifetime of b-hadrons, it is possible to separate jets that contain b quarks from
jets that only contain light quarks and gluons. This can be exploited to separate SM processes like
tt̄ from other processes without b-quark jets (see Chapter 7). In this thesis, a neural network called
JetFitterCOMBNN [89] is used for this purpose. The efficiency and purity of this “b-tagging” algorithm
at the chosen working point were measured in ATLAS data to be 60% and 94.6%, respectively [90], and
a slight mismodelling of these values in the simulation is corrected for.

4.2.2 Electron Selection

Isolated electrons are reconstructed using a sliding-window algorithm to find seed cell clusters in the
electromagnetic calorimeter. One isolated high-pT track is matched to the seed cluster by comparing
the cluster position with the track position extrapolated to the calorimeter surface. The track momentum
ptrack is also required to be consistent with the cluster energy Eclus within Eclus/ptrack < 10.

Electron candidates found in this way are identified using information on the track-to-cluster match-
ing, calorimeter shower shapes and the number of high-threshold hits in the TRT. For the direction of
electron candidates the direction of the track is used, unless the sum of hits and dead sensors traversed
by the track in the silicon tracking detector is below four. In this case, the direction of the cluster asso-
ciated with the electron candidate is used. This is then used as the direction of the electron momentum
and the magnitude of the momentum is set equal to the total energy in the electron cluster, neglect-
ing the electron mass. The transverse momentum pT is then obtained in the usual way from the x-
and y-components of the momentum four-vector. The following acceptance requirements are applied:
|η| < 1.37 || 1.52 < |η| < 2.47 and pT > 20 GeV.

4.2.3 Muon Selection

Muons are reconstructed from a combination of inner detector (ID) tracks and tracks in the muon spec-
trometer. These so-called combined muons use the MS tracks by extrapolating them back to the inter-
action point, applying corrections for energy loss in the detector material, and combining them with the
tracks reconstructed in the inner detector. A χ2 fit of the combined track is evaluated to classify the
quality of the match. The momentum of the muons is taken from either the MS (for high pT) or ID (for
low pT) measurement.

To improve the muon selection efficiency, also such muons which are found by extrapolating inner
detector tracks outwards to the MS and matching them to incomplete segments of MS tracks, so-called
segment-tagged muons, are used. For these muon candidates, the momentum measurement of the MS
track segment is not reliable, which is why only the ID measurement is used to reconstruct their mo-
menta.

Muons must satisfy |η| < 2.4 and pT > 20 GeV and fulfill further identification criteria. The most
important of these are: at least one hit in the pixel detector and at least six hits in the SCT, of which
one has to be in the b-layer, are required for the ID track. For muons in the central region, |η| < 1.9,
at least six hits in the TRT are required as well. For muons with more than five hits in the TRT, the
number of TRT outlier hits needs to be less than 10% of the total number of TRT hits (both associated
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and outliers). For all the criteria on the number of hits in the tracking detector, dead modules traversed
by the extrapolated muon track are counted as hits.

4.2.4 Emiss
T Reconstruction

The missing transverse energy, ~Emiss
T , is of great importance in searches for R-parity conserving SUSY

scenarios, because it represents the vectorial sum of the transverse momenta of all particles in a collision
that escape the detector unobserved. R-parity conserving SUSY predicts two LSPs per event that escape
the detector unseen if they are only weakly interacting.

Missing transverse energy is reconstructed as the negative vector sum of the total transverse energy
in an event and is therefore a two-component vector:

~Emiss
T =

(
Emiss

x
Emiss

y

)
. (4.1)

In principle this quantity can be computed by projecting the momenta of all calorimeter objects onto
the transverse plane. However due to the different calibrations that need to be applied to different physics
objects, better results can be obtained by associating cells with identified physics objects and applying
the proper calibration for these physics objects. In addition, the transverse momenta of all identified
muons are taken into account by adding in the pT-measurements of muon tracks. The full formula for
the computation of the two ~Emiss

T components then reads:

Emiss
x(y) = −Ee

x(y) − Eγ
x(y) − Ejets

x(y) − Esoftjets
x(y) − Eµ

x(y) − Ecellout
x(y) . (4.2)

This formula includes one term for jets with pT > 20 GeV and one for soft jets with 7 GeV < pT <

20 GeV, because a special calibration needs to be applied to the soft jets. The Ecellout
x(y) term includes all

cells and clusters that cannot be associated with a physics object. Assuming perfect particle identifica-
tion and energy/momentum resolution, ~Emiss

T should be equal to the vectorial sum of transverse momenta
of all non-detectable particles. In the following both the vector ~Emiss

T and its magnitude are denoted by
the symbol Emiss

T .
It is important to note that in this definition hadronic τ-lepton decays are treated as hadronic jets,

because their calibration methods are similar enough that the performance of the Emiss
T measurement in

events with real hadronic τ-lepton decays is not significantly affected.

4.3 Overlap Removal

Since all the particle selection algorithms detailed above operate independently on the same basic re-
construction output of the ATLAS detector, i.e. lists of tracks, clusters and jets, it is common for these
objects to be associated several times with different physics objects. To avoid double-counting of the
detector signature of one single real particle (or jet), it is necessary to apply a so-called “overlap re-
moval” algorithm. The aim of this algorithm is to remove any duplicate reconstructed physics objects,
which stem from the same true physics object. This is achieved by assigning priorities to the different
reconstructed objects, by which any ambiguity between two overlapping objects can be resolved. The
following algorithm is used in this thesis:

1. if both an electron and a τ candidate are selected within ∆R < 0.2, the electron is kept and the τ
candidate is rejected;
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2. if both a muon and a τ candidate are selected within ∆R < 0.2, the muon is kept and the τ
candidate is rejected;

3. if both an electron and a jet are selected within ∆R < 0.2, the electron is kept and the jet is
rejected;

4. if both a τ candidate and a jet are selected within ∆R < 0.2, the τ candidate is kept and the jet is
rejected;

5. if both a jet and an electron are selected within 0.2 < ∆R < 0.4, the electron is assumed to be
from a secondary decay within the jet and is rejected;

6. if both a jet and a muon are selected within ∆R < 0.4, the muon is assumed to be from a secondary
decay within the jet and is rejected.

This algorithm is identical to that used in other SUSY searches at the ATLAS Experiment, except for the
addition of the steps specific to τ candidates; these are given lower priority than electrons and muons
since the misidentification probabilities for electrons and muons are much lower than the ones for τ
candidates. The efficiency for real, hadronic τ-lepton decays, that were reconstructed as τ candidates,
to pass these overlap removal steps is very high (above 99.9%), while up to 10% of true electrons and
muons are removed. Muons very rarely fake jets, so no dedicated muon-jet overlap removal step is
included. The final two steps listed are not, strictly speaking, overlap removal, since the reconstructed
objects may be sufficiently distinct. Instead, these steps reject leptons from secondary decays, in par-
ticular of heavy quarks, within the jet; the jets are retained in the object selection while the leptons,
assumed to be unassociated with the physics process of interest, are discarded.
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Chapter 5

Reconstruction and Identification of Hadronic
τ-Lepton Decays

This chapter gives an overview of the methods used at the ATLAS Experiment to reconstruct hadronic
τ-lepton decays and to separate them from signatures of other physics objects like hadronic jets from
quarks or gluons and lighter leptons. The leptonic decay modes of the τ lepton are not considered
here, since these would be classified as electrons or muons during reconstruction and the identification
algorithms used for light leptons (see Sec. 4.2.2 and Sec. 4.2.3) can be applied to them.

The algorithms used to find hadronic τ-lepton decays in the detector can be split into two categories.
The first category, which is described in Sec. 5.1, consists of so-called reconstruction algorithms. These
are designed to collect all detector responses, like tracks in the inner detector and energy deposits in the
calorimeter, to the visible part of the τ-lepton decay and construct from these a so-called “τ candidate”.
Since the reconstruction algorithms are not designed to separate real τ-lepton decays from other physics
objects, the term τ candidate only denotes the reconstructed object and does not imply a decision on
which particle(s) actually were reconstructed as a τ candidate. From the tracks and calorimeter deposits
the four-momentum of the τ candidate is reconstructed and identification variables are computed that
encode tracking and shower-shape information characteristic for hadronic τ-lepton decays.

This information is used by the second class of algorithms to identify hadronic τ-lepton decays and
separate them from other particles. The LHC being a hadron collider, the most abundant process in
the ATLAS detector is the production of hadronic jets, with a production cross sections several orders
of magnitude larger than that of the most copious source of real τ leptons, which is the decay of W
or Z bosons. Several algorithms have been developed to provide the necessary suppression against
misidentified τ candidates coming from hadronic jets, using rectangular cuts, a projective likelihood or
a boosted decision tree [91] (henceforth denoted as BDT j). Since only the BDT j method is used in
the studies presented in this thesis, Sec. 5.2 will focus on describing this way of discriminating against
hadronic jets, with only a brief comparison of its performance with the performance of the cut-based
and projective likelihood identification. The next most probable source of misidentified τ candidates
are light leptons, especially electrons. Two methods for suppressing electrons are commonly used at
the ATLAS Experiment; a simple variant, applying rectangular selection criteria on shower shape and
tracking variables that discriminate between electrons and charged pions (which are mainly produced in
hadronic τ-lepton decays), and a boosted decision tree classifier. Again, bearing in mind the application
to the physics analysis, only the simpler, cut-based variant for electron rejection (henceforth denoted
as e±-veto) is explained in detail in Sec. 5.2. Details on the other identification methods can be found
in [91]. Sec. 5.3 gives a short overview of the methods used at the ATLAS Experiment to determine
the selection efficiency of the τ reconstruction and identification algorithms for real hadronic τ-lepton
decays.
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Figure 5.1: Efficiency of the calorimeter-seeded τ-reconstruction algorithm as a function of the transverse mo-
mentum of the visible τ-lepton decay products. The efficiency calculation includes a requirement for at least one
reconstructed track with pT ≥ 1 GeV being associated to the candidate.

5.1 Tau Reconstruction

The reconstruction of hadronic τ-lepton decays starts with the selection of so-called “seeds”, which can
be either energy deposits in the calorimeter or tracks of charged particles in the inner detector. For both
seed types there exists a dedicated algorithm, which applies selection criteria, measures the kinematic
variables of the seed and calculates additional variables that can be used as input for the identification
algorithms described later. A large part of the technical work performed for this thesis was to maintain
and improve the calorimeter-seeded τ-candidate reconstruction, as well as to integrate it together with
the track-seeded reconstruction into one single joint algorithm, which has become the standard in the
ATLAS Experiment. Therefore only this algorithm will be discussed here in detail. Further discussion
of the two separate τ-lepton reconstruction algorithms can be found in [83]. The validation of τ-lepton
reconstruction since the beginning of data-taking at the ATLAS Experiment at a centre-of-mass energy
of
√

s = 900 GeV, which was also part of the work for this thesis, is documented in [92–94].

In the calorimeter-seeded algorithm, the anti-kT topocluster jets introduced in Sec. 4.2.1 are used
as seeds for reconstructing τ candidates, albeit with different acceptance criteria. Any reconstructed
jet with pT ≥ 10 GeV and |η| ≤ 2.5, which corresponds to the acceptance of the tracking system, is
considered a viable τ candidate. The efficiency of this selection, including a requirement for at least one
reconstructed track with pT ≥ 1 GeV to be associated with the τ candidate, as determined for simulated
W → τν decays, can be seen in Fig. 5.1.

5.1.1 Track Reconstruction

Tracks of charged particles found in the inner detector are then associated with the τ candidates by
requiring a maximum distance of ∆R = 0.4 in the η and φ plane to the energy-weighted barycentre
of the calorimeter jet that seeded the τ candidate. These tracks are then required to satisfy certain
quality criteria [91] to ensure that they come from particles produced in a highly energetic proton-proton
collision. These quality criteria are:
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5.1 Tau Reconstruction

Figure 5.2: Illustration of track selection around the calorimeter seed of a τ candidate. Both the inner and outer
cone are centered around the energy-weighted barycentre of the calorimeter jet seed. The neutral pion as well as
the tracks from the charged pions fall into the core cone, which is suggested by the inner circle. The space between
the inner and the outer cone is called the isolation annulus, which is used to calculate identification variables for
the suppression of hadronic jet background.

pT > 1 GeV, (5.1)

number of pixel hits ≥ 2, (5.2)

number of pixel hits + number of SCT hits ≥ 7, (5.3)

|d0| < 1.0 mm, (5.4)

|z0 sin θ| < 1.5 mm, (5.5)

where d0 is the distance of closest approach in the transverse plane between the reconstructed vertex and
the track and z0 denotes the distance of closest approach in longitudinal direction. All tracks fulfilling
these quality criteria are classified as belonging to the core cone (∆R < 0.2) or the isolation annulus
(0.2 ≤ ∆R ≤ 0.4) of the candidate, as illustrated in Fig. 5.2. Tau candidates are classified as single-
or multi-prong, depending on the number of tracks counted in the core cone, since the products of
a real hadronic τ-lepton decay are expected to be contained within the core cone, while the isolation
annulus is expected not to contain any decay products from real hadronic τ-lepton decays. Information
on the amount of energy deposited, or charged particles found in the isolation annulus with respect to
the core cone is therefore used in several of the discriminating variables for separating real hadronic
τ-lepton decays from candidates reconstructed from quark- or gluon-initiated jets. Fig. 5.3 shows the
distributions of two of these identification variables. The definition of the two variables is given in
Sec. 5.1.3.

5.1.2 Calibration

Although the transverse momentum of the jet seed is calculated from the sum of the four-vectors of all
clusters associated with the jet, the computation of the transverse momentum of τ candidates only uses
the sum of the four-vectors of all clusters within ∆R < 0.2 of the jet seed direction. This has been found
to make the pT measurement more resistent to pile-up effects (see Sec. 2.3) and also to yield a good
resolution for real hadronic τ-lepton decays, as the visible decay products of τ-lepton decays are known
to be well contained within the smaller core cone for all the pT ranges considered here. A comparison
of the reconstructed transverse momentum with the true transverse momentum of the hadronic τ-lepton
decay products was performed for a mixed sample of simulated Z → ττ and Z′ → ττ decays. In this
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Figure 5.3: Distributions of identification variables that characterize the distance of reconstructed tracks associated
with τ candidates from the jet seed axis. The maximum distance of tracks found in the core cone is shown on the
left and the average distance of all tracks, including the isolation annulus, is shown on the right. The definition
of the two variables is given in Sec. 5.1.3. The distributions are shown both for τ candidates reconstructed from
simulated hadronic τ-lepton decays (red dashed histogram) and a data sample enriched in quark- and gluon-
initiated jets (black markers).
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Figure 5.4: Response curves as a function of reconstructed τ-candidate pT before applying the truth-based correc-
tion factors for one-prong (left) and multi-prong (right) τ candidates in various η bins [91].
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sample, the distribution of the ratio of generated over reconstructed pT is fitted with a Gaussian function
in bins of true pT, reconstructed η and reconstructed number of prongs. Using the mean of the Gaussian
fit in each true pT bin, response curves as a function of reconstructed pT for all η and number of prong
bins are constructed and shown in Fig. 5.4. These response curves are used to correct the reconstructed τ
candidate pT to ensure that the response for real hadronic τ-lepton decays is as close to unity as possible.
Further studies of the performance and uncertainties of this procedure are presented in [91].

5.1.3 Identification Variables

While the actual identification of hadronic τ-lepton decays is performed with separate algorithms, which
are based on multi-variate classifiers of different types, the input distributions for these classifiers are
already prepared within the reconstruction algorithms. Many different variables are used in separating
hadronic τ-lepton decays from hadronic jets and electrons. The full list is given in [91]. Here only the
subset of variables used by the BDT j classifier for the suppression of quark- and gluon-initiated jets and
the e±-veto for the suppresion of τ candidates from electrons or positrons is shown.

Identification Variables: Jet Rejection

The BDT j classifier uses eleven different variables to separate real hadronic τ-lepton decays from had-
ronic jets in the ATLAS detector. Most of these variables describe the multiplicity and relative proximity
of tracks and energy depositions within the τ candidate. For real hadronic τ-lepton decays, one expects
a small number of charged and neutral pions with a smaller spread of tracks and showers compared to
the high-multiplicity of spread-out particles in hadronic jets from quarks or gluons. The invariant mass
of the products of the τ-lepton decay can be reconstructed from calorimeter clusters as well as charged
tracks (neglecting the neutral component). Finally, the secondary vertex created by the decay of a τ
lepton into multiple charged pions can be reconstructed from the tracks associated with the τ candid-
ate. Example distributions of these variables are shown in Fig. 5.5 for simulated Z → ττ and W → τν

samples and a sample of di-jet events collected from 2011 ATLAS data. The full list of the identification
variables with their definitions is given below:

Number of isolation tracks (Niso
track): the number of tracks reconstructed in the isolation annulus (0.2 ≤

∆R ≤ 0.4) around the jet-seed axis.

Track radius (Rtrack): the pT weighted average distance of tracks to the jet-seed direction:

Rtrack =

∑∆Ri<0.4
i pT,i ∆Ri∑∆Ri<0.4

i pT,i
, (5.6)

where i runs over all core and isolation tracks of the τ candidate, pT,i is the track transverse
momentum and ∆Ri is the distance in the η − φ-plane between the track i and the jet-seed axis.

Maximum ∆R (∆Rmax): the maximal ∆R between a core track and the jet-seed axis.

Track mass (mtracks): the invariant mass of the track system, where the tracks used for the invariant
mass calculation are both core and isolation tracks:

mtracks =

√√√ ∑
tracks

E

2

−

 ∑
tracks

p

2

. (5.7)
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Figure 5.5: Example distributions of identification variables used in the BDT j classifier. The red dashed histo-
grams show the expected distribution from a simulated sample mix of Z → ττ, Z′ → ττ and W → τν decays,
while the black markers are for a sample of QCD di-jet events collected from 2011 data [91].
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Leading track momentum fraction ( ftrack):

ftrack =
ptrack

T,1

pτT
, (5.8)

where ptrack
T,1 is the transverse momentum of the leading or highest-pT track in the core region and

pτT is the transverse momentum of the τ candidate, calibrated at the EM energy scale. Even though
real hadronic τ-lepton decays can have a significant contribution from neutral particles, this vari-
able is expected to exhibit higher values for real hadronic τ-lepton decays than for hadronic jets,
because of the smaller charged and neutral particle multiplicity.

Leading clusters energy ratio ( f3 lead clusters): the ratio of the energy of the three most energetic
clusters over the total energy of all clusters associated with the τ candidate.

f3 lead clusters =

∑∆Ri<0.2
i∈{1,2,3} ET,i∑∆R j<0.2
j∈{all} ET, j

, (5.9)

where i and j run over all clusters associated with the τ candidate within ∆R < 0.2. ∆Ri is
defined as the distance between a barycentre of the cluster and the jet-seed axis. ET,i is the cluster
transverse energy, calibrated at the LC scale.

Core energy fraction ( fcore): the fraction of transverse energy within (∆R < 0.1) of the jet-seed axis:

fcore =

∑∆Ri<0.1
i∈{all} ET,i∑∆R j<0.4
j∈{all} ET, j

, (5.10)

where i runs over all cells associated with the τ candidate within ∆R < 0.1 and j runs over all
cells in the wider cone of ∆R < 0.4. The calorimeter cells associated with a τ candidate are
those which are contained in the topological clusters that are constituents of the jet seeding the
τ reconstruction. ∆Ri is defined as the distance between a calorimeter cell and the jet-seed axis.
ET,i is the cell transverse energy, calibrated at the EM scale.

Calorimetric radius (RCal): the energy-weighted, average distance to the jet-seed axis of cells in both
the electromagnetic and the hadronic calorimeter within ∆R < 0.4 of the jet seed:

RCal =

∑∆Ri<0.4
i∈{all} ET,i ∆Ri∑∆Ri<0.4

i∈{all} ET,i
, (5.11)

Cluster mass (meff. clusters): the invariant mass computed from the constituent clusters of the seed jet,
calibrated at the LC energy scale:

meff. clusters =

√√√ ∑
clusters

E

2

−

 ∑
clusters

p

2

. (5.12)

To minimise the effect of pileup, only the first N leading ET clusters (so-called “effective clusters”)
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are used in the calculation, defined as

N =
(
∑

i ETi)2∑
i ET

2
i

, (5.13)

where i runs over all clusters associated with the τ candidate, and N is rounded up to the nearest
integer.

Transverse flight path significance (S flight
T ): the decay length significance of the secondary vertex

for multi-prong τ candidates in the transverse plane:

S flight
T =

Lflight
T

δLflight
T

, (5.14)

where Lflight
T is the reconstructed signed decay length, and δLflight

T is its estimated uncertainty. Only
core tracks are used for the secondary vertex fit.

Leading track IP significance (S lead track): the impact parameter significance of the leading track
of the τ candidate:

S lead track =
d0

δd0
, (5.15)

where d0 is the distance of closest approach of the track to the reconstructed primary vertex in the
transverse plane, and δd0 is its estimated uncertainty.

Identification Variables: Electron Rejection

As opposed to the BDT j for the rejection of quark- and gluon-initiated jets, the e±-veto classifier uses
only four different variables. The situation is further simplified by the fact that electrons, producing only
a single track in the inner detector, are very unlikely to be misreconstructed as three-prong τ candidates.
Therefore they need only be compared to τ-lepton decay modes with a single charged hadron. The
variables used to separate electrons from single-prong hadronic τ-lepton decays are similar to those
used in regular electron identification. Distributions of these variables for a simulated signal sample of
Z → ττ decays and a simulated background sample of Z → ee decays are shown in Fig. 5.6. The full
list of these variables with their definitions is given below:

TRT HT fraction ( fHT): the ratio of high-threshold to low-threshold hits (including outlier hits), in the
Transition Radiation Tracker, for the leading pT core track.

fHT =
# High-threshold TRT hits
# Low-threshold TRT hits

. (5.16)

Since electrons are lighter than pions, and therefore have higher Lorentz γ factors, they are more
likely to produce transition radiation that causes high-threshold hits in the TRT.

Electromagnetic track fraction ( f track
EM ): the ratio of the transverse energy deposited in the electro-

magnetic calorimeter (at EM scale) to the transverse momentum of the leading track:

f track
EM =

∑∆Ri<0.4
i∈{EM} ET,i

ptrack
T,1

, (5.17)
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Figure 5.6: Distributions of the input variables to the e±-veto classifier. Shown are the fraction of high-threshold
TRT hits (top left), the hadronic track fraction (top right), the maximum strip ET (bottom left) and the electromag-
netic track fraction (bottom right) for a simulated signal sample of Z → ττ decays (red dashed histogram) and a
simulated background sample of Z → ee decays (blue dashed histogram) [91].
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where i runs over all cells in the EM calorimeter within ∆R < 0.4 of the jet-seed axis.

Hadronic track fraction ( f track
Had ): the ratio of the hadronic transverse energy (at EM scale) over the

transverse momentum of the leading track:

f track
Had =

∑∆Ri<0.4
i∈{Had} ET,i

ptrack
T,1

, (5.18)

where i runs over all cells in the hadronic calorimeter within ∆R < 0.4 of the jet-seed axis.

Maximum strip ET (Estrip
T,max): the maximum transverse energy deposited in a cell in the pre-sampler

layer of the electromagnetic calorimeter, which is not associated with that of the leading track.

5.2 Tau Identification

After the identification variables as well as the calibrated four-momentum and the associated tracks of
the τ candidate have been provided by the core reconstruction algorithms, a second class of algorithms,
so-called identification algorithms, come into play. Since the analysis presented in this thesis uses
the BDT j and cut-based e±-veto, only the working principles of these methods are illustrated here. A
useful measure of the performance of these identification algorithms is the efficiency for a reconstructed
τ candidate to pass the additional selection requirements of the identification algorithm. Depending
on whether the reconstructed τ candidate is known to come from a real hadronic τ-lepton decay or
from another source, a hadronic jet or an electron, one speaks about signal or background efficiency,
respectively. The information on the real source of the reconstructed τ candidate can either be obtained
from truth-level information in the simulation or from a selected high-purity data sample of signal or
background candidates. Once this information is available the signal and background efficiencies can
be computed as follows:

Signal efficiency:

ε
n-prong
sig =

(# of τ candidates with n reconstructed tracks, passing ID,
and truth-matched to a simulated n-prong decay

)
(
# of simulated hadronic τ-lepton decays with n prongs

) (5.19)

Background efficiency:

ε
n-prong
bkg =

(
# of τ candidates with n reconstructed tracks, passing ID

)
(# of τ candidates with n reconstructed tracks)

(5.20)

For all identification algorithms, there exist predefined selections with different “levels of tightness”
that are called “loose”, “medium” and “tight”. For the algorithms that are used to suppress quark-
or gluon-initiated jets, these selections were trained to provide a pT-independent signal efficiency of
approximately 70%, 50% and 30% percent, respectively. The corresponding background efficiencies
are shown in Fig. 5.8. The signal and background efficiencies for the different levels and methods of
electron suppression are shown in Fig. 5.10.
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5.2 Tau Identification

5.2.1 Hadronic Jet Rejection using Boosted Decision Trees

A boosted decision tree is a multivariate classifier that uses several simple yes-and-no decisions on single
variables at a time to classify data as either signal or background. The toolkit for training the BDT j

classifier used for separating hadronic τ-lepton decays from hadronic jets at the ATLAS Experiment
is documented in detail in [95]. This toolkit offers many different options for training decision tree
classifiers to improve performance and avoid overtraining. The actual configuration used for training
the BDT j classifier is documented in [91]. For the training (growing) of the BDT j classifier two samples
of events, one with real hadronic τ-lepton decays (signal) and one with τ candidates reconstructed from
hadronic jets (background) were provided. The signal sample was obtained from a combination of
W → τν, Z → ττ and Z′ → ττ Monte Carlo samples generated with PYTHIA and the background
samples were obtained from a selection of di-jet events in ATLAS data, collected in the spring of 2011
that amount to about 0.8 fb−1. Together with the list of eleven discriminating variables detailed above,
these samples constitute the input to the training of the BDT j classifier. A more detailed description of
the sample selection can also be found in [91]. With this input a non-boosted decision tree is grown by
the following algorithm:

1. The list of input variables is iterated over and the single cut value for each variable is determined
that gives the best separation between signal- and background-type events.

2. The single variable that gives best separation is selected and the sample of signal and background
events is separated into two daughter nodes (leaves) according to the cut on this variable.

3. This procedure is repeated on each of the daughter leaves until a stopping criterion, usually a
minimum number of events of each type in one leaf, is reached.

4. If the stopping criterion has been reached for a given leaf, it is classified as either a signal or
background leaf, depending on which category the majority of events in this leaf belong to.

Note that this algorithm can possibly use a single variable more than once and others not at all,
depending on the relative separation power and correlations between the input variables. The sequence
of cuts defined by the path from the root node to each leaf node within the tree defines a hypercube in the
eleven-dimensional space spanned by the τ-identification variables used as input. Therein also lies the
large advantage of decision tree classifiers to simple rectangular cuts. A set of rectangular cuts defines
only one hypercube in this space for the signal hypothesis and one for the background hypothesis.
The decision tree on the other hand defines as many hypercubes as it has leafs and can therefore in
theory (and with unlimited number of training events) approximate any volume in the variable space,
even several, disjoint volumes. This also means that it can take into account any type of correlation,
even non-linear ones. This big advantage of the decision tree algorithm is offset by its instability to
statistical fluctuations in the training samples and its tendency for overtraining. To circumvent these
problems a procedure called “boosting” [96] is applied to the single simple decision tree obtained above
by applying the so-called “AdaBoost” algorithm [97]. The principle of this boosting algorithm is to train
a succession of decision trees - a decision forest - using the same input variables and samples as were
used for growing the first tree. But for each successive tree signal and background events that were
misclassified by the previously grown tree are weighted by a so-called “boost weight” or “boost factor”.
The weights of all events are then renormalised to ensure that the sum of weights remains constant
over all iterations. Any single event is then classified by the majority vote of all trained decision trees,
rather than by the decision of a single tree. The strength of this majority vote can be expressed in a
number between 0 and 1 and the distribution of these values for the specific decision tree trained for τ
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Figure 5.7: Distribution of BDT j scores for one-prong (left) and three-prong (right) candidates. The distribution
for simulated real hadronic τ-lepton decays from Z → ττ and W → τν (red dashed histogram) is compared to the
distribution for τ candidates reconstructed from hadronic jets (black markers) selected in 2011 ATLAS data using
a tag-and-probe selection [91].

identification described here is shown in Fig. 5.7 for signal and background τ candidates with one or
three reconstructed tracks separately. The identification of τ candidates with the BDT j classifier can
then be performed by requiring τ candidates to have a BDT j score greater than a certain value.

The expected performance of the BDT j classifier is shown in Fig. 5.8 compared with the simple cut
based and projective likelihood approach. It can clearly be seen that the BDT j classifier gives the best
rejection for a given signal efficiency out of these three methods, especially for low-pT τ candidates,
which is very important as the cross section for the production of hadronic jets falls strongly with the pT
of the jet. Therefore improved suppression of hadronic jet background at low pT is a significant factor
in favour of this classifier.

5.2.2 Rejection of Electrons using a Simple Decision Tree

In this algorithm the rejection of τ candidates reconstructed from electrons is performed by applying
consecutive selection criteria on the four identification variables: f track

Had , f track
EM , Estrip

T,max and fHT. While
a boosted decision tree classifier trained to reject τ candidates from electrons that uses nine different
variables also exists, it was found that a simple decision tree using fewer variables is sufficient in the
context of the analysis presented in this thesis. Although this simpler algorithm acts differently on τ
candidates in the central pseudorapidity region |η| < 1.7 and the forward region |η| > 1.7, it starts in both
cases with a selection on f track

Had , followed by successive critera on f track
EM , Estrip

T,max and fHT, which depend
on whether the previous criteria were fulfilled or not. This selection process also has a tree-like structure
(see Fig. 5.9). However, in contrast to the BDT j classifier no boosting is applied and the decision of the
e±-veto classifier is based on a single decision tree.

The expected performance in terms of real τ lepton efficiency versus inverse electron efficiency of
the e±-veto classifier is shown in Fig. 5.10 in four different regions of pseudorapidity. For comparison,
also the expected performance of the boosted decision tree classifier for electrons is shown. While one
can clearly see that the boosted variant outperforms the simpler decision tree, it will be shown that
the simpler version is more than sufficient to reduce the τ candidate background from electrons in the
context of the SUSY analysis.
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Figure 5.8: Expected performance of all three commonly used τ-identification algorithms (cuts,BDT j and pro-
jective likelihood) used to reject τ candidates reconstructed from hadronic jets. Since the performance of all three
methods depends strongly on the pT of the candidate, the expected performance is shown in two ranges of pT:
20 − 40 GeV (top) and 40 − 100 GeV (bottom). Because all three methods are trained separately for candidates
with one reconstructed track or more than one reconstructed track, the performance is also shown separately for
single-prong (left) and multi-prong (right) candidates [91].

Figure 5.9: Structure of the electron veto algorithm using simple cuts.
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Figure 5.10: Expected performance of both commonly used τ identification algorithms (BDT,e±-veto) used to
reject τ candidates reconstructed from electrons. Since both methods are trained separately in different pseu-
dorapidity regions, the expected performance is shown in four ranges of η [91].
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5.3 Tau Identification Efficiency Measurement in Data

The expected efficiencies of the τ-identification algorithms for signal and background have been shown
in the previous section. All these efficiencies, except for the background efficiency for hadronic jets,
were calculated using truth-level information from simulated samples to classify the reconstructed τ

candidates as either real hadronic τ lepton decays or electrons. However the τ-identification algorithms
depend on many different variables which are sensitive to almost all aspects of the detector performance,
including precision tracking and detailed description of shower shapes in the calorimeter. Mismodelling
in the detector simulation will therefore affect the performance of the τ identification in simulation, and
it is desirable to verify this performance with data-driven methods. Studies to verify the signal efficiency
of the τ identification are described briefly in this section. Because a large part of the work involved
in this thesis went into determining the background efficiencies, especially for hadronic jets, a more
detailed discussion of these studies is given in Chapter 6.

There are two processes which were looked for at the ATLAS Experiment as “standard candles” for
τ-lepton production, namely: Z → ττ and W → τν. Both decays have been observed at the ATLAS
Experiment [98, 99] and cross sections consistent with the Standard Model have been measured. Both
processes were also used to derive an estimate of the signal efficiency of the τ-identification algorithms
in a “tag-and-probe” (see also Chapter 6) approach. This approach consists of selecting events con-
taining real τ leptons from vector boson decays using a “tag” requirement that is uncorrelated to the
identification of the τ-lepton decays in the event. The real hadronic τ-lepton decays in such events can
then be used to “probe” the identification efficiency. In a study which utilises W → τν decays, the tag
is a large amount of missing transverse momentum due to the neutrino. A detailed description of this
study can be found in [100] and an update to current τ-identification algorithms is presented in [91].
While this study is at present still competitive with the one utilising Z → ττ decays, it suffers from
two significant drawbacks. On the one hand the level of background contamination necessitates a more
complicated fitting procedure to extract the signal efficiency for τ identification. On the other hand it is
necessary to use a trigger that includes identification requirements on the probe τ candidate used to ex-
tract the signal efficiency. Especially the second problem is the reason why this study can be considered
at a disadvantage to the efficiency measurement utilising Z → ττ decays, detailed in the following sec-
tion, as it is always preferable not to apply any selection to the probe object in a tag-and-probe study. It
should however be noted that both studies give consistent results, suggesting that the trigger bias on the
probe candidate does not noticeably bias the results at the current level of precision with which these
studies can be performed.

5.3.1 Tau Identification Efficiency Measurement in Z → ττ Decays

In this tag-and-probe study the signal process offers two τ-lepton decays, one of which is used as the
tag to select the events and the other is used as a probe to determine the efficiency to identify hadronic
τ-lepton decays with any given identification algorithm. The tag that provides the highest purity of
Z → ττ events has been found to be a leptonic τ decay, namely the decay into a highly energetic muon,
which can be used to trigger and select the event. The full selection has been adapted from the Z → ττ

cross section measurement [98] and only the identification requirements on the hadronic τ lepton decay
on the probe side have been dropped to obtain a sample of probe τ candidates before identification.
The full selection together with the estimation of backgrounds and associated uncertainties is detailed
in [91]. A dataset of 800 pb−1 has been analysed with this selection and the invariant mass of the visible
decay products of the two τ leptons (i.e. the muon and the hadronic τ decay products) is displayed in
Fig. 5.11, before and after identification with the BDT j classifier.
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Figure 5.11: Visible mass distribution for events selected with a Z → ττ tag-and-probe selection before (left) and
after (right) applying the BDT j classifier identification on the probe τ candidate [91].

This yields the signal efficiency of the τ identification after one subtracts off the expected background
contributions. The signal efficiency for the τ-identification algorithms can then be calculated by dividing
the number of signal candidates in these two distributions (as in equation 5.19). It can clearly be seen
that the candidates after identification are dominated by real Z → ττ decays, but the candidates before
identification have a significant contribution from QCD-multi-jet production and W + jets production,
where the W decays via W → µν and the probe τ candidate is reconstructed from a jet. The uncertainty
on the amount of contamination with QCD-multi-jet events is at present the dominant uncertainty in this
study, limiting the precision of the measurement to 8 − 12% depending on the τ-identification method
applied. As can be expected from the good description of the data distributions in Fig. 5.11 by the
simulation, the measured efficiencies in data and simulation agree well within this uncertainty. This is
true for all τ-identification algorithms at all levels of “tightness”.
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Chapter 6

Study of τ-Lepton Misidentification

In any physics measurement involving particle identification there are two aspects of the performance
of the identification to consider: the efficiency to identify the particles correctly and the probability to
misidentify other particles as the particle in question. The first aspect has been thoroughly studied by
others and is described in Chapter 5. The study of the probability to mistakenly identify hadronic jets
as hadronic τ-lepton decays represents a large part of the work related to τ identification performed in
this thesis and it is also an important aspect of the SUSY analysis presented in Chapter 7. In the case of
τ-lepton identification this probability (hereafter denoted as fID) can be as large as 10%, in contrast to
the identification of e.g. electrons or muons where the probability for mistakenly accepting a hadronic
jet as a lepton is well below the percent level [101, 102]. Considering the abundance of hadronic jet
background at the ATLAS Experiment, the determination of fID is a crucial ingredient in any analysis
involving τ-lepton final states.

In this chapter measurements of fID with a tag-and-probe selection of di-jet events in data are presen-
ted. The idea behind this tag-and-probe method and the event selection are described in Sec. 6.1, to-
gether with the simulated samples used for comparisons with the data. The most current, published
result [103] using 35 pb−1 of data taken at the ATLAS Experiment in 2010 is summarised in Sec. 6.2.
This publication also contains measurements of fID performed by others in different event topologies
and a comparison of the results. The differences in the event selection and results of these studies are dis-
cussed in Sec. 6.3, because they illuminate the greatest difficulty in determining a topology-independent
parametrisation of fID, namely the treatment of the origin of the hadronic jets. It will be shown that
fID depends strongly on whether the hadronic jet in question originates from a quark or a gluon. Addi-
tionally, because the τ-identification algorithms have changed since this measurement was performed,
the same measurement had to be redone with the τ-identification methods used in the SUSY analysis.
The measurement of fID in di-jet topologies is presented in Sec. 6.5. A similar measurement was also
performed with a selection of Z(→ ``) + jets events. This study is presented in Sec. 6.6. The dataset
taken with the ATLAS Experiment in 2011 and analysed in the context of these two studies amounts
to 1.04 fb−1. Both the smaller 35 pb−1 dataset and the most current one were taken at a centre-of-mass
energy of

√
s = 7 TeV.

6.1 Di-jet Tag-and-Probe Method

6.1.1 Selection and Method

The goal of this method is to measure the misidentification probability fID, using an unbiased sample of
τ candidates in data. This is achieved using a tag-and-probe selection. In this tag-and-probe selection,
events are required to exhibit a common signature by which they can be “tagged” and they must contain a
“probe” jet that can be used to measure fID. The requirements on the selected sample can be summarized
as follows:
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• The sample must be large enough to ensure sufficient statistical precision. This is difficult, since
fID depends on several variables of the τ candidate like pT, η, the number of reconstructed tracks
and the amount of pile-up activity (usually represented by the number of reconstructed primary
vertices in the event).

• No significant contribution from real τ leptons or other processes that bias the measurement of
fID may be present.

• The events in the sample must share a clear “tag” signature by which they can be selected from
collision data.

• The tag signature may not bias the values of fID measured for the probe jet.

One process that fulfills all these criteria is QCD-di/multi-jet production. These processes have a very
high cross section that allows binning fID simultaneously in several variables. They have the further
advantage of being almost completely free of real τ-lepton decays or isolated light leptons, such that the
measurement of the probability to misidentify a hadronic jet as a τ lepton is not biased by contributions
from signal or other background signatures. In addition the kinematic correlations between the two
leading jets in such events gives us a handle on which to select a specific sample of so-called “probe
jets”, using the jet on the other side of the di-jet pair as a tag. This correlation is clearest in di-jet events
that contain exactly two quark- or gluon-initiated jets that are exactly balanced in pT and φ. To select
such a sample of events, the following selection requirements are applied:

1. Jets are required to have |η| < 2.5 and pT > 15 GeV.

2. Any pair of jets which is balanced in φ (∆φ ≥ π − 0.3 radians) and pT (|∆pT| ≤ pmax
T /2), where

pmax
T is the pT of the leading jet, is considered a valid “tag-and-probe pair”.

3. Out of these two jets, one is chosen randomly as the tag jet and required to be matched to the
trigger that selected the event.

4. In order to remove the very small contribution from events with real τ-lepton pairs like Z → ττ,
which would pass this selection as well, it is required in addition that the tag jet has at least four
tracks associated with it.

5. The other jet is then picked as probe jet and subjected to the τ-reconstruction and -identification
algorithms. No further requirements are imposed on the probe jet.

6. After a tag-and-probe jet pair that fulfills all requirements above is found, a reconstructed τ can-
didate with at least one track associated with it and with pT > 15 GeV is searched for within
∆R = 0.2 of the probe jet as the last stage of the selection.

For the sample of probe-τ candidates obtained with this selection the misidentification probability fID
can be calculated as

fID =
Number of probe jets identified as τ leptons

Number of probe jets reconstructed as τ candidates
. (6.1)
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6.1.2 Simulated Samples

Where appropriate the measurements performed with data have been compared with simulated di-jet
events from QCD processes generated with Pythia [46] with the ATLAS AMBT1 underlying event
tune [56]. The events were processed with the ATLAS simulation framework [52] based on Geant4 [51].
For the Z(→ ``) + jets measurement, discussed in Sec. 6.6, the data are compared with simulated
events, generated with ALPGEN [57]. Since the amount of pile-up interactions in data was not known
before the production of the simulated samples, events were generated with a distribution in number of
additional interactions from pile-up which only roughly matched the expected pile-up conditions in the
data. To further improve the Monte Carlo description of the average number of interactions per bunch
crossing the simulated samples were separately reweighted to match the distribution of the number of
reconstructed primary vertices in the data.

6.2 Analysis on 35 pb−1

6.2.1 Dataset and Trigger Selection

For all data used in this analysis certain data quality requirements [104] were applied, requiring that
all detector components needed for reconstructing τ candidates were operational and events were se-
lected using a calorimeter jet trigger. Because the data sample recorded in 2010, corresponding to an
integrated luminosity of 35 pb−1, was rather small, a combination of several jet triggers with different
thresholds in transverse momentum of the calorimeter jet were required. In the beginning of data-taking,
only the L1 trigger system was operational and the calorimeter jets were selected with thresholds of
5, 10, 15, 30, 55 or 75 GeV of transverse momentum, measured at the electromagnetic scale. In the
later stages of data-taking in 2010, the software-based trigger system had been commissioned and the
L2 and Event Filter trigger systems were used to select events with pT-thresholds of 20, 30, 35, 50, 75
or 95 GeV at the calibrated energy scale appropriate for hadronic jets. Due to the non-compensating
nature of the hadronic calorimeter, the thresholds on the calibrated scale are higher, but indeed each of
the six high-level triggers corresponds directly to one L1 trigger, which provides the RoI seed for the
software-based triggers. The gain in the number of selected data events from the use of a combination
of triggers stems from the fact that for each jet trigger only a randomly chosen fraction of events se-
lected by the trigger are recorded at the ATLAS Experiment. The inverse of this fraction is called the
“prescale factor”. Therefore it is possible that an event that passed the jet trigger threshold of 50 GeV
is not contained in the sample of events selected by the jet trigger with a threshold of 20 GeV, as one
would naively expect.

6.2.2 Trigger Dependence

While the tag-and-probe selection described above is straightforward to apply on the level of reconstruc-
ted jets and τ candidates, the combination of jet triggers described in 6.2.1 has an effect on the selected
probe jets. Over the course of 2010 data-taking the prescales for the different triggers were gradually
increased, slowly phasing out the low threshold trigger for the benefit of recording more integrated lu-
minosity with higher threshold triggers. This process continued until at the end of data-taking in 2010
only less than one event in ten thousand selected by the 20 GeV EF trigger was recorded. This trigger is
from here on denoted as the 10 GeV L1 trigger, because the largest fraction of the data selected with this
trigger was actually taken before the EF trigger system was operational. In contrast to this the average
fraction of events passing the 95 GeV EF trigger threshold which were recorded was one in five. To
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illustrate the effect of the trigger on the measurements, a comparison was made between the data taken
with these two triggers.
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Figure 6.1: The pT distribution (left-hand side) and the number of tracks (right-hand side) of the τ candidates
associated with the probe jets for the L1 10 GeV trigger threshold [103]. The integrated luminosity quoted is the
integrated luminosity recorded in the early data-taking period multiplied by the prescale factor for this trigger.
The solid markers are the data, the open histogram shows the prediction from Monte Carlo and the statistical
uncertainty on this prediction is represented by the shaded area.
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Figure 6.2: The pT distribution (left-hand side) and the number of tracks (right-hand side) of the τ candidates
associated with the probe jets for the EF trigger with a 95 GeV threshold [103]. The integrated luminosity quoted
is the luminosity recorded in the late 2010 data-taking period multiplied by the prescale factor for this trigger.
The solid markers are the data, the open histogram shows the prediction from Monte Carlo and the statistical
uncertainty on this prediction is represented by the shaded area.

It was found that, even though the trigger that selected the event is required to be matched to the
tag jet, the clear correlation between the two jets in di-jet-like events causes the pT of the probe jet to
be close to the pT of the tag jet. The distribution of pT of the probe-τ candidates and the distribution
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of their number of reconstructed tracks are shown in Fig. 6.1 for events selected with the 10 GeV L1
trigger threshold and in Fig. 6.2 for events selected with the 95 GeV EF trigger threshold. The effective
integrated luminosities quoted include the prescale factors for the different triggers. One can clearly
see the difference in the pT of the probe-τ candidate. Higher-pT probe jets result in a higher charged
particle multiplicity, which is evident when comparing the number of reconstructed tracks of the τ

candidate between the two trigger conditions. Good agreement between data and simulation is seen for
the pT distributions in both cases, while the number of reconstructed tracks distributions shows a shift
to higher values in simulation.

Since the τ-identification algorithms depend not only on the number of reconstructed tracks and the
pT of the candidate, some input variables and the output of the BDT j classifier are also shown in Fig. 6.3
for candidates selected with the 10 GeV trigger threshold and can be compared to the ones selected with
the 95 GeV trigger threshold in Fig. 6.4. While the distributions in data and simulation agree reasonably
well, clear differences can again be seen for almost all variables when comparing between the two
trigger selections. The reason for this is apparent, as most of the variables e.g. REM or Rtrack describe
the width of the hadronic jet being reconstructed as a τ candidate. The width of a hadronic jet scales
roughly with 1√

E jet
and it is therefore understandable that most identification variables of the τ candidate

follow this trend.

The measured misidentification probability fID is displayed in Fig. 6.5 as a function of pT for both data
and Monte Carlo simulation, for the cut-based τ-identification algorithm for the tighter working point as
defined in [105]. On the left hand side of Fig. 6.5 one can see that fID differs significantly between the
lowest- and highest-threshold trigger, even though the agreement between data and simulation is good
for each trigger threshold separately. This disagreement extends over the full range of pT, meaning
that it cannot be caused by threshold effects of the 10 GeV trigger, which can be said to be unbiased
starting at an offline pT of 20 − 30 GeV. The observed behaviour is readily understood by two effects
introduced by the higher threshold trigger. One is the already described pT balancing in di-jet events,
which causes the pT distribution of the probe-τ candidates selected with the higher threshold trigger to
be different within each pT-bin compared to the unbiased pT-spectrum of the 10 GeV trigger. Since the
most important identification variables scale with E−1/2

jet there is still a dependence of fID on the shape
of the pT-spectrum within each bin. The other, more significant effect is the trigger bias on the origin
of the hadronic jet being reconstructed as a τ candidate. For the lower threshold trigger the relative
abundance of quarks and gluons in the hard scattering that produce hadronic jets in the tag-and-probe
jet pair is not biased above 20 − 30 GeV. For the higher threshold trigger the tag jet needs to have a pT
of at least 95 GeV, which means that in the region where the largest discrepancy can be seen in Fig. 6.5,
around 50 − 100 GeV, the probe jet needs to be significantly lower in pT than the tag jet. This happens
most often when the probe jet is mismeasured or split by a hard gluon emission. In both of these cases
the probability for the probe jet to have been initiated by a hard gluon is increased. Gluon-initiated
jets tend to have a higher particle multiplicity and more spread-out showers in the detector. Since the
τ-identification algorithms primarily select τ candidates on the basis of the particle multiplicity and the
spread of signals in the calorimeter and tracking detectors, the misidentification probability for gluon
jets is much lower than for quark jets. This effect can be observed over the entire range of pT below the
higher trigger threshold. On the right hand side of Fig. 6.5 one can see a comparison of the measured
fID with the combination of all triggers during early and late data-taking periods of 2010, where for
the early period the L1 10 GeV trigger was the statistically dominant one, and for the late data-taking
period the EF 95 GeV trigger was statistically dominant. It can be seen that the effect of a trigger bias is
reduced in the combination of all available triggers to less than a 10% relative effect. As will be shown
in the following sections this is well below the level of uncertainty reached in this study.
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Figure 6.3: For early 2010 ATLAS data selected with a L1 jet trigger threshold of 10 GeV: Identification variables
for the reconstructed τ candidates matched to the probe jet: BDT jet score (a), electromagnetic radius REM (b),
track average distance Rtrack (c), longitudinal fraction of the electromagnetic energy EEM

T /ET (d), fraction of the
leading track pT to ET, ftrack,1 (e) and flight path significance of the tracks σvertex

T (f). The integrated luminosity
quoted is the integrated luminosity recorded in the early 2010 data-taking period multiplied by the prescale factor
for this trigger.
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Figure 6.4: For late 2010 ATLAS data selected with a EF jet trigger threshold of 95 GeV: Identification variables
for the reconstructed τ candidates matched to the probe jet: BDT jet score (a), electromagnetic radius REM (b),
track average distance Rtrack (c), longitudinal fraction of the electromagnetic energy EEM

T /ET (d), fraction of the
leading track pT to ET, ftrack,1 (e) and flight path significance of the tracks σvertex

T (f). The integrated luminosity
quoted is the integrated luminosity recorded in the late 2010 data-taking period multiplied by the prescale factor
for this trigger.
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Figure 6.5: Comparison of the misidentification probability, as a function of τ candidate pT, for data and simula-
tion, for the tighter cut-based working point [103]. On the left-hand side plot the solid and open round markers
correspond to the lowest threshold (10 GeV) L1 trigger in data and Monte Carlo, respectively. The solid and open
triangles correspond to the highest threshold (95 GeV) EF trigger in data and simulation, respectively. The result
of combining either all L1 triggers or all EF triggers in data is shown on the right-hand side. The uncertainties
shown are statistical only.

6.2.3 Results

The misidentification probability measured with the di-jet event selection in the 2010 dataset is shown
in Fig. 6.6 as a function of pT for all three commonly used identification algorithms. Since most physics
analyses involving τ leptons require the τ candidates to have either one or three reconstructed tracks
associated with them, fID is only shown for these two cases, for which it differs significantly. The
distribution of fID is also split between events with two or less reconstructed vertices and events with
three or more reconstructed vertices, because of the dependence of fID on the amount of activity around
the jet, which comes from additional low-energy collisions. One can clearly see this dependence in
fID when comparing the left and right column in Fig. 6.6. Additionally the dependence of fID on the
pseudorapidity η of the τ candidate has been studied. It was found that there is no strong dependence
on η. Hence it is justified not to bin fID in η to preserve a higher number of candidates in each bin of pT
and track multiplicity.

The uncertainties shown as shaded areas around the measured values denote the combination of stat-
istical uncertainty of the data and the systematic uncertainties evaluated as described in Sec. 6.2.4.
Overall the misidentification probability was found to be within 0.1 − 10%, depending on the pT and
number of reconstructed tracks of the τ candidate and the number of reconstructed primary vertices in
the event.

6.2.4 Systematic Uncertainties

The following possible sources of systematic error on fID were studied and found to be negligible:

• The effect of varying the matching criterion of the probe jets to the reconstructed τ candidates
(default: ∆R < 0.2) was studied.

• The contamination of the probe jet sample with real τ leptons was investigated.

The number of additional pile-up interactions in the event, i.e. the number of primary vertices, was
found to affect fID significantly as shown in Fig. 6.7. A higher number of reconstructed vertices leads to
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Figure 6.6: Misidentification probabilities fID for tau identification measured at the tigher working point in the
full 2010 ATLAS dataset of 35pb−1 for the cut-based (a and b), projective likelihood (c and d) and BDT j (e and f)
classifiers as a function of pT [103]. Because of the dependence of fID on the amount of pile-up in the event, fID
is shown for low numbers of reconstructed vertices on the left and higher numbers of vertices on the right.

a reduced misidentification probability, since fewer τ candidates fulfill the necessary isolation criteria,
which are implicit in the τ-identification algorithms. Instead of assigning a systematic uncertainty due
to this important effect, it was decided to measure fID in bins of the number of reconstructed primary
vertices. Additionally the possible systematic variation of fID due to the selection criteria for the di-jet
event selection were investigated. The list of selection criteria that were found to have a noticeable effect
on fID is given below, together with a description of how the uncertainty due to each selection criterion
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was estimated.
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Figure 6.7: Distribution of fID for the full 2010 ATLAS dataset of 35pb−1 separated into events with high and low
number of reconstructed primary vertices to illustrate the effect of the presence of pile-up on the probability to
misidentify hadronic jets as τ leptons [103]. The red markers denote fID for events with one or two reconstructed
primary vertices. The blue markers show fID for events with more than two reconstructed primary vertices.

1. The choice of the value used in the pT- and φ-balancing criterion of the tag and the probe jet can
have an influence on the misidentification rate. There are two main reasons for this: differences
in the response between the two jets in the tag-and-probe pair on the one hand and the presence
of additional jets in the event on the other hand. These are correlated both with the origin of the
jet, i.e. quark or gluon, and the isolation of the probe jet. The event sample is therefore split into
sub-samples satisfying (π − 0.3) < ∆φ < (π − 0.1) and ∆φ ≥ (π − 0.1), and |∆pT| < 0.44 · pmax

T /2
and 0.44 · pmax

T /2 < |∆pT| < pmax
T /2. The separation thresholds for these samples was chosen such

that the two sub-samples are roughly of equal size. For both the pT- and φ-balancing criterion the
deviation of fID between the sub-samples and the full sample was taken as a separate systematic
uncertainty evaluated in each pT- and track-multiplicity bin.

2. The number of tracks in the tag jet can influence the probe jet. Since the average number of
charged particles within a jet is higher for gluon-initiated jets, requiring a large number of tracks
within the tag jet tends to select gluon-initiated jets on the tag side. This affects the relative
abundance of quark- and gluon-initiated jets on the probe side, since di-quark final states are
suppressed. To estimate this effect, the event sample is split into one where the tag jet has more
than seven tracks, and one with less than seven tracks, leading to two samples of roughly the
same size. The misidentification probability is determined separately for the two samples and
the observed difference to the mean of both - the default value measured on the full sample - is
included in the systematic uncertainty.

6.3 Measurement of fID in different Event Topologies

In addition to the study described in Sec. 6.2 the misidentification probability for hadronic jets was
also measured in two further studies, based on different event topologies. Since these studies were
not directly performed as part of this thesis, they are only briefly discussed here and a comparison of
the measured values of fID with the ones measured with the di-jet selection on simulated samples is
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presented together with an interpretation of the observed differences. The important difference in the
probe-jet selection in all three studies is the origin of the probe jets. Depending on the process in which
the probe jet is produced the relative abundance of quark- and gluon-initiated jets varies significantly. As
discussed in the previous sections, this has a large effect on the measured fID, since the τ-identification
algorithms are trained to select narrow, well-collimated jets. Because quark jets tend to have a lower
particle multiplicity and a lower propability for large angle-emissions of gluons, the measured fID is
expected to be higher if the sample of jets is quark dominated (see Fig. 6.8).

The two studies to be compared with the di-jet selection are:

1. Z(→ ``) + jets topology: In this study a Z boson decaying into two same-flavour, light leptons
(either electrons or muons) is used as a tag for the event. Because of the very clear signal of two
isolated, well-identified electrons or muons with an invariant mass compatible with the Z-boson
mass, one can select a sample of these events with a very high purity. Any additional hadronic
jets in these events can then be used to probe fID. The expected fraction of quark-initiated jets
in the probe jet sample is significantly higher compared to the sample of probe jets from di-jet
events (see Fig. 6.9) and therefore the misidentification probability measured in this topology is
also higher. The only drawback of this selection is the low cross section of Z-boson production
compared with QCD-multi-jet production. This study therefore suffered from very low statistical
precision in 2010 ATLAS data, limiting the precision of the comparison of fID with the other
channels.

2. γ+jet topology: Using the same tag-and-probe strategy as in the di-jet event selection, one can
exchange the tag jet with an isolated photon that is balanced with the the probe jet in pT and φ.
In this selection the fraction of quark-initiated jets is the highest (well above 90%) of all three
topologies considered. While the cross section of γ+jet production is much larger than for Z-
boson production, it is still several orders of magnitude lower than for QCD-multi-jet production.
While this does not prohibit a statistically meaningful comparison with the measurement on the
di-jet event sample in the 2010 data, it means that, when selecting a sample of γ+jet events in data,
there is still a significant contamination, on the order of ≈ 20%, from di-jet events, where one jet
is misidentified as a photon. Since no accurate estimate of this contamination in the selected
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Figure 6.8: Misidentification probability as a function of τ-lepton pT for quark-initiated (left) and gluon-initiated
(right) probe jets for the looser cut-based working point, as determined from Monte Carlo simulation for three
different event topologies [103]. The errors shown are statistical only.
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data sample was available, a precise estimate of the expected relative abundances of quark- and
gluon-initiated jets was not possible for this topology in data.
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Figure 6.9: Fraction of quark-initiated probe jets as a function of the pT of the probe jet as determined from Monte
Carlo simulation for three different event topologies [103]. The errors shown are statistical only.

Given a measurement of fID and a reliable estimate of the ratio of quark and gluon jets from simulation
for all three of these studies, it should be possible to determine fID as a function of the fraction of
quark- or gluon-initiated jets in any given data sample. This is suggested by the good agreement of
fID measured in all three different topologies for simulated samples when selecting pure quark or pure
gluon jets as well as by the comparison of the fID distributions as they were measured in each of the three
topologies in 2010 ATLAS data. However due to the reasons stated in the description of the different
topologies, it was not possible to conclusively test this proposition with the available results collected
from ATLAS data in 2010.

6.4 Update of the Analysis to 1fb−1

As mentioned in the introduction to this chapter, the τ-identification algorithms were re-optimised for
2011 data taking. The most important reasons for this were the increase in instantaneous luminosity at
the LHC, leading to higher numbers of pile-up interactions per bunch crossing, and the better under-
standing of some of the more complicated, but also more powerful, identification variables. Therefore
the measurement of fID presented in Sec. 6.2 can not be applied to estimate the multi-jet background in
physics analyses performed on 2011 ATLAS data, like the one presented in Chapter 7. Therefore the
measurement of fID in both the di-jet and the Z(→ ``)+jets topologies were performed again on the data
taken with the ATLAS Experiment between January and July of 2011 corresponding to an integrated
luminosity of 1.04 fb−1. The modifications to the analyses performed in 2010 and the results of these
measurements are described in the following sections.

6.5 Measuring fID in 2011 ATLAS Data in Di-Jet Topologies

6.5.1 Dataset and Selection - 2011 Di-Jet Topology

The updated measurement in 2011 could be performed with a single jet trigger with a threshold of
pT > 30 GeV, which was sufficient to collect enough events to measure fID up to a transverse momentum
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Figure 6.10: The pT distribution (left) and the number of tracks (right) of the τ candidates associated with probe
jets for the events selected with the di-jet event selection in the 2011 ATLAS dataset. The integrated luminosity
quoted is the integrated luminosity recorded in the early 2011 data-taking period. The solid markers are the
data, the open histogram shows the prediction from Monte Carlo simulation and the statistical uncertainty on this
prediction is represented by the shaded area.

of about 100 GeV. One other important modification to the tag-and-probe jet pair selection was made.
In the 2010 measurement it was necessary to accept any tag-and-probe jet pair that fulfilled the criteria
described in Sec. 6.1.1 to increase the available number of probe jets. As a result there were possibly
more than one tag-and-probe pair in each event and jets that were not part of clear di-jet but rather of
multi-jet topologies entered the probe jet sample. In the 2011 measurement the available amount of data
allowed for a more stringent di-jet selection, meaning that only the leading di-jet pair fulfilling all the
requirements was considered in each event. As a final refinement to further reject three-jet topologies
the pT-balancing criterion was tightened to |∆pT| < 0.3 · pmax

T . The pT and number of reconstructed
tracks distributions for the selected data samples are shown in Fig. 6.10.

Good agreement between data and simulation can again be observed for the pT spectrum, while the
distribution of the number of reconstructed tracks associated with the τ candidates shows the same shift
observed in the comparison of 2010 data with simulation. Across most of the pT range from 15 to
100 GeV there are more than ten thousand probe-τ candidates available, allowing for a measurement of
fID in pT bins of 10 GeV. The distributions of the identification variables and the BDT j classifier output
are shown for the 2011 dataset in Fig. 6.11. The distributions of these variables in data are also described
reasonably well by the simulation. Deviations are seen in some of the track-based variables, which can
be understood from a mismodelling of the reconstructed track multiplicity. The effect of this can also
be observed in the discriminant output where it leads to a significant overestimation of the number of τ
candidates with BDT j scores higher than 0.8.

6.5.2 Results - 2011 Di-Jet Topology

The results of measuring fID in the 2011 data sample are shown in Fig. 6.12 as a function of pT for
the BDT j classifier at the working point found to be most suitable when optimising the event selection
described in Chapter 7. For this working point tight selection criteria are applied to one-prong candid-
ates, while medium criteria are applied to three-prong candidates. Again the dependence of fID on the
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Figure 6.11: Identification variables for the reconstructed τ candidates matched to the probe jets in 2011 ATLAS
data amounting to 1.04fb−1: BDT jet score (a), electromagnetic radius REM (b), average track distance Rtrack (c),
longitudinal fraction of the electromagnetic energy EEM

T /ET (d), fraction of the leading track pT to ET, ftrack,1 (e)
and flight path significance σvertex

T (f).
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Figure 6.12: Distribution of the misidentification probability fID measured in a 2011 ATLAS dataset of 1.04fb−1

for the BDT j classifier as a function of pT (left). Because the analysis in Chapter 7 uses the product of fID with
the efficiency for requiring one or three reconstructed tracks, this product is also shown on the right.

variables η, number of reconstructed tracks and number of reconstructed vertices has been studied. As
in the measurement for 2010, it was found that fID does not significantly depend on η. Because of the
strong dependence of fID on the number of reconstructed vertices in the event, the re-optimisation of the
τ-identification algorithms was performed in bins of number of reconstructed vertices. Therefore this
dependence is much reduced and it is justified to measure fID integrated over the full range of number
of reconstructed vertices in the event.

Fig. 6.12 also shows the product of fID with the efficiency for requiring the probe-τ candidates to
be reconstructed with one or three tracks. This combination will be used in some of the background
estimates of the SUSY analysis presented in Chapter 8 and is therefore given here for reference.

6.6 Measuring fID in 2011 ATLAS Data in Z(→ µµ) + jets Topologies

As was discussed in Sec. 6.3, fID depends strongly on the topology of the events, most significantly on
the relative abundance of quark-initiated and gluon-initiated jets. As noted in that section, no process-
independent measurement of fID as a function of the fraction of quark- and gluon-initiated jets in a
sample is available at present. Therefore the misidentification probability measured in Sec. 6.5 is ap-
plicable only for QCD-multi-jet topologies and not for other processes that have a significantly different
ratio of the number of quark and gluon jets. Because the analysis presented in Chapter 7 has to deal with
a significant background contribution from W- and Z-boson production, it is necessary to measure fID
also for hadronic jets being produced in association with vector bosons. In 2010 such a measurement
was performed in the Z(→ ``) + jets topology, using both the decays of the Z boson to electrons and to
muons to select a sample of events as described in Sec. 6.3. This measurement was performed again in
the context of this thesis on the 2011 dataset collected with the ATLAS Experiment. 1.04fb−1 of data
have been collected and analysed. In contrast to the study described in 6.3 this study was performed
only in the muon channel, meaning the decay Z → µµ and with different analysis object definitions as
described in Chapter 4, which were updated to 2011 ATLAS data analysis prescriptions published by
the different performance working groups of the ATLAS collaboration. Especially the definition of the
muon objects was significantly altered since the measurement in 2010 was performed.
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Figure 6.13: Invariant mass distribution of di-muon pairs in 2011 ATLAS data amounting to 1.04fb−1.

6.6.1 Dataset and Selection - 2011 Z(→ µµ) + jets Topology

After requiring the data to be selected by a single muon trigger with a pT threshold of 18 GeV, exactly
two identified muon objects of opposite charge are required. From the sum of the four-momenta of these
two objects the invariant mass is calculated and required to lie within the range 75 − 105 GeV, i.e. to be
consistent with the Z-boson mass. The distribution of invariant mass values is shown in Fig. 6.13 for the
data collected with ATLAS in 2011 and for simulated Z → µµ decays normalised to the cross section
taken from [59–61]. As can be seen, the agreement between data and simulation is good in the selected
mass window, while some discrepancies are only observed far outside of this mass window.
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Figure 6.14: The pT distribution (left-hand side) and the number of tracks (right-hand side) of the τ candidates
associated to probe jets for the events selected with the Z(→ µµ)+ jets event selection in the 2011 ATLAS dataset.
The integrated luminosity quoted is the luminosity recorded in the early 2011 data-taking period. The solid
markers are the data, the blue histogram shows the prediction from Monte Carlo and the statistical uncertainty on
this prediction is represented by the shaded area.

In this data sample all hadronic jets that are reconstructed as τ candidates with pT > 15 GeV are
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considered as a viable probe for the τ-identification algorithms.

6.6.2 Results - 2011 Z(→ µµ) + jets Topology

The pT and number of reconstructed tracks distributions for the selected probe-τ candidates is shown
in Fig. 6.14. While the agreement in the pT distribution is good, the track multiplicity is again not well
described by the simulation. As was the case for the measurement in the di-jet topology for the 2011
dataset, this disagreement also translates into some disagreements in the distributions of identification
variables (see Fig. 6.16), especially for the track-based variables. These discrepancies and the resulting
disagreement in the distribution of the BDT j classifier is even more pronounced than in the measurement
in the di-jet topologies. This results in a more significant disagreement between fID measured in data
and simulation for the BDT j classifier, as shown in Fig. 6.15. This more pronounced disagreement in
fID for the simulated events generated with ALPGEN is a well known phenomenon from other ATLAS
physics analyses involving τ leptons in 2011 [106], [98] and is thought to be caused by mismodelling
of the relative abundance of hard quarks and gluons in the simulation. This large difference in the
misidentification probability for hadronic jets being produced in association with vector bosons will
also be encountered in the studies of these background presented in Chapter 8.
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Figure 6.15: Misidentification probability fID measured in the 2011 ATLAS dataset of 1.04fb−1 for the BDT j

classifier as a function of τ-candidate pT (left) measured in the Z(→ µµ) + jets topology. Because the analysis in
Chapter 7 uses the product of fID with the efficiency for requiring one or three reconstructed tracks, this product
is also shown on the right.
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Figure 6.16: Identification variables in 2011 ATLAS data amounting to 1.04fb−1 for the reconstructed τ candidates
matched to the probe jet: BDT jet score (a), electromagnetic radius REM (b), track average distance Rtrack (c),
longitudinal fraction of the electromagnetic energy EEM

T /ET (d), fraction of the leading track pT to ET, ftrack,1 (e)
and flight path significance σvertex

T (f).
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Chapter 7

SUSY Searches With Hadronic τ-Lepton Decays

The application of the methods for τ-lepton identification described in Chapter 5 and results gathered in
Chapter 6 in the context of a physics analysis in a τ-lepton final state is presented in this chapter. While
most of the known Standard-Model processes with τ leptons in the final state like Z(→ ττ) [98] and
W(→ τν) [99] and tt̄ [107] have been observed at the ATLAS Experiment, τ leptons also provide an
interesting probe for physics beyond the Standard Model. In many supersymmetric models the coupling
to the fermions of the third generation is enhanced, making searches in τ-lepton final states especially
promising. With this in mind, a search for Supersymmetry in τ lepton final states was developed and
optimised for sensitivity across a large range of SUSY scenarios. The data used for this study are presen-
ted in Sec. 7.1 and Sec. 7.2 describes the event selection and the dominant contributions from Standard
Model processes to the selected event samples. The basic requirements defining the analysis channel
are presented in Sec. 7.2.3. Sec. 7.2.4 and Sec. 7.2.5 then present further event selection criteria applied
to reject QCD multi-jet production and electroweak backgrounds, respectively. The techniques used to
estimate these background processes are presented in Chapter 8 and their uncertainties, determined in
the given dataset, are presented in Chapter 9. The results of the search and their interpretation in the
studied SUSY signal scenarios are summarized in Chapter 10.

7.1 Data Sample and Trigger Selection

In this analysis pp collision data are used, which were collected at
√

s = 7 TeV between March and
August of 2011. The data-taking runs1, together with their unique run numbers and grouped according
to the time period in which they were recorded, are summarised in Table 7.1. They correspond to a total
integrated luminosity of 2.05 fb−1.

Data are selected according to a so-called “good runs list (GRL)” selection to ensure the basic qual-
ity criteria needed for performance of the reconstruction and identification of the particles used in the
analysis. These criteria are common to all Emiss

T -based SUSY searches performed at the ATLAS Ex-
periment. After requiring GRL criteria, the total integrated luminosity amounts to 2.05 fb−1, with the
uncertainty on this luminosity estimated to be 3.4% [82].

Pile-up Re-weighting

As in the studies presented in the previous chapters, the simulated samples used for this analysis only
roughly describe the amount of pile-up interactions found in 2011 ATLAS data. Therefore a reweighting
method similar to the one described in Chapter 6 needs to be applied to the simulated samples to improve
the description of pile-up in data. Unlike the studies in Chapter 6, where the distributions of the number
of reconstructed vertices in data and simulation were used to derive the reweighting factors for each

1A data-taking run is one period of several hours in which collisions from one fill of the LHC machine are recorded.
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Period Run numbers Runs
∫
Ldt before GRL [pb−1]

∫
Ldt after GRL [pb−1]

B 177986–178109 7 17.38 11.39
D 179710–180481 23 184.77 154.08
E 180614–180776 5 52.20 42.56
F 182013–182519 16 157.30 122.69
G 182726–183462 28 571.94 464.30
H 183544–184169 13 285.82 240.26
I 185353–186493 27 399.72 304.71
J 186516–186755 9 233.01 212.18
K 186873–187815 21 660.54 499.90
All 149 2562.7 2052.0

Table 7.1: Data-taking periods used in the analysis with corresponding integrated luminosities.

event, for this study the number of primary interactions per bunch crossing µwas used. This has become
common practice at the ATLAS Experiment, because it has the advantage - compared to the reweighting
using the number of reconstructed vetices - of not being dependent on the modelling of the vertex
reconstruction efficiency in the simulation. The quantity µ is exactly known in the simulation and can
be computed in data using the integrated luminosity measured over short periods of time [108].

Trigger

The trigger used to select events for this analysis is based on one high-pT (> 75 GeV) jet and large
(> 45 GeV) Emiss

T at the electromagnetic energy scale.
It is important to note that the simulation does not reproduce the efficiency of this type of trigger well,

therefore only the selection criteria for calibrated jet pT and Emiss
T are applied to the simulated samples,

namely pjet1
T > 130 GeV and Emiss

T > 130 GeV. As can be seen in Fig. 7.1, this trigger can be assumed to
be fully efficient for these selection criteria in data and the uncertainty on this assumption is considered
small enough to be neglected. These assumptions are based on in-depth studies performed in the context
of [7], where the efficiencies of the jet and Emiss

T parts of the trigger were measured separately. This
was achieved by measuring the efficiency as a function of pjet1

T after requiring Emiss
T > 130 GeV and

measuring the efficiency as a function of Emiss
T after requiring pjet1

T > 130 GeV.

7.2 Event Selection and Background Suppression

This section describes the event selection designed to select SUSY-like events by a signature of several
high-pT jets, Emiss

T and at least one identified hadronic τ-lepton decay. The objects used in this selection
are defined in Chapter 4. The overall approach when designing this event selection has been to use
a minimal set of cuts in order to minimise the dependence on a particular SUSY model. Wherever
possible, the cuts are common to other Emiss

T -based SUSY searches at the ATLAS Experiment. Where
appropriate, cuts have been optimised to maximise the significance. As an estimator of this significance,
the Asimov approximation [109] is defined as:
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Figure 7.1: Projections of the trigger efficiencies using data from period D. Left: Projection onto the pjet1
T axis

after requiring Emiss
T > 130 GeV. Right: Projection onto the Emiss

T axis after requiring pjet1
T > 130 GeV.

zA ≡

√
2
[(

NSig + NBG
)

ln
(
1 +

NSig

NBG

)
− NSig

]
.

The quantity zA reduces to the familiar formula NSig/
√

NBG in the large-statistics limit, but tends to
describe the Poisson fluctuations for low event yields better. Here, NSig is the number of events expected
from signal processes and NBG is the sum of expected events from all SM background processes. The
optimisation was performed using the theory cross sections for signal an Standard Model backgrounds
from Sec. 2.4.1, not including any of the data-driven background estimates from Chapter 8. It has been
checked, however, that including these estimates in the optimisation does not substantially affect the
result.

7.2.1 Dominant Background Processes

While this analysis is in many respects similar to other SUSY searches requiring high-pT jets and Emiss
T ,

the one defining criterion of this event selection is the requirement of at least one identified hadronic
τ-lepton decay. Fig. 7.2 shows the number of selected hadronic τ candidates for the two benchmark
GMSB signal points defined in Sec. 2.4.2 and the dominant Standard-Model backgrounds as well as the
signal significance of a cut on this variable. One immediately sees the advantage of requiring one or
more hadronic τ-lepton decays for GMSB models or other SUSY models with similar topologies. The
Standard Model processes that contribute to the selected event sample are:

Top quark production: In events with tt̄ pairs or single top quarks both real τ leptons and neutrinos
can be produced that satisfy the event selection requirements. In addition a large number of high-pT jets
are produced, especially in cases where one of the top quarks in tt̄ events decays hadronically.

W + jets: The decay of a W boson can also produce a real τ lepton and a neutrino. If the W boson is
produced in association with high-pT jets, it can contribute as a background to this search.
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Figure 7.2: Distribution of the number of selected τ candidates after jet and Emiss
T requirements (left), with only

luminosity scaling applied to Monte Carlo samples. The corresponding significance for the two example signal
points over the full Standard Model background is shown on the right as a function of the cut value on the number
of selected τ candidates. The error band shows sum of the statistical errors of the SM contributions.

Z + jets: The main contribution from this process comes from the decay Z → νν. If this decay is
accompanied by several high-pT jets, the neutrinos from the decay are strongly boosted, causing large
Emiss

T . Since no real τ leptons are produced, the identified τ candidate must come from a hadronic jet.

QCD multi-jet production: This process can only contribute due to serious mismeasurements of the
hadronic jets. Both the hard Emiss

T requirement and the τ lepton identification reduce the contribution
from this background, but they are offset by the large cross section for QCD multi-jet production.

Other Backgrounds: Other processes that might contribute to the background for this search were
also investigated, including Drell-Yan, diboson and b-quark-associated vector boson production. All of
them contribute significantly less than one event to the sample selected in the signal region, based on
Monte Carlo estimates, and are therefore neglected in this thesis.

7.2.2 Event Selection Overview

The selection is divided into three stages: event preselection and cleaning, rejection of QCD multi-jet
and other backgrounds where the Emiss

T comes mainly from detector effects, and final kinematic cuts to
further separate SUSY signals from SM backgrounds. A veto on identified electrons or muons is applied
as part of the preselection. This veto allows for a future combination of these results with other searches
for SUSY in similar topologies with light leptons. The complete event selection can be summarised as
follows:

• event preselection and cleaning,

• light-lepton veto,

• one high-pT jet (pjet1
T > 130 GeV) and large Emiss

T (Emiss
T > 130 GeV),

• a second low-pT jet (pjet2
T > 30 GeV),

• at least one τ candidate (identified as described in Sec. 5),

• large Emiss
T /meff > 0.25,
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7.2 Event Selection and Background Suppression

• large ∆φ > 0.3 rad., where ∆φ denotes the separation in azimuthal angle between the Emiss
T and

the two leading jets,

• large transverse mass mT > 110 GeV between the leading τ candidate and Emiss
T , which is defined

as

mT =

√
m2
τ + 2 · pτT · E

miss
T ·

(
1 − cos ∆φ(τ, Emiss

T )
)

(7.1)

and

• large meff > 600 GeV, where the effective mass meff of an event is defined as:

meff = pτT +
∑

pjet
T + Emiss

T , (7.2)

where the sum runs over the two leading jets in the event. The combination of all these event
selection criteria defines the “signal region (SR)”.

7.2.3 Jet and Emiss
T

Requirements

In many SUSY scenarios, the decay chains of SUSY particles are expected to produce a large number
of high-pT jets and large Emiss

T from the LSPs, which escape the detector unseen. Therefore events are
required to contain at least one jet with pT > 130 GeV and Emiss

T > 130 GeV, after applying the event
cleaning and general data quality requirements described above. The thresholds of the leading jet and
Emiss

T requirements are motivated by the plateau of the trigger efficiency (see Sec. 7.1), while requiring
another jet with pT > 30 GeV has been shown to improve the signal significance, as can be seen in
Fig. 7.3a.

7.2.4 QCD Multi-Jet Background Suppresion

Most of the QCD multi-jet events that pass the above selection show significant Emiss
T only because of

detector effects, which are caused by one or more mismeasured jets. Since these effects are difficult to
model in simulation, the goal of the selection requirements described in this section is not to improve
the overall signal significance of the selection, but to ensure that the selected sample after applying
these requirements is mostly free of QCD multi-jet events and other backgrounds with “fake” Emiss

T .
Therefore the optimisation curves for all these variables show that the overall discovery significance
does not increase with a requirement on these variables, (see Fig. 7.4) except when considering the
significance with respect to the QCD multi-jet background only (see Fig. 7.5).

Multi-Jet events where fake Emiss
T can be associated with a mismeasurement of one of the two leading

jets can be effectively removed by requiring an angular separation ∆φ > 0.3 rad. between each of the
two leading jets and the Emiss

T direction in the transverse plane. Distributions of the angular separation of
the two leading jets from the Emiss

T direction (denoted as ∆φ(jet1, E
miss
T ) and ∆φ(jet2, E

miss
T )) are shown

in Fig. 7.4. For multi-jet events where the angular correlation between the leading jets and Emiss
T is lost,

the ratio Emiss
T /meff between the Emiss

T and the effective mass of the event, meff , has proven to give a
good separation between processes with “real” Emiss

T from LSPs or neutrinos and events where the Emiss
T

is caused by detector effects. The distribution of the ratio of Emiss
T and meff can be seen in Fig. 7.4.

A selection criterion of Emiss
T /meff > 0.25 has proven to remove a large fraction of the QCD multi-jet

background without decreasing the significance of the selection.
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Figure 7.3: Event selection variables after baseline selection. Shown are: (a) the multiplicity of jets with pT above
30 GeV, (b) Emiss

T /meff , (c) ∆φ between the leading jet and Emiss
T , (d) ∆φ between the second-leading jet and Emiss

T ,
(e) meff , and (f) the transverse mass mT of the leading τ candidate. All distributions are from Monte Carlo samples
with only luminosity scaling applied. The error band shows sum of the statistical errors of the SM contributions.
The black lines and arrows show the optimized selection criteria.
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Figure 7.4: Distributions of event selection variables: (a) Emiss
T /meff , (b) ∆φ between the leading jet and Emiss

T
and (c) ∆φ between the second-leading jet and Emiss

T . The corresponding significance for the two example signal
points over the full Standard Model background is shown in the figure on the right as a function of the cut value
on each of these variables. Each distribution and its corresponding significance curve is shown just before the cut
on this variable is applied. All distributions are from Monte Carlo samples with only luminosity scaling applied.
The error band shows sum of the statistical errors of the SM contributions.

81



Chapter 7 SUSY Searches With Hadronic τ-Lepton Decays

 
eff

/m
miss
TE

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

E
v
e
n
ts

 /
 0

.0
5

­210

­110

1

10

210

310

410 Total SM

multijets

GMSB(30,20)

GMSB(40,30)

ATLAS
Work in Progress

­1
Ldt = 2.05 fb∫

eff
/m

miss
TE

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

A
z

0

5

10

15

20

25

30

35
GMSB_30_20

GMSB_40_30

ATLAS
Work in Progress

­1
Ldt = 2.05 fb∫

)
miss

T
 (lead Jet­Eφ ∆

0 0.5 1 1.5 2 2.5 3 3.5

E
v
e
n
ts

 /
 0

.1
 r

a
d
.

­210

­110

1

10

210

310

410

510

610
Total SM

multijets

GMSB(30,20)

GMSB(40,30)

ATLAS
Work in Progress

­1
Ldt = 2.05 fb∫

)
miss

T
 (lead Jet­Eφ ∆

0 0.5 1 1.5 2 2.5 3 3.5

A
z

0

5

10

15

20

25

30

35

40
GMSB_30_20

GMSB_40_30

ATLAS
Work in Progress

­1
Ldt = 2.05 fb∫

)miss
T

 (sec. lead Jet­Eφ ∆

0 0.5 1 1.5 2 2.5 3 3.5

Ev
en

ts
 / 

0.
1 

ra
d.

­210

­110
1

10

210

310

410

510
Total SM
multijets
GMSB(30,20)
GMSB(40,30)

ATLAS
Work in Progress

­1
Ldt = 2.05 fb∫

)
miss

T
 (sec. lead Jet­Eφ ∆

0 0.5 1 1.5 2 2.5 3 3.5

A
z

0

5

10

15

20

25

30

35

40
GMSB_30_20

GMSB_40_30

ATLAS
Work in Progress

­1
Ldt = 2.05 fb∫

Figure 7.5: Optimisation of event selection variables against QCD only: (a) Emiss
T /meff , (b) ∆φ between the leading

jet and Emiss
T and (c) ∆φ between the second-leading jet and Emiss

T . The corresponding significance for the two
example signal points, if only the background contribution from QCD multi-jet events is considered, is shown
on the right as a function of the cut value on each of these variables. Each distribution and its corresponding
significance curve is shown just before the cut on this variable is applied. All distributions are from Monte Carlo
samples with only luminosity scaling applied. The error band shows sum of the statistical errors of the SM
contributions.

82



7.2 Event Selection and Background Suppression

)
Miss

T
 (third lead Jet­Eφ ∆

0 0.5 1 1.5 2 2.5 3 3.5

E
v
e
n
ts

 /
 0

.1
 r

a
d
.

1

10

210

310

410

510

610 Total SM

multijets

Z + Jets

W + Jets

top

GMSB(30,20)

GMSB(40,30)

ATLAS
Work in Progress

­1
Ldt = 2.05 fb∫

)
Miss

T
 (third lead Jet­Eφ ∆

0 0.5 1 1.5 2 2.5 3 3.5

A
z

0

1

2

3

4

5

6

7

8
GMSB_30_20

GMSB_40_30

ATLAS
Work in Progress

­1
Ldt = 2.05 fb∫

Figure 7.6: Distribution (left) of ∆φ between the third-leading jet and Emiss
T , for events with at least three jets.

The corresponding significance for the two example signal points, if only the background contribution from QCD
multi-jet events is considered, is shown on the right as a function of the cut value on this variable. A cut on this
variable is not seen to improve the significance.

To further ensure that the selected sample is basically free of contributions from QCD multi-jet events,
the potential usefulness of requiring angular separation between the third-leading jet, if there are at least
three jets in the event, and Emiss

T was studied. The distribution of this variable and the significance of a
cut on it are shown in Fig. 7.6. One can see that including a requirement on the third jet would noticeably
decrease the significance for both of the benchmark points considered. The contribution from QCD
multi-jet production is therefore controlled by the previous requirements on Emiss

T /meff , ∆φ(jet1, E
miss
T )

and ∆φ(jet2, E
miss
T ).

7.2.5 Suppression of Background Processes with real Emiss
T

After suppressing events with fake Emiss
T , the dominant remaining backgrounds contain real Emiss

T ,
mostly from leptonic W decays, where the W boson is either produced directly or where it comes
from the decay of a top quark. To identify these events, the transverse mass mT of the leading selected
τ candidate and Emiss

T is used. In cases where the τ candidate comes from a leptonic W decay (either
from a real τ lepton or a misidentified electron or muon), this variable must satisfy mT < mW up to
resolution effects. Fig. 7.7 shows distributions of mT after the other selection cuts have been applied.
The requirement on this variable, as indicated by the arrow in the figure, is mT > 110 GeV. Another
class of background events, which is only slightly reduced by the requirement on mT, comes from the
process Z + jets, where the Z boson decays to a pair of neutrinos (hereafter denoted as Z(→ νν)+ jets). In
these events the two neutrinos from the Z-boson decay are highly boosted due to the high pT threshold
for the leading jet against which the Z boson recoils, leading to large values of Emiss

T . To further improve
the signal sensitivity with respect to all these background, the final selection step is a requirement on the
effective mass: meff > 600 GeV. The meff distribution and optimisation curve are shown in Fig. 7.7 (c)
and (d), respectively.

7.2.6 Expected Event Yields

An overview of the event selection obtained using simulated samples is shown in Table 7.2, where the
simulated samples are normalised to an integrated luminosity of 2.05fb−1. One expects 20.6 SM back-
ground events after applying all event selection criteria. In contrast, the two SUSY benchark points
GMSB(30,20) and GMSB(40,30), which were used for optimising the selection, yield 47.8 and 9.1
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Figure 7.7: (a) Transverse mass mT of the leading τ candidate and Emiss
T and (b) the significance as a function of

the cut on this variable. (c) shows effective mass meff of the leading τ candidate, the two leading jets and Emiss
T and

(d) the significance as a function of the cut on this variable. Both are shown just before the cut on this variable is
made in the event selection. All distributions are from Monte Carlo samples with only luminosity scaling applied.
The error band shows the sum of statistical errors on the SM backgrounds only.
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events, respectively. This corresponds to significances of 10.8 and 3.6 using the Asimov approxima-
tion. The notation GMSB(40,30) stands for the GMSB model with Λ = 40 TeV and tan β = 30 and
analogously for GMSB(30,20).
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Chapter 8

Background Estimation Techniques

This chapter describes the methods and control regions used to estimate the dominant background con-
tributions to the search for Supersymmetry in τ lepton final states. One important contribution from W
boson production, with the W decaying into a real τ lepton and a τ neutrino, is discussed in Sec. 8.1. An-
other important contribution comes from events where a real W or Z boson is present but the identified
τ candidate comes from the misidentification of a hadronic jet produced in association with the vector
boson. In both the events with real- and fake-τ candidates the W can either be promptly produced, or
come from a top quark decay in tt̄ or single top quark events. Another important background comes
from Z(→ νν) + jets production. Because these events only contain fake τ candidates, the number of
simulated events after applying the full selection to this background is very small. A scaling technique
is used to increase the availabe number of events, which is described in Sec. 8.2. The estimation of
the total contribution from this and the other backgrounds with fake-τ candidates is then described in
Sec. 8.3. These background contributions with real- or fake-τ candidates are estimated by determining
the normalisation from control regions in the data and then deriving a transfer factor from simulation
to extrapolate back to the signal region. An alternative, completely data-driven method to estimate the
Z(→ νν) + jets contribution is discussed in Sec. 8.3.1. The smallest, non-negligible contribution comes
from QCD multi-jet production and is described in Sec. 8.4. For this background, two complementary
approaches were investigated, where one is a completely data-driven background estimate and the other
is based on deriving the normalisation from data and applying a combination of transfer factors determ-
ined from data and simulation. Several of the background estimation techniques presented here, among
them the estimation of the W, top and QCD multi-jet background, were developed in close collaboration
with Felix Bührer in the context of his diploma thesis [110].

8.1 Estimation of the Background with real τ leptons from W + jets
and Top

As explained in Sec. 7.2.5, there is a significant contribution to the total Standard Model background
from W + jets and top quark production, where a W boson decays into a real lepton. No matter whether
this lepton is a real τ lepton that decays hadronically or the identified τ candidate comes from a light
lepton, the transverse mass of the τ candidates and Emiss

T is bounded by the mass of the W boson.
Therefore a control region for such events can be obtained by inverting the mT requirement and dropping
the requirement on meff . The distribution of mT for simulated W and top quark events is shown in Fig. 8.1
separately for the two cases where the identified τ candidate is matched to a true hadronic τ-lepton decay
in the simulation (real) or not (fake). Since most events with real-τ candidates have mT below 70 GeV,
while there is still a significant contribution from events with fake-τ candidates reconstructed from
hadronic jets in the region 70 GeV < mT < 110 GeV, the requirement for the true-τ enriched control
region is set to mT < 70 GeV. This control region is hereafter denoted as the “true-τ enhanced control
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Figure 8.1: mT distributions for events with truth-matched τ candidates (left) and non-truth-matched τ candidates
(right).

region (CRtrue)”. The number of events in CRtrue for data and all backgrounds considered are shown in
Table 8.1.

True τ Fake τ Total
Top 180.8 ± 8.1 5.6 ± 0.3 186.4 ± 8.4
W + jets 882.2 ± 38.0 36.8 ± 1.6 919.0 ± 40.0
Z + jets 54.1 ± 5.8 8.1 ± 0.9 62.2 ± 6.7
Multi-Jet 0 ± 0 1.8 ± 1.8 1.8 ± 1.8
Total 111.7 ± 39.7 52.3 ± 2.6 1169.4 ± 41.5
Data 951

Table 8.1: Numbers of observed and expected events in the true-τ-dominated W/top control region CRtrue, defined
as mT < 70 GeV. The numbers shown for W + jets and top are from Monte Carlo simulation and do not include
the correction factors derived from this control region.

It can be seen that the by far dominant contribution is direct W + jets production with the next largest
contribution being tt̄ and single top quark production, which are summed in the contribution labelled
“top”. Only small contributions come from Z + jets and QCD multi-jet production. The true-τ purity is
97% for top, 96% for W + jets and 87% for Z + jets. In QCD multi-jet production the fraction of events
with real τ leptons is negligible.

8.1.1 Separating the Contributions from W + jets and Top

The goal of defining CRtrue is to derive the normalisation of the background with real hadronic τ-lepton
decays from data. Since CRtrue is not a pure control region for any one background process, but is a
mixture of W + jets and top quark events, with a small contamination from QCD and Z + jets events, it is
desirable to separate out the W + jets and top quark contributions and derive separate scale factors for the
simulated samples for these two processes. The small contributions from Z + jets and multi-jet events in
this control region are estimated as follows: Since the Z + jets process is expected to be reasonably well
described in this control region, as it is dominated by events with real τ leptons, for which the efficiency
is known to be well modelled (see Sec. 5.3.1), this contribution is taken from simulation directly. The
even smaller contribution from QCD is estimated using simulated events reweighted as described in
Appendix A. A data-driven cross check for this estimate was also developed, but since the QCD multi-
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Figure 8.2: Input variables for the W/top separation BDT, shown in the true-τ enhanced CRtrue. The error band
shows the combined statistical uncertainty on the SM backgrounds.

jet contribution is so small in CRtrue this additional study is not detailed here. It is, however, important
to note that this data-driven cross check yields consistent results with using reweighted, simulated QCD
multi-jet events.

The normalisation of W + jets and top quark in CRtrue can be determined using the the number of
tagged b-jets in the event (see Fig. 8.2). This can be achieved by fitting the data distribution in a
binned, maximum-likelihood fit using templates for the different processes derived from simulation. The
normalisation of the Z+jets and multi-jet contribution are fixed as described above and the normalisation
of the W +jets and top quark contributions are allowed to vary to fit the data. The implementation chosen
for the fit is the so called TFractionFitter developed by Barlow and Beeston [111].

Since the number of b-tagged jets per event comes with its own set of systematic uncertainties, namely
the uncertainties on the b-jet identification efficiency and on the light jet misidentification probability, it
is desirable to be not solely dependent on this observable. As a compromise, a multivariate classifier (a
boosted decision tree) was trained to separate W + jets and top. The following four variables are used as
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Figure 8.3: BDT output computed from the input variables in Fig. 8.2, for data and MC simulation in CRtrue. The
error band denotes the total statistical uncertainty on the SM background.

input to the BDT:

• the number of tagged b-jets with pT > 30 GeV in the event,

• the number of jets with pT > 30 GeV,

• the pT of the second leading jet,

• the transverse thrust T of the event, which is defined as: T = max|n|=1

∑
i ~n·~pi
|
∑

i ~pi |
, where the thrust

axis is determined by the normal vector ~n for which a maximum of T is attained and ~pi are the
momenta of all jets in the event.

Distributions of these input variables are shown in Fig. 8.2. It can already be seen that the relative
abundance of the two processes seems not to be modelled well with simulated events normalised to the
theoretical cross sections. The resulting classifier (Fig. 8.3) also shows clear discrepancies. In Table 8.2
the numbers of W + jets and top quark events expected from simulation are compared to the results of
fitting the normalisation of the two processes to the data BDT distribution.

From the “nominal” fit results, where the BDT classifier uses the full list of variables noted above,
one can derive scale factors to correct the normalisation of the W and top contributions:

fW = 0.71 ± 0.03,

ftop = 1.22 ± 0.13 .
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8.2 Z(→ νν) + jets Event Weighting using Misidentification Probabilities

Nominal fit Fit without b-tagging MC prediction
W+jets 650 ± 58 661 ± 57 919 ± 40
Top 228 ± 31 218 ± 42 186.4 ± 6.4

Table 8.2: Results of two fits in CRtrue compared to MC predictions, once using a BDT classifier with b-tagging
information and once without b-tagging information. The two fits are consistent, but the errors are larger for the
fit without b-tagging information. The χ2/ndf is 10.8/8 (7.0/8) for the fit with (without) b-tagging information,
and the linear correlation between the two scale factors is -29.5% (-57.3%).

The table also containes the results of fitting the background templates to data for a different BDT
classifier, which does not include the number of identified b-jets as an input variable. While the uncer-
tainties obtained from a fit to this classifier are larger, the good agreement with the fit result obtained
with b-tagging information gives confidence that no systematic bias is introduced by the b-tagging in-
formation. To verify the scale factors derived here, the input distributions for the BDT and the classifier
itself are again shown in Fig. 8.4 and Fig. 8.5, respectively, with the scale factors for W + jets and top
applied. Improved agreement can be observed for all distributions, such that one can say that the sim-
ulation agrees very well with the data within the uncertainties given. These uncertainties include the
statistical uncertainties on the data and simulation as well as the statistical uncertainties on the scale
factors derived from the fit.

Using the scale factors obtained from this fit, the number of background events with real hadronic τ
lepton decays in the signal region can be estimated1 as:

N̂SR
i = fi × NMC,SR

i , (8.1)

which yields in the final signal region meff > 600 GeV:

N̂meff>600 GeV
W = 3.0 ± 1.1,

N̂meff>600 GeV
top = 2.9 ± 1.3 .

The quoted errors also include the Monte Carlo statistical uncertainties in the signal region. The sys-
tematic uncertainties of extrapolating from CRtrue to the signal region will be discussed in Chapter 9.
As a final check, the W and top backgrounds in the signal region can be estimated without fitting the
separate contributions, i.e., assuming fW = ftop = 1. In this case, the two values N̂i move by about 1σ
(W increasing, top decreasing), but the sum of the two backgrounds changes by less than 2%, so any
potential unknown problems with this method do not affect the sum of background events with true τ
leptons in the signal region.

8.2 Z(→ νν) + jets Event Weighting using Misidentification
Probabilities

Similar to the QCD multi-jet background, the number of hadronic τ-lepton decays in Z(→ νν) + jets
events is negligible. This means that when using simulated Z(→ νν) + jets events the available number

1 the N̂S R
i symbol denotes a statistical estimator of the number of background events of type i in the signal region
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Figure 8.4: Input variables for the W/top separation BDT after applying the obtained scale factors. The errors
shown include Monte Carlo statistics and the statistical uncertainties on the scale factors.
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Figure 8.5: Results of two fits to the BDT distribution from data in CRtrue. Left: fit to the nominal BDT distribution
with b-tagging information included. Right: fit to the BDT distribution without b-tagging information. The results
obtained from these two fits are consistent, but the BDT without b-tagging is less discriminating.

of events is reduced greatly when requiring an identified τ candidate. Unlike for the QCD background,
it is expected that the normalisation to the theoretical cross section and the overall description of ob-
servables for this background is sufficient to base the background estimate purely on simulation. The
only observable for which the simulation differs significantly from the data is the misidentification prob-
ability for the hadronic jets, produced together with the Z boson, to be identified as hadronic τ-lepton
decays. This discrepancy between the vaules of fID measured in data and in simulation, which was
observed in the study described in Sec. 6.6.2, is shown in Fig. 8.6. To correct for this mismodelling in
the simulation and to improve the available number of simulated events at the end of the selection, the
simulated Z(→ νν) + jets sample is reweighted using the misidentification probability fID of the had-
ronic jets obtained from Z(→ µµ) + jets events in data. The weights, which are applied to the simulated
events, are calculated in the following way: the same preselection used for the determination of the
misidentification probability, fID, in Sec. 6.6.2 is applied to all reconstructed τ candidates in the event.
For this list of n candidates, with their respective values of fID,i, all possible combinations of BDT j pass
or fail decisions are considered, and the absolute probability w for each combination is calculated as

w =

n∏
i=1

[
fID,i

]
if candidate i passes ,

[
1 − fID,i

]
if candidate i fails . (8.2)

From all possible combinations in which at least one candidate passes the identification criteria, one is
chosen randomly, according to their relative probability, and its absolute probability w is then applied
as an event weight. This method retains all events in which at least one reconstructed τ candidate is
found which fullfils the preselection criteria and ensures that the efficiency for the τ-identification step
is correctly modelled. This procedure is the same as for the QCD multi-jet simulation explained in
detail in Appendix A. The only difference is that by default the measurement of fID from Z(→ µµ) + jets
events detailed in Sec. 6.6 is used to determine the event weights. This measurement of fID is well-
suited to describe the fake-τ candidates in Z(→ νν) + jets events, since the kinematics of the jets and the
relative abundance of quark- and gluon-initiated jets is expected to be the same for Z(→ µµ) + jets and
Z(→ νν) + jets events.
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analysis. The measured values of fID are shown down to 15 GeV, but only τ candidates with pt > 20 GeV are
considered in the analysis.

True τ Fake τ Total
Top 53.3 ± 7.5 37.8 ± 5.8 91.1 ± 9.4
W + jets 80.5 ± 6.9 33.3 ± 4.1 113.8 ± 8.0
Z + jets 5.1 ± 1.6 41.5 ± 10.8 46.6 ± 10.9
Multi-Jet 0 ± 0 2.9 ± 1.0 2.9 ± 1.0
Total 139 ± 10 116 ± 13 254 ± 17
Data 197

Table 8.3: Numbers of observed and expected events in the fake-τ-enhanced control region. The numbers of
expected W + jets and top-quark events have been corrected by the correction factors measured in the true-τ-
dominated region. The fake-τ correction factor obtained from data is 0.50 ± 0.08.

8.3 Estimation of the Background with fake τ Leptons from W + jets,
Z(→ νν) + jets and Top

Using the event weighting and scale factors detailed above, the agreement between data and simulation
is again verified for all events passing the requirement mT > 70 GeV but failing either of the two
signal region requirements of mT > 110 GeV and meff > 600 GeV. The important difference between
this additional control region (hereafter denoted as CRfake) and CRtrue is the relative abundance of events
with real- and fake-τ candidates. While CRtrue is composed of more than 90% events with a real hadronic
τ lepton decay, CRfake only contains about 55% events with real τ leptons. This is much closer to the
value in the signal region, where the events with real τ leptons make up only about 40% of the event
yield. The number of events, separated by true and fake contributions, and the yield of data events in
CRfake are detailed in Table 8.3. Here, the W and top contributions have already been corrected for the
scale factors derived in CRtrue. To derive a scale factor for the total fake contribution one can subtract
all of the expected true-τ contributions and compare to the total expected fake-τ contribution, giving:

ffake =
NCRfake − N̂CRfake

true

N̂CRfake
fake

=
197 − (139 ± 10)

(116 ± 13)
= 0.50 ± 0.08 .
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Here, the uncertainty includes the statistical uncertainties of the data and the simulated samples in
CRfake and the uncertainties on the scale factors derived in CRtrue. Note that no attempt is made to
derive separate fake-τ scale factors for W, Z or top events, but just a single scale factor for all fake-τ
candidates in non-QCD events is defined. With this scale factor, the fake-τ background in the signal
region is estimated by scaling the combined W, top, and Z fake-τ MC event yield by ffake (taking the
relative abundances of their contributions from simulation). Before any scaling, one obtains:

N̂meff>600 GeV
W,fake = 4.7 ± 1.8

N̂meff>600 GeV
top,fake = 4.0 ± 1.2

N̂meff>600 GeV
Z,fake = 4.9 ± 0.5

where the errors given are only the statistical uncertainties of the simulated samples. The total fake
background would therefore be 13.6 ± 2.2 events. Scaling the W and top contributions by the scale
factors determined in CRtrue and all contributions by ffake yields:

N̂meff>600 GeV
fake = 6.6 ± 1.9 (8.3)

for the signal region. To be conservative an additional systematic uncertainty from the mixture of the
various backgrounds in the Monte Carlo simulation is included in the total uncertainty on this estimate.
This additional uncertainty is estimated by varying the relative abundances of W, top, and Z events up
and down by 50% and the QCD multi-jet background by 100% and propagating these changes to the
final background estimate.

To verify that the shapes of important observables are well described, Fig. 8.7 shows several kin-
ematic variables in CRfake after scaling the fake-τ contribution. Good agreement between the rescaled
simulation and the data is seen.

The truth composition of fake-τ candidates in the simulation was also studied. It was found that the
relative abundances of misidentified candidates due to electrons, muons, light quarks, heavy quarks, and
gluons are all found to be similar between CRfake and the signal region, both for one- and three-prong
τ candidates. This agreement adds further confidence that the fake-τ contributions to the background in
the signal region can be modelled using CRfake.

8.3.1 Alternate Estimation of the Z(→ νν) + jets Background from Z(→ µµ) + jets
Events in Data

In order to better understand the Z(→ νν) + jets background, which for the final results is taken directly
from simulation, an attempt is made to produce a data-driven cross-check. This is done by selecting a
control region enriched in Z(→ µµ) + jets events. In these events the selected muons are removed and
their transverse momenta are added vectorially to Emiss

T to mimic the decay of a Z boson to neutrinos.
The event sample thus obtained should provide a good model of Z(→ νν) + jets events, including the
additional jets in the event. Two of the jets must satisfy the event selection requirements and a third
must be misidentified as a hadronic τ lepton decay.

Events are selected with a single-muon trigger with a pT threshold of 18 GeV and are required to con-
tain two oppositely charged muon candidates (according to the definition in Chapter 4). The distribution
of the invariant mass of the two selected muon candidates, Mµµ, is shown in Fig. 8.8. As can be seen
from this figure, the selected event sample in data seems to be well described by pure Z(→ µµ) + jets
Monte Carlo. The most probable sources of contamination from other Standard Model processes are
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Figure 8.7: Kinematic distributions in CRfake after applying both the W/top scale factors from CRtrue and the
combined fake-τ scale factor from CRfake. The errors shown include Monte Carlo statistics and the statistical
uncertainties on the W/top scale factors from the fit.
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Figure 8.8: Dimuon invariant mass distribution for the Z → µ+µ− control region. The distribution is shown
after selecting exactly two muons in the event with opposite charge. A requirement on the invariant mass of
75 < Mµµ < 105 GeV is applied to select a clean sample of Z → µ+µ− events.

negligible in a window around the Z-boson mass of 75 < Mµµ < 105 GeV. This mass window is selec-
ted to further reduce the remaining background processes, yielding a very pure sample of Z(→ µµ)+ jets
events in data. One can then apply the standard event selection of the SUSY search to the remainder of
events, treating the muons as if they had not been reconstructed and adding their transverse momenta
to Emiss

T vectorially. The number of observed events in 1.04 fb−1 of data and the number expected from
Monte Carlo simulation are shown in Table 8.4.

With the current data sample, very few events pass the default event selection. After requiring two
jets (with pT thresholds of 130 and 30 GeV) and Emiss

T > 130 GeV, the sample size has been reduced by
a factor of 600. After requiring that the third jet be identified as a τ candidate, the sample is reduced
by another two orders of magnitude, as would be expected for a sample where no real hadronic τ

lepton decays are present and the identified τ candidates must be reconstructed from hadronic jets.
The remaining sample contains 5 events and is too small to make any quantitative statements about
the misidentification probability fID. None of the preceeding selection criteria can be relaxed since the
kinematics of the jets need to match the nominal selection in order to avoid biasing fID. After applying
the full selection, no events pass in data, and therefore no estimate of the Z(→ νν) + jets background
contribution in the final signal region is possible. While there are too few Z(→ µµ) + jets events to take
advantage of this method at the moment, this method has promise for the near future. With the full 2011
data sample of 5 fb−1, one would expect 25 events to pass the τ-identification step, which would make
the statistical error on this number comparable to the total uncertainty on the MC-based estimate for the
Z(→ νν)+ jets contribution (see Chapter 9). With larger data samples, or complementing this study with
a Z → e+e− control sample as well, this method should be able to improve upon the current estimates.

Even though this estimate is not competitive in terms of precision with the estimate derived from the
simulation at the moment, it is still useful to attempt a comparison at earlier stages of the selection.
In order to compare this selection to event yields for the nominal selection, one needs to apply a scale
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Data Z top W
beforeCuts 75778407 (4734.8 ± 1.8)×103 159240 ± 160 (3251.1 ± 1.3)×104

event cleaning 40666337 868830 ± 520 25595 ± 63 (5176.4 ± 5.1)×103

nµ = 2 410592 405330 ± 360 932 ± 12 40.6 ± 9.8
opposite charge 410372 405330 ± 360 922 ± 12 26.8 ± 6.4
75 > Mµµ > 105 GeV 362371 371650 ± 340 198.8 ± 5.8 5.2 ± 1.3
pjet1

T > 130 GeV 2298 2664 ± 29 33.3 ± 2.4 0 ±
Emiss

T > 130 GeV 1337 1614 ± 23 10.9 ± 1.4 0 ±
pjet2

T > 30 GeV 577 686 ± 15 8.2 ± 1.3 0 ±
nτ > 0 5 7.0 ± 1.5 0.3 ± 0.2 0 ±
Emiss

T /meff > 0.25 4 6.7 ± 1.5 0.3 ± 0.2 0 ±
∆φ cuts 4 6.5 ± 1.5 0.3 ± 0.2 0 ±
mT > 110 GeV 1 2.0 ± 0.8 0 ± 0 ±
meff > 600 GeV 0 1.2 ± 0.7 0 ± 0 ±

Table 8.4: Number of observed events in 1.04 fb−1 of data and numbers expected from Monte Carlo simulation
for the Z(→ νν) + jets background study. After reconstructing a good Z(→ µµ) + jets candidate, very few events
pass the remaining event selection. Especially the requirements on the two leading jets and on τ identification
reduce the event yields dramatically.

factor of about 2.0 for the luminosity (2.05 fb−1 in the nominal selection versus 1.04 fb−1 in this study),
a factor of 6 for the branching ratio of Z(→ νν) + jets (all three flavours) versus Z(→ µµ) + jets,
and a factor of 2.6 to correct for the dimuon event selection efficiency (as determined from simulated
Z(→ νν) + jets events). Together, these give a scale factor of 31.2. If one applies this factor to the 5
selected Z(→ µµ) + jets events in data after the τ-identification step, this yields an estimate of 156 ± 70
selected Z(→ νν) + jets events at the same stage in the nominal selection, where the relative error here
is only

√
5/5. This is consistent with the expectation from Z(→ νν) + jets simulation in the nominal

selection: 134.3 ± 5.9 events.

8.4 QCD Multi-Jet Background Estimation

Two complementary approaches to estimate the event yield for the QCD multi-jet background are
presented in this section. Because the number of real τ leptons produced in QCD multi-jet events is
negligible, the observed background yield is very much dependent on the probability fID for a hadronic
jet to be misidentified as a hadronic τ lepton decay, as discussed in Chapter 6. This background cannot
be reliably predicted from simulation alone because the production cross section has a large uncer-
tainty and because most of the missing transverse energy originates from instrumental effects. For these
reasons, it is preferable to determine the QCD background from data rather than relying on simulation.

QCD-enhanced control regions are defined by inverting one or more of the QCD-suppression cuts
discussed in Sec. 7.2.4. These control regions can be used to normalise the QCD predictions based
on simulation and to estimate the τ misidentification probability fID for jets. In order to not rely only
on estimates of fID for QCD jets from simulation, the dedicated measurements of the misidentification
probability for hadronic jets to be identified as hadronic τ-lepton decays from Chapter 6 are applied
to the simulated samples in the one approach which still relies partly on simulation. Because this
background contributes less than one event after full event selection the two approaches used to estimate
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8.4 QCD Multi-Jet Background Estimation

it are only summarised here. The full details are given in Appendix A and B.

• First Approach: Simulated QCD events are used, in which all jets that are reconstructed as τ
candidates are considered, regardless of whether they passed identification or not. One or more
of these candidates are selected as identified τ candidates at random, taking the misidentification
probability for each candidate, measured as function of τ-candidate pT as detailed in Chapter 6,
into account. Just like in the reweighting method for the Z(→ νν) + jets background, described
in Sec. 8.2, the events are weighted for each τ candidate in the event, with fID if the candidate
was selected and with 1 − fID if it was not. This allows more events to pass the event selection
(although with weights less than 1) and therefore leads to much smaller statistical fluctuations
than unweighted Monte Carlo samples. The absolute normalisation of this sample is taken from
a QCD control region in data.

• Second Approach: A selection of events in data is used in which the τ candidate is chosen ran-
domly from the jets in the event. In this approach the full kinematic event selection used in the
main analysis can be applied to data events, in particular, the mT cut which suppresses a large
part of the true-τ lepton background. At the same time, the random selection yields a sample
with a wide variety of fake-τ candidates without bias towards large BDT j scores. To estimate the
number of QCD events in the signal region, the data are divided into four regions based on two
discriminants: the BDT j score of the τ candidate and the differences in azimuthal angle between
the missing transverse energy vector and the leading and the second-leading jet ∆φ(jet1, E

miss
T ) and

∆φ(jet2, E
miss
T ). The definition of the four resulting regions in the data is illustrated in Table 8.5.

The two regions with low angular separation between the two leading jets and Emiss
T are com-

pletely dominated by QCD multi-jet events. In this sample the ratio of events with (region B) and
without (region A) an identified τ candidate can be determined. This ratio is used to scale the
data sample that passes ∆φ(jet1, E

miss
T ) and ∆φ(jet2, E

miss
T ) requirements but without an identified

τ candidate (region C), which is again dominated by QCD multi-jet events. With this method,
hereafter denoted as the “random-τ method”, an estimate of the QCD multi-jet contribution in the
signal region is obtained in a data-driven way, which only relies on simulation to predict the small
contributions from other SM processes that need to be subtracted from the data in region A, B and
C.

fail τID pass τID
Ntrk < 6, |Q| < 3 Ntrk = 1 or 3, |Q| = 1

Small ∆φ (inverted cuts) Control region A Control region B
Large ∆φ (nominal cuts) Control region C Signal region D

Table 8.5: Definition of signal and control regions for the random-τ background estimation method.

The two methods produce consistent results and the final background estimate of 0.5 ± 0.6 events
from QCD multi-jet production is based on the random-τ method. The event weighting method is used
as a crosscheck and to smooth out statistical fluctations when estimating systematic uncertainties and to
model the distribution of QCD events in the figures.
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Cut top W + jets Z + jets QCD
∑

SM
meff > 600 GeV 5.6 ± 0.8 4.7 ± 1.3 2.4 ± 0.6 0.5 ± 0.6 13.2 ± 1.7

Table 8.6: Numbers of events estimated for Standard Model backgrounds with an integrated luminosity of
2.05 fb−1. The uncertainties quoted for the W, Z and top samples are the combination of the statistical uncer-
tainties of the simulated samples and of the scale factors determined in CRtrue and CRfake. The quoted uncertainty
on the contribution from QCD multi-jet events is the full uncertainty of the data-driven method as explained in
Appendix A.

8.5 Summary of Background Estimates

The numbers of events estimated for Standard Model backgrounds in the signal region with an integrated
luminosity of 2.05 fb−1 are summarized in Table 8.6. The estimates for the W + jets and top backgrounds
are based on simulated samples with the scale factor from CRtrue applied for all events and the scale
factor from CRfake applied in addition, if the identified τ candidate in the event is not truth-matched. The
expected background yields for Z + jets are based on simulated events reweighted with the efficiency of
the τ identification as determined from data and scaled with the fake-τ scale factor from CRfake. The
QCD multi-jet contribution is estimated with the random-τ method described in Sec. 8.4. The total
background estimate is significantly reduced compared to the estimate derived purely from simulation
(see Table 7.2). This is mainly due to the low fake-τ scale factor from CRfake of 0.5, since a large part
of the background events is expected to contain only fake-τ candidates. The top sample has a real τ
purity of about 35%, while the W + jets sample has a real τ purity of about 50% in the signal region;
the Z + jets and QCD samples are completely dominated by fake-τ candidates. The expected yields for
GMSB(30,20) and GMSB(40,30) signal scenarios would be 47.8 and 9.1 events, respectively.
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Chapter 9

Systematic Uncertainties

After deriving all the necessary methods to estimate the background contributions in the final signal
region, it is necessary to estimate the uncertainties on these background estimates. In this chapter both
the systematic uncertainties on the background estimates, as well as the uncertainties on the observables
used in the event selection are described. The list of quantities used as inputs for the analysis, which are
subject to uncertainties, includes:

• jet, electron, muon and τ energy scale

• jet, electron, muon and τ energy resolution

• Emiss
T

• amount of pile-up

• trigger efficiencies

• electron, muon and τ identification efficiency

• the rejection against background provided by electron, muon and τ identification

• signal and background cross sections from Monte Carlo predictions

• luminosity

The following sections give detailed descriptions of each individual systematic uncertainty.

9.1 Jet Energy Scale

The energy measurement of hadronic jets is not infinitely precise. Therefore the uncertainty on the jet
energy scale (JES) was determined by the Jet/Etmiss performance group of the ATLAS collaboration in
MC studies where nominal results are compared to samples with varied hadronic shower and physics
models, alternative detector configurations and by a data vs. MC comparison of the jet response as
function of η [112]. Additional corrections are taken into account for close-by jets as described in [113].
These corrections are applied to all jets with pT > 20 GeV and |η| < 4.5, matching the acceptance for
jets in computing Emiss

T .
The JES uncertainty is based on data and Monte Carlo studies for the 2010 dataset. Hence additional

systematic Jet Energy Scale uncertainties are considered for the changed pileup conditions in the 2011
data taking. Those numbers are taken from initial studies on data taken in 2011. Their pT- and η-
dependent values range from 2% to 7% and are added in quadrature to the values obtained for the basic
and close-by jet uncertainties [114].
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Changes in the jet energies are propagated to Emiss
T by the following relation:

Emiss,new
x,y = Emiss,old

x,y +
∑
jets

pold
x,y −

∑
jets

pnew
x,y . (9.1)

After modifying the jet transverse momenta and propagating these changes to Emiss
T , the whole event

selection is redone on the modified event leading to a different selection efficiency. The correction
is applied once in the positive direction, scaling all jet momenta up simultaneously, and once in the
negative direction, scaling all momenta down. The JES uncertainty in the central calorimeter region
(|η| < 0.8) is lower than 2.5% for jets with transverse momenta in the range 60 < pT < 800 GeV,
and less than 4.6% for the full pT range above 20 GeV. In the endcap (0.8 < |η| < 2.8) and forward
(2.8 < |η| < 4.5) regions, the uncertainty for jets with pT > 50 GeV is below 4% and 6% respectively.
The JES uncertainty is the largest for jets in the range 20 < pT < 30 GeV in the most forward region
3.2 < |η| < 4.5, where it amounts to 14% [112].

These corrections are applied before the jet-τ overlap removal step, so that this systematic uncertainty
is also applied to the jet objects corresponding to identified τ candidates. This is appropriate since the
definition of Emiss

T used in this analysis treats hadronic τ candidates as jets.
The systematic uncertainty due to these variations is determined by the difference of the expected

number of events in the signal region with and without varying the jet energy scale.

9.2 Jet Energy Resolution

The jet energy resolution is only simulated with finite precision by the GEANT4 detector simulation.
The agreement between the jet energy resolution in data and simulation has been studied using the
spread of the pT imbalance in dijet events [115] and with different in-situ techniques [116]. Deviations
have been found to be on the order of 10%. The deviation has been evaluated in bins of jet pT and η. All
jets with pT > 20 GeV and |η| < 4.5 are smeared randomly and in an uncorrelated way with a Gaussian
function of mean 1 and a standard deviation computed from these estimated resolution values.

The modified jet energies are propagated to Emiss
T following Eq. 9.1. These corrections are applied

before the jet-τ overlap removal, so that these uncertainties are applied to the τ candidates as well.
Again, the whole event selection procedure is redone using smeared values resulting in a different

number of expected SM background events. The difference between event numbers with and without
jet energy smearing is evaluated as systematic uncertainty on the background expectation.

9.3 Electron and Muon Energy/Momentum Scale and Resolution

The electron energy and muon momentum scales and resolutions are evaluated using the published set
of uncertainties from [101] and [117], respectively. For both lepton types the momentum of the leptons
in the simulation is smeared to match the position and width of the Z-boson peak observed in data.
These uncertainties only enter in the event selection via the electron and muon vetos and the effects are
found to be negligible (< 10−3 relative difference) for all simulated samples.

9.4 Missing Transverse Energy

The missing transverse energy is affected by uncertainties in the energy measurement of objects in the
ATLAS detector. The variations of the jet and lepton energies described above are therefore propag-
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9.5 Tau Energy Scale

ated to the Emiss
T calculation as described in the respective sections. Those contributions are the main

uncertainties on the Emiss
T measurement.

Additionally, activity associated with calorimeter energies outside identified physical objects are
taken into account [118]. These corrections are applied to all calorimeter clusters with |η| < 4.5 .

9.5 Tau Energy Scale

The systematic uncertainty due to the energy scale of hadronic τ-lepton decays, as detailed in [91],
has been considered. The uncertainty is dependent on pT, η and the number of reconstructed tracks
associated with the τ candidate and ranges from 3.5% to 9.5%.

The systematic effect of the τ energy scale is evaluated in the same way as described for the jet energy
scale. Scaling of the energies of the τ candidates is not propagated to the missing transverse energy
since the definition of Emiss

T used for this analysis does not include a term for τ candidates. Because all
selected τ candidates are seeded by jets (see Chapter 5), the influence of varying energy scales on the
Emiss

T computation is already covered by the jet energy scale variations.

9.6 Pile-up Influence

By reweighting the simulation to reproduce the pile-up conditions seen in data the overall number of
events (i.e. the sum of all event weights) changes slightly, depending on the MC dataset. This effect has
been studied and found to be in general smaller than 0.5% .

9.7 Electron and Muon Identification Efficiencies

The muon reconstruction efficiency uncertainty has been obtained using a tag-and-probe method with a
sample of Z → µµ events from 2010 data [119], and the corrections applied to the simulated samples in
this analysis represent an update with 2011 data. Similar studies were performed on a sample Z → ee
events from 2010 and 2011 data to determine the electron reconstruction efficiency and its uncertainties.
The systematic uncertainties on these efficiencies only enter in the SUSY analysis via the electron and
muon vetos, and the effects are found to be negligible for all MC background samples.

9.8 Tau Efficiency and Misidentification Probability

Systematic uncertainties on the τ identification efficiency and on fID for the 2011 dataset have already
been described in detail in Chapters 5 and 6. In general, they depend on the τ-identification algorithm,
the kinematics of the τ candidates, and the number of associated tracks. These uncertainties vary from
4.5% to 12%. To evaluate the resulting systematic effects on the analysis, the simulated samples are
reweighted, to increase or decrease the τ efficiency by the measured uncertainties. When performing
this efficiency reweighting, only truth-matched τ candidates are considered. It is important to note that
this uncertainty only applies to signal MC samples; for background samples, the normalisation of events
with real τ leptons is determined directly from data.

For the misidentification probabilities for hadronic jets, the measurements presented in Chapter 6 are
applied to the QCD-multi-jet and Z(→ νν) + jets samples. For the other backgrounds and the signal
MC samples the uncertainty measured in the fake-τ-dominated control region (CRfake) in data is used.
As with the τ efficiency, the systematic effects are evaluated by weighting events up or down by the
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measured uncertainty. However, in the case of the fake-τ uncertainty, the leading τ candidate in the
event is required to be not truth matched.

9.9 Trigger Efficiency

The effect of the trigger efficiency with respect to the offline event selection has been studied, see
Sec. 7.1. As stated there, the trigger selection applied in this analysis can be considered fully efficient
above the jet and Emiss

T thresholds applied in the offline event selection and the uncertainty on this
efficiency is considered small enough to be neglected.

9.10 Luminosity

The total luminosity of the data runs used is determined by the use of the Good Runs List (GRL) to
select only data fulfilling all quality requirements for a given analysis. Its uncertainty depends on the
total uncertainty of the Luminosity measurement in ATLAS which is studied by the Luminosity Working
Group. For the 2011 data this uncertainty is determined to be 3.4%[82].

9.11 Theory and Generator Uncertainties

For electroweak backgrounds, the same methods for the theory and generator uncertainties as in a search
for SUSY in final states with jets, Emiss

T and b-jets [10] are applied, which was published concurrently
with this analysis. For W + jets MC samples, the generator uncertainties are estimated by varying the
cross section of each sample up and down by 25% times the number of associated hard partons. A
similar procedure is applied to Z + jets samples, but the results are found to be negligible. For top
samples, the signal-region acceptance is estimated at truth level for a variety of samples, changing the
shower-matching scales, the factorisation scale, and the αS reweighting scale.

For signal MC samples, parton distribution function, αS , and renormalisation scale uncertainties are
included.

9.12 Systematic Uncertainties on QCD Multi-jet Background

Since the final QCD multi-jet background estimation is based on the random-τ method, the statistical
uncertainties in the control regions in data are included in the uncertainty on this background estimate.
Because the random-τmethod relies on subtraction of the W and top yields, the statistical and systematic
uncertainties on the normalisation of these backgrounds in each region of the random-τ method is added
to the statistical uncertainty of the data. The subtraction of simulated W and top events with fake-τ
leptons is in fact the dominant uncertainty on the final estimate of the QCD-multi-jet background.

9.13 Systematic Uncertainties on W, top, and Z Backgrounds

The uncertainties on the W, top, and Z backgrounds are estimated by the variation of the transfer factors,
the ratio of the number of events between the signal region and the control regions. This is done be-
cause many of the systematic uncertaintes are correlated between the two regions and, since the control
regions are used to estimate the backgrounds, the resulting systematic effects partially cancel. For
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9.14 Summary of Systematic Uncertainties

Systematic Uncertainty [ % ] W top
b-tag efficiency up -3.7 10.5
b-tag efficiency down 4.0 -11.8
Jet energy resolution 0.1 0.4
Jet energy scale up -1.4 5.7
Jet Energy scale down -1.2 -2.8
Tau energy scale up -0.5 -0.2
Tau energy scale down 0.4 -1.7
cluster energy scale up 0.5 -1.3
cluster energy scale down -0.2 1.8

Table 9.1: Relative deviations on the scale factors measured for the W and top backgrounds in CRtrue with different
systematic variations.

the true-τ contribution to the W and top backgrounds, the changes in the ratio NSR/NCRtrue for Monte
Carlo simulation are taken as the systematic uncertainty; for the combined fake-τ contribution, the ratio
NSR/NCRfake is taken instead.

Systematic uncertainties on the W/top fit in CRtrue are also evaluated by varying the jet energy scale
and resolution, the τ energy scale, and the b-tagging efficiency up and down for the Monte Carlo samples
and deriving new fit templates for the W/top-separation BDT. The fit to data is then repeated with the
modified templates and the resulting differences in the scale factors are taken as a systematic uncertainty.
These are summarised in Table 9.1.

When combining these uncertainties, the uncertainties due to the jet and τ energy scales are treated as
fully correlated since many of the underlying sources of uncertainty (such as uncertainties in the detector
material model) are common between the two. This is a conservative choice as these two variations shift
the transfer factors in the same direction and treating them as correlated yields a larger uncertainty than
assuming them to be uncorrelated.

An additional uncertainty on the fake-τ background determination, as discussed in Sec. 8.3, is in-
cluded.

9.14 Summary of Systematic Uncertainties

Table 9.2 summarises the systematic uncertainties after the final meff cut for all SM backgrounds and
for two GMSB signal points.
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Systematic Uncertainty [%] GMSB(30,20) GMSB(40,30) top W Z QCD
Jet Energy Scale 5.2 2.1 5.5 3.9 3.7 –
Jet Energy Resolution 10.0 4.5 6.2 9.3 6.1 –
τ Energy Scale 1.6 3.4 3.8 6.0 9.8 –
τ Efficiency 11.6 11.9 0 0 0 –
Cluster energy scale 0.9 0.2 1.0 1.9 2.6 –
W/top fit stat. – – 9.0 4.8 – –
W/top fit syst. – – 10.9 3.5 – –
CRfake stat. 0.5 0.2 9.7 8.0 15.4 –
CRfake extrapolation to SR – – 1.9 1.9 1.9 –
random-τ method – – – – – 120
Total Theory 8.6 10.2 6.3 4.7 – –
MC stat. 7.0 7.1 9.2 26.7 21.2 –
Total 20.1 18.6 23.4 32.0 30.3 120

Table 9.2: Systematic uncertainties. All numbers are given in percent after the last cut step for two example
GMSB signal points and for the relevant Standard Model backgrounds. The total systematic line includes the
JES-TES correlation and treats the true- and fake-τ contributions separately in W and top and so is not simply the
sum in quadrature of the individual contributions.
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Chapter 10

Results and Exclusion Limits

The numbers of events observed in data and the number of expected background events are summarised
in Table 10.1 for the last two steps in the selection (mT and meff req.). The expected background yields
are based on control region studies described in Sec. 8. The W + jets and top estimates include the
contributions of both real and fake τ leptons. The W + jets sample has a τ purity of about 35% and the
top sample of 50% for these final two cuts. The Z + jets and QCD samples are completely dominated
by fake-τ candidates. With 11 events observed in data and 13.2 ± 4.2 expected from SM processes,
no significant excess of events beyond the Standard Model expectation is found. The expected yields
for GMSB(30,20) and GMSB(40,30) signal scenarios would be 53.1 and 9.9 events after the mT cut,
respectively, and 47.8 and 9.1 events after the requirement on meff .

Because the background estimate for events with fake-τ candidates depends on a scale factor that
is significantly different from one, an additional cross-check is performed to validate the extrapolation
from the fake-τ-dominated control region, CRfake, to the signal region, even though no deviation from
the background estimates is observed. Fig. 10.1 shows distributions of the τ-candidate pT and the num-
ber of tracks, for both CRfake and the signal region. Since the τ-misidentification probability depends
strongly on both of these variables, the fact that the two sets of distributions are similar and that the data
in both regions are well described by the simulation suggests that the extrapolation is valid. Several
kinematic distributions are shown in Fig. 10.2 after the mT requirement. Good agreement between data
and expected backgrounds is seen. Additional distributions can be found in Appendix C.

As no excess is seen beyond the expected Standard Model backgrounds, exclusion limits on the
studied GMSB signal scenarios are calculated. As discussed in Sec. 2.2.4 limits are set in the Λ −

tan β plane, where the other parameters are constrained to the following values: Mmess = 250 TeV,
N5 = 3, sign(µ) = + and Cgrav = 1. The event selection used in this analysis is especially sensitive to
these signal scenarios, because of the large branching ratio to τ leptons for large parts of the parameter
space. Studies of the sensitivity of this analysis to mSUGRA/CMSSM scenarios, also for large values
of tan β, have shown that the fully hadronic inclusive searches performed at ATLAS [7, 8] have a higher

Cut Data top W + jets Z + jets QCD
∑

SM
mT > 110 GeV 64 32.4 ± 7.4 20.3 ± 4.2 13.8 ± 4.9 2.9 ± 2.9 69.4 ± 24.3
meff > 600 GeV 11 5.6 ± 1.4 4.7 ± 1.5 2.4 ± 0.7 0.5 ± 0.6 13.2 ± 4.2

Table 10.1: Numbers of events observed in data and estimated Standard Model backgrounds with an integrated
luminosity of 2.05 fb−1. The expected background yields for Z + jets are based on simulated events, while those
for the other backgrounds are based on control region studies described in Sec. 8. The W + jets and top estimates
include the contributions of both real and fake τ leptons, where the top sample has a real τ purity of about 35%,
while the W + jets sample has a real τ purity of about 50% for the two cuts given here; the Z + jets and QCD
samples are completely dominated by fake τ candidates.
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Figure 10.1: Distributions of the τ candidate pT and number of tracks for CRfake (left) and the signal region (right).
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sensitivity. Therefore no interpretation of the search with hadronic τ-lepton decays was performed in
mSUGRA/CMSSM scenarios. The method used to compute exclusion limits on the studied GMSB
models is based on a profile log-likelihood ratio test. The likelihood function is written as a product of
a Poisson distribution and a probability density function:

L(nS |µ, b, θ) = P(nS |λS (µ, b, θ)) × PSyst(θ0, θ), (10.1)

where nS is the number of observed events in data and λS the number of expected events. The number of
expected events depends on the parameter µ called “signal strength” of the SUSY model. The case µ = 0
corresponds to a model with no signal contribution (background only), while µ = 1 corresponds to the
sum of the expected number of SUSY events and background. The other parameters are the background
normalisation factors b and the nuisance parameters θ that parametrise the systematic uncertainties. The
probability density function PSyst(θ0, θ) includes the systematic uncertainties, where θ0 are the nominal
values around which θ are varied to maximise the likelihood.

The complete method is described in detail in [121]. It is also used by the ATLAS collaboration
for other SUSY publications [7]. Due to the recommendations of the ATLAS statistics forum the CLs

method [122] is used as baseline instead of the CLs+b method that uses the p-value ps+b. The CLs

method artificially introduces a penalty factor of (1−pb)−1 that encodes the difference of the background-
only p-value from unity. This has the advantage of limiting the exclusion power of an analysis where the
background-only p-value is close to one, which corresponds to an analysis with low signal sensitivity.

The observed and expected 95% confidence level (C.L.) exclusion limits are computed and shown
in Fig. 10.3. The regions of GMSB parameter space with different NLSPs are labelled by the name
of the NLSP and separated by light grey lines. It can be clearly seen that the exclusion range of this
analysis is larger in the τ̃1 NLSP region due to an enhanced branching fraction to τ leptons. Fig. 10.5
shows a comparison with other ATLAS searches that were also interpreted in GMSB signal scenarios.
The exclusion range is shown to be comparable with the inclusive di-tau [12] search and significantly
larger than for the search with light leptons [33] for high tan β. This is due to the increased branching
ratio to τ leptons for high values of tan β, which offsets the higher selection efficiency for light leptons
compared to τ leptons, but also in part due to the larger dataset analysed in the searches with hadronic τ-
lepton decays. Searches for these signal scenarios were also performed with LEP data, where the most
stringent limits come from the OPAL experiment [120]. The exclusion ranges of the OPAL searches
are shown as colored bands in Fig. 10.3 and Fig. 10.5. It can be seen that the results presented here
significantly improve on their sensitivity. In the signal models introduced in Sec. 2.4.2, the production of
supersymmetric particles can be excluded up to Λ = 30 TeV, independent of tan β, and up to Λ = 43 TeV
for large values of tan β. In addition, an upper limit of 8.5 on the number of events observed due to non-
SM sources is also derived at the 95% confidence level. This limit corresponds to an upper limit on the
visible cross section of 4.0 fb. The visible cross section is defined as:

σvis = σprod × fτ × a × ε, (10.2)

where σprod is production cross section, fτ is the branching fraction to at least one τ lepton, a is the
acceptance, and ε is the efficiency using the event selection described above. The acceptance and effi-
ciency are shown across the GMSB Λ− tan β plane in Fig. 10.4. The acceptance includes all fiducial and
kinematic selection requirements and is defined at generator level. The efficiency is the final selection
efficiency at reconstruction level, defined relative to the acceptance at generator level. Note that the
efficiency may be larger than 100%, particularly when there are true, low-pT, light leptons present. The
inefficiency to reconstruct these leptons increases the total efficiency since light leptons are used in veto
mode.
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Figure 10.2: Distributions of Emiss
T , pτT, and meff for data with all selection requirements except for that on meff ,

along with the corresponding estimated backgrounds. Backgrounds are taken from simulation and normalised
using control regions in data. The solid (red) line with shaded (yellow) error band corresponds to the total SM
prediction. The data are shown as solid markers. The error band indicates the size of the total (statistical and
systematic) uncertainty.
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Figure 10.3: Expected and observed 95% C.L. exclusion limits in the Mmess = 250 TeV, N5 = 3, µ > 0, Cgrav = 1
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Figure 10.4: Acceptance (left) and efficiency (right) across the GMSB grid. The acceptance includes all fiducial
and kinematic selection cuts and is defined at generator level. The efficiency is the final selection efficiency at
reconstruction level, defined relative to the acceptance at generator level. Note that efficiency may be larger than
100%, particularly when there are true, low-pT, light leptons present. The inefficiency to reconstruct these leptons
increases the total efficiency since light leptons are used in veto mode.

111



Chapter 10 Results and Exclusion Limits

 [TeV]Λ
10 20 30 40 50 60 70

β
ta

n
 

5

10

15

20

25

30

35

40

45

50

 (
1

4
0

0
 G

e
V

)
g~

 (
1

2
0

0
 G

e
V

)
g~

 (
1

0
0

0
 G

e
V

)
g~

 (
8

0
0

 G
e

V
)

g~

 (
6

0
0

 G
e

V
)

g~

 (
4

0
0

 G
e

V
)

g~

1

0
χ∼

1
τ∼

CoNLSP

Rl
~

Theory excl.

 

, prel.)1τ∼LEP 95% CL ( 
, prel.)Rµ∼LEP 95% CL ( 

OPAL 95% CL
 

 95% CL limit:
 s

CL
 

, prel.)­12 leptons (1 fb
    obs. limit
    exp. limit
 

 )­1 1 tau (2 fb≥
    obs. limit
    exp. limit
 

 )­1 2 taus (2 fb≥
    obs. limit
    exp. limit
 

=1grav>0, Cµ=3, 5=250 TeV, NmessGMSB: M

ATLAS

=7 TeV s

Figure 10.5: Comparison of expected and observed 95% C.L. exclusion limits in the Mmess = 250 TeV, N5 = 3,
µ > 0, Cgrav = 1 slice of GMSB for ATLAS searches with at least one or two τ leptons as well as a search with at
least two light leptons in the final state. The most stringent previous limits from OPAL [120] are shown as colored
areas. The identity of the NLSP is indicated, with CoNLSP the region where the τ̃ and ˜̀ are nearly degenerate.

112



Chapter 11

Summary

At the ATLAS Experiment measurements with τ leptons contribute to measuring known Standard Model
processes at the terascale as well as offering an interesting probe for physics beyond the Standard Model,
although the separation of hadronic τ-lepton decays from jet and electron backgrounds poses a consid-
erable challenge. This thesis presents studies of τ-lepton identification at the ATLAS Experiment as
well as a search for physics beyond the Standard Model in τ-lepton final states.

To search for new physics in final states with hadronic τ-lepton decays a reliable and efficient re-
construction algorithm for hadronic τ decays is needed to separate real τ decays and backgrounds from
quark- or gluon-initiated jets and electrons. Therefore the first part of this thesis documents work on
the development and validation of methods to reconstruct and identify hadronic τ lepton decays. Two
existing τ-reconstruction algorithms were further developed and integrated into a single algorithm that
reconstructs hadronic τ-lepton decays using calorimter jets as seeds. This algorithm has since become
the standard method of identifying hadronic τ lepton decays at the ATLAS Experiment. The suppres-
sion of jet background, one of the crucial aspects of τ reconstruction and the SUSY analysis in this
thesis, was studied and the probabilities of misidentifying quark- or gluon-initiated jets as hadronic τ-
lepton decays were measured in both the 2010 and 2011 ATLAS data at a centre-of-mass energy of
√

s = 7 TeV, using samples of di-jet events.
In the second part of this thesis a search for events with highly energetic jets, missing transverse

energy and at least one τ lepton is presented. The τ lepton is reconstructed in the hadronic decay
mode. The data used for this search amounts to 2.05 fb−1 of proton-proton collisions recorded between
March and August of 2011 at the ATLAS Experiment. This is the first published search at the LHC that
includes events with exactly one hadronic τ-lepton decay. The Standard Model background processes
that contribute most to the selected event sample are W- and Z-boson production in association with
jets as well as top quark production. Eleven data events remain after the full event selection, which
is in good agreement with the expectation from Standard Model background processes of 13.2 ± 4.2
events. While a search in τ-lepton final states is applicable to many scenarios for physics beyond the
Standard Model, specific R-parity conserving Supersymmetry signal scenarios were investigated in this
thesis. Like many other scenarios for new physics, these scenarios predict an excess of events with
high-pT jets and missing transverse momentum. Gauge Mediated SUSY Breaking (GMSB) scenarios
are furthermore especially promising for searches in τ-lepton final states, because of the large number
of leptons expected in the SUSY decay chains and an enhanced production of third-generation fermions
over a large part of the paramter space. Exclusion limits are derived at 95% confidence level (C.L.) in
the context of GMSB as a function of the GMSB parameters Λ and tan β, for fixed values of the other
GMSB parameters: Mmess = 250 TeV, N5 = 3, sign(µ) = + and Cgrav = 1. A model-independent, upper
limit on the visible cross section of 4.0 fb for non-Standard Model processes is derived at 95% C.L.,
where the visible cross section is defined as the product of production cross section of the non-Standard
Model process, its branching fraction to at least one τ lepton, acceptance, and efficiency of the event
selection applied. The exclusion range achieved in this thesis is similar to that from other ATLAS results
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Chapter 11 Summary

in the di-tau and di-lepton final states derived from 2011 datasets of similar size. The limits presented
in this thesis also significantly extend previous limits placed by other experiments, among which those
published by the OPAL experiment were the most stringent.
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Chapter 12

Outlook

The methods for τ-lepton identification presented in this thesis are continually applied to new measure-
ments of Standard Model processes and the search for SUSY or new particles decaying to τ leptons.
Especially the discovery of a new bosonic particle by both the ATLAS [5] and CMS [6] collaborations
in the summer of 2012 gives new urgency to searches for the decay of a Standard Model Higgs boson to
τ leptons. For these searches and other measurements with τ leptons at the ATLAS experiment the un-
certainties on the energy scale and identification efficiency of the τ-reconstruction algorithm presented
in this thesis are being studied with ever larger samples of Z → ττ and W → τν events in ATLAS data.
With the increase in the available number of data events containing real τ leptons and refinements made
to the τ-efficiency measurements presented in Chapter 5, the uncertainties on the τ-lepton identification
can be decreased significantly below the levels of uncertainty assumed for the SUSY analysis in this
thesis. The studies of the probability to misidentify jets as hadronic τ-lepton decays ( fID), presented in
Chapter 6, will also have to be performed again on the 2012 dataset, due to changes in the beam and
data-taking conditions as well as improvements made to the τ-identification algorithms. It can be hoped
that, by measuring the misidentification probability in several samples of jets with significantly differ-
ent abundances of quark- and gluon-initiated jets, a process-independent parametrization of fID will be
possible in the future.

Since the publication of the results from this thesis, both the ATLAS and CMS collaborations have
published further results from searches for events with large missing transverse energy, jets and at least
one τ lepton on the full 2011 LHC dataset at a centre-of-mass energy of

√
s = 7 TeV [123, 124]. In

addition to the increase in the amount of available data, the ATLAS search includes a combination of
the fully hadronic one- and two-tau channels with a search for events with one τ lepton and one electron
or muon. This channel complements the sensitivity of these searches especially at low and intermediate
values of tan β. None of the further searches in τ-lepton final states with the

√
s = 7 TeV LHC data have

observed an excess over Standard Model background expectation, but the limits on GMSB models have
been extended.

Another increase in sensitivity to GMSB models can be expected when these search strategies are
applied to the even larger 2012 LHC datasets of proton-proton collisions at the higher centre-of-mass
energy of

√
s = 8 TeV. Further use can also be made of the results derived from both datasets, by

interpreting them in other scenarios for physics beyond the Standard Model, especially those that predict
an enhanced production of third-generation fermions.
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Appendix A

QCD Multi-jet Background Estimate using fID
Measured in Data

In this approach, instead of using the τ-identification decisions from the simulation, fID as measured in
QCD di-jet topologies in data (see Sec. 6.5) is used as an event weight. Because the fID measurement
as presented in the previous chapter only gives the probability for a τ candidate reconstructed from
a hadronic jet to pass the BDT j identification algorithm, the pT and η acceptance requirements, the
requirements for at least one reconstructed track and for the charge of the candidate to be |q| == 1 and the
e±-veto are all applied to the reconstructed τ candidates as a preselection. The fID-weighting, which only
represents the efficiency for the BDT j decision and the requirement for the candidates to have either one
or three reconstructed tracks, can only be applied to candidates that pass this preselection. As explained
in Sec. 6.5, fID measured in 2011 ATLAS data is only binned in τ-candidate pT. While fID shows
some dependence on |η| and the number of prongs associated with the τ candidate, this dependence is
integrated out to improve the statistical precision up to high values of pT of the τ candidates. This is
justified as the fake rate is nearly flat in |η| (except for the calorimeter crack region), so binning in |η|
wound not significantly improve the precision of this result. Integrating over the number of prongs is
also justified, as it is explicitly checked that the simulation provides a good description of the ratio of
1- to 3-prong τ candidates (see, for example, Fig. 10.1), so this simplification is expected to be safe
to apply as well. The misidentification probabilities used in this analysis, including an acceptance cut
pT > 15 GeV and multiplied with the efficiency for the requirement on nTrack == 1 || nTrack == 3,
are shown in Fig. A.1. The discrepancy between data and simulation seen in the first bin is one reason
why this analysis is restricted to τ candidates with pT > 20 GeV.

The weights, which are applied to the simulated events, are calculated in the following way: the same
preselection used for the determination of the misidentification probability is applied to all reconstructed
τ candidates in the event. For this list of n candidates, with their respective fake rates fID,i, all possible
combinations of BDT j pass or fail decisions are considered, and the absolute probability w for each
combination is calculated as

w =

n∏
i=1

[
fID,i

]
if candidate i passes ,

[
1 − fID,i

]
if candidate i fails . (A.1)

From all possible combinations in which at least one candidate passes the identification criteria, one
is chosen randomly, according to their relative probability, and its absolute probability w is then ap-
plied as an event weight. While this method improves the available QCD statistics by the inverse of
the average misidentification probability per fake τ candidate, this only ensures that the efficiency for
the τ-identification step is correctly modelled. The overall normalisation, which is uncertain due to the
large errors on the production cross section and possible mismodelling of the efficiency of the jet and
Emiss

T requirements for the QCD multi-jet background still needs to be determined from data. To achieve
this, the part of the event selection that is designed to reject QCD events is inverted: an event is accepted
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Figure A.1: Fake rates from QCD di-jet events for the BDT j working point used in this analysis. The bin covering
10–20 GeV only contains entries above the τ acceptance cut of 15 GeV. These τ candidates are not included in
the analysis, which requires pT > 20 GeV.

Data top W Z QCD
NCR 319 33.8 ± 3.9 130.6± 8.2 31.3± 6.6 41.5±3.6

Table A.1: Number of observed and expected events in the control region for the QCD event-weighting method.
The uncertainties given for Z and QCD are statistical only. For the W and top contributions, the uncertainties
include both the Monte Carlo statistical and the statistical uncertainties on the scale factors derived in their re-
spective control regions.

if it fails any of the nominal Emiss
T /meff , ∆φ(jet1, E

miss
T ) and ∆φ(jet2, E

miss
T ) cuts. A comparison of the

data obtained by this selection and the reweighted QCD Monte Carlo sample is shown in Fig. A.2. For
this comparison, the electroweak processes are already corrected for their normalisation as explained in
Sec. 8.1 and Sec. 8.3. The shapes agree within the limited statistics of the MC sample, but the normal-
isation is clearly underestimated in the simulation. The numbers of events in both data and simulation
are summarised in Table A.1. From these numbers, after subtracting off the non-QCD contributions, a
QCD normalisation factor of 3.15±0.95 is derived, where the error includes statistical uncertainties and
uncertainties on the W and top subtraction discussed in Sec. 8.1 and Sec. 8.3. Fig. A.3 shows the same
distributions as Fig. A.2 after the QCD scaling has been applied, improving the overall agreement.

Applying this scaling and the event weighting to the simulated QCD sample after the final signal
selections yields

NQCD
weighed

∣∣∣∣∣∣
mT>110 GeV

= 4.3 ± 2.1 (A.2)

and

NQCD
weighed

∣∣∣∣∣∣
mT>110 GeV, meff>600 GeV

= 0.3 ± 0.1 . (A.3)

As an additional crosscheck, this study is repeated using a different set of misidentification probab-
ilities, derived from Z(→ µµ) + jets events instead of QCD di-jet events. These measured fID values,
as presented in Sec. 6.6, are based on a very different mixture of quark and gluon jets, on which fID
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Figure A.2: Comparison of data and simulation in QCD control region for event-weighting method. Errors shown
are statistical only.
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Figure A.3: Comparison of data and simulation in QCD control region for the event-weighting method. The QCD
contribution is scaled such that the sum of QCD and other Standard Model processes is equal to the observed
number of events in data. Errors shown are statistical only.
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is known to depend strongly. Comparing the difference in predicted events in the signal region, due to
using this other set of fID values, can therefore set a limit on possible variation in the QCD background
estimate, due to the dependence of fID on the quark-gluon mixture in the selected sample of events. With
these fID values one obtains, if the procedure above is repeated and extrapolated to the final selection
criteria:

N
′QCD
weighed

∣∣∣∣∣∣
mT>110 GeV

= 4.5 ± 1.9 (A.4)

and

N
′QCD
weighed

∣∣∣∣∣∣
mT>110 GeV, meff>600 GeV

= 0.3 ± 0.1 . (A.5)

Compared with Equations A.2 and A.3, respectively, one sees very good agreement.
The pτT distribution in Fig. A.3 shows some disagreement between data and MC, either a deficit of

data in the first bin or an excess of data in the second (because the overall normalisation is fixed to data,
these two possibilities are indistinguishable). To check that this is consistent with a statistical fluctuation,
the background estimation in the signal region is repeated while reweighting the pτT spectrum of MC
in the signal region by the ratio of distributions seen in Fig. A.3. This results in a 16% shift in the
expected event yield, consistent with the expected precision from the limited number of simulated QCD
events. This does not affect the agreement with the random-τ method for estimating the QCD multi-jet
background, which is discussed in the next section. Since the primary QCD estimation is the random-τ
method and this does not rely on the pτT distribution in simulation, the final QCD estimate is safe and no
systematic uncertainty is added due to the modelling of this distribution.
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Appendix B

QCD Multi-jet Background Estimation using the
Random-τ Method

An alternative approach to estimate the number of QCD events is given by applying the so-called
random-τ method in a QCD-enriched control region. To this end, the τ candidate used for all steps
of the event selection involving τ candidates is selected at random. To ensure a sensible choice of τ
candidate, which has a higher chance of passing the τ-identification criteria afterwards, a very loose
preselection defined by Ntrack < 6 and |Q| < 3 is applied.

After applying the event selection up to the QCD rejection cuts, the mT and a looser Emiss
T /meff > 0.1

are applied. This leaves the requirements on ∆φ(jet1, E
miss
T ), ∆φ(jet2, E

miss
T ) and τ identification, which

are used to separate the resulting data sample into four disjoint regions. The final cuts on Ntrack, |Q|, and
BDT j are applied to the randomly selected candidate to divide the sample, with Regions B and D passing
‘tight’ τ ID criteria and Regions A and C with ‘loose-but-not-tight’ criteria. Regions B and D (or A and
C) are then divided from each other by the requirement that events in D (C) pass both ∆φ(jet1, E

miss
T ) and

∆φ(jet2, E
miss
T ) requirements, while events in A (B) fail at least one of these requirements. The definition

of the four regions is summarised in Table B.1. Region D is the signal region, i.e., it corresponds to the
nominal selection used in the analysis. Regions A, B, and C are fake-τ dominated control regions.

The remainder of the event selection follows the main signal selection as closely as possible, including
the main kinematic cuts. With the currently available data, though, the sample sizes in the control
regions, in particular region B, are still quite small. To deal with this, the final meff requirement is
removed, and - as stated previously - the Emiss

T /meff requirement is relaxed in all four regions from the
nominal cut Emiss

T /meff > 0.25 to Emiss
T /meff > 0.1. The final background estimate will be scaled to

extrapolate from this Emiss
T /meff cut into the nominal signal region. While regions A and B are clearly

dominated by QCD events, regions C and D have a sizeable contribution of events from W, tt̄ production
and Z(→ νν) + jets. To obtain a real QCD estimate from this method, care must be taken to estimate
these contributions. Because of the contribution from Z(→ νν) + jets in region C, which can only be
taken purely from the Monte Carlo estimate, an additional requirement on Emiss

T /meff < 0.25 is applied
in region C, to decrease the contamination from W, top, and especially Z(→ νν) + jets.

Table B.2 gives the numbers of data and simulated background events and Figs. B.1 and B.2 show the
meff and Emiss

T /meff distributions for all four regions A, B, C, and D. Except for a global normalisation

fail τID pass τID
Ntrk < 6, |Q| < 3 Ntrk = 1 or 3, |Q| = 1

Small ∆φ (inverted cuts) Control region A Control region B
Large ∆φ (nominal cuts) Control region C Signal region D

Table B.1: Definition of signal and control regions for the random-τ background estimation method.

123



Appendix B QCD Multi-jet Background Estimation using the Random-τ Method

data W + Jets top Z + Jets QCD
Region A 11368 187.4±25.4 177.8±25.5 168.7±34.7 9602±886
Region B 36 1.9±1.7 1.2±0.9 3.9±5.0 108±91
Region C 1160 103.6±44.2 83.9±30.6 66.4±40.2 340±35
Region D 42 10.8±4.1 12.7±3.2 11.3±7.8 4.4±4.1

Table B.2: Numbers of data and simulated events in the four regions of the QCD background estimation method.
The Numbers for W + Jets and tt̄ are corrected with the scale factors obtained in the W/tt̄ enriched control region.
Errors shown include Monte Carlo statistical uncertainties and statistical uncertainties on the scale factors on W
and top.

difference, a good agreement in the shape of the distributions for data and simulation is observed. In
Fig. B.2, the large Z rejection in region C can be seen.

The numbers of QCD events in regions A–C are then estimated by subtracting the estimated W,
top, and Z contributions. The W and top contributions are estimated with Monte Carlo samples with
additional scale factors derived from a separate control sample, as explained in Sec. 8.1 and Sec. 8.3.
The Z contribution is taken purely from Monte Carlo estimates.

The number of QCD events expected in the signal region D is then estimated as

NQCD
D

∣∣∣∣∣∣
0.1<Emiss

T /meff<0.25
=

Ncorrected
B

Ncorrected
A

Ncorrected
C

∣∣∣∣∣∣
0.1<Emiss

T /meff<0.25
= 2.4 ± 0.6 . (B.1)

The error on NQCD
D

∣∣∣∣∣∣
Emiss

T /meff>0.1
takes into account the statistical uncertainties on the data events in the

different regions, the statistical uncertainties on the Monte Carlo events of the samples that are subtrac-
ted, and the uncertainties on the scale factors derived for W and tt̄. It has been checked that, even if
we assumed a very conservative 100% uncertainty on the predicted number of events from W,Z and top
production, the result would not change significantly.

To obtain a final estimate of the number of QCD events in the signal region for the nominal se-
lection, this NQCD

D needs to be scaled by the ratio of the event yields for Emiss
T /meff > 0.25 and

0.25 > Emiss
T /meff > 0.1. This scaling factor is taken from data in the QCD-dominated region A.

The resulting QCD background estimates are

NQCD
D

∣∣∣∣∣∣
Emiss

T /meff>0.25
= 1.6 ± 0.4 (B.2)

for the number of events after the mT cut, and

NQCD
D

∣∣∣∣∣∣
Emiss

T /meff>0.25&meff>600 GeV
= 0.47 ± 0.11 (B.3)

in the high meff signal region. These results are consistent with those obtained by weighting the simu-
lated QCD-multi-jet events by fID and normalising them in a control region, seen in Equations A.2 and
A.3, respectively.

One can also consider uncertainties due to the extrapolation factor for the Emiss
T /meff cut. Since this

factor is taken from region A in data, any correlation between Emiss
T /meff and τ identification would

shift the results. To check this, one can also estimate the QCD background by taking the extrapolation
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Figure B.1: Effective mass distribution for all four regions of the QCD background estimation method. The W and
top contributions are scaled using the scale factors obtained in Sec. 8.1 and Sec. 8.3. Upper left: control region
A, upper right: control region B, lower left: control region C, lower right: signal region D. Errors shown include
Monte Carlo statistics and the statistical uncertainties on the scale factors on W and top.
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Figure B.2: Emiss
T /meff distributions for all four regions of the QCD background estimation method. The W and

top contributions are scaled using the scale factors obtained in Sec. 8.1 and Sec. 8.3. Upper left: control region
A, upper right: control region B, lower left: control region C, lower right: signal region D. Errors shown include
Monte Carlo statistics and the statistical uncertainties on the scale factors on W and top. In region C, the additional
requirement Emiss

T /meff < 0.25 is also indicated. This cut is intended to reduce the contamination from electroweak
processes, particularly Z → νν.
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factor from region B in data. The scale factor obtained from Region A is 0.194± 0.009, while that from
Region B is 0.4 ± 0.3. Region B is extremely statistically limited, but, since it requires the τ candidates
to pass identification criteria, is a check of any possible correlations. Using the factor from region B,
one estimates 1.0± 0.7 events in the final signal region. The difference between these two estimates can
be taken as an additional systematic ucnertainty on the final estimate in the signal region,

NQCD
D

∣∣∣∣∣∣
Emiss

T /meff>0.25&meff>600 GeV
= 0.5 ± 0.6 . (B.4)
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Figure C.1: Distributions before cutting on the transverse mass,(a) Emiss
T , (b) leading τ momentum, (c) the azi-

muthal angle ∆φ(τ , Emiss
T ) and (d) the transverse mass mτ

T. The yellow band denotes the combination of systematic
and statistical uncertainties for the sum of the standard model backgrounds. The error bars on the data denote only
their poissonian statistical uncertainties. Fig. (d) also indicates the second-to-last selection cut, mτ

T > 110 GeV.
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Figure C.2: Distributions of (a) Emiss
T and (b) leading pτT after the transverse mass requirement, and distributions

of meff (c) before and (d) after the mτ
T requirement. The yellow band denotes the combination of systematic and

statistical uncertainties for the sum of the standard model backgrounds. The error bars on the data denote only
their poissonian statistical uncertainties. Fig. (d) also indicates the final selection cut, meff > 600 GeV.
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Figure C.3: η and φ distributions of the leading selected τ candidate and the multiplicity of selected τ candidates,
shown before (left column) and after (right) the mτ

T requirement. The yellow band denotes the combination of
systematic and statistical uncertainties for the sum of the standard model backgrounds. The error bars on the data
denote only their poissonian statistical uncertainties.
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Figure C.4: jet kinematic distributions and multiplicity before mτ
T requirement.The yellow band denotes the com-

bination of systematic and statistical uncertainties for the sum of the standard model backgrounds. The error bars
on the data denote only their poissonian statistical uncertainties.
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Figure C.5: jet kinematic distributions and multiplicity after mτ
T requirement.The yellow band denotes the com-

bination of systematic and statistical uncertainties for the sum of the standard model backgrounds. The error bars
on the data denote only their poissonian statistical uncertainties.
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