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Abstract

Young massive clusters define the high mass range of current clustarermation and are fre-
quently found in starburst and interacting galaxies. As — with the exceptitremearest galaxies
within the local group — extragalactic clusters can not be resolved intadudilstars, the few young
massive clusters in the Milky Way and the Magellanic Clouds might serve as tesfilaunresolved
young massive clusters in more distant galaxies. Due to their high massescthsters sample the
full range of stellar masses. In combination with the small or negligible spiiaaaye or metallic-
ity of their stellar populations, this makes these object unique laboratoriesiy stllar evolution,
especially in the high mass range. Furthermore, they allow to probe the initialforagion, which
describes the distribution of masses of a stellar population at its birth, in itstgntire

The Quintuplet cluster is one of three known young massive clustersngsidthe central molec-
ular zone and is located at a projected distance of 30 pc from the Galantie.c&8ecause of the
rather extreme conditions in this region, a potential dependence of thenmitaficthe star formation
process on the environmental conditions under which the star formatiohtekes place might leave
its imprint in the stellar mass function. As the Quintuplet cluster is lacking a demseand shows
a somewhat dispersed appearance, it is cruciafézively distinguish between cluster stars and the
rich population of stars from the Galactic field along the line of sight to the Galeentre in order to
measure its present-day mass function.

In this thesis, a clean sample of cluster stars is derived based on the coratk@ndper motion
of the cluster with respect to the Galactic field and a subsequent cologtisele The difraction
limited resolution of multi-epoch near-infrared imaging observations obtainte &SO Very Large
Telescope with adaptive optics correction provided by the NAOS-CONild&ument allowed to
determine individual stellar proper motions even at the Galactic centre ddstdBdkpc. The required
colour information was provided by additional near-infrared data fraeMVéry Large Telescope and
the WFC3 camera onboard the Hubble Space Telescope. The knowfdwirk,dhe individual proper
motions and stellar colours, was found to be essential in order to derivéeueest possible cluster
sample. The clean cluster sample allowed to derive the present-day messrif the Quintuplet
cluster for the first time in the approximate mass range fromm < 40 M, and out to a distance of
2.1 pc from the cluster centre. While the mass function in the central part @iukeer ¢ < 0.5 pc)
is found to be top-heavy, i.e. overabundant in high mass stars compatezidtandard initial mass
function, its slope steepens towards larger radii and is consistent wittatiaesd initial mass function
in the outermost covered annulusZXk r < 2.1 pc). The observed outward steepening of the mass
function is indicative of mass segregation which is a common finding in youngiveadusters. The
determined mass function is discussed and compared to the findings in otimgy p@ssive clusters
with special regard to the Arches cluster which is also located in the CentigicMlar Zone. The
extrapolated total present-day mass of the cluster is found to be on threob&be 10* M. Based on
their position in thels— Kg , Ks— L’ colour-colour diagram, a fraction of2+ 0.8% of proper motion
members Ks < 17.5mag) were found to show an excess in the near-infrared. The esocesses
cover the mass range from 2 to M. This excess fraction is compared to the fraction of circumstellar
discs in young clusters from the literature and, as the survival of prilmaidcumstellar discs around
intermediate mass stars to the age of the Quintuplet cluster is surprising, @heorégins of the



near-infrared excess are discussed.

Future work based on the presented study might involve the inference ofitial mass function
and other initial properties of the Quintuplet cluster by numerical modelmized to the observed
properties of the cluster. The nature of the detected excess sourpeteatial circumstellar discs
could be supported or disproved by the presence or absence of matggimatures in near-infrared
spectra covering the wavelength range of first overtone CO bancimeiadion.
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1 Introduction

This thesis presents the results of a study of the Quintuplet cluster, a yoasgjve star cluster at a
projected distance of 30 pc from the Galactic centre, with the focus on thaitien of the present-
day mass function of this cluster. Multi-epoch high precision imaging data @gt@nnear-infrared
wavelengths with adaptive optics correction allowed to discern clusterfsbansthe rich field star
population along the line of sight based on the common motion of the cluster mewibierespect
to the Galactic field. After a refinement of the proper motion membership samplgdnfing stars
with colours strongly deviating from the cluster main sequence, the prdagntiass function of the
cluster could be determined from an unbiased cluster sample in the mas®fdngen < 40 M.

The outline of the thesis is as follows: in this chapter an introduction to the stellss faaction
(Sect. 1.1) and to young massive clusters in the Milky Way is given (Segt. D to the location
of the Quintuplet cluster in the Galactic centre region, the conditions in thiscemagnt as well as
the three known young massive clusters in this region (including the Quihtiptter) are described
in some detail (Sect. 1.3). Chapter 2 introduces the NAOS-CONICA instruatghe Very Large
Telescope and the reduction of the obtained datasets which form the btsstbesis. The present-
day mass function of the Quintuplet cluster in its inrrex (0.5 pc) and outer parts @< r < 2.1pc) is
derived based on a clean sample of cluster members in Chapters 3 agplettinely. Chapter 3 was
previously published in Astronomy & Astrophysics: ‘The present-daysfiasction of the Quintuplet
cluster based on proper motion membership’ (HuBmann, B., Stolte, A., Bsarin Gennaro, M., &
Liermann, A. 2012, A&A, 540, A57). In order to avoid repetitions, thetedag, the introduction, the
description of the datasets and the data reduction as well as the summanyitted cas the contents
of these parts are stated in more detail in this chapter, in Chapter 2, in Seemiddirithe summary of
this thesis. In Chapter 5, stars with near-infrared excess within the pmogeon membership sample
are identified and the possible origins of this excess are discussed. A syofrttee main results and
a short outlook conclude this thesis (Chapter 6).

1.1 Stellar mass function

The stellar mass function describes the mass spectrum of a stellar populatitiee number of stars
within a certain mass range. A common and convenient representation of $sfumation is in the
form of a broken power-law

dN/dmoec nf*, m<m<m, (1.0

where the power-law indexis often referred to as the slope of the mass functiomaahdm, define
the mass range in which the mass function slope is valid. The mass of a starssénéia property
which — apart from its metallicity and potential close companions — defines tteefugvolutionary
path. Hence, the mass function of a stellar population at its birth, the so-gatiatimass function
(IMF), has a pronounced impact on its further dynamical evolution asagé¢he stellar evolution of its
members. As it determines the ratio of high to low mass stars, it influences timécahenrichment of
the interstellar medium by the stellar population and the observed propertizasue.g., the mass-
to-light ratio of a stellar cluster. The IMF is also, besides the star formatidorizighe essential
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ingredient for stellar population models used to constrain the physicatgiepof unresolved stellar
populations in external galaxies. As the IMF is the outcome of the star formataess, its measured
shape is an important property to be explained and reproduced by steation theories.

The IMF was first derived by Salpeter (1955) for stars in the solarhheigrhood who found a
slope ofa = —2.35 in the mass range from4to 10M,. During the last 50 years, the IMF has been
extensively studied in various environments such as the solar neigttoaliamd the Galactic field,
young star forming regions, open and globular clusters as well as odfeexies (see e.g. reviews
by Scalo 1986; Kroupa 2002; Chabrier 2003; Bastian et al. 2010up&ceet al. 2013). Although
most star formation theories predict a systematic variation of the IMF as &doraf the conditions
under which the star formation event occurs, i.e. a preferred formatibigb mass stars in a low
metallicity or high temperature environment (Kroupa et al. 2013, and refesetherein), the IMF is
found to be seemingly universal and strong evidence for a systemattioamwith the conditions of
star formation is lacking (Bastian et al. 2010). In the stellar mass regime{.07 M) the so-called
canonical IMF for single stars can be represented by a two-partrdawe(cf. Eq. (55) in Kroupa
et al. 2013):

m 1303 '0.07<m<05M,

: 1.2
m 23036 105 <m< 150M, 12

dN/dmoc {
As the large distance to the Quintuplet cluster of 8 kpc prevents the determinétite mass function
down to subsolar masses, a mass function slope-of-2.3 is referred to as the standard or canonical
slope in this thesis. Due to its similar value, the IMF slope derived by Salpe8b(& = —2.35)
is also often used as the standard slope in the literature. A mass function igfiiatier than the
canonical IMF form > 0.5Mg, i.e. the mass function slope is larger (less negative) than the
canonical slope, is termed as top-heavy, as it is composed of a projadistiamger fraction of high
mass stars.

As systematic variations of the IMF are expected and might help to constrdiimgomove cur-
rent theories of star formation, the quest for deviations from the stdrit¥df has been one of the
most active fields of research on young stellar populations over thetwastiecades. Only re-
cently it was claimed that for extreme star forming events with very high stangtion densities
(2 0.1 Mg yr~tpc3), which occur during the formation of initially dense globular clusters or ultra
compact dwarf galaxies, there exists a dependence of the IMF slopefat M, on the metallicity
and the cloud density, with higher densities and low metallicities leading to a flatper sfdhe IMF
(Dabringhausen et al. 2012; Marks et al. 2012; Kroupa et al. 2013)

Unfortunately, the IMF cannot be directly measured. For a composite spelfaration such as
the Galactic field, the loss of higher mass stars which evolved from the maierseg and are no
longer detectable has to be corrected by accounting for the star forméatornylof the population.
Furthermore, the study has to be limited to some defined volume requiring a digsiimate for
each star. The derivation of the IMF of a star clustfers the advantage that all stars have similar
ages, metallicities and are located at the same distance. Yet, even in younlstzrs the mass
spectrum dfers from the IMF, as due to dynamical interactions the cluster may lose geardefore
the formation of stars in the forming cluster is terminated (see Sect. 4.2 in Kedugda2013, and
references therein). This unavoidable deviation of the observaldemirday mass function (PDMF)
of a star cluster from its IMF depends on its age and is due to the stellar aathital evolution of
its population. The higher mass range of the PDMF of a cluster is first albgréte dfects of stellar
evolution, i.e. by the mass losses of evolved stars and high mass stars @adirliyes as visible
stars. High mass stars might also be dynamically ejected due to close ensasgecially in the
dense core of young clusters (Pflamm-Altenburg & Kroupa 2006; Fujiinaid 2011; Banerjee et al.
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2012a). Stars are also lost at all stages due to evaporation, i.e. thé stassdrom the high velocity
tail of the Maxwell-Boltzmann distribution of speed which are fast enoughaweel¢he gravitational
potential of the cluster. Because of dynamical mass segregation, thisratiap dects mostly the
low mass part of the mass function (Baumgardt & Makino 2003). For a cladbiing the Galactic
centre at small Galactocentric radisc < 100 pc), tidal losses in the strong gravitational potential of
the Galactic centre can be significant and even lead to its rapid dissolution wifevn tens of Myr
(Kim et al. 2000; Portegies Zwart et al. 2002). Hence, the inferehteed MF of a cluster from its
measured PDMF requires its detailed numerical modelling in order to comediyhamical stellar
losses.

As mentioned above, the canonical mass function slope-6f-2.3 refers to the single star IMF.
Therefore, for a valid comparison of the measured mass function slopehgitteanonical IMF star
counts have in principle to be corrected also for unresolved companidris.requires knowledge
of the multiplicity fraction which depends on the mass of the primary as well as tee ratio (see
Bastian et al. 2010, and references therein). Due to the location of timtuQlet cluster near the
Galactic centre, it is not possible to resolve multiple systems in the cluster into stagéeand the
measured PDMF is in fact a system PDMF. Fortunately, for the relevard raage above W the
difference between the slope of a system mass function and the respedfigestn mass function is
expected to bg 0.1 dex and hence on the same order as the typical uncertainty of the ntbass®
function slope (Weidner et al. 2009). The PDMFs derived for the Qplatwcluster and presented in
this thesis needed therefore not to be corrected forflieets of stellar multiplicity.

1.2 Young massive clusters in the Milky Way

Young massive clusters are defined by their large maddgsx( 10* M) which cover the high mass
range of the young cluster mass function, their relative youth (ag Myr!) and their high density
which distinguishes them from massive associations. As discoveredalsnef (2009), the young
massive clusters in the Milky Way follow a defined age sequence in the cllmsitsity vs. radius
diagram (termed ‘starburst clusters’ in their Fig. 2) which is distinct frase@nd sequence occupied
by massive associationdl; > 10° M, termed ‘leaky clusters’). In this diagram, young massive
clusters (agex< 10 Myr) cover a density range of 46- 10° M, pc 2 and have radik 3 pc, while
even the youngest and most compact massive associations have dengiféM, pc3 and radii
> 3pc. Young massive clusters are found in great number in other galaeiesn the interaction
zones of starburst galaxies such as NGC 1569 or the Antennae GgM#igmore et al. 2010). In
the Milky Way, which is currently not in a very active phase of star formatomy about a dozen of
these objects are detected and well-studied (see e.g. Table 2 in Portegirégal. 2010). However,
as these clusters are located close to the Galactic plane (see Fig. 2 in Baftegi¢ et al. 2010),
this might be an observational bias due to the high stellar densities and higbtiextinaused by
molecular clouds encountered for line of sights in the Galactic plane. Infédloiyv-up observations
of cluster candidates detected in infrared surveys (e.g. Dutra & Bich; 2@8nov et al. 2002; Mercer
et al. 2005) revealed several potential young massive clusters syEiB&2003] 179 or Mercer 81
(Borissova et al. 2008; Davies et al. 2012).

With a few exceptions for the nearest galaxies within the local group, eX6 i the Large
Magellanic Cloud, extragalactic young massive clusters can not be egsoltw individual stars and

1The age limit was chosen with regard to the known young massive clistdrs Milky Way and ensures that evolved
high mass starsn{ > 15M,) are still present in the cluster, but also older age limits are used in the lier@&y.
100 Myr in Portegies Zwart et al. 2010).
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their properties have to be inferred from integrated spectroscopic agihigrabservations and stellar
population models. In contrast, the stellar population of the young massateidun the Milky Way
located at distances of ‘only’ few kiloparsecs from the Sun can in sosesdze analysed even down
to subsolar masses (e.g. for h gnBersei at a distance of@kpc, Currie et al. 2010). Hence, the study
of Galactic young massive clusters and their mass function may contributeettea bnderstanding
of the extragalactic, unresolved clusters.

Besides this possibility to serve as templates for extragalactic starburstrglusteng massive
clusters in the Milky Way and the Magellanic clouds are ideal cases to stuggy/papulations of stars
which have formed from the same molecular cloud with a uniform metallicity and littileocage
spread (Kudryavtseva et al. 2012). The stellar mass function in thesterslus well populated even
at high stellar masses and can in principle be studied over the entire stellaramgss However, the
large distances, crowding and thefdiulty to distinguish cluster stars from field stars constrain the
lower observable mass limit, while the presence of the highest mass staresgauung cluster ages
of < 4 Myr. The large number of high mass stars iffetient evolutionary stages including Wolf-Rayet
(WR) stars of diferent subtypes, luminous blue variables (LBVs), and yellow and redrgigmts
(RSGs), make these clusters excellent targets to study the evolution of thenassve stars and
set constraints on the respective theoretical models. Furthermorepadog the maximum stellar
mass observed in a young massive cluster with the predicted number ohtséwen higher masses
based on the observed properties and the presumed IMF of the clusteypibthesis of a fundamental
stellar mass limit can be addressed (e.g. Weidner & Kroupa 2004; Figér 2@y & Clarke 2005;
Crowther et al. 2010). The observed correlation of the maximum mass tafr avhin a cluster
with its total mass (Weidner & Kroupa 2006) and the fact that most if not akhied OB stars are
runaway stars (de Wit et al. 2005; Schilbach &der 2008; Gvaramadze & Bomans 2008; Pflamm-
Altenburg & Kroupa 2010) indicate that the formation of massive stars i®lgla®nnected to the
formation of massive clusters or associations. Smoothed particle hydnmilyrsimulations show
that the formation of massive clusters and of massive stars proceeds senukfn with the most
massive stars being formed in the most bound clusters (Smith et al. 200@mds$ses of the cores
from which the massive stars form are similar to the average core maskdotd their location close
to the potential well of the protocluster gas from large radii is channellealtbese protostars during
global infall enhancing their accretion rates. According to this scendumgomass to form a massive
star is not originating from an especially massive core, but is gathenéagdine formation of the
massive star and the surrounding cluster (Smith et al. 2009). The fornwtimassive stars in the
core of the forming cluster in this competitive accretion scenario (see alsodi@t al. 2004; Bonnell
& Bate 2006) further proposes that clusters form primordially mass gatge.

Young massive clusters in itself provide an extreme environment for staafmn and the subse-
quent cluster evolution due to their high density, the radiation field produgéte numerous massive
stars, and the onset of supernovae after the first few Myr. Due tmeVveporation by the intense UV
field and the strong winds of the massive stars, the natal molecular clou@ cfuster is quickly
dispersed. Depending on whether massive stars form prior or sudrsetp the low mass stars, this
removal of the available gas reservoir for accretion migfgct the formation of low mass stars. The
conditions in young massive clusters, i.e. the large number of massivasthtise high stellar densi-
ties, may even enable the occurrence of stellar mergers between mémsivénsan attempt to explain
the presence of very massive stars in R136 (Crowther et al. 2010@fistars exceeding the stellar
mass limit of 15(M, proposed by Weidner & Kroupa (2004), Banerjee et al. (2012b) detrated
that these stars might have formed by stellar mergers of massive binariesdluster core, whose
eccentricity is increased or which harden by close encounters.

The locations of the Milky Way young massive clusters allow to probe the pakesffects of
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different Galactic environments on the outcome of star formation. Most of therkpoung massive
clusters reside in the spiral arms, e.g. NGC 3603 (Sung & Bessell 2@04e 8t al. 2004, 2006;
Harayama et al. 2008; Pang et al. 2013) and Westerlund 2 (Asceat®607; Carraro et al. 2013)
in the Carina spiral arm and Westerlund 1 in the Scutum-Crux spiral armk(€al. 2005; Brandner
et al. 2008; Gennaro et al. 2011; Lim et al. 2013). The three redgiapé clusters RSGC1, RSGC2,
and RSGC3 are located close to where the Scutum-Crux arm meets the Galiggi¢Hger et al.
2006; Davies et al. 2007; Clark et al. 2009; Alexander et al. 2009putth potential young massive
cluster containing eight RSGs, Alicante 8, is found in the same area in théwkiys distance has
not yet been measured such that its location in this part of the Galaxy ieraitc(Negueruela et al.
2010). Due to their relative closeness within a few hundred parsecsraildr ages between10 and
20 Myr it is suggested that the red supergiant clusters originate fromathe farge-scale starburst
event. As their location is close to the northern tip of the Long Bar, this mighiespond to the
enhanced star formation observed along the stellar bars of other gglabagander et al. 2009, and
references therein). Interestingly, the candidate young massiverdiisteer 81 seems to be located
at a similar position, but at the opposite side of the Galactic centre near ttieesotip of the Bar
(Davies et al. 2012). A third Galactic environment harbouring young iveshusters is the Galactic
centre region. This environment and the three young massive clustatedan this region including
the Quintuplet cluster, are introduced in more detail in the following section.

1.3 Young massive clusters in the Galactic centre region

1.3.1 Star formation in the Galactic centre

Star formation in the Galactic centre region, i.e. within the Central Moleculae Z6MZ, rec <
200 pc), proceeds under rather extreme conditions compared to ottferstimg regions in the Milky
Way (Morris & Serabyn 1996). The CMZ harbours about 10% of the muée gas in our Galaxy and
is distinguished by the high gas densitiesy 10*cm~23) and temperatures (50 — 100 K) encountered
in this environment (Morris & Serabyn 1996, and references therainetfal. 2013). As the Jeans
mass, i.e. the mass required for a molecular cloud to become gravitationallplengtareases with
temperatureof T?), it is suggested that the formation of higher mass stars might be favoured in
the Galactic centre region (Morris 1993; Klessen et al. 2007). The miteaiocity dispersion of
molecular clouds in the CMZ is elevated compared to the Milky Way spiral armsdaado the
strong Galactic centre tidal field high densities are required for cloudsstabte (Morris & Serabyn
1996; Shetty et al. 2012). Furthermore, strong magnetic fields with a saaje-amplitude of about
~100uG permeate the Galactic centre region (Crocker et al. 2010). In coturidws, the nonthermal
filaments with lengthg 30 pc running perpendicular to the Galactic plane require an amplitude of the
magnetic field of the order of mG (Yusef-Zadeh & Morris 1987). The higletic gas temperatures
of 50 — 100 K seem not to be correlated with the temperature of the d@sti, e.g. Lis et al. 2001).
The external heating of the molecular gas required to explain this disagpaunld be provided
by turbulence or cosmic rays (Yusef-Zadeh et al. 2007; Ao et al. 2013sef-Zadeh et al. (2007)
suggested that the increased ionization fraction as a consequence esfhidweced flux of cosmic
rays in the CMZ (Oka et al. 2005; van der Tak et al. 2006; Yusef-Haxteal. 2013) might lead to
a decreased star formatioffieiency by hindering the ambipolarftlision and hence the collapse of
cloud cores.

In spite of these potential impairments, the Galactic centre region is a site ahgregar forma-
tion. Besides three young massive clusters (Young Nuclear Clustdresuand Quintuplet cluster),
the CMZ contains the giant molecular cloud Sgr B2 which is one of the mosteastiér forming
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regions in the Milky Way and numerous young stellar objects (YSOs). Théostaation rate within
the last 1 Myr in the CMZ was estimated based on the number of YSOs to be ia o7 to
0.14Mg/yr (Yusef-Zadeh et al. 2009; An et al. 2011). A similar star formation cdite.08 M, /yr
was obtained by Immer et al. (2012) based on the number of young so@ges< 1 Myr) in the
CMZ contained in the ISOGAL survey. These results imply that currentlytatioe-tenth of the total
star formation in the Milky Way (2 My /yr, Lee et al. 2012) proceeds in the CMZ. However, in pro-
portion to the amount of dense gas and dust concentrated in the CMZ ttienof YSOs and other
tracers of current star formation appears to be lower in the Galactic @nrenment than in the rest
of the Galaxy. Beuther et al. (2012) determined the number of cold dusipslin the ATLASGAL
survey as a function of the Galactic longitude and found a pronouncadipehe direction of the
Galactic centre, while the number of YSOs showed no corresponding peeskresult was confirmed
by Longmore et al. (2013a) who compared the amount of dense gasltzexddny NH and 50Qum
emission with the number of methanol and water masers as tracers of fecdotraation. Longmore
et al. (2013a) also compared the measured star formation rate in the CMZ sjphettictions of the
scaling relations for the star formation rate as a function of the gas sutéarsty or the gas mass
which apply in nearby galaxies as well as in Galactic molecular clouds. Thedfthat the scaling
relations by Lada et al. (2012) and Krumholz et al. (2012) overprélécstar formation rate in the
CMZ by one order of magnitude given the amount of available dense gas passible reason for the
seemingly impaired star formation in the Galactic centre region, the authorestaddhat the larger
internal cloud velocity dispersion in the CMZ might counteract gravitationhpse. In summary,
while the Galactic centre region is an active site of star formation, there amafiwhs that the ex-
treme conditions in this region have an impact on thieciency of star formation. Whether this also
affects the outcome of the star formation process, i.e. the IMF, is still the sulbj@egoing research
including the study presented in this thesis.

The formation of young massive clusters in the CMZ may be linked to the sameamschwhich
is thought to be responsible for the concentration of molecular gas in thet®alantre region, i.e.
the formation of the CMZ (Morris & Serabyn 1996; Kim et al. 2011). The srmoent of gas in the
potential of the Galactic bar proceeds mostly on two families of closed orbitsrigi& Serabyn
1996; Ferrére et al. 2007, and references therein). The x1 orbits are locatsidl@wf the inner
Lindblad resonance of the bar and are elongated and aligned parallelarthThe x2 orbits inside
the inner Lindblad resonance are aligned perpendicular to the major akis bér and typically less
elongated. Due to energy dissipation, gas may gradually drift aldifigreint x1 orbits towards the
Galactic centre. As the innermost stable x1 orbits are self-intersectingsmihtersect with the out-
ermost x2 orbits, clouds initially moving along x1 orbits may lose energy andlangiomentum due
to shocks and cloud collisions and settle onto x2 orbits. Kim et al. (201 Westhwvith their hydrody-
namical simulations of gas moving in a Galactic bar potential, that gas originaltingrbn x1 orbits
undergoes shocks at the tip of the bar and moves inwards along dust l@tese to the transition
from x1 to x2 orbits, the gas settles into a ring of dense clouds which hakiagtresemblance to
the CMZ. While the ‘180 pc molecular ring’ in the CMZ was suggested to reptethe innermost
stable x1-orbit (Binney et al. 1991), the twisted, elliptical ring of moleculauds (‘100 pc ring’)
described by Molinari et al. (2011) may mark the outermost stable x2 orbtal¥y, the star forming
regions Sgr B2 and C are located close to the tips of the ellipse where xRamdits are expected to
intersect (Molinari et al. 2011). A possible formation scenario for ypomassive clusters in the CMZ
involves the collision of a massive molecular cloud on an x1 orbit with a seclonid on an x2 orbit
(Hasegawa et al. 1994; Rodriguez-Fernandez et al. 2006; Stolte2€08). Due to the shock com-
pression, the initially stable cloud could collapse and fragment into starsrtodanassive clusters
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(cf. Sect. 1.3.3). An alternative scenario was proposed by Longn@ile (@013b) based on the de-
tection of four potential progenitor clouds for young massive clusteramiltie 100 pc ring. In this
scenario, massive molecular clouds moving within the 100 pc ring along arbitZace compressed
after pericentre passage close to Sgr A*. As the clouds are found tm$e to virial equilibrium
(Longmore et al. 2012, 2013b), this compression of the cloud might fieisat to induce gravita-
tional collapse. Longmore et al. (2013b) point out that the four detgmiagkenitor clouds between
Sgr A* and Sgr B2, i.e. after their pericentre passage, show graduatly signs of star formation in
agreement with this model.

1.3.2 Young Nuclear Cluster

The Young Nuclear Cluster (Krabbe et al. 1991, 1995; see also Gehat 2010 for a review)
is one of the three young massive clusters found in the Galactic centr@mmeént. Because its
stellar population is surrounding and orbiting Sgr A*, i.e. the supermabtae& hole (SMBH) in the
Galactic centre sy = 4.3 + 0.5 x 10° M, Gillessen et al. 2009), the kinematic properties and
also the conditions for star formation for this clusteffeli considerably from other young clusters.
Within a radius of~ 0.5 pc from Sgr A*, three dynamically distinct groups of young stars can be
distinguished (cf. Lu et al. 2013). Within= 1" (0.04 pc¥, main sequence B stars constituting the
so called S-star cluster move on highly eccentric and isotropic orbits ai®gind*. At a projected
distance of B” < r < 127, about 50% of the detected WR and O stars belong to a clockwise rotating
coherent structure which forms either a strongly warped disc or a sydtstreamers (Paumard et al.
2006; Lu et al. 2009; Bartko et al. 2009). A further 20% of the youagssseem to belong to a second,
less well-defined counterclockwise rotating disc which has an inclinatidie aglgtive to the first disc

of ~ 100 and is supposed to be in a dissolving state (Paumard et al. 2006; Bartk@@e09). All

of the early-type stars within.8” < r < 12”, including the stars which are not part of the discs, are
consistent with constituting one stellar population (Paumard et al. 2006).

The presence of a young massive cluster located around Sgr A* igssngp In addition to the
extreme star formation conditions in the Galactic centre region, the strong lielatisg in the im-
mediate vicinity of the Galactic centre imposes severe constraints for the tjomatacollapse of
molecular clouds. There are two main scenarios for the origin of the yourgyaisside the S-star
cluster (see Sect. VI in Genzel et al. 2010, for a detailed overview oflifferent star formation
scenarios). In the infalling cluster scenario, a massive cluster forms paiesecs outside the Galactic
centre and, due to dynamical friction, spirals into the central parsec o dodisc of stars orbiting
the SMBH (Gerhard 2001; Kim & Morris 2003). In order to reach thet@mparsec before being
completely disrupted and within the lifetime of its massive stars, the cluster hasnorgemassive
and concentratedM > 10° Mo, pcore > 10% Mg pc3) than observed for any other cluster in the
Galaxy. In simulations, the presence of an intermediate mass black hole waktfo stabilise the
cluster core against disruption and to lower the density required for tis¢eclto enter the central
parsec by about two orders of magnitude (Kim et al. 2004rk@n & Rasio 2005). For the currently
favoured in-situ formation scenario, the stellar disc(s) are formed fithmarea single massive, high-
density cloud falling into the Galactic centre which subsequently settles into amtifcagments into
stars (Nayakshin et al. 2007; Bonnell & Rice 2008), or by a cloudettmllision in the central parsec
(Hobbs & Nayakshin 2009).

The age of the stellar population in the Young Nuclear Cluster was determynBdumard et al.
(2006) from the number ratios of WR and O stars and the location of OBgapés in the Hertzsprung

2Throughout this thesis the Galactic centre distance of 8 kpc (Ghez etQd) 20applied for all three young massive
clusters in the Galactic centre region to convert distances stated in ardsento parsecs.
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Russel diagram (HRD) to be62 Myr. A recent study by Lu et al. (2013) favours a slightly younger
age with a best value of. @3Myr and a 95% confidence interval spanning frora ® 58 Myr. The
mass function of the Young Nuclear Cluster was found to be top-heavyhigigualitatively consis-
tent with the theoretical predictions for an in-situ formation scenario (Nshyaket al. 2007; Bonnell

& Rice 2008; Hobbs & Nayakshin 2009) and is also consistent with thectatien that the con-
ditions in the Galactic centre environment favour the formation of high mass. sByr modelling
their K-band luminosity functioni < 17 magm > 5Mg) with population synthesis models, Bartko
et al. (2010) inferred an extremely top-heavy mass function with a slope=0f0.45 + 0.3 within
0.8” <r < 12’. At larger radii ¢ > 127), i.e. outside of the discs, the mass function of early-type
stars has a slope af= —2.15+ 0.3 which is consistent with the slope of an Salpeter IMF=(-2.35).

In contrast to this result and based on the sample of stars in the YoungaN@iiester by Do et al.
(2013), Lu et al. (2013) derived for the stellar population inside &f12” a mass function slope of
a=-17+0.2(m> 10My) which is still top-heavy but significantly steeper than the value found by
Bartko et al. (2010). They ascribe the discrepancy of their results fontfiags of Bartko et al. (2010)

to the diferent approaches of the applied completeness corrections andfdrertiareas probed by
the respective samples which stretch preferentially parallel (Lu et aB)2f¥lvertical (Bartko et al.
2010) to the clockwise rotating stellar disc. In spite of this discrepancy, fhbaaviness of the mass
function observed for the Young Nuclear Cluster still provides the baderce found in the Milky
Way for a dependence of the outcome of the star formation process, ildEh&om the conditions

in the star forming cloud.

1.3.3 Arches cluster

The Arches cluster (Nagata et al. 1995; Cotera et al. 1996; Seralaynl®98; Figer et al. 1999a) is
located at a projected distance of about 26 pc from the Galactic centre victhigy of the thermal
arched filaments (Yusef-Zadeh et al. 1984). Due to its compactness athieast in its inner parts

(r < 0.4pc) renders the distinction between the cluster population and the fieldrigsal cit is so

far the best-studied cluster in the CMZ. Because of its similar location and itthageches cluster

is sometimes considered in the literature as being the younger ‘brother’ @uheuplet cluster
(Figer et al. 1999b). The cluster contains 15 WN stars within 0.5 pc, a further three WN stars
within 0.5 < r < 2pc (van der Hucht 2086 and references therein; Mauerhan et al. 2010a) and an
approximate number of 160 O stars (Figer et al. 1999a; Figer 2004 #e lack of WC stars, the
presence of WNL stars and model fits to teband spectra of five evolved, massive stars, a cluster
age of 25 = 0.5 Myr was determined (Figer et al. 2002; Najarro et al. 2004). ApamfiiGC 3603
(age: 1 -2 Myr), the Arches cluster has hence the youngest stellalgtiop among the known young
massive clusters in our Galaxy whiclff@rs the opportunity to study the earlier stages of high mass
stellar evolution. Early studies of the cluster population yielded a very flpti{gavy) mass function

in the cluster corer(< 0.2 pc) with a sloper of about—1.3 (Figer et al. 1999a; Stolte et al. 2005).
More recent determinations of the mass function which account for theidlogi stellar extinctions
derived steeper, yet still top-heavy mass function slopes. Using inititdrsteassesrq > 10 M),
Espinoza et al. (2009) and Habibi et al. (2013) derived mass funstipes ofe = -1.9 + 0.2 and

a = —1.6 + 0.2 in the core of the Arches clustar € 0.2 pc), respectively. At larger distances to the
cluster centre, the mass function slope steepemste-2.3 (0.2 < r < 0.4 pc) which is consistent with
the canonical IMF slope, and steepens further3® at larger radii (Habibi et al. 2013). According
to customised numerical models of the cluster by Harfst et al. (2010), thedlss function slope

3The stated position of WR102b listed in Table 1 from van der Hucht (2086ging associated with the Arches cluster
is ~24 pc apart from the cluster near Sgr A* and is hence disregarded.
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in the core and the outward steepening can be explained by the interreahiyah evolution, i.e.
mass segregation, within the presumed cluster agebd¥igr. A top-heaviness of the IMF is hence
not required to produce the observed top-heavy mass function in therctase. The assessment
whether the elevated cloud temperatures in the Galactic centre region stilaleawerint on the IMF

in the form of a truncation at the low mass end, requires to determine the nmagisfudown to lower
masses than is currently possible. The total cluster mass of the Arches @ust®ut 2x 10* Mg
(Espinoza et al. 2009; Clarkson et al. 2012; Habibi et al. 2013) andéhon same order as the masses
of NGC 3603 (Harayama et al. 2008; Pang et al. 2013) and the Quintlpser (see Sect. 4.4.2),
but lower than the mass estimates for Westerlund.5 ¢ x 10° My, Gennaro et al. 2011; Lim et al.
2013). With a central density of @+ 0.4 x 10° My, pc3 (Espinoza et al. 2009), the Arches cluster is
the densest young massive cluster in our Galaxy.

The bulk motion of the Arches cluster with respect to stars in the Galactic fieddirgadetermined
by Stolte et al. (2008) from the filerence between the mean proper motions of cluster members
and field stars. Their value of the bulk proper motion of 2129 knys is somewhat higher, yet
consistent within the errors with the value derived by Clarkson et al QR6f11 72+ 15 kmy/s. The latter
value was inferred from the separation of the centroids of a two-conmpéihto the two-dimensional
distribution of proper motions. By combining their bulk motion with the radial veloaitihe cluster
of 95+ 8km/s from Figer et al. (2002), Stolte et al. (2008) determined a three-dinteispace
motion of the cluster of 232 30 km/s. The high orbital velocity of the cluster excludes circular orbits
in the azimuthally symmetric potential of the Galactic centre and is also inconsistarthesmotion
of molecular clouds on closed x1 or x2 orbits (Stolte et al. 2008). Heneesdénario proposed by
Longmore et al. (2013b) for the formation of young massive clusters frmssive molecular clouds
in the 100 pc ring (Molinari et al. 2011) seems not to apply to the Archesetlus possible formation
scenario of the Arches includes the collision of a cloud on an x1 orbit witbuwdan the outermost
X2 orbit with a subsequent starburst being triggered by the shock essipn. A complication for
this scenario is the fact, that the mass and density of the cloud on the x1esybited in order that
the cluster inherits its high velocity are higher than currently observed ésetlelouds. Based on
the present orbital motion and position on the plane of the sky of the cludtdte 8t al. (2008)
calculated its orbit for various line of sight distances of the cluster to thecGaleentre in order
to determine the position of the Arches cluster at its birth abduMgr ago. They found that if the
cluster is presently located within a Galactocentric radiugef= 200 pc, its initial location and radial
velocity are consistent with the scenario that a x1-x2 cloud collision trigiggeestar formation in its
progenitor cloud(s). Whether a similar scenario might also be necesspltin the formation of the
Quintuplet cluster with an estimated three-dimensional space motion ef 1B&m/s (Sect. 4.2.3.3),
significantly smaller than observed for the Arches cluster, or not ismilyreot clear.

1.3.4 Quintuplet cluster

The Quintuplet clustera( = 17"46M15°, § = —28°4941”, J2000) is located only’30” below the
Galactic plane as defined by the galactic coordinate system, at a projedtmtcdisf about 30 pc
from the Galactic centre assuming a Galactic centre distance of 8 kpc (Gile2@08). It is thought
to be the ionizing source for two H Il regions in its immediate vicinity, the ‘Sickle0({38-0.04)
to the north and the ‘Pistol’ nebula (G0.15-0.05) located within the clusterefYZ@adeh & Morris
1987; Lang et al. 1997; Figer et al. 1998, 1999). The Quintuplet clusie detected first as a single
bright source in surveys of the Galactic centre region at near- and fingdéd wavelengths (Allen
et al. 1977; Becklin & Neugebauer 1978) which was successivebives into several components
(Kobayashi et al. 1983; Glass et al. 1987; Okuda et al. 1987). Baisémaging data at higher res-
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olution, the eponymous quintuplet of five, bright near-infrared s@mwess first described by Nagata
etal. (1990) and Okuda et al. (1990). That this quintuplet resides withi®alactic centre region was
inferred from the polarisation of the five sources which is similar to thosed’dor the Young Nuclear
Cluster in the centre of the Milky Way and the optical depth of the silicate atisorim their spec-
tral energy distributions (Okuda et al. 1990). Because of their smativelseparations<( 0.6 pc),
their featureless spectra, and cool spectral energy distributionss)Stiese sources were suggested
to form a cluster of massive protostars (Okuda et al. 1990; Glass €920, Nagata et al. 1990).
Although further bright stars were found in the Quintuplet cluster in the sgeae (Nagata et al.
1990; Glass et al. 1990), it was not established that these stars togéth#dre quintuplet constitute
a young, massive cluster until narrow-band and spectroscopicvaltiesis revealed their high masses
and young ages (Moneti et al. 1994; Figer et al. 1995; Cotera et @b; Fger et al. 1996). The 15
stars observed and designated by number by Glass et al. (1990) (T8, +h@ ‘Q’-label was first used
in Figer et al. 1995) are indicated in Fig. 1.1, where the quintuplet is formekebstars Q1 — Q4 and
Q9. The first derivation of the properties of the Quintuplet cluster sa¢hecluster age (see below),
mass and density was carried out by Figer et al. (1999b) based on &sa#3g stars with spectral
classifications. Adopting the Salpeter IMF slope, they extrapolated the todslumesl mass in stars of
~10® M, down to 1M, and determined a total cluster mass &% 10° M, which placed the cluster
among the most massive open clusters in our Galaxy. In combination with thegaveistance of
stars to the cluster centre of 1 pc, they estimated a cluster densitydMOpc2 and 162 Mg, pc3
using the measured and the extrapolated total cluster mass, respectivelgiefsity of the Quintu-
plet cluster is hence by more than two orders of magnitude below the dentiy Afches cluster of
p = 10*° M, pc2 within 0.4 pc, adopting the cluster massMf; = 2 x 10* My, from Espinoza et al.
(2009). It should be noted that in a subsequent paper based onrestitred HST NICMOS pho-
tometry (Figer et al. 1999a), the lower limit of the measured mass within 1 pc Gfuhrguplet cluster
was increased t0.8 x 10 My, (m > 10M,) which is the same value as its previously extrapolated
total mass. The fact that the Arches cluster is decidedly more compact th@uihtuplet cluster does
still hold despite this increase of the measured mass in the Quintuplet clustezsiiimated ionizing
flux from the high mass stars isféigient to ionize the ‘Sickle’ H Il region which provides further ev-
idence for the location of the cluster in the Galactic centre region (Figer ¥2@9b). Liermann et al.
(2009) covered a significant portion of the Quintuplet clustef’ (386" = 1.4 x 1.4 p& at 8 kpc) with
K-band spectroscopic observations using the integral field spectto@idfF-ONI-SPIFFI installed
at the Very Large Telescope. Their spectral catalogue, termed LH®gagathroughout this thesis,
contains 98 early-type stars and has a completeness limit of beut3 mag.

To this day, a total of 92 OB stars, 21 WR stars (withink 2.5pc), and 2 LBVs have been
spectroscopically identified in the cluster (Figer et al. 1999b; Homeier @08B; Liermann et al.
2009, 2010; Mauerhan et al. 2010a). The ratio of the number of WC tauheer of WN stars in
the Quintuplet cluster idlwc:Nwn = 14:7 compared to 0:17 in the Arches cluster (Liermann et al.
2012). As WC stars are thought to represent a later evolutionary sag®\N stars, this signifies the
older age of the Quintuplet cluster. The nature of the five stars formingrtmeipent quintuplet was
enigmatic for a long time due to their cool SEDs, their large luminosities typicalfoergiants and
the lack of intrinsic absorption or emission lines in their near- or mid-infrapedtsa (Moneti et al.
2001, and references therein). Thédiction limited images obtained by Tuthill et al. (2006) using
rapid-exposure speckle interferometry resolved these four somteepinwheel nebulae’ which are
characteristic for colliding-wind binaries consisting of a WC and a OB stae drbital motion of
the two stars causes the dust produced in the bow shock between thellavonstels to be wrapped
around into a spiral. The five quintuplet sources could be spectrosdigpitentified by Liermann
et al. (2009) as late-type WC stars (WC8 or WC9) with dust emission. Téetrspfor Q2 and Q3
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showed additional features of OB stars which is consistent with the expkige mass companion
of the WC star in these systems. The two LBVs in the Quintuplet cluster are {balled Pistol star
(Figer et al. 1995; Figer et al. 1998) located to the south and qF362 (Eige 1999b; Geballe et al.
2000) north-east of the cluster centre (see guide stars of Fields 2iarfelgl 1.1). The signature of
spherical shell expansion, the line of sight velocity, as well as the fovegl extinction of the Pistol
nebula suggest that the nebula was formed by a massive ejection of stedaiahieom the Pistol star
within the last 10 yr (Figer et al. 1995; Figer et al. 1999). The largest contribution ofitheonizing
the nebula originates not from the Pistol star itself, but from other massars in the Quintuplet
cluster which explains why the nebula is brightest in Pasehemission in the direction towards the
cluster centre. Due to its high gas to dust ratify4s/Mqust * 2800, Figer et al. 1999), the additional
extinction caused by the nebula and its impact on the photometry of clustetostarsd in its line
of sight at near-infrared wavelengths are expected to be small. A thikd (LBV G0.120-0.048)
was detected at a projected distance of 7 p8jZouth-west of the cluster (Mauerhan et al. 2010b).
Due to this relative closeness, the authors suggest that this LBV mighfdrawed in the same star
formation event as the cluster, either outside or close to its centre from whighuld have been
ejected by a dynamical interaction.

The metallicity of the two LBVs in the cluster was determined by Najarro et al.qR@om a
quantitative analysis of high resolution near-infrared spectra. Thaydfa solar iron abundance and
twice a solar abundance atelements. Based on the nitrogen surface abundances of WN stars, the
metallicity in the Arches cluster was determined to be solar (Najarro et al. 2084Yyhtly super-solar
(Z = 1.3 -14Z,, Martins et al. 2008). With the same method, the metallicity in the Young Nuclear
Cluster was estimated to range between solar and twice solar metallicity (Marahs2€07). As
these metallicity studies for the Arches and the Young Nuclear Cluster relyeonittogen surface
abundance of WN stars, it is assumed that the abundance of other metdle o#Herred from the
nitrogen abundances (Martins et al. 2008). Using high resolitioandK-band spectra of a sample
of nine cool, luminous stars with projected distances &5 pc from the Galactic centre and of Q7
in the Quintuplet cluster, Cunha et al. (2007) derived slightly enharmladison abundances ([A¢]
= 0.14) and also an enhancementreélements. Davies et al. (2009) confirmed their results for IRS 7
and Q7, but noted that the observed enhanced abundances ofdrareteaments are consistent with
solar values if the depletion of hydrogen at the surface due to stellartievols taken into account.
Hence, solar metallicities are assumed for stars in the Quintuplet cluster fopthgarison with
stellar evolution models and isochrones throughout this thesis (see Sgct. 3.6

The age of the Quintuplet cluster was first determined by Figer et al. (9809comparing the
position of six, early B supergiants in the HRD with theoretical isochronssdan the Geneva stellar
evolution models at twice the solar metallicity (Meynet et al. 1994). The besteclage from this
comparison and from the age range required for the simultaneous peesfaC stars, O supergiants
and one RSG in the cluster, was found to kedMyr, assuming that the cluster population is coeval.
Liermann et al. (2012) found that the positions of the 85 OB stars contairtedir K-band spectral
catalogue of the Quintuplet cluster (Liermann et al. 2009) in the HRD araggm@ksented by Geneva
(Lejeune & Schaerer 2001) and Padova isochrones (Girardi e0@2)2n the age range from 3 to
5 Myr. From the number ratios of WR and O stars and of WC and WN stadsyam the predictions
of population synthesis models, Liermann et al. (2012) obtained a consisseilt for the cluster age
of 3.5+ 0.5Myr. The ages inferred for three WN stars in the range frobt@ 36 Myr are a bit lower
than the age of the best fitting isochrone for the OB stars of 4 Myr (Lierneamh 2010). Such a
difference between the ages determined from OB stars or WN stars was sd¢seeabfor the Arches
cluster (Martins et al. 2008). Recently, by modelling the high mass end obereed mass function
of the Quintuplet cluster and by accounting for stellar wind mass losses as&ltraasfer in close
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binary systems, Schneider et al. (2013) derived an age8ef 41 Myr, which is more consistent with
the age derived from the population of OB stars. According to the ayttih@syounger ages inferred
for the WN stars can be explained by rejuvenation of these stars by mastetrprocesses. For this
thesis, an age of 4 1 Myr was adopted for the Quintuplet cluster, which covers the approximate
age range deduced from the position of the OB stars in the HRD, the prediciiache population
synthesis models, and the modelling of the mass function.

The spectral catalogue of the Quintuplet cluster by Liermann et al. (ZDB) catalogue) contains
in total 62 evolved stars of spectral types KM. For most of these starteclhembership can be
readily dismissed due to their low massas<{ 9 My) and hence old ages (30 Myr) according to
their position in the HRD (Liermann et al. 2012). Even for the two brightesttigie supergiants in
their sample (Q7 and Q15 in Fig. 1.1), the masses inferred from stellar evolatolels with and
without rotation are< 15Mg which implies an age of 15Myr. The membership of these stars
to the cluster would require that the star formation occurred during a metbperiod of~ 10 Myr
or that several bursts of star formation happened in this cluster. Susticnged or repeated star
formation activity seems to be unlikely, as providing that also higher massvataitd have formed
at the same time as the observed RSGs their UV radiation and stellar winds vewaléxpelled any
remaining cloud material within about 3 Myr. Furthermore, the age spreati® ggoung massive
clusters NGC 3603 and Westerlund 1 were determined by Kudryavtsaelig2012) and found to be
small with Q1 and 04 Myr, respectively. Assuming a coeval cluster population also for thetQulet
cluster, i.e. that all cluster stars formed during the same burst of startiormall stars with spectral
types KM are consequently regarded as field stars (cf. Sect. 3.5).

Areliable determination of the extent, the mass function and the total mass of ithie et cluster
requires to study its stellar population over a large mass range. Due to thldchopulation along
line of sights to the Galactic centre region, in combination with the rather dispeosdiguration of
the cluster compared to for example the Arches cluster, the identificationstéchktars with low and
intermediate massem(< 10My), or of cluster stars residing in its outer parts is complicated. Hence,
for a study of the full stellar population of the Quintuplet cluster, fiactive mean to disentangle the
cluster from the field population is needed. While high and intermediate masdstanging to the
cluster can be readily identified based on their early spectral typeschigter samples are limited
to higher mass stars. Due to the large distance to the cluster, comparativgliniegration times
are necessary to obtain spectra suited for spectral classification witielap additional restriction
to spectroscopic samples of the cluster population. For example, the conegketanit of the LHO
catalogue aK = 13 mag corresponds to a stellar mass of abold@ssuming an age of 4 Myr for
this cluster (Liermann et al. 2012). As the stellar population in the Galacticeceggion is highly
variable, itis also very diicult to find a control field which may accurately represent the population of
field stars in the science field and would hence be suited for a statisticalatafdield stars from the
colour-magnitude diagram (CMD) of the cluster. Another possibility to establisster membership
is the identification of cluster stars based on their common motion with respect fielthe This
approach, which requires multiple epochs of high resolution imaging dataafitister in order to
measure the proper motion of individual stars, is applied in this thesis.

The dfficulty to retrieve a representative sample of cluster stars was the main nehgothe
PDMF of the Quintuplet cluster could only be determined recently (HuBmaah 2012; Liermann
et al. 2012). The derivation of the PDMF in the central region (Chapter 3) as weih éise outer

4Liermann et al. (2012) determined the mass function slope from thegtrggeopic sample of OB stars in the mass range
from 10 < myi; < 78M,. Their results were published in the same issue of Astronomy & Astraghgs the results
presented in HuBmann et al. (2012) (Chapter 3).



1.3 Young massive clusters in the Galactic centre region 13

parts (Chapter 4) of the Quintuplet cluster was the main purpose of the gtaggnted in this the-

sis. The knowledge of the mass function of this Galactic centre cluster is amtanpmilestone in
order to address the question whether the mode of star formation in youssgyenalsisters or in the
Galactic centre region is fierent than in less extreme star forming environments such as the solar
neighbourhood. Furthermore, the slope of the PDMF is necessaryd&aded numerical modelling

of the cluster’'s dynamical evolution required to infer the IMF of the Quintuglester, to determine

its current dynamical state, and to assess its further evolution and aurvihe strong tidal field of

the Galactic centre.
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« Field1

Field 3

Field 2.

Figure 1.1: Ks-band image of the Quintuplet cluster as covered by the/MBACO observations presented in
this thesis (north is up, and east is to the left). Field 1 covke central part of the Quintuplet cluster (cf.
Chapter 3), while the Fields 2 to 5 probe its outer regions (tfapter 4). The red circles indicate the natural
guide stars used to provide AO correction with the NAOS instent. The guide star of Field 2 is the so called
Pistol star. The stars Q1 — Q15 (yellow) are the 15 sourcestegpin Glass et al. (1990). Apparently, Q11 is
comprised of two to three bright sources, which were notlvesiat that time. The dashed rectangles mark the
overlap regions of dierent fields. The red asterisk indicates the cluster ces¢e $ect. 4.2.2.3).
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2 Reduction of NAOS-CONICA datasets

Due to its location in the Galactic centre region, which is obscured at optical@ragths by molecular
clouds along the light of sight, a detailed study of the stellar population of thet@plet cluster

requires high resolution, near-infrared data. The high spatial resolatihieved with the NAOS-
CONICA instrument providing adaptive optics correction for the Utility Tetgse4 at the Very Large
Telescopéis suficient to resolve even the pre-main sequence population of the cluster medsoire

individual stellar proper motions in order to distinguish cluster members frelohgtars using multi-
epoch imaging data. As the data obtained with NAOS-CONICA form the bagisiothesis, the
instrument and the performed data reduction are described in this chaptenéndetail.

2.1 NAOS-CONICA

The NAOS-CONICA instrument (NACO), mounted at the Utility Telescope 44JUYEPUN’) of
the Very Large Telescope (VLT) on Cerro Paranal in Chile, is desigoembtain adaptive optics
(AO) corrected observations at near-infrared wavelengths(m, Lenzen et al. 2003; Rousset et al.
2003; Ageorges et al. 2007). As only near-infrared broadbandingampbservations obtained with
VLT/NACO are used for this thesis, other available observation modes, synieaignetry or long
slit spectroscopy, are not considered in the following.

AO correction is provided by the Nasmyth Adaptive Optics System (NAOS¢whither uses a
natural guide star or a laser guide star in combination with a natural guideTstiarsecond option
was not applied for any of the used NACO datasets and is hence nosskstturther. The distance
of the natural guide stars to the science target may be as largé gsus%as the size of the isoplanatic
angle is typically much smalle~(20” at 2um, Ageorges et al. 2007), such large distances are not
recommend for achieving a significant AO correction. For the NACO dagd us this thesis, the
maximum distance to the natural guide star was in the range’aii2B6” depending on the respective
field (see Fig. 1.7) The beamsplitter (or dichroic), which splits the incoming light from the telescop
into a beam leading to the wavefront sensor and another to the cametactedevith respect to the
brightness of the available natural guide star and the filter (cf. Table 2 @orygs et al. 2007). Due
to the bright guide stars in the Quintuplet cluster, the dichroic N20C80, wieitécts 20% of the
incoming light onto the wavefront sensor while 80% are transmitted to the caowerda be applied
for the H- and Ks-band observations of the cluster (Chapters 3 arfd Br observations at longer
wavelengths (Chapter 5), i.e. with thé or M’-broadband filters, the JHK dichroic is always used
which allows to divert 90% of the light in the wavelength range fro80825um to the wavefront

1This thesis is based on observations made with the ESO VLT telescope at Bia Paranal Observatory. The various
programme IDs are stated in the text.

2The impairments of the astrometric and photometric accuracy introducétedarge maximal guide star distances of
35" for Fields 1 and 4 are discussed in Sects. 3.4.2 and 4.3.1.2, tiespec

30neKs-band dataset (Field 2, observed at 2011-09-19, cf. Table 4ddhtained using the visual dichroic and the visual
wavefront sensor. This setting was applied as for observations ofitke parts of the Arches cluster requested in the
same proposal the available guide stars were nicgntly bright in theKs-band. The quality of this dataset was not
affected by this setting.
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sensor while 90% of the light at longer wavelength8{&5um) are sent to the camera. The N20C80
as well as the JHK dichroic are both used in combination with the near-idfiaagefront sensor
which is a Shack-Hartmann sensor. The distortion of the wavefront bysatmeoic turbulence is
measured in real-time and the shape of the deformable mirror is adjusted bgtl@%ors to produce
a flat wavefront (Ageorges et al. 2007).

The second beam from the dichroic enters the @oNdar Infrared Camera (CONICA) which is
a high resolution imager and spectrograph. CONICA allows to choose $ewen camera settings,
designed for dferent wavelength ranges, field of views (FOVs) and observing mddgdse( 5 in
Ageorges et al. 2007). All observations of the Quintuplet clustét-ior Ks-band were obtained with
the S27 camera which covers a FOV of&7x 27.8”. The L27 camera, applied for the observations
in L', has the same FOV. The current detector, a Santa Barbara Researieh Sb Aladdin 3
array, contains 1024 1024 pixelé and in combination with the S27 or the L27 camera yields a
pixel scale of 2718 pixel™! or 0.02719 pixel, respectively. The original detector, Aladdin 2,
was replaced in May 2004 and had a slightlyfetient pixel scale of 02710 pixel~* for the S27
camera. The detector can be read out in thréemint modes which are suited foffférent amounts
of thermal background and influence the readout noise of the detse®iSect. 4.7.3 in Ageorges
et al. 2007). The detector mode, i.e. the bias voltage applied to the deteeatgrdmtermines the full
well depth and hence the linearity and the saturation limit of the detector (béee2la). The detector
readout mode and the detector mode cannot be chosen freely andriddefig but are preassigned
according to the setup and wavelength range of the observations. Deehigththermal background
for the observations ih’, the uncorrelated (Uncorr) readout-mode, where the array is nredetad
only once, in combination with the HighWellDepth detector mode had to be applade(TL5 in
Ageorges et al. 2007). The Fowler sampling readout mode (FowlerNsawgilable for observations
in theH- or K¢-band and used with the detector mode HighSensitivitgrs the lowest readout-noise
and lowest number of hot pixels, but the full well depth is only half the valsiéor the alternative
double read-reset-read (DoubiRelRstRd) readout mode. In order to study the whole population of
the Quintuplet cluster, including the bright members With< 10 mag as well as faint sources with
Ks ~ 19mag, a large dynamic range and a large full well depth are requiredcetiéor theH- or
Ks-band observations the DoubRdRstRd readout mode was selected, for which the array is read,
reset and read again (Ageorges et al. 2007). The applied settinggandbe NACO observations
presented in this thesis are summarized in Table 2.1. By default, a numberDIL€E, df individual
Detector Integration Times (DITs) are averaged by the Infrared Ab@aytrol Electronics (IRACE)
of the CONICA imager into a single layer frame before it is transferred to ide &or some of the
datasets obtained in 2011 or later (see Sects. 4.1.1.1 and 5.1.1), the cubgas@gplied, for which
each individual DIT is stored into a single layer of a data cube (Girardl @041). This allows to
choose only those single DIT frames from the data cube for the image cdiohiméich dfer the
best AO correction.

2.2 Reduction pipeline

In order to reduce all NACO datasets in a consistent and reproducgfismfaadopted to the NACO
data and the special need of combining high astrometric accuracy andv@tdtodepth, a custom
made reduction pipeline was developed in the framework of the Emmy-Noethgp.gThe pipeline
is written in PyRAP, which is a powerful scripting language for IRAF (Tody 1986, 1998)l &

4Actually, the detector array contains 1028024 pixels, but the first two rows contain no useable data.
SPyRAF and STSDAS are products of the Space Telescope Scienceténstitich is operated by AURA for NASA.
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Table 2.1: Instrument settings of the NACO observations presenteldisrithesis (cf. Ageorges et al. 2007).

Filters Dichroi® Camera Readout mode Detector mode Linearity fimit
Aladdin 2  Aladdin 3
(10°ADU) (10° ADU)

H,Ks N20C8®  S27 DoubleRdRstRd  HighDynamic 3.6 12.0

L’ JHK L27 Uncorr HighWellDepth - 12.0

Notes. @ See Table 6 in Ageorges et al. (2007) for the central wavelengths anBVitHM of the applied broadband
filters. ® The stated dichroics are used in combination with the near-infrared mataensor© For theH- andKs-band
observations the linearity limit was set tg54of the full well depth (see Table 3.1 in Hartung 2003 for the Aladdin 2 and
Table 15 in Ageorges et al. 2007 for the Aladdin 3 detector). The fadtdy® was inferred from Table 3.1 in Hartung
2003 and corresponds to a deviation from the linearity by roughly 3% é&apipropriate reverse bias voltage &f\0. The
approximate linearity limit in thé’-band was inferred from the data as stars clearly saturate below thesfulepth stated

in Table 15 in Ageorges et al. (2007 As the only exception, Field 2 (see Fig. 1.1) was observed iftheand in 2011
with the visual dichroic and the visual wavefront sensor.

based on the programming language Python. The pipeline calls a seridébwfiten IDL routines
which frequently involve routines from the IDL Astronomy User’s Librgyandsman 1993) as well
as PYRAF tasks and encompasses the basic data reduction and the combihatget of dithered
images into one final image.

Four major steps in the reduction of the images can be discerned: 1.) Teatien of the cali-
bration frames, i.e. the master dark, the flat field and the sky image. 2.) Bledada reduction of
each science frame by applying the calibration frames. 3.) The creatiodiwitinal masks to cover
electronic and optical ghosts and the assessment of the quality of each #r)aflee combination of
the dithered images of a dataset.

2.2.1 Generation of the calibration frames

The output files from this first step in the data reduction pipeline are the ntssterthe flat field, the

bad pixel masks for the master dark and the flat field, and the sky imaggehleeation of the master
dark and the flat field from a set of dark exposures and twilight flatdielldsely follows the recipe of
the ESO NACO pipeline (Marco et al. 2007).

2.2.1.1 Dark

In order to determine the dark current and the zero lefisled of the detector usually three dark
frames, which are exposures without any illumination, are obtained pent®n night at the ESO
VLT for each employed combination of the DIT, readout mode and cameaac@vet al. 2007). The
data reduction pipeline combines the dark frames belonging to a certaintdatase master dark by

a median combination. After excluding extreme outliers in each dark frame witeliampary 3o

cut, the median and standard deviatiorfor each individual dark frame are determined and pixels
deviating by more than @ from the median are flagged as bad pixels. The bad pixels of each dark
frame are then combined to a bad pixel mask for the master dark. If a hqtixelchppears only in
one dark frame it is assumed to have been caused by a cosmic ray hit.li@eftne master dark at
that position is determined as the mean of the remaining two good measuremettie aggpective
pixel is not flagged as bad in the bad pixel mask.
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2.2.1.2 Flat field

The dtects of the non-uniform illumination of the detector and variations of the pixplxel sensi-

tivity are corrected by the application of a flat field. For the derivationftdtield, twilight flats and
lamp flats are obtained on a regular basis for the NACO instrument (Amico 20@8, and earlier
issues). Twilight flats are exposures of the cloud-free sky usuallyntake hour before sunset as a
series of 10 — 20 frames. Due to the amount of time needed for a series ohtwléits (15 — 60 min)

and the short available time slot, twilight flats with all supported optical and teteetups cannot

be observed daily. Instead, thdfdrent setups are cycled through on consecutive days within one or
two weeks. Lamp flats are obtained with a halogen lamp internal to the CONI@wreaand can
therefore be taken during daytime for every instrumental setup usedydienprevious night. As
they do not include anyfiects introduced by the light passing through the telescope optics and the
AO system, and as the NACO flats are very stable, appropriate twilight fléagneld within a few
days from the respective science data were preferred for theajmmeof the flat fields.

After the exclusion of twilight flats whose median flux is above the linearity limit ef tised
detector (Aladdin 2 or Aladdin 3) and readout mode (see Table 2.1), amdaskewith the same DIT,
camera and detector setting as the twilight flats is subtracted from each twiightdl measure the
response of each pixel in dependence of the illumination, the count iadaelapixel position is fitted
by a straight line as a function of the median flux in each twilight flat using thedatd deviation
of the flux as measurement errors. The fit is iterated once after excltitisg values in the stack
of count values for each pixel fiéring by more than & from the respective preliminary fit, with
o being the standard deviation of the count values scattering around theflinélre fitted slopes
at each pixel position constitute the flat field. To conserve the flux in theseiffame before and
after the application of the flat field, the flat field was normalized by divididayitts mean. Pixels
deviating by more than.2 (Aladdin 2) or 01 (Aladdin 3) from the normalized mean value of 1.0 are
conservatively assumed to be unreliable and stored in a bad pixel mafiit #edds for the Aladdin 3
detector are flatter and have less structure than for the older Aladdin @afetée criterion for the
new detector could be chosen more strictly to better represent visiblerdirst g the bad pixel mask
of the flat field.

2.2.1.3 Sky

The sky is derived from a set of frames which consists either of thesigames to be reduced or
sky frames specially observed subsequent to the science frames witinteeéedescope and detector
setting8. As it is not possible to select star-free sky fields in the Galactic centierrelyie to the
high stellar density, in general all available sky and science frames wed:ta derive the sky for the
respective dataset in order to avoid stellar residua.

Usually the contribution of the detector bias and dark current is remowed fthe flat fielded
science frames by subtraction of the sky, which in that case is deriwedufnreduced sky frames. As
in a latter step the derived sky is scaled to the background levels of thesdiames (see Sect. 2.2.2),
which would alter the dark hidden in the sky, this approach is not employedebgipeline. Instead
the sky frames are reduced by subtraction of the appropriate darkuaadauent division by the flat
field. In a later step of the data reduction the dark is subtracted from thecedimme as well. Before
the combination of the reduced sky frames to the final sky the sky frameserssaked to a common
background level. The final sky was derived using the PyRR&F taskimcombineby determining

8In the following, all frames used to derived the sky are called sky feaimesimplicity, whether they are designated sky
frames or science frames.
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at each position the median of the second to fifth faintest pixel which redultgdes least fiected
by residual stellar light.

2.2.2 Basic data reduction

Each science frame is reduced by subtracting the master dark and dikidihg flat field. Subse-
quently the derived sky is subtracted, scaled to the background letled o&spective science frame
to account for slow variations in the overall brightness of the sky duriegotiservation block. To
estimate the linearity limit of each image, the detector linearity limit (Table 2.1) wasaed by
subtracting the average dark and sky levels. The average dark legell@termined as the median
value in the dark, while the average sky level is the sum of the mean and tiuastadeviation of
the sky after applying an iterativeo3clipping to the sky. The estimated linearity limit of each image
is written into an individual output file. The position of a preferably isolata@jht reference star
common to all science frames is inferred from the cumulati¥sed header keyword and the known
position in the first science frame and also stored in an output file. Theeneke star is later used
to determine the Strehl ratio and the full width at half maximum (FWHM) in the mdsmeimage
(Sect. 2.2.4.2)

Pixels dfected by cosmic ray hits are identified with the IRAF taskmicraysand stored in a bad
pixel mask. The bad pixel mask for the dark and the flat field are combiitbdaw optional constant
mask containing known bad detector areas. Finally, this combined bad pis&l ©@mmon to all
frames, is then combined with the individual bad pixel mask to cover the coaysdm each image.

2.2.3 50 Hz noise correction

NACO data is sporadicallyfBected by the so called 50 Hz noise causing a pattern of horizontal stripes
(see Sect. 5.1 in Lundin et al. 2007). It is induced by the fans in the &ondtelectronics of the
IRACE’, which preprocesses the data before it is transferred to the workstatienrges et al. 2007).
As the noise is the beat of two 50 Hz signals, the position and intensity of thesstrgsy in space
and time and therefore have to be corrected for edidtt®d frame individually. For this purpose,
a correction routine from the ECLIPSE pipeline (Devillard 2001) for tHeahed Spectrometer and
Array Camera (ISAAC) was implemented into the data reduction pipeline ancatiaengters of the
routine were adapted to the NACO data. The correction routine first detesrtiie median brightness
in each row of a frame. The 40 darkest and 420 brightest pixels in eachvith 1024 pixels are
excluded previously, so that the median is nt¢eted by bad pixels or stellar flux. The median value
of each row is stored in a one-dimensional array which is smoothed with amfdtiaof half-width

40 pixels. The smoothed median array represents tfiesdiimage background without stars and
without the 50 Hz noise. By subtracting the smoothed median array fromithieaimedian value of
each row, the contribution of the 50 Hz noise to the median value of each fence retrieved. The
one-dimensional array containing the value of the 50 Hz noise in each swb$equently subtracted
from each column of the frame resulting in a corrected frame.

Dark frames #ected by the 50Hz noise are corrected before they are combined to the maste
dark. The 50 Hz noise correction is not applied to twilight flat fields bez#us high count levels of
these frames prevent the potentially present noise pattern to be visible dsi€domparatively low
amplitude. Due to the change in intensity and position of the stripes in subsewyilgt frames the
noise introduces only an additional scatter to the count values of eadrbpirg fitted as function
of the median brightness of the twilight flat (see Sect. 2.2.1.2). The impaced@tiz noise on

"http://www.eso.org/observing/dfo/quality/NACO/ServiceMode/naco_noise.html
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Figure 2.1: Left panel NACO Ks-band science frametacted by the 50 Hz noise after the basic data reduction.
Right panel The same image, but after application of the 50 Hz noiseection routine. Image areas, which
due to the half-width of the median filter (see Sect. 2.2.8)ruat be corrected, are marked by the white, dashed
boxes and are not included in the final combined image. A bogkical ghost, visible as a set of concentric
rings, is located below and to the left of the brightest stdwe large number of bright stars in this view of the
cluster centre create the pronounced pattern of electgirsts (see Sect. 2.2.4.1).

the derived flat field is hence most likely negligible. Furthermore, the NA@Ofiklds as well as
unreduced sky and science frames exhibit a grid pattern due to the nawslimns alternating in
brightness in steps of one pixel which ifextively removed by the application of the flat field. As
the correction routine can not distinguish between the 50 Hz noise and thishgaletector pattern,
it would thus distort the final flat field and prevent the correct remof/gth@ grid pattern by the flat
field during basic data reduction. Hence the 50 Hz noise correction rozdimeot be applied to the
twilight flats, but as the noise is not visible in the twilight flats due to their high flurli this is
not necessary, anyway. If the sky frames dfecied by 50 Hz noise, the correction routine is applied
after dark subtraction and flat fielding but before the generation of tlaédky. The science frames
are corrected for the 50 Hz noise after the basic data reduction. As tingp40- and lowermost rows
cannot be corrected due to the half-width of the median filter, the untedeows are covered by a
constant mask which is combined with the individual bad pixel masks foriezade during the basic
data reduction step (see Sect. 2.2.2). Figure 2.1 gives an example otadetience frame obtained
in 2008 in theKs-band before and after the application of the 50 Hz correction routine.

2.2.4 Preparative steps before the image combination
2.2.4.1 Ghost masks

The presence of bright sources in a science frame leads to visible aledral optical ghosts (see
Sect. 4.7.1 Ageorges et al. 2007). The positions of the electronic ghrestiermined by the posi-
tions of the inducing stars. A bright star at the pixel positigyy] generates three ghosts located at
(x,1024-y), (1024- x,1024-y) and (1024 x,y). As the position of bright sources on the detector
changes for the dithered frames of a dataset, the pattern of electrorstsghe. their position on
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Figure 2.2: Electronic ghost induced by the same star in a science frénta@n@d in 2003 with the Aladdin 2
(left pane) or in 2008 with the Aladdin 3 detector (installed in May 2064dht pane). The red, dashed boxes
indicate the size of the respective ghost masks and theetiesirposition of the ghost is marked by the red
circle.

the detector as well as their position relative to the inducing sources, ebatup. Therefore, an
individual mask covering the electronic ghosts has to be created forfeamb of the dataset. The
size of an electronic ghost depends on the brightness of the star and detdcttor (Aladdin 2 or
Aladdin 3, see Fig. 2.2). The routine for creating a ghost mask for eaehce frame first determines
stellar positions and fluxes in the respective image withstaginderalgorithm (Diolaiti et al. 2000,
see also Sect. 3.2.1). For a number of bright stars, to be set after himspection of the reduced
science frames, the position of the electronic ghosts in the ghost mask isdtwyea rectangular box,
the size of which is scaled by the flux of the inducing source and the detector

Optical ghosts emerge as a set of concentric rings and have a comstaust of roughly 40 pixels
or 11”7 for the S27 camera (see Figs. 2.1 and 2.3). Apparently they are caudealtirightest stars in
the image Ks < 9.2mag,H < 10.5 mag) and are roughly located at the pixel positios 445 y+ 45)
from the respective star ak,fy). A possible origin of these ghosts is the defocused projection of a
reflection of the stellar light by an optical element onto the detector. As thiequssof the few optical
ghosts are fixed relative to the observed star field, a correction of timbghosts in the course of
image combination is not possible (see Sect. 2.2.5). Hence, no masks ttheseeghosts are created.

2.2.4.2 Strehl ratio and FWHM measurement

In order to assess the image quality in a dataset and thus be able to excluds wit@iginferior AO
performance or deteriorated seeing conditions, the Strehl ratio and th#VFYY the reference star
are measured in all images. The position of the reference star is readHeoappropriate output
file created in the basic reduction step (Sect. 2.2.2). The FWHM of the statdsnined by a two-
dimensional Gaussian fit. To determine the Strehl ratio, i.e. the ratio of the lmethaneasured peak
flux of the point spread function (PSF) and the normalized, theoretidape&k flux of the diraction
limited PSF, the peak flux of the fit is normalized by the total flux within an apextittea radius
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Figure 2.3: Optical ghosts in th&s-band image of Field 1 from 2003 (S27 camera, 2{20.0 s). The optical
ghosts appear at about 445 pixels to the right and 45 pixelgeatine position of the inducing star and have an
approximate radius of 40 pixels (indicated in blue).

of 10 FWHM centred at the star. The theoreticaffrdiction limited PSF generated by the light of a
point source passing through the VLT and the NACO instrument with the emghlitlyer and camera
setting is generated with thimgentool of the ESO ECLIPSE pipeline (Devillard 2001). The peak
flux of the theoretical PSF is again determined with a two-dimensional Gau#sénd normalized
by the total flux of the theoretical PSF image. The Strehl ratio is then the ratleeaformalized,
measured PSF peak flux of the reference star and the normalized PiSHuxeaf the theoretical,
instrumental PSF. The image names, the position of the reference star incdante frame and the
derived FWHMs and Strehl ratios are written to an output list, which is utilisékdmext step of the
pipeline.

2.2.5 Image combination

To avoid that science frames obtained with a bad AO correction deterioeafen#tt image, frames
with a FWHM of the reference star larger than eithdy times the minimum FWHM in the dataset
or a freely chosen maximum FWHM may be excluded from the image combinatieranfption
to improve the spatial resolution in the combined image, the included sciencesfemmdinearly
weighted by the inverse of the FWHM or the Strehl ratio of the referenceviitathe total weight of
all frames being equal to one.

The relative @sets of all frames to the reference image are determined by maximising the cross
correlation between the selected images and the reference image usingetheotitinesprecor,
crossdrizand shiftfind from the dither package (Koekemoer et al. 2002). The reference image is
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selected as the image for which the position of the reference star is closestmedian position
in all images. This ensures the maximal overlap between the reference imadjeeaother images
facilitating the determination of the relativéfsets. Theprecor routine is a preparatory step before
the cross-correlation which separates the real physical objects inmeagh from noise, cosmic rays
and hot pixels. It determines the number of pixels within a moving box with caalmse a given
threshold. If the number of pixels above the threshold is equal to or ldrgara set minimum value,
the box is left unchanged, otherwise all pixels within the box are set to Zéwaltered image is then
written to an output image which has the appearance of a positive pixel m#sk gosition of stars
brighter than the chosen flux threshold. It thus avoids cross-cormglatiise patterns and facilitates
the determination of the image shifts from real stellar positions. In the pipelin®gothsize is always
set to 5x 5 pixels and the minimum number of pixels above the threshold is fixed to 15e Vakses
are optimised for the NACO datasets, althougffedent settings yield only negligible féiérences
in the derived image shifts. The threshold is determined anew for eactetitidse ten times the
background value of the reference image for all NACO data of Field 1tldirst epoctKs-band
data of the outer fields (Chapter 4). The second epoth-difand data of the outer fields was obtained
in cube mode (see Sect. 4.1.1.1 for details). Due to the increased noise ingleeBIT frames,
the threshold was set to the median plus five times the standard deviation ofckgrdaand in the
reference image. The same prescription for the threshold was founcatedappropriate for thie’-
data of the Quintuplet cluster (see Chapter 5), because of its intrinsicaligrhiigermal background
noise. The routinerossdrizcross-correlates each image with the reference image using the output
images ofprecorand generates for each image a cross-correlation image. If the aostation was
successful a pronounced peak is apparent in the cross-corrétatige, where the respective distance
from the image centre corresponds to tifiset between the image and the reference image. The peak
position, and hence the relativ@set for each image, is determined by a two-dimensional Gaussian
fit with the routineshiftfind

The final image combination step is performed using the PyHR®&F taskdrizzle (described in
detail in Fruchter & Hook 2002) with the selected science frames, weiglitteet &y the inverse of
the FWHM or the Strehl ratio (see above), and the relatitsets as input. For each science frame an
individual combined bad pixel mask (Sect. 2.2.2) and a ghost mask (S2et.1J can be provided.
The drizzlealgorithm maps each pixel of an input image onto the correct position in theigechb
image and distributes its flux among the output pixels proportional to the oveap Input pixels,
which are contained in the bad pixel mask or the ghost mask of a sciemoe, feae not used for
deriving the combined image. As the flux of each output pixel is weighteddguim of the overlap
areas of contributing input pixels, pixels masked in some input frames daffieot the count values
in the combined image as long as dfsient number of good pixels from other input frames fall
onto the masked area. The fractional number of input pixels contributingcto @utput pixel of the
combined image is written to the so-called weight image. Finally, the position of fdr@nee star in
the combined image and the updated linearity limit are derived.

For all NACO datasets presented in this thesis the frames to be combined wargy/limeighted by
the inverse of the FWHM of the reference source. Pixels either contairtbé individual bad pixel
mask or the ghost mask of the respective frame were excluded.
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3 The present-day mass function in the central
part of the Quintuplet cluster

The analysis of the central part of the Quintuplet cluster as coveredehy F(see Fig. 1.1) is based
on near-infrared observations obtained at the ESO VLT during tworesdo003 and 2008. The time
baseline of D yr in combination with the high angular resolution and astrometric precisionda
by the NACO instrument enables the identification of the cluster members primasggdion their
common proper motions with respect to stars in the Galactic field. The presgntaks function in
the central (& pc of the cluster was then derived based on this clean sample.

Section 3.1 introduces the datasets covering Field 1. The remaining sectitims chapter
(Sects. 3.2 to 3.8) are an excerpt of a publication in Astronomy & AstrapbysluRmann et al.
2012), which concisely describes the analysis of the data presentedtirB3eand discusses the re-
sults. As the Quintuplet cluster and the performed data reduction could bduntd and described
in more details in Chapters 1 and 2 of this thesis than in the respective sectidnfimann et al.
(2012), the excerpt begins with Sect. 3 of the publication. Furthermex, 80 of the publication is
omitted as a complete summary of the results of this thesis is presented in Chapt&egt. 3.2 of
this thesis the source extraction, the photometric calibration and the determiofatimnastrometric
and photometric uncertainties are described. The completeness of thetslstaetermined based on
artificial star experiments in Sect. 3.3. A sample of Quintuplet proper motion nrerngbestablished
in Sect. 3.4, and refined by a colour selection in the CMD and the exclusispeaftroscopically
identified late-type stars in Sect. 3.5. The initial stellar masses are infeoedféur isochrones of
different ages and filerent stellar models (Sect. 3.6). The PDMF is derived in Sect. 3.7 and its slop
is compared to mass function slopes from the literature of other young reasssters in our Galaxy
in Sect. 3.8.

3.1 Observational data and data reduction

The central part of the Quintuplet cluster (Field 1, see Fig. 1.1) is cdugyrdour datasets observed
in two epochs in 2003 and 2008. All datasets were obtained at the ESO YthTA® correction
provided by the NACO instrument utilising the bright Quintuplet star ®2 { 6.6 mag) as natural
guide star for the infrared wavefront sensor. The pixel-scale of mhgla@/ed medium resolution
camera S27is.02710, therefore each frame (1024024 pixel) covers a FOV of 28" pixel™t. The
observations were all carried out in service mode to ensure that therddgkan under the requested
seeing conditions and exhibit the required AO performance. The mairpiep of the four datasets
are listed in Table 3.1. The stated FWHM is the FWHM of the empirical PSF extrdicien the
combined image during the PSF fitting (see Sect. 3.2.1). The Strehl ratio imitezdrusing this PSF
as the observed PSF and the appropriate theoretical PSF retrieved witigdr@ool from the ESO
Eclipse pipeline (see Sect. 2.2.4.2).
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Table 3.1: Overview of the used VLJNACO datasets (adapted from HuBmann et al. 2012).

Date Filter No. of frames DIT NDITt® Airmass Seeing FWHM Strehlratio
(s) (s) () ()

2003-07-22 H 16 20 30 960 1.00-1.02 0.47-0.60 0.078 0.15

2003-07-22 Ks 16 2000 2 640 1.03-1.06 0.36-0.49 0.080 0.22

2003-07-23 Kg 16 20 30 960 1.03-1.07 0.31-0.47 0.082 0.26

2008-07-24 Kg 33 20 15 990 1.00-1.01 0.49-0.60 0.080 0.26

Notes. @ Total integration time of the central part of the combined image with maximeariap.

3.1.1 Observations in 2003

The first epoch, obtained on July 22-23th 2003, was retrieved from$ia@archive (Pl: F. Eisenhauer,
Program ID 71.C-0344(A)) and consists of three datasets: two datagbisKs-band with DITs of
2.0s and 2Ms and oneH-band dataset with a DIT of.@s all of which were obtained with the
Aladdin 2 detector. Each dataset consists of 16 dithered science fraches\wers a common area of
40” x 40”. For each dataset, 16 sky frames were observed in two blocks of 8raach between
and after the science observations. For none of the datasets anragleeence between the sky
frames obtained in the first or second block could be found. Therafbsty frames belonging to a
dataset were used to generate the respective sky in order to minimise st&iflarar To still account
for variations of the overall sky brightness, the sky was scaled to tHeybmmd level of each science
frame before it was subtracted.

All datasets from the first epoch were ndiiexted by the 50 Hz noise and had not to be corrected.
Due to the low number of science frames in each dataset and the satist&Ctqrgrformance, all
frames were combined to one final image. The FWHM of the PSF in the finalinechbmage was
0.08” for all three first epoch datasets (see Table 3.1). Figure 3.1 shdWdacomposite image of
the NACO data of Field 1.

3.1.2 Observations in 2008

For the second epoch, the cluster was observed irKtheand with a DIT of 20s on July 24th
2008, 50 yr after the first epoch (PI: W. Brandner, Program ID 81.D-0BJR(The observations were
carefully designed to provide high astrometric accuracy with the intentionciorately measure the
proper motions of the cluster stars. This was accomplished by exactlydregpng the pointing and
the dither pattern of th&s-band observations of the first epoch. The orientation and the angular
distance to the optical axis of each star, i.e. its optical path, and hencetit@ djstortions are then
almost identical for each individual pointing of the dither pattern in both epoehich minimises the
effect of the distortions on the derived proper motions. Furthermore, the tangber of 44 science
frames permits to select frames based on their FWHM to enhance the spsaiatkion in the final
image without losing photometric depth and thus improves the achievable astcomoetiracy. Ten
sky frames were obtained in one block subsequent to the science fraordsimot to exceed the 1 hr
time limit for NACO observation blocks by repeatedly moving between the scemd¢he sky field.
All dark, sky and science frames of the second epoch fieetad by the 50 Hz noise and were
corrected as described in Sect. 2.2.3. Due to too small dithers betweerytfiaraks strong stellar
residua remained in the sky derived only from these frames. Theréfiersky finally used for the data
reduction was generated from both sky and science frames and aghid sz the background level
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Figure 3.1: VLT/NACO JHKg composite image of the Quintuplet cluster. Outside theediotéctangle only
H- andKs-band data are available. The dashed circle with a radiu®@pel or 05 pc indicates the region
used for the derivation of the mass function (see Sect.3.Bi2e to bad AO correction, th&band dataset was
unsuitable to perform photometry and astrometry and wad osly for this composite image.

of each science frame. From the 44 science frames, 33 frames with thestriasllelM (< 0.083")
were selected and combined to a final image. The achieved PSF FWHM indhedinbined image
of the second epoch wad9)80” (Table 3.1) and hence the same as for the first epoch datasets of 2003.

The following sections of this chapter as well as Appendices A and B ara reproduction of
Sections 3 to 9 and Appendices B and C of the following publication:

The present-day mass function of the Quintuplet cluster based onrpper motion membership;
HulRmann, B., Stolte, A., Brandner, W., Gennaro, M., & Liermann, A. 2012, A&A, 540, A57,
reproduced with permission ©ESO.

3.2 Photometry

3.2.1 Source extraction

Stellar fluxes and positions were determined withdtaefinderalgorithm (Diolaiti et al. 2000), which
is designed for high precision astrometry and photometry on AO data ofdedelds. The point
spread function (PSF) is derived empirically from the data by median gagiéion of selected stars
after subtraction of the local background and normalization to unit fluxndJan empirical PSF is
preferable for astrometric AO data, as the steep core and wide halotavelheeproduced by analytic
functions. Stars whose peak flux exceed the linearity limit of the detectoar@nicicluded in the list
of stars for the PSF extraction are repaired by replacing the saturateevith a replica of the PSF,
scaled to fit the non-saturated wings of the staDnly if the saturated stars are repaired, they are

1Stars, whose peak flux exceeds the linearity limit of the detector areedfieras saturated stars for the remainder of this
paper.



28 3 The present-day mass function in the central part of the Quintupleticluste

Table 3.2: Number of stars for PSF extraction.

Dataset No. No. of PSF stars No. of saturated PSF stars

1 37 17
2 239 136
3 48 29
4 69 15

definitely detected and fitted by the algorithm, so that their contribution on theflogighbouring
stars can be subtracted. This is of special importance for faint staredbweathin the halo of a
saturated star in order to measure their fluxes precisely. As spatially gdPfs are not supported
in starfinder the PSF was assumed to be constant across the field (but see Sectsba@d, bright
stars uniformly spread across the image were selected for PSF extraéti@aturated stars were
included in the list of PSF stars in order to be repaired. The total numbelexdted PSF stars and
the number of saturated stars among them are listed in Table 3.2. The colypanab number of
saturated stars of the last dataset is due to the higher linearity limit of the ABdetactor.

3.2.2 Relative photometric calibration

The simplification of a constant PSF across the whole image led to spatially g& iR fitting resid-
uals and in turn to small-scale zeropoint variations across the field. Thiséaltypr AO data and is
mostly a consequence of anisoplanatism at increasingly larger distanoeghe natural guide star.
As the extracted PSF resembles an average of fferelnt PSFs across the image, the variation of the
residuals after PSF subtraction is not centred at the position of the guidénstiae case of both the
2003 and 2008 data, the residual image showed a radial variation of Ehétf®) residual overlaid
with slow azimuthal changes. In order to correct for these local z@nbpariations, a spatially vary-
ing correction factor was determined from the flux rdR of the residual flux in the PSF subtracted
image and the stellar flux within an aperture around the centroids of isolatesd Jtae flux ratio
FR was fitted in dependence of the distance to the image centre for angulass#ctd (0° — 45°,
45° — 90, ...) either by a constantiset or a small linear trend. The correction factgy(r), which

is to be multiplied to the fluxes of all stars within an angular sector, follows framakpective fit of
the flux ratioFRe¢(r):

feor(r) = 1+ FRe(r) . (3.1)

The error offeor(r) is identical to the fitting error ofF Ryi;(r), which isAFR(r) = Ac if the flux ratio
in the respective angular sector was fitted by a constfis¢tw and AFR(r) = +/(rAb)2 + (Ac)? if
the flux ratio was fitted by a linear trend wiliR;;¢(r) = br + c.

This procedure resulted in the most consistent photometric calibrationsat®®bserved field.
Besides the small-scale zeropoint variations the spatial variation of the fR&fsahe centroiding
accuracy of detected stars. Thifeet is described in Sect. 3.4.2.

3.2.3 Absolute photometric calibration

Reference sources for the photometric calibration were taken from tlaeti@aPlane Survey (GPS;
Lucas et al. 2008), which is part of the UKIRT Infrared Deep SkywBu(UKIDSS; Lawrence et al.
2007). Magnitudes of stars within the UKIDSS catalogue are determineddperture photometry
using an aperture radius of Jand are calibrated using the Two Micron All Sky Survey (2MASS;
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Figure 3.2: Plot of the astrometric uncertaintie{t panel$ and the photometric uncertaintsight panelg vs.
the magnitude for all four NACO datasets. The plotted pheatoim uncertainty does only include the PSF
fitting uncertainty. The dashed lines mark the linearityitiof the respective dataset.

Skrutskie et al. 2006). Data from the Sixth Data Release (DR6) for thet@lét cluster was retrieved
from the UKIDSS archive (Hambly et al. 2008). For a set of calibrati@nss(29 inH-, 13 in K-
band), which could unambiguously be assigned to calibrated sources WKIRSS catalogue, the
individual zeropoints were determined. Due to the high spatial resolutitmdlACO data several
fainter stars can be resolved within the UKIDSS dperture around each calibrator. As these stars
do contribute to the measured flux in the UKIDSS aperture, the PSF-fluk sthes falling within a
radius ofr = 1”7 — 0.5 x FWHMpsg, where FWHMsgis the FWHM of the extracted NACO PSF,
was added and compared to the magnitude of each calibrator in the UKID&S8geee. The final
zeropoint was then determined from the average of the individual aerigpof the calibration stars.
The zeropoints of the twis-band datasets from the first epoch were determined subsequently using
the calibrated second epoch data. No significant colour terms were tmingen the NACQH, Kq

and the UKIDSH K filter systems.

3.2.4 Error estimation

The estimation of the photometric and astrometric uncertainties follows the appdeacribed in
Ghez et al. (2008) and Lu et al. (2009). The reduced science frmmeach dataset were divided into
three subsets of comparable quality and coverage. Each subsetref tich) or 11 frames (second
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Figure 3.3: Difference of the inserted and recovered magnitudes of aitiéiGies inserted into the combined
image of theKs-band data in 2008 plotted vs. the magnitude. A high-ordgmumonial fit to the median and the
standard deviation (multiplied by a factor of 1.5) of the miaigde dtference within magnitude bins of 1 mag
are shown as well. The vertical dotted line indicates theimam Ks-band magnitude &s = 19 mag of stars
to be used for the proper motion analysis.

epoch) was combined witlirizzleand the photometry and astrometry of the resulting auxiliary image
was derived wittstarfinderin the same way as for the deep images. The photometric and astrometric
uncertainty was derived as the standard error of the three indegeméasurements for each star
detected in all three auxiliary frames. As no preferential direction is eggddor the positional uncer-
tainty, the astrometric uncertainty of each star is computed as the mean of iti@nabsincertainty
in the x- and y-direction. The astrometric and photometric uncertainties eedé&om the auxiliary
frames are shown in dependence of the magnitude in Fig. 3.2 for all datasets

In order to remove false detections from the thikegband catalogues, only stars which were de-
tected in all three auxiliary images of the respective dataset, and hence vdtured astrometric
and photometric uncertainties assigned, were kept in the respective satalogue. For thd-band
data this criterion was not applied. Theband was matched (see Sect. 3.5) witseband catalogue
containing only stars detected in both epochs. It is assumed that a stdrifotlre Ks-band images
of both epochs is a real source and if it is missing in one ofHReand auxiliary images this is a
consequence of the substantially lower photometric depth of the auxiliary image

The photometric errors as stated in the final source catalogue (Tableo3rldde the respective
zeropoint uncertainties, the photometric uncertainties due to the flux messuréom PSF fitting,
and the error of the correction factors (Sect. 3.2.2).

3.3 Completeness

In order to quantify the detection losses due to crowdifigats, the local completeness for each
dataset was determined from the recovery fraction of artificial starg@us@ato each combined image.
The artificial star experiment for thé-band data covers a magnitude range frobté 215 mag. For
each magnitude bin with a width offmag, 42 artificial star fields were generated. Each artificial star
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Figure 3.4: Left panel Recovery fractions of artificial stars inserted within theer 500 pixel from the centre

of the observed field plotted vs. the respective magnituttesK - (lower abscissa) dfi-band (upper abscissa).
The full and dotted lines correspond to the recovery fractifor theKs-band data in 2003 and 2008, respectively
and the dash-dotted line shows the completeness iklthand. The dashed line shows the total completeness
for the stars after matching the tvq-band and thél-band datasets. Only stars wkly < 19 mag are used for
the proper motion analysis, as indicated by the verticakddine. Right panel Ks-band image from the second
epoch with the overplotted contours representing a compésts level of 50% for the labelled magnitudes.

field was created by adding 100 artificial stars, which are scaled refliba empirical PSF, inserted
at random positions and with random fluxes within the respective flux wteirto the combined
image.

For the threeKs-band datasets, the artificial stars were inserted at the same physit@insoss
in the H-band image and with a magnitude Ky yielding a colour for the respective artificial star
of H — Ks = 1.6 mag, which resembles the colour of main sequence (MS) stars in the Quintuple
cluster (see Sect. 3.5). The photometry on the images with added artificewstarperformed in
the same way as for the original images. In addition to artificial stars whick wet re-detected
by starfinder stars, whose recovered magnitudes deviated strongly from the ingeagaitudes,
were considered as not recovered. The criterion to reject reabwtaes due to their magnitude
difference between input and output magnitude was derived from polynfitsied the median and
the standard deviation of the magnitudé&etience within magnitude bins of 1 mag (Fig. 3.3). Stars
with absolute magnitude fierences larger thanStimes the fit to the standard deviation are treated
as not recovered, but only if their absolute magnitudéedénce exceedsZD mag. The median of
the magnitude dierence exposes a systematic increase towards the faint end, exce@®dintag
for Ks > 194 mag orH > 20.25mag. This trend indicates that for the faintest stars the measured
fluxes contain systematic uncertainties. As we restrict the analysis to sgirebthanKs < 19 mag,
sources at these faint magnitudes are excluded from the proper motionaes function derivation.

The left panel in Fig. 3.4 shows the overall recovery fraction for gksets Ks 2003 and 2008, and
H 2003) within a radius of 500 pixels=((3.6”’) from the image centre, the part of the image actually
used for the determination of the present-day mass function (see Sec). 3He2recovery fraction
for theKs-band data from 2003 is a combination of the recovery fractions for th&tamand datasets
of that epoch. The dataset with the longer DIT of®8€is used only for magnitudes fainter than the
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linearity limit of this dataset at 18 mag. For brighter magnitudes, the recovery fraction of the 2003
Ks-band data with the short DIT of@s is drawn. The total recovery fraction also shown in the figure
is the product of all three recovery fractions and is most relevant &océmpleteness correction of
the mass function, as i) only stars which are detected in both epochs caopes motion members
and ii) only for stars with measurédd-band magnitudes can masses be derived reliably.
Completeness varies as a function of position due to the non-uniform digirikaf brighter stars
and hence is a function of the stellar density and magnitude contrast bemwiegbours (see e.g.,
Eisenhauer et al. 1998; Gennaro et al. 2011). A spatially-depeagenbach to determine the local
completeness value becomes especially important if the cluster exhibits gmomegric geometry or
in the presence of very bright objects, which heavilget the completeness values in their surround-
ing. Both dfects are present in the Quintuplet cluster. In order to assign a local demgds value
to each detected star, the method described in Appendix A of Gennaro(20HL) was applied to
derive completeness maps for each combined image containing the retraetion for every pixel
as a function of magnitude. The procedure encompasses three stiepmpdrfor each magnitude
bin (for a detailed description the reader is referred to Gennaro et HL)2Q.) Determine for each
artificial star itsv nearest neighbours among the inserted stars (6 for all datasets). The local,
averaged completeness value at the position of the considered artificifalstas from the fraction
of the recovered nearest neighbours (including the star itself). 3rpbitge these local completeness
values into the regular grid of image pixels. 4.) Smooth the obtained map with aloxmel with
a width of the sampling size in order to remove potential artificial features imtextiby the previ-
ous step. The sampling sizd) is the typical separation of independent measurements of the local
completeness value and depends on the imagefand number of inserted stalksand the chosen
number of nearest neighbourgsee Eq. Al in Gennaro et al. 2011):

A
(d) = ,/—N X Vv ~ 20 FWHMpse~ 1.6 . (3.2)
T

For the final step the completeness maps of all magnitude bins are usedsufe #mat the com-
pleteness decreases monotonically with increasing magnitude, a Fermi-litefuis fitted to the
completeness values at every pixel in the image as a function of magnituéecontpleteness (or
recovery fraction) for every real star can then be computed fromttparfameters at the position of
the star in each image. The right panel in Fig. 3.4 shows the comisigddnd image for the 2008
epoch with superimposed 50%-completeness contours and limiting magnituddedalirhe very
bright stars with their extended halos hamper the detection of nearby faistcsiusing the recovery
fraction to be non-uniform across the field, as expected. The compéstena star entering the mass
function is the product of its completeness in thdand, the 2008 epodks data, and either the@s
DIT (Ks2003 < 143 mag) or the 2@ s DIT (Ks2003 > 14.3 mag) 2003 epocKs dataset as determined
from the respective completeness maps:

feomp = fcompks2008X fcompks2003% feompH2003- (3.3)

For stars brighter thaH = 135 mag orKg = 10.4 mag the completeness was assumed to be 100%.

3.4 Proper motion membership

Due to the high field star density for lines of sight towards the Galactic cergrdistinction between
cluster and field stars becomes particularly important. As most of the fieldastatecated within
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the Galactic bulge they have similar extinction values as the cluster and candistibguished from
cluster members on the basis of their colours alone. The high astrometria@cofithe AO assisted
VLT observations in combination with the time baseline df ¥ allows for the measurement of the
individual proper motions of stars at the distance of the Quintuplet clugtke primary applied
method to discern the cluster members from the field stars is based on the edgasyoer motions.

3.4.1 Geometric transformation

In order to determine the spatial displacements, two geometric transformatwasierived to map
each position in the two first epotdy images (2003) with short (2s) and long (2@ s) DIT onto the
corresponding position in the second ep#ghimage (2008). The second epoch is used as reference
epoch because of the higher astrometric accuracy, deeper photometoyighter linearity limit of
this dataset. Only th&s-band datasets were used to determine the spatial displacements, as due to
their higher Strehl ratios the stellar cores are better resolved thahkand, providing the better
centroiding accuracy and hence most accurate astrometry.

Under the assumption that internal motions are not resolved so far, therdtssif served as the ref-
erence frame. The geometric transformation was derived in an iteratieess. First, a rough trans-
formation was determined with the IRAF taggomapusing the positions of manually selected bright,
non-saturated stars uniformly distributed across the images of both epduhsespective catalogue
of the first epoch dataset (2003) was then mapped onto the catalogeesettind epoch (2008) to get
a mutual assignment of stars found in both catalogues. From these starsghigkely cluster candi-
dates were selected to provide the reference positions for the refina@idydéiometric transformation.
As the bright stars used for the preliminary transformation are likely clusteriaes, the distribution
of spatial displacements in the x-,y-direction of cluster star candidatexpeeted to scatter around
the origin. Therefore, only stars with spatial displacements within a radi@s8@ixel=4.3 magyr
from the origin were selected for the derivation of the final transformatitinch excludes most of the
presumed field stars. Further, as the bulk of cluster stars are prolityeln than most stars in the
field, only non-saturated bright and intermediate bright star$(@Ks < 15.5mag foraDIT of 20 s
and 140 < Kg < 17.0 mag for a DIT of 20 s) provide the reference positions. The final geometric
transformations were derived wiglgomagn an interactive way. The residual displacements in the x-,
y-directions between the transformed first epoch and the second epoatinates were minimized
by iteratively removing outliers and carefully adapting the order of the poiyal fit (= 3 for the
final transformations). The final rms deviation of the geometric transformatas 02 magyr in the
x- and 03 magyr in the y-direction for the dataset with a DIT ofd%s, and (B magyr in the x- and
y-direction for the dataset with a DIT of 2Ds. For a total cluster mass bf; ~ 6000M, within a
radius ofr < 0.5pc (see Sect. 3.7) the internal velocity dispersion is expected to be ondigrecd
0.15- 0.2magyr or 6 — 8km/s. As this is smaller than the uncertainty of the geometric transfor-
mation alone, intrinsic motions are not resolved. Therefore the selectidnstércstars as geometric
reference sources is justified.

3.4.2 Data selection and combination

Each of the two transformed star catalogues ofKigdband data from the first epoch was matched
with the star catalogue of the second epoch using a matching radius of 4(@Ei2@8 mas= 1.4 x
FWHMpsH. The matching radius was chosen small enough to avoid mismatches betogenaigh-
bouring stars, but large enough to include all moving sources at GC distéelow the escape veloc-
ity of the GC. A displacement of 108 mas within the time baseline@§bfor a distance of 8 kpc to



34 3 The present-day mass function in the central part of the Quintupleticluste

207 ! i i : 20[ ! i i . 207 !

median ! ! median ! ! median
' ' ' ' '
median + stddev : : . median + stddev : : . median + stddev :

r < 500 pixel r > 500 pixel
51 51

15 : : b

v linearity imit, 05 2,06

[ . )
1 linearity imit, o0 2005 1 linearity imit o0 20,06
| i

i i i
linearity limit Ke2003 205 | linearity Iimithzﬂmuﬁ: linearity hmithéﬂmﬂs:
i

positional uncertainty [mas]
S
T
L

positional uncertainty [mas]
S
T
L

positional uncertainty [mas]
S
T
L

,,,,,,,,,,,,,,,,,,

6 8 10 12 16 18 20 6 8 10 12 14 16 18 20 6 8 10 12 14 16 18 20
KS,005 [Mag] KS,005 [Mag] KS 005 [Mag]

Figure 3.5: Left panel Plot of the combined astrometric uncertainty from the twoaehs ofKs-band data
plotted vs. the magnitude of the second epoch (for detaile€&rror estimation see Sect. 3.2.4). The median
and standard deviation of the astrometric uncertainty altbe linearity limit (at 188 mag) of the dataset in
2003 with 200 s DIT were fitted by polynomials. This fit of the median (loviee) and the sum the median
and standard deviation (upper line) are drawn in all threésplMiddle panel Astrometric uncertainty of
stars residing within a circle with < 500 pixel=13.6” around the centre of the observed fieRight panel
Astrometric uncertainty of stars residing outside thisuadwhich are excluded from further analysis.

the GC (Ghez et al. 2008) corresponds to a proper motion of 826 .Kntne combined astrometric un-
certaintyopos = \/agosKszoost GgosKszooswaS derived for both of these catalogues. In the left panel

of Fig. 3.5, the combined astrometric uncertainty is plotted against the magnitindedatapoints
below the linearity limit of the long exposure in 2003kat = 14.3 mag originate from the match of
the second epoch with the data with a DIT of@§, the datapoints at brightkg magnitudes are from
the match with the data obtained with a shorter DIT &€ For the matched catalogue using the first
epoch dataset with a DIT of 2Ds, the median and the standard deviation of the astrometric uncer-
tainties within bins of & mag width were fitted by a third and second order polynomial, respectively.
The fit to the median and the sum of both fits are shown in all three panels.&.5ifpr comparison.
The usage of one averaged PSF for the whole image results in the absmiliad increase of the PSF
fitting residuals (see Sect. 3.2.2). The centroiding accuracy is them{pexted to decrease towards
larger radii resulting in a larger astrometric uncertainty. The centre ahtdpanel of Fig. 3.5 exem-
plify this behaviour by using only stars with a distance of less than or gréear500 pixek"13.6”

from the centre of the combined images in both epochs, respectively.ebthheade in the scatter and
magnitude of the astrometric uncertainties at smaller radii is striking. The mefdia astrometric
uncertainty for 12< Kg < 18 mag is 146 mas for stars within a radius of 500 pixel, bué2mas

for stars outside that radius. Therefore, the further analysis is testric stars within a radius of
136" from the centre of the observed field of view for the remainder of this papee astrometric
uncertainties rise steeply near the detection limit at about 20 mag (see canélarpFig. 3.5). For
stars fainter than 19 mag, almost no stars exhibit an uncertainty below themvatlia of stars with
intermediate brightness (14 Ks < 17 mag). Stars with s-band magnitude fainter than 19 mag are
therefore excluded from the sample. As last selection based on the cahuipicertainty, stars fainter
thanKs = 143 mag are removed if their uncertainty is above the sum of the fits of the median an
standard deviation derived from the combined uncertainty of all obdestars (see Fig. 3.5). The
percentage of rejected stars varies between 0 at¥ €or the dfected magnitude bins and does not
show a systematic trend with magnitude, therefore no systematic bias is intddajuti@s selection.
After the above mentioned selections, the two matched catalogues were cdnhiiaes fainter than
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Figure 3.6: Proper motion diagram of stars wiky < 19 mag. The dashed line marks the direction parallel to
the Galactic plane, the dotted line is oriented verticalithwespect to the Galactic plane and splits the proper
motion diagram into the north-east and the south-west segr8éars within a radius of @ as derived from the
Gaussian fit in Fig. 3.7 (right panel) around the origin ateced as cluster members.

Ks = 14.3 mag were taken from the match with the DIT.@8 first epoch data, brighter stars origi-
nate from the matched catalogue using the dataset from the first epochRlithad 2.0 s. The final
Ks-band catalogue contains a total of 1304 stars.

3.4.3 The proper motion diagram

Individual stars are plotted in the proper motion diagram (Fig. 3.6) withgragotions in the east-
west-direction on the x- and proper motions in the north-south direction onréés. As the cluster
is used as the reference frame, the distribution of cluster members is cartrad the origin and
overlaps with the elongated distribution of the field stars. The orientation dietldestars is approx-
imately parallel to the plane of the Galaxy (dashed line in Fig. 3.6). The dottedulmméng through
the origin and vertically to the Galactic plane splits the proper motion diagram inthiaf® being
referred to as the north-east segment (upper half) and the souttsegesent (lower half).

Figure 3.7 shows histogram plots of the distribution of the proper motions daflefiepanel)
and vertical to the Galactic plane (centre panel). The distribution of propéons in the direction
parallel to the Galactic plane is strongly peaked at the origin, with a very sesgme in the north-
west segment, and a slightly broadened decline and overlap with the betsdtér distribution in
the south-west segment, as expected from Fig. 3.6. The proper motiticaM® the Galactic plane
are almost distributed symmetrically with respect to the Galactic plane (centet ipaRig. 3.7),
confirming the assumed orientation of the field star distribution in the proper mdigagnam. This
and the exposediset of the field star distribution in the proper motion diagram indicate a movement
of the Quintuplet Cluster parallel to the Galactic plane towards the nortlwéthastespect to the field
as was found previously for the Arches Cluster (Stolte et al. 2008).s@h®le of stars with proper
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Figure 3.7: Left panel Histogram of proper motions parallel to the Galactic plakiéddle panel Histogram

of proper motions vertical to the Galactic plarRRight panel Histogram of the 2-dimensional proper motions
located in the north-east-segment of the proper motionrdiag The histogram was fitted with a Gaussian
function and a 2- cut was used as the selection criterion for cluster memhe(dhsh-dotted lines in all three
panels).

motions in the north-east segment is least contaminated by field stars ancevedsrénused to derive

the membership criterion. The distribution of proper motions in the north-egstent was fitted
with a Gaussian function (right panel in Fig. 3.7). Stars whose proper nsoéice within a circle of
radius 20 = 2.26 magyr, whereo is the width of the Gaussian fit, are selected as cluster members
(see Fig. 3.6). Two of the initial five Quintuplet members (Q1, Q9; Nagatha @980; Okuda et al.
1990) do not fall inside this circle. Their fluxes are exceeding the linelamifys by a factor of 8-30,
such that their positions are not well determined. Note that this dfédgta the very brightest sources,
for which spectroscopic member identification is available (Figer et al. 1998bmann et al. 2009).
These two stars were added manually to the sample of proper motion members.

3.5 Colour-magnitude diagrams

TheKg source catalogues of proper motion members and non-members were nveitthibeé source
catalogue of the first epoch H-band data. The corresponding colagnitude diagrams (CMD) are
shown in Fig. 3.8 and use only magnitudesiimndKg from the first epoch to avoid additional scatter
being introduced by variable stars. Stars whose fluxes exceed tleetigspinearity limit in eitheH
andor Ks atH = 1205 mag andKs = 1125 mag are marked with crosses. All 1221 stars (member
and non-members) with measured proper motion &hd Ks) colour are included in the final source
catalogue (see Table 3.4).

Cluster and field stars separate well as can be seen by characteristie$ez the field population
(right panel), that are absent in the cluster selection (left panel).Xaongle an elongated overdensity
is observed, which starts at abdiit= 17 mag,H — Ks = 1.8 mag and extends to redder colours along
the reddening path adopting the extinction law by Nishiyama et al. (2009). cbrisistent with
arising from red clump stars located in the Galactic bulge. Assuming the intKnbend magnitude
for red clump stars oK = —-1.61 mag by Alves (2000), the assumed intrinsic colouHof Kg =
0.07 of Nishiyama et al. (2006), a distance to the Galactic centre of 8 kpz(€thed. 2008) and an
approximate extinction ohx, = 2.35 mag, which is also appropriate for the cluster MS (see Sect. 3.6),
yieldsHrc = 17.05 mag andil — Ks)rc = 1.79 mag.
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Figure 3.8: Left panel Colour-magnitude diagram of cluster member candidatetherbasis of their proper
motions. A 4 Myr isochrone with solar metallicity, combineding a Padova MS-isochrone and a Pisa-
FRANEC PMS-isochrone, shifted to a distance of 8 kpc and egimund extinction oAk, = 2.35mag, is
shown for reference. Stars, with fluxes exceeding the lityelimit of the detector are drawn as crosses in all
figures throughout this paper. A two-step colour-cut wadiagior stars withH > 14 mag to remove field stars
with similar proper motions as the cluster from the clustanple (see Sect. 3.5 for details). The vertical short-
dashed lines mark the first colour-cut, while in the secoad sf the colour-cut highly reddened objects to the
right of the second isochronéy_ = 2.89 mag, long-dashed line) are removed. The dots represesathple of
cluster stars after the colour-cut, stars rejected basedbeincolour are drawn as triangles. Spectroscopically
identified field supergiants from the LHO catalogue (Liermanal. 2009) are marked with diamonds and are
removed from the final cluster sampRight panel Colour-magnitude diagram of stars classified as belonging
to the field according to their proper motion (dots) and ofsstamoved from the member sample based on their
colour or known spectral type (triangles). One star, cfeesbas belonging to the field by its proper motion, has
an O-star as (ambiguous) counterpart in the LHO catalogee $&ct. 3.5) and is marked with a circle. The
tilted dotted line is the line of reddening according to théretion law by Nishiyama et al. (2009) running
through the population of red clump stars from the Galaatigé.

Several blue foreground stars with colotits- Ks < 1.3 mag are seen to the left of the cluster mem-
ber sequence (Fig. 3.8, left panel). These sources are likely disc e@uersce stars following the
differential rotation of the outer Milky Way rotation curve. With expected velocifes 200 knys,
they cannot be distinguished from the cluster population on the basis ofptlogier motion alone.
Furthermore a few very red objects, which could be non-members by cmopavith the field CMD,
remain in the proper motion sample. In order to remove these contaminants eepwaskur-cut was
applied to stars fainter thad = 14 mag. First the blue foreground and red background stars were
removed by keeping only stars witl8l< H-Ks < 2.3 mag. In a second step the individual extinction
of the remaining stars fainter thah = 14 mag was determined from the intersections of the lines of
reddening with a 4 Myr isochrone assuming a distance to the cluster of §kgcmethod to derive
the individual extinction and the used isochrone are explained in detaitin¥6. The isochrone was
shifted to an extinction oAy, = 2.89 mag, corresponding to the sum of the meAg, (= 2.41 mag)
and twice the standard deviatiomA,. = 0.24 mag) of the individual extinctions of the cluster mem-
bers remaining after the first colour-cut, and stars redder than thedsisifighrone were also removed
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Figure 3.9: Colour-magnitude diagram of the final cluster sample. Stéttscounterparts in the LHO catalogue
are flagged with symbols according to their spectral typ&:(WéR-stars, circle: OB-stars, stars with ambiguous
identification are additionally marked with an X-cross).eTiorizontal dashed and short-dashed lines mark the
initial masses along the isochrone in unitdvf. The tilted dotted lines show the lines of reddening acewydi

to the extinction law by Nishiyama et al. (2009) and enfrahrettvo regions in the CMD (shaded in grey in
Fig. 3.9, 3.10 and 3.11), within which the isochrone has ipleltintersections with the line of reddening, and
consequently no unique mass can be inferred for a given star.

from the sample of cluster stars.

The designated cluster members and non-members were compared with émel Isgectral cat-
alogue of Liermann et al. (2009; further abbreviated as LHO cataldgu&) spectral classification
of the brighter stars and in order to assess the selection of cluster ssa dxa their proper mo-
tions and colours. Only observed stars witK@band magnitude brighter than .5%nag, which is
about 1 mag fainter than the faintest star in the LHO catalogue, were inclndbé comparison.
Eighty-five stars from the spectral catalogue could be assigned to 82velsstars (69 members, 23
field stars). The ambiguous assignments of 6 stars from the LHO catalod@eotuserved stars (all
members) are caused by the lower spatial resolution of the SINFONIFERI§trument of 50"
for the used 8 x 8” field of view. The spectral classification for the matched stars is indicated in a
simplified form by the overplotted symbols in Fig. 3.8, Fig. 3.9 and Fig. 3.10s8t#h ambiguous
assignments are additionally marked with an X-cross. One star (LHO 1X)jeaclassified in Lier-
mann et al. (2010) from O6-8 | f to WN9h and is treated accordingly in thedigy The numbers
and spectral classifications from the LHO catalogue are noted in theesoatadogue (Table 3.4). Six
late-type M,K supergiants are still contained within the cluster sample after tbaremt and are
very likely remaining contaminants with motions similar to the cluster members from tleet@a
bulge considering the young age of the cluster. These stars and §atedey the colour-cut were
removed from the final cluster sample and added to the proper motion nonareimbhe field star
CMD (plotted as triangles in the right panel of Fig. 3.8). The one early-§fae(04-7 | f) among
the designated field stars is located at the edge of the analysed area afahand very close to a



3.5 Colour-magnitude diagrams 39

NE-segment SW-segment

L L L L L Y LB B B R B

L L L I L L Y LB L R B

A0 F ot e : .
I 237 members ]
| dm = 1452
L AKs,isc = 2'35*.
2 7
Oowe
OWN

141 ~oontinear ~
f--- X ambiguous- - ---- e

W
[ _identification _ _ }

4

H [mag]

227\\\\\\\\\‘\\\\\\\\\‘\\\\‘;.W\\.A\.'L\\\\\\\\\”\\\\\\\\\‘\\\\\\\\\‘\\\\‘;.W\\.A\.'L\\\\\\\\\
1 2 3 4 1 2 3 4

H-Ks [mag] H-Ks [mag]

Figure 3.10: Colour-magnitude diagram of all stars of the final clustangi® with proper motions residing
in the north-eastl¢éft pane) or south-west segmentight pane) of the proper motion diagram (Fig. 3.6). See
Figs. 3.8 and 3.9 for details.

second star just outside this region. It is therefore unclear if the speletsaification really belongs

to this star or its neighbour, hence the star was not added to the final dastgte. For 12 of the

62 stars in the LHO catalogue, which could be assigned to designated chestarsers, the sources

in our catalogue exceed thes-band linearity limit by more than 1 mag. This impedes the repair of
the core bystarfinderand the correct measurement of the position and proper motion. Disregard
these 12 stars, the percentage of contaminating M,K supergiants, whioht dgndiscerned from the
cluster members based on their proper motion or colour, amounigG@ 6 12) = 12%. Even after

the removal of the 6 M,K supergiants some field stars may still remain in the firseclsample, as
only down to aboutd = 15.5 mag most stars have a counterpart in the LHO catalogue. The number
of these contaminants is estimated in Appendix B.

The CMD of the final sample of cluster stars is shown in Fig. 3.9 and, sepérdo the north-east
and south-west segment of the proper motion diagram, in Fig. 3.10. Thé®hgluensity located at
H - Ks = 1.8 mag,H = 17 mag indicates a remaining contamination with red clump stars, which is
more pronounced for stars with proper motion in the south-west segmeatCVID for the south-
west segment contains 94 stars more than for the north-east segment naayfant end of the
observed population, which appears slightly broadened. This is exb&ora the proper motion
diagram as the field star population overlaps with the cluster stars in thewestlsegment causing
a larger contamination for this segment. The astrometric uncertainty andadieetieé scatter in the
proper motion diagram increases for fainter magnitudes and therefooetifiesion with faint field
stars is more severe. The cluster members in the north-east segmertrthecefstitute the cleanest
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sample.

3.6 Mass derivation

Based on the presence of WC stars, O | stars and a red supergiantthél@uintuplet cluster, Figer

et al. (1999b) derived an average age af ZMyr assuming a coeval population. More recently the
ages of 5 WN stars were determined by comparison of their luminositiestieudiee temperatures
as derived from spectral line fitting with stellar evolution models to be abdut26 Myr pointing to

a somewhat younger age of the cluster (Liermann et al. 2010). To stadyflhience of the assumed
cluster age on the slope of the mass function, three isochrones with agje$ ahd 5 Myr were used

to derive the initial stellar masses. The isochrones are a combination of&a@in sequence (MS)
isochrones and pre-main sequence (PMS) isochrones derive®fsar-RANEC PMS stellar models
(see Gennaro et al. 2011; Marigo et al. 2008; Degl'Innocenti et0l8R As the NACO photometry

is calibrated by means of UKIDSS sources (see Sect. 3.2.3), the combibdoises, for simplicity
referred to as 3, 4 and 5 Myr Padova isochrones in the following, wansformed from the 2MASS
into the UKIDSS photometric system using the colour equations from Hoddgkih €009, Eqgs. 6

- 8). To cover the fect of a diferent set of stellar models on the derived masses, a 4 Myr Geneva
MS isochrone with enhanced mass loss for high mass $¢ars, 15M,, (Lejeune & Schaerer 2001)
was included in the comparison. The conversion of this isochrone into tH®SK filter system
encompassed two steps. The isochrone was first transformed fronesiselB& Brett (1988) to the
2MASS photometric system using the upd&tednsformation by Carpenter (2001) and subsequently
from the 2MASS to the UKIDSS filter system using the above mentioned csinver

For all isochrones, solar metallicity according to the description of the iyidgrstellar model®
was assumed, and a distance to the Galactic centreOddp8 (Ghez et al. 2008) was applied as
the distance to the Quintuplet cluster. The four isochrones shown in Fiywafe reddened by a
foreground extinction ok, = 2.35mag using the extinction law of Nishiyama et al. (2008} (:
Ak, = 1.73 : 1) to match the observed MS of the cluster members. This extinction law isfone
the most recent determinations of the extinction in the near-infrared alodméhef sight towards
the Galactic centre and consistent with other current findings, e.g., byy&t& Laugalys (2008) or
Schidel et al. (2010).

The individual mass and extinction of each star in the final cluster sampldetesnined from the
intersection of the line of reddening through the star with the respectivierisioe in the CMD. Due to
the local maximum of the PMS at the low-mass end as well as the extended tbegransition from
the end of the hydrogen core burning to the contraction phase at thert@gb-end, the de-reddening
path of a star may have several intersections with the isochrone, thusgeadin ambiguous mass
assignment (theftected areas in the colour-magnitude plane are shaded in grey in Figs18.9n8l
3.11). For these stars, the masses at each intersection were averaggubst-MS phase after the
exhaustion of hydrogen in the stellar core is very rapid (a fedwi@ccording to the stellar models)
and apparent in the isochrones as the branch with incre&kingnd brightnesses, re-rising after the
decline connected to the contraction phase. Due to its short duration, vduskes the Hertzsprung
gap in the Hertzsprung-Russel diagrams of stellar clusters, only the tweeant®n points with the
upper part of the MS and with the subsequent falling branch of the isnehvere averaged. Two

2Carpenter, J.M., 2003 séetp://www.astro.caltech.edu/~ jmc/2mass/v3/transformations/

3solar metallicity for the Geneva isochrone:=x0.68, Y = 0.3, Z = 0.020 (Lejeune & Schaerer 2001);
solar metallicity for the Padova isochrones: =X0.708, Y = 0.273,Z = 0.019 forM < 7 M, (Marigo et al. 2008;
Girardi et al. 2000), X= 0.7, Y = 0.28,Z = 0.020 forM > 7 M,, (Bertelli et al. 1994; Bressan et al. 1993)
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Figure 3.11: Comparison of the four isochrones used to determine stelémses. For all shown isochrones,
solar metallicity, a distance to the cluster of 8 kpc and adoound extinction oAk, = 2.35mag is adopted.
As in Fig. 3.9 and Fig. 3.10, the dotted lines enframe reginrtke CMD with ambiguous mass assignments
(shaded in grey) and the initial masses are labelled alangtthrones.

O stars from the LHO catalogue have no intersection with the Geneva ismcbrothe MS or the
falling branch, therefore an initial mass of.8 Mg, which is the maximum mass along this isochrone
used for the mass determination (see Table 3.3), was assigned to them.

11 Wolf-Rayet stars out of the 21 observed in the Quintuplet Cluster @ar&ained within our
sample of cluster members. The masses for these stars could not be detdroriméhe isochrones
but the mass range of Wolf-Rayet stars was inferred from the undgrtailar models by Bressan
et al. (1993) for the Padova isochrones and by Meynet et al. (188#5challer et al. (1992) for the
Geneva isochrone (see Table 3.3).

Considering only stars above the PWE transition region, the individual extinctiokk, of each
star as inferred from the 3, 4 and 5 Myr Padova isochrones agreds wil®2 mag ¢0.005 mag for
55 < m < 30Mg). Using the 4 Myr Geneva isochrone yields systematically smaller values of the
individual extinction by 008 — 0.12 mag. The individual extinction value denoted in the final source
catalogue (Table 3.4) refers to the 4 Myr Padova isochrone.

3.7 Mass functions

In order to avoid potential biases introduced by bins with a very small nuwibebjects or large
differences in the number of stars between the low- and high-mass bins, peddoe method
proposed by M& Apellaniz & Ubeda (2005). Here, the widths of thdtdrent bins are adjusted such
that each bin houses approximately the same number of stars (Methodtig.rntimber of stars in
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Table 3.3: Summary of isochrone properties relevant for the mass al@iv.

Isochrone name Description Wolf-Rayet mass Stars with ambiguous magmassts

PMS— MS MS — post-MS

Mass range No. of stars Mass range No. of stars
(Mo) (Mo) (Mo)

3Myr Padova M3+ PMS? 85-100 21-55 150 42.3-84.4 11
4Myr Padova M3+ PMS 51 -65 1.9-46 146 39.9-50.8 5
5Myr Padova M8+ PMS? 37-40 1.8-4.0 146 33.5-354 3
4 Myr Geneva MS 48 - 60 45.8-47.3 0

Notes. @ Padova isochrone with solar metallicity for > 4 M, (Marigo et al. 2008)) Pre-main sequence parts of the
isochronesrti < 4 M) are derived from Pisa-FRANEC PMS stellar models (Degl'Innocersl.2008, see Gennaro et al.
2011 for the combination with the Padova isochroné&sizeneva isochrone with solar metallicity and enhanced mass loss
for high mass starsvl > 15M,, (Lejeune & Schaerer 2001).

the sample did not split up evenly for the chosen number of bins, the binsitaicene additional
star from the remaining stars were chosen randomly. The stars weredited according to their
masses and distributed among the bins. For each isochrone the mass f(Mé&jcand slope were
determined for dividing the cluster sample into 4, 8, 12, 16 and 20 bins. diwedary between two
adjacent bins was set to the mean of the resst massive star in the respective bins. The minimum
mass used for each mass function was set to the lowest mass of a star widhe@mass assignment
for the respective isochrone, i.e. lying above the ambiguity region cdystte PM3MS transition.
Stars with ambiguous mass assignments at the upper end of the MS wererképtrhass function,
as due to their small number they all contribute to the uppermost bin in the mas®fuThe upper
mass limit or uppermost bin boundany,, was calculated from the data to be (seeiMapellaniz &
Ubeda 2005)

Myp = My +0.5(My —my_1) , (3.4)

with n being the total number of stars. The number of stars in eaclm;biras normalized by the
respective bin widthAm;. The logarithm of the normalized number of stars per bin as a function of
the logarithm of the medium mass of each bin was fitted with a straight line usin@theoltine
LINFIT, which performs g?2 minimisation.

The uncertainty of the number of stars per him is derived by M& Apellaniz & Ubeda (2005)
from the standard error of a binomial distributiorp((1 — pi))*/2, where the unknown true probability
for a star to reside in thé" bin p; is approximated by the measured vahyn:

any = /0= (3.5)
n
Note that this uncertainty fiers from the Poisson erroyn;, which is usually applied to binned data.
For the linear fit each bin was weighted by its statistical weight 1/An;?. The statistical weight
w; assigned to the logarithm of the normalized number of stars per bify(fpgAm;)) follows from
error propagation oAn; in the logarithmic plane (see Eq. 7 in MaApellaniz & Ubeda 2005):

~nn2Iin10

- (3.6)

Wi

It is basically the same for every bin as the number of stars per bin varigsiaximum of one.



Table 3.4: Catalogue of stellar sources with measured proper motiodisalours in the Quintuplet cluster.

No.ARAZ ADecl?® Ks ok, H on Ak, P CompIS tacosp) Mo aﬂacosa)d s 0,9 Seg® LHONo."  TypeT  MembeP Mpagzmyr” Mpadamyr™ Mpadsmyr! MGena My

() (") (mag) (mag) (mag) (mag) (mag) (mgs) (magyr) (magyr) (magyr) (magyr) (Mo) (Mo) (Mo) (Mo)
1 -758 399 7.69 008 11.30 0.04 - 1.00 230 001 0.93 0.95 98 0. NE 75 WC97d y 85-100  51-65 37-40 48-60
2 516 925 9.16 0.08 13.02 0.03 - 1.00 -2.13 -0.87 0.25 0.49 .44 0 NE 102 wC9?d y 85-100  51-65 37-40 48-60
3 -0.00 0.00 657 0.06 971 003 - 1.00 -2.09 025 0.93 0.95 8 0.9NE 42 WC9d+OB vy 85-100  51-65 37-40 48-60
4 109 645 7.82 0.06 1093 0.02 - 1.00 093 054 0.93 0.96  0.9BW 84 wcod y 85-100  51-65 37-40 48-60
5 535 370 9.17 0.05 10.81 0.02 236 100 -059 -121 022 003037 SW 71 WN9 y 85-100  51-65 37-40 48-60
6 1621 3.04 955 0.12 11.31 0.10 253 1.00 -1.21 052 0.82 4 0.80.86 NE 67 WN9 y 85-100  51-65 37-40 48-60
7 904 626 955 0.04 12.18 0.02 - 1.00 -0.38 1.13 0.23 0.29 7 0O.NE 79 wcod y 85-100  51-65 37-40 48-60
8 506 1140 957 005 11.34 0.05 255 1.00 059 -0.30 080 30.3055 SW 110 WNOh y 85-100  51-65 37-40 48-60
9 608 930 9.65 0.05 11.33 0.03 243 100 -047 0.29 0.23 0.38.40 NE 100 06-8lfe y 56.38 46.05 34.53 47.28
10 5.65 824 963 0.05 11.33 0.03 245 100 050 050 0.23 0.30.37 NE 96 06-8lfe y 56.30 46.00 34.50 47.28

Notes.This table is available in its entirety in a machine-readable form at the CDS omyarous ftp tocdsarc.u-strasbg. fr (130.79.128.5) or viahttp://cdsweb.u-
strasbg.fr/cgi-bin/A+A/540/A57. A portion is shown here for guidance regarding its form and content.

@ positional dfset in right ascension and declination relative to the AO guide star Q2 (R1X:46:14.690, Dec= -28:49:40.71 [J2000])® Individual extinction of each star
as derived using the 4 Myr Padova isochroffeThe combined completeness for each star is the product of its comstentheKs-band datasets of both epochs (2003 and
2008) and in the H-band dataset from 2008 See Appendix A for details of the error determinatiéh Indicates the segment in the proper motion diagram in which the stal
resides.() Numbers and spectral identifications from the spectral catalogue byaier et al. (2009). Sources in the LHO catalogue which have more tleaaunterpart in
this table are marked with an asteriék.Cluster membership: cluster members are indicated by "y”, field stamgdiag to their measured proper motions are indicated by "n”.
Proper motion members rejected based on their spectral type (M, Kgsaipis) or their colour are marked with 'n st’ or ’'n cc’, respectivélylnitial masses as determined from
the 3, 4, 5Myr Padova isochrones (with PMS part derived from PRANEC PMS stellar models, see Gennaro et al. 2011) and the 4 Myr @ésmehrone. All isochrones
assume solar metallicity. For Wolf-Rayet stars the stated mass rangaeared from the underlying stellar models of the respective isochrone
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Besides the binning method just described, the mass function was also detéuming an equal
logarithmic width for each bin (Method B), which is still the most common binning ntetbo de-
riving mass function slopes (see MaApellaniz & Ubeda 2005 for a discussion of the biases of this
method). The lower and upper mass limits were determined in exactly the sames\ahp\se and
the logarithmic bin widths were set by dividing the so defined mass range i&p142, 16 and 20
bins. The weights applied to each bin were again calculated with Eq. (3.@rartkcreasing going
to higher masses due to the lower number of stars contained in the high masis lwirger to study
the influence of the weights on the slope for this binning method, the slopeesisgedifrom a linear
fit to the MF with and without weighting.

The reported slopes of the mass functiorefer to a power-law distribution in linear unitdr{/dm «
) with the standard Salpeter slope being= —2.35 in this notation (Salpeter 1955). If not men-
tioned otherwise, the mass function and its slope were determined using &l chesnmbers from both
the north-east and south-west segment (see Fig. 3.10) and distrib@isigith into bins with (almost)
constant number of stars (Method A). All shown linear fits to the respeatizss functions were de-
rived from the completeness corrected mass function using for eacitsstadividual completeness
correction (see Sect. 3.3).

The minimum mass of a star with uniqgue mass assignment vgagt6 and 40 M, for the 3, 4
and 5 Myr Padova isochrone, respectively. The minimum mass for the 49dgeva isochrone was
set to 45 Mg, in order to use exactly the same stars as for the Padova isochrone ofitbega. As
mentioned in Sect. 3.6, it was not possible to infer the individual masses #f/hstars from the
isochrones. Therefore, a constant mass within the mass ranges of ifhRajet stars deduced from
the stellar models (see Table 3.3) was assigned to each identified Wolf$Rayietthe cluster sample
in dependence of the assumed cluster age. The uppermost bin bquadeuated with Eq. (3.4), is
then identical to the assigned WR mass. The chosen WR mass has a sigimffgaetton the derived
slopes due to the fairly large mass range of the Wolf-Rayet stars for ichgs of 3 and 4 Myr. A
larger assigned WR mass biases the mass function to a steeper slope dustaleation o by
the bin widthAm,. The maximum diterence between the slopes using the minimum and maximum
WR masses for each of the isochrones wa4 Owhich is about twice the typical formal fitting error
of the slope. To avoid the described bias, the Wolf-Rayet stars werneahaded in the mass function.
After the exclusion of the Wolf-Rayet stars, the uppermost bin boundaagtermined by the two
most massive stars in the respective sample (see Eq. 3.4).

In order to quantify the fect of the random selection of bins to contain one additional star from
the remainder of the division of the total number of stars by the number of(bethod A), the
distribution process and the fit to the resulting MF was repeated 1000 timegepbrted slopes for
this binning method are the mean slope of all these repetitions. The maxinfienedce between the
slopes of the same MF due toffidirent random distributions of the surplus stars w@8 0which is
very small compared to the formal fitting errors.

The slope of the mass function of each isochrone was determined using 2, B5 and 20 bins.
Using only 4 bins results in slopes being systematically shallower than for teemaimbers of bins
by up to 010. The choice of 20 bins introduces a bias in the case of the 3 Myr isosehfaue to the
large number of massive stars with averaged masses for this isocheentafde 3.3), these stars fill
up the uppermost bin completely. The mass range of stars with averagesbrizassmpressed, which
in turn leads to a decreased binwidth of the last bin. As the number of stavsnislized by the bin
width, the normalized number of stars in the last bin is increased leading to adlafte. The most
reliable mass function slopes are therefore obtained using 8, 12 or 16Thi@snaximum dierence
of the obtained slopes for a given isochrone between these three birersumas 3. Given this
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Figure 3.12: Comparison of the mass function and derived slopes fiergint methods of binning the data
and performing the linear fit. Only the fit and derived slopetfee completeness corrected mass function are
shown. Left panel Mass function of the Quintuplet cluster with initial masskerived from the 4 Myr Padova
isochrone. Only stars witm > 4.6 M, i.e. stars above the ambiguity region in the CMD due to théSPM
are used. Wolf-Rayet stars are not included in the massiimds the large uncertainty of their mass might
bias the derived slopes. The bin sizes are adjusted suchabhtof the 12 bins holds approximately the same
number of starsRight Panel Mass function of the same data but distributing the staosi@ bins of a uniform
logarithmic width of 0084 dex adopting the same lower and upper mass limits as ilefthganel. The solid
line shows the weighted linear fit, the dotted line the univisd fit.

negligible influence of the bin number, all results presented in the followiagletermined using 12
bins (see also Table 3.5).

Figure 3.12 shows the comparison of the mass functions and the deriped $tw distributing the
data in bins with (almost) constant number of stars (Method A, left paneljanging bins of equal
logarithmic width ofA log;om = 0.084 dex (Method B, right panel) for the 4 Myr Padova isochrone.
In the shown example and in general the three slopes of the weighted fitrai®efunction derived
with a uniform number of stars per bin and the weighted and unweighted fi¢ tméss function with
an equal logarithmic bin width agree well within the errors, if the full samplearkss fitted. The use
of a constant logarithmic bin size with applied weights following the prescriptidviadz Apellaniz
& Ubeda (2005) generates consistent results compared to the use ofithingrable widths and
equal numbers of stars also if only stars from the north-east or sceghsegment of the proper
motion diagram are included in the mass function. In contrast, the unweightesgionds much
more sensitively to fluctuations of the number of stars in the higher mass bpesially if the last
bin included in the fit is depleted, which is the case for the south-west seéghwrthe remainder of
this paper only the results determined from mass functions with an equal nofrdiars per bin are
considered.

The first row in Fig. 3.13 shows the mass function for the 4 Myr Padovaisoe for all cluster
members (left panel), for stars in the north-east-segment (centre pandljor stars in the south-
west segment (right panel). All three slopes agree well, although a fastkrs in the mass function
of the north-east segment in the mass range of 22 M, compared to the south-west segment is
evident. This surplus of stars for the south-west segment is also appatee CMD (Fig. 3.10) and
could indicate a remaining contamination with red clump stars. Further contamimatiggested by
the diference in the number of cluster members in the north-east and south-gestraare likely
removed by only using stars with intermediate brightness and masses abdg 4
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Figure 3.13: Upper panels Mass functions for the 4 Myr MS-Padova isochrone usingtaliss(eft), or only
stars located in the north-easti@ldle), or south-west-segmernight) of the proper motion diagram (Fig. 3.6)
Lower panels Resulting mass function if stellar masses are derived fddnor 5 Myr Padova MS-isochrone
(left andmiddle or 4 Myr Geneva isochrongi¢ht). For all shown mass functions the stars were distributed
in 12 bins of variable width with equal numbers of stars per. bAs in Fig. 3.12, the Wolf-Rayet stars were
removed and only stars above the ambiguity region in the CM®td the PMS are included. The resulting
minimum masses are® 4.6, 40, and 45 M, for the 3, 4, 5Myr Padova and the 4 Myr Geneva isochrone,
respectively.

For the Padova isochrones the slope of the mass function decreasesvatising age going from
3 to 5Myr from (-1.72+ 0.09) to (-1.55+ 0.09). As can be seen in Fig. 3.11, the range of initial
masses along the upper part of the MS starting at aboM26trongly decreases with age. This
causes the same number of brighter stars in the CMD being squeezed intlbeat sBraas interval for
the older ages, which therefore results in a flattening of the slopes withasiogeage. The initial
masses derived using the 4 Myr Padova isochrone are @% larger for stars wittm < 37 M, than
the initial masses determined with the 4 Myr Geneva isochrone. For stars witth&her masses the
Geneva isochrone yields slightly larger masses. This varyifigrdnce in the deduced masses causes
the slope derived from the Geneva isochrone to be steepelOByi® comparison with the Padova
isochrone of the same age. Nonetheless, the two derived slopes atiniedlve fitting uncertainties.

All slopes derived binning the data into 12 bins containing approximately the samber of stars
per bin are summarized in Table 3.5. The slopes are all internally consisteiorleach isochrone
the slope derived for the south-west segment is flatter than the slope fooitth-east segment, and the
slope of the full sample is very close to the average of the slopes of batieseg 2.) Independent of
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Table 3.5: Overview of derived slopes of the mass function binning thdnto 12 bins containing approxi-
mately the same number of stars.

Isochrone name Segmént No. of stars  n° Mnin  Mmax  @©  Aei®  Aadbinning®
(Mo)  (Mo)

3 Myr Padova NE+ SW 220 18-19 55 65.8 -1.72 0.09 0.03

4 Myr Padova NE+ SW 261 21-22 4.6 46.7 -1.68 0.09 0.01

5 Myr Padova NE+ SW 289 24-25 4.0 345 -1.55 0.09 0.01

4 Myr Geneva NE+ SW 261 21-22 45 47.3 -1.77 0.09 0.01

3 Myr Padova NE 99 8-9 55 65.8-1.76 0.13 0.07
4 Myr Padova NE 119 9-10 46 46.5-1.73 0.13 0.02
5 Myr Padova NE 132 11 40 345-163 0.13 0.00
4 Myr Geneva NE 119 9-10 45 47.3-1.82 0.13 0.03
3 Myr Padova SW 121 10-11 55 65.6-1.68 0.13 0.01
4 Myr Padova SW 142 11-12 4.6 51.0-1.65 0.12 0.01
5 Myr Padova SW 157 13-14 4.0 36.2-152 0.12 0.01
4 Myr Geneva SW 142 11-12 45 48.1-1.70 0.12 0.01

Notes. @ Segment in the proper motion diagram (Fig. 38)Number of stars per bif? Average of the slopes derived for
1000 realizations of randomly distributing the remainder of the division@filimber of stars by the number of bins into
the bins by increasing the number of stars in the selected bin by‘®rgarmal uncertainty of the linear fit? Maximum
difference between the slopes due to the random distribution of the surphis star

the sample (NE- SW, NE, SW), the slope of the mass function decreases with the assunted ages
for the Padova isochrones, and the use of the 4 Myr Geneva isoclasulés in a steeper slope than
for the 4 Myr Padova isochrone. For the north-east and south-wgstent all slopes agree within
the formal fitting uncertainties irrespective of the isochrone. For the &i@e, the error margins
of the slope derived for the 5 Myr Padova isochrone have barely edamvwith the error margins of
the 4 Myr Geneva isochrone. The average value of the slopes of aliderad isochrones, using the
full sample of cluster members, therefore provides a robust estimate fonabke function slope of
the Quintuplet cluster. The average slope 168, which is the same value as the slope of the 4 Myr
Padova isochrone. The maximuntfdrences between this average and the four regarded slopes are
+0.13 and-0.09, respectively, and provide the conservative estimate of the undgméihe average
slope.

Our best value of the slope of the present-day mass function of the Qleintiipster for stars
within a radius of & pc from the cluster centre, an initial masswfi; > 5 Mg and excluding spec-
troscopically identified Wolf-Rayet stars,ds= —1.680.%3. It should be noted that we determined the
slope using thénitial masses as inferred from the isochrones. Furthermore, binarity is cairied
for, as we cannot observe a binary sequence in the CMD of the Quihtlpkter. Therefore, the
reported slopes refer to the system mass function. Weidner et al. (868ymed a numerical study
to determine the influence of unresolved multiple systems on the initial mass fun&ssuming
100% of the stars being part of multiple systems and using thfesrett pairing methods they find
that the dfference of the slopes of the single star and the observed system IMFefaigih mass
stars (> 2 M) is normally smaller than the usual error bars of observational slopggnieral, the
system IMF tends to be steeper by abodlt than the single star IMF. Da Rio et al. (2009) derive a
maximum diference between the single star and the system IME2ofdd stars withm > 1My by
using random pairing and varying the binary fraction between 0 and A-rélplved multiple systems
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are therefore unlikely to fabricate the flat MF slopenof —1.68 observed in the Quintuplet cluster
within a radius of (b pc compared to the canonical slope-@3 (Kroupa 2001).

A residual contamination of field stars in the final cluster sample, that coskildg not be removed
on the basis of their proper motions or colours alone, may also bias thee@poass function slopes.
In Appendix B the number of contaminating stars remaining in the cluster samsignseed within
six mass bins and its influence on the MF slope is assessed for the 4 MyaRsolchrone. Depending
on the number of residual field stars in each mass bin, the retrieved slapeis ¥the range between
—1.50 and-1.74. The steepest slope is still well contained within the formal fitting erroretbpe
derived without accounting for potential residual field stars. Within thersrthe slopes stated in
Table 3.5 can be regarded as lower (steep) bounds for the true PDpH-aflthe Quintuplet cluster.

The total mass of stars in the final cluster sample amounts to MI32@dopting the initial masses
derived from the 4 Myr Padova isochrone and an average masshf 5& each of the 11 WR stars.
Extrapolating the MF¢ = —1.68) down to a minimum mass of®M, results in a total mass of the
Quintuplet cluster within a radius of®pc of 6010M.

3.8 Discussion

All derived slopes of the mass function in the central part of the Quintuilster above a mass of
5 Mg, are systematically flatter than the canonical slope of the initial mass functios 6f2.3+0.7 for
the same mass regime (Kroupa 2001), albeit still marginally contained within ies3884 confidence
limits. This indicates that the cluster within a radius d pc is depleted of lower mass stars.

This result is not unexpected with respect to findings in other Galacticgyouassive clusters
(see Table 3.6), which reveal signs of mass segregation by steeptopeg sf their mass function
for larger distances to the cluster centre. The mass function of the ydusigrcNGC 3603 (age
1 - 2.5 Myr) exhibits a gradually steeper slope for larger annuli flem —1.31 withinR < 0.15pc
to —1.75 for 04 < R < 0.9 pc (Harayama et al. 2008). Up to a maximum observed distanc8 pt3
from the assumed cluster centre the slope remains almost constant ranginglf80 to—1.86. The
global slope of-1.74 for 04 < m < 20Mg, is well below the canonical IMF slope ef2.3, suggesting
a top-heavy IMF for this cluster. Westerlund 1 (Wd 1), with an age of aBdo 5 Myr, exhibits a
flattened MF witha = —1.6 for stars in the mass range o#3< m < 27 Mg within R < 0.75 pc,
which successively steepens at larger radii uprte —2.7 for R > 2.1 pc (Brandner et al. 2008).
These general findings were confirmed in a follow-up paper by Geretal. (2011), which drops the
assumption of radial symmetry for the cluster and determines the mass funcitwaérdimensional
approach. Their global mass function slope is with: —2.55j8:(2)g even steeper than the canonical
slope. The Arches cluster (age2.5 Myr), is located at a projected distance to the Galactic centre
of 26 pc, which is almost equal to the projected distance of 30 pc for thet@len cluster. Hence
both clusters might have formed in the same environment, albeiffatetit times, and evolved in the
strong tidal field of the Galactic centre. The slope of the mass function oétiiteat part of the Arches
cluster was first determined by Figer et al. (1999a) and found to bedaypytwith a slope of = —1.65
for 0.1 < R < 0.35pc. Stolte et al. (2002) found a slightly steeper slope ef —1.8 + 0.2 within
R < 0.4 pc. Outside this radius the slope steepems+0-2.70+0.7, indicating again mass segregation
towards the cluster centre. The authors correct for a radial extinataatiet outside of @ pc and use
the present-day masses determined from a 2 Myr Geneva isochrone eAenent study by Espinoza
et al. (2009) finds a much steeper slope-8fl + 0.2 for R < 0.4 pc consistent with a canonical IMF,
but still a flattening towards the cluster core with= —1.88 + 0.20 inside ofR = 0.2 pc. Espinoza
et al. (2009) account for fferential extinction by individually dereddening the stars and infer initial
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Table 3.6: Comparison of mass function slopes in the centres of Galgoting massive clusters.

Cluster name Age Distance Mass rangeR a R a R a References
(Myr)  (kpc) (Mo)  (pc) (pc) (pc)

Quintuplet  3-5 8.0 >5 <05 -1687933 this work

Arches 25 8.0 >10 <02 -188+020 <04 -21+02 1

NGC 3603 1-25 ©+08 4-20 <015 -131 0.3-04 -172 2

Westerlund1 3-5 85+0.17 3.4-27 <0.75-16 3

References. (1) Espinoza et al. (2009); (2) Harayama et al. (2008); (3) Bnanét al. (2008).

masses instead of present-day masses frorh sl Geneva isochrone. Espinoza et al. (2009) have
also shown that variations in the MF slope caused by the choice of metallicity ander range of
cluster ages (B — 3.2 Myr) are smaller than the fitting uncertainties. The steeper slopes are tls&n mo
likely a consequence of the individual dereddening of each star pritretstellar mass estimation.
This suggests that individual dereddening is one of the most cruciettspnder variable extinction
conditions to obtain realistic MF slopes. For the Quintuplet analysis presabtae, individual
dereddening was taken into account as well, and the initial stellar massesisegt to create the MF.
In this respect our slopes of the mass function of the Quintuplet clustaldshe directly comparable
with their results. However, as proper motions were not available, their nrehipeelection is solely
based on a strict colour-cut leaving the remaining contamination by fieldwstalsar. In summary
the MF slopes for the inner parts of the Quintuplet cluster, NGC 3603 and ¥rd all consistently
flatter than the standard IMF slope. The question if the MF of the Quintuplsteclateepens towards
larger distances from the cluster core as for Wd 1 and NGC 3603 redh&eneasurement of the MF
also in the outer parts. The flattening of the slope in the cluster centres mayseddy the internal
dynamical evolution of the cluster alone as in the case of Wd 1 and NGC 86@3e the Galactic
tidal field is negligible, or by a combination of the internal and the externaduhycal evolution in
the tidal field of the Galactic centre as in the case of the Quintuplet cluster.

For the Arches cluster, Kim et al. (2006) have quantified thece of the internal cluster dynamics
and the evaporation in the Galactic tidal field on the mass function measured aitl@nnulus of
0.19 - 0.35pc. Their Fokker-Planck calculations and N-body simulations yield arflagieof the
mass function by Q to 02 within the present cluster lifetime of2Myr. At an older age of about
3 - 5Myr, the much more dispersed appearance of the Quintuplet with raspbet Arches cluster
suggests that the Quintuplet cluster is dynamically more evolved and rieoted by tidal &ects.

If the Quintuplet cluster started with a similar initial density and total mass as theeAmuster the
expected initial MF slope would be at least.9. The longer evolution time of the cluster might be
responsible for a further flattening of the MF slope in the cluster core gltimage of the Quintuplet
cluster. While the dynamical evolution provides a tempting explanation for ttierfed MF in the
cluster centre, N-body simulations are required to confirm or disproetheh the flat PDMF of the
Quintuplet cluster can be explained by dynamidédes alone.
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4 The present-day mass function in the outer
parts of the Quintuplet cluster

In order to derive the radial variation of the PDMF of the Quintuplet clustey outer parts of the
cluster were probed in four connected fields (Fields 2 to 5, see Fig. 1lthpteast and south of
the cluster centre by NAC®-band observations in 2008 and 2009. To establish a proper motion
membership sample in the same fashion as for the central part of the clusesprd epoch of
NACO observations in th&s-band was obtained in 2011 and 2012. Datasets of the cluster taken
with the Wide Field Camera 3 (WFC3) onboard the Hubble Space Telesc&®(ih the F127M

and F153M filters (see Table 4.3) provided colour information for stars located in ther dields.

The membership samples were established for each field individually bagbé measured proper
motions and a subsequent colour selection. The PDMF was then determitwead iadial annuli
ranging from 05 to 12 pc and from 12 to 18 pc (21 pc), respectively.

The NACO and WFC3 datasets, the performed reduction and analysis aditthand the determi-
nation of the completeness from artificial star experiments are detailed iMdSkcthe selection of a
proper motion membership sample for each of the four Quintuplet outer fiakidlon membership
probabilities is described in Sect. 4.2. The CMDs of the outer fields, the dpgieur selection to
derive the final member selection and the mass determination are explained.id.SeFinally, the
slope of the PDMF in the outer parts of the Quintuplet cluster is determined witbiartwuli and the
PDMF of the cluster is discussed in Sect. 4.4.

4.1 Datasets and data reduction of the Quintuplet outer fields

4.1.1 VLT/NACO Ks-band data
4.1.1.1 Datasets

Four fields in the outskirts of the Quintuplet cluster to the south and east ldf Figsee Fig. 1.1)
were covered by service mode observations inKidand in 2008 and 2009 (observation periods
P81 and P82 PI: W. Brandner, Program ID 081.D-0572(B)). For the AO caiitetwith the NAOS
instrument the four natural guide stars indicated in Fig. 1.1 were useddsmobes for the infrared
wavefront sensor. The statét-band magnitudes of the guide stars are taken from the 2MASS
catalogue (Skrutskie et al. 2006).

Second epoch observations of Fields 2 to 5 inkKgdéoand were proposed and scheduled for service
mode observations in 2010 (P85, PI: A. Stolte, Program ID 085.D-@)%8¢nfortunately, neither in
this observation period nor in P86 data of the Quintuplet outer fields weagnebl due to unfavourable
observing conditions. The observations were reattempted in P87, butaorijeld 2 data with the

1This thesis is based in part on observations made with the MBSA Hubble Space Telescope, obtained from the data
archive at the Space Telescope Science Institute. STScl is operatiee Agsociation of Universities for Research in
Astronomy, Inc. under NASA contract NAS 5-26555.

2ESO observation periods have a duration of 6 months. Observatiordgerith odd numbering last from April 1 to
September 30, periods with even numbering from October 1 to March 31.
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Table 4.1: Overview of the VLTNACO datasets covering the outer parts of the Quintuplettetu

Field Date  Filter FramésDIT NDIT t® Airmass Seeing FWHM Strehl ratid
(s) (s) () ()

2 2008-07-24 Kg 34 20 15 1020 1.01-1.03 0.44-0.61 0.070 0.42
2 2011-09-19 Ks 464 20 1 928 1.34-1.48 0.55-0.75 0.095 0.10
3 2009-04-07 Ksg 32 20 15 960 1.00-1.02 0.56-0.81 0.085 0.21
3 2012-06-14 Ks 827 20 1 1654 1.01-1.04 0.57-0.83 0.098 0.09
4 2009-04-10 Kg 32 20 15 960 1.07-1.11 0.51-0.62 0.077 0.27
4 2012-06-14 K¢ 5158 20 1 1030 1.00-1.01 0.67-0.88 0.100 0.08
5 2009-04-10 K¢ 31 20 15 930 1.02-1.05 0.57-0.96 0.080 0.28
5 2012-08-02 K¢ 269 20 1 538 1.01-1.02 0.56-0.80 0.087 0.14

Notes. @ Number of dithered frames used to generate the final combined iffagetal integration time of the central
part of the image with maximum overlapDataset was obtained in cube mode, i.e. each single DIT is stored ag aflaye
data cube. Each data cube contained 30 DiT¥etermined from the extracted PSF of the combined image.

astrometric accuracy required to establish a proper motion membership sauafuiebe obtained.
Fortunately, a second epochl§f-band data could be acquired for all missing fields (Fields 3, 4 and
5) during two observing runs in visitor mode in 2012 (PI: A. Stolte, Progifar@89.D-0121(A) and

Pl C. Olczak, Program ID 089.D-0430(A)).

An observing program to observe the outer fields also inHHeand was likewise scheduled for
P85, but could not be executed. The program was transferred tdseevation period P86 (October
2010 to March 2011) and reattempted, but to no dvaiherefore the information of the stellar colours
necessary to derive reliable masses and to remove contaminating fielda@tathé sample of proper
motion cluster members had to be determined from WFC3 observations (3eé.52).

The settings of the first epoch observations of the four outer fieldstwersame as for thi€s-band
observations of Field 1 in 2008 using the medium resolution camera S27, aff2ATs, NDIT of
15 and covering each field with 44 frames. Ten sky frames were obtaimsgguent to the science
observations (cf. Sect. 3.1.2). The area on the sky covered by dédhk tur outer fields after
removal of a margin to avoid regions with low coverage or uncorrectedzafdise (see below and
Sect. 2.2.3) is about 28x 25”.

The second epoch observations from 2011 and 2012 were obtainadémmode, such that each
single DIT is stored in a separate layer of a data cube (see Sect. 5.9 inl @iral. 2011). The
advantage of this mode is the possibility to select from the single DIT framesobf gointing only
the ones with a good AO performance. For our earlier NACO observatiath of the NDIT single
DITs were averaged by CONICA's read-out controller into a singlerl&gene as cube mode was not
yet available. Field 2 was covered with 22 data cubes and 10 sky cubbesobined subsequent
to the science observations. The other Quintuplet outer fields werevebdarvisitor mode and the
number of data cubes was adjusted according to the observing conditltmsumber of data cubes
was 34, 20 and 12 for Field 3, 4, and 5, respectively, and 8 sky oubes obtained for each field.
Each data or sky cube contained 30 single frames with a DITG$.2The properties of thi€s-band
datasets covering the outer parts of the Quintuplet cluster are summarissulérdTL.

All Ks-band datasets of both epochs were reduced using the custom-madedd&tzon pipeline

3The data quality of the only outer field observed with YNACO in the H-band (Field 3) was discarded due to the
insufficient AO performance and very pronounced anisoplanatism in faxfabe WFC3 datasets.
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Table 4.2:Overview of the VLTISAAC datasets of the Quintuplet cluster used as referad@dé photometric
calibration of the outer fields.

Date Filter No. of frames DIT NDIT t;x®  Airmass Seeing FWHR®
(s) (s) @) ()
2001-04-09 Jg 7 1.8 20 248 1.00-1.01 0.49-0.62 0.46
2001-04-09 H 9 1.8 20 319 1.00-1.00 0.48-0.63 0.44
2001-04-09 Kg 9 1.8 20 319 1.00-1.01 0.46-0.63 0.40

Notes. ® Total integration time of the central part of the image with maximum ovef&yetermined from the extracted
PSF of the combined image.

described in Sect. 2*2The dark, sky and science frames all required a correction of the 5ide.
As for Field 1, the small dithers between the sky frames resulted in signiftelfdr residua in the
sky derived from the sky frames alone, such that the finally applied sisygenerated using all sky
and object frames. The only exception was the second epoch data ofiFie&te only sky frames
could be used to generate a smooth sky. The quality of each reducedesfime was assessed by
determining the FWHM of a reference source present in all frames okspective dataset. Based
on the measured FWHM, between 14% and 30% of the frames of a datasetxedbuded from the
image combination with thdrizzlealgorithm (see Table 4.1).

4.1.1.2 Source detection and photometric calibration

With the exception of Field 2, where the natural guide star is at the centrguitie stars are lo-
cated close to the corners of the respective outer fields. Due to the disg@nces of stars from
the respective guide star, large areas of the Fields 3, 4 and 5 exhilwhaysrced anisoplanatism
with distinctively elongated stars. As tiséarfinderalgorithm uses a constant, empirical PSF for the
source extraction, elongated stars were frequently fitted by multiple comigoriarsome cases the
secondary, fake components comprised a significant fraction of ther $kedaf up to Q3 mag. Due

to this large systematic magnitude error of stars with larger guide star distandabe associated
scatter, which prevents a reliable determination of the zeropoint, the tR@photpackage instead
of starfinderwas used for the source detection and the PSF fitting for all outer fields¢St&987).
Unlike the starfinderalgorithm,daophotuses an analytical function to fit the PSF, but allows for a
linear or quadratic spatial variation of the PSF. The selected PSF stdirs&fited with an analytical
functiorr. The flux residua of the PSF stars after subtraction of the fitted analyticedion are aver-
aged into a constant two-dimensional look-up table. The spatial variatithe ##SF is accounted for
by determining the Taylor expansion of the change of the residua of thesta&Fwith the location

in the image to the first or second order. The Taylor expansions arel stvoetwo or five additional
look-up tables for a linear or quadratically varying PSF, respectivabt¢8n 1992). For all datasets
of the outer fields, the flattest residua were achieved usindabphotpackage with a quadratically
varying PSF.

4Dr. Andrea Stolte performed the data reduction and image combinatior skttond epoch data of Fields 3 and 4 and
of the ISAAC data used for photometric calibration (see Sect. 4.1.Ei®ther, the source detection with tdaophot
package (Sect. 4.1.1.2) for all outer fields with exception of the skepach data of Fields 2 and 5 was also carried out
by Dr. Andrea Stolte.

5The best fitting function yielding the smallest residua can be selected atitaliya The possible choices are: Gaussian
function, Mdfat function, Lorentz function or Penny function (Gaussianorentzian function).
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Figure 4.1: Left panels Magnitude dfference of stars common in the ISAAIGHK s datasets and the UKIDSS
JHK catalogue plotted vs. the respective ISAAC magnitude.sStdich are selected for the derivation of the
potential colour terms between the two filter systems aredia red. The left dotted line indicates the ISAAC
non-linearity limit, while the right dotted line providebé selection at the faint limit. The increasing scatter
towards fainter magnitudes is due to thé&@lence in the resolution between the higher resolved ISA&#a d
and the UKIDSS catalogue and indicates that the UKIDSS phetxy becomes unreliable beyond the applied
selection.Right panels Magnitude dfferences of the stars selected in it panelsplotted vs. (s — Ks)isaac
(top rightandbottom righ) or (Js — H),saac (middle righ). Linear fits to the datapoints are shown as well (red
lines).
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Table 4.3:Overview of the used VLJNACO, VLT/ISAAC, and UKIDSS broad band filters and the HBIFC3
medium band filters.

NACO? ISAACP UKIDSS® WFC3H
Filter  Ac AAd  Filter A Ad  Filter A A Filter Ac A
um - um um - um um - um um - um
J 127 025 Js 124 016 J 125 0.16 F12™M 1.27 0.07

H 166 033 H 165 030 H 1.64 0.29 F153M 1.53 0.07
Ks 218 035 Ks 216 027 K 220 0.34

Notes. @ Central wavelengthit) and filter width (A1) from Table 5-4 in Ageorges et al. (200%). 1. andAA from Table 2

in Mason et al. (2010f9 Ax is inferred from the cut-on and cufavavelengths as stated in Tokunaga et al. (2002, Table 1).
@ 2. and A2 are inferred from the cut-on and cuffevavelengths. The cut-on and cuf-wavelengths were determined
from the transmission curve of the respective filter (available ffap: //ftp.stsci.edu/cdbs/comp/wfc3/).

The UKIDSS catalogue contains only very few suited calibrators for sdthe @uter fields. There-
fore, a set of VLTISAAC observations covering all observed Quintuplet fields was cadiireersus
the UKIDSS catalogue to provide a large number of well-resolved calilsraldre ISAAC observa-
tions (see Table 4.2) were obtained in April 9th 2001 and imaged an area skytbf about 3’ x3.9
centred at the Quintuplet cluster with a pixel scale d#48’pixel! in the Js-, H- andKs-band (P!I:

A. Stolte, Program ID 67.C-0591(B)). Stellar positions and fluxes in tmebioed ISAAC images
were measured with thetarfinderalgorithm and matched with the UKIDSBHK catalogue. Sources
either saturated in the UKIDSS catalogue or in the ISAAC images were remanddources which
could not be reliably assigned to their UKIDSS counterparts were managdigted. As in the case
of the direct calibration of the NACO data of Field 1 (see Sect. 3.2.3), theflages of all stars in
the ISAAC images falling within the UKIDSS1aperture around each calibrator were added and
compared to the magnitude in the UKIDSS catalogue. Ultimately 58, 59 and 33atat®were used

to determine the zeropoints in tle-, H-, andKs-band, respectively.

In order to determine if colour terms between the ISAAC and the UKIDSS filtstems (see
Table 4.3) are present, a set of common, unsaturated stars in both cataleas selected for each
filter (see left panels in Fig. 4.1). While for the determination of the zeropbetSAAC PSF fluxes
of stars within the UKIDSS aperture of around each calibrator could be added, this procedure could
not be used for the derivation of the colour terms. Adding the fluxes of stdh different intrinsic
properties would alter the colour of each calibrator source, and hease¢he derived colour terms.
The scatter of the magnitudefidirencesnsaac — Mukipss is therefore larger than for the derivation
of the zeropoints. The magnitudeffidirences as a function odd— Kg)isaac or (Js — H)isaac were
fitted by a straight line (see right panels in Fig. 4.1). A definite colour terafdcoot be detected for
any of the three filters as the formal fitting error was in all cases equal lexger than the derived
slope. For thels-band and to a lesser degree for Hdand significant colour terms can be confidently
ruled out due the large number of used stars and the covered coloer. faor theKs-band filter the
presence of a colour term cannot be excluded or confirmed due to #heflédtue stars, the rather
contracted colour range and the comparatively large scatter of the addta@s no significant colour
terms between th@- andH-band filters of both filter systems is present and a colour term between
the K-band filters could not be safely measured, no colour term correctisrapalied to the ISAAC
JsHKs photometry.

The zeropoints of the NAC®&s-band datasets of all the outer fields obtained in 20089 were
subsequently determined with respect to the calibrated ISK&®and source catalogue. The con-
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Figure 4.2: Astrometric (eft panel3 and photometric uncertaintiegght panel$ plotted vs. magnitude of the
four NACO Ks-band datasets of the Quintuplet outer fields from the firetkpn 2008 or 2009. Stars which
are only detected in two of the three auxiliary frames arevdrim blue. The plotted photometric uncertainties
include the PSF fitting uncertainties and the standard efrtite zeropoint of the calibration vs. the ISAAC
Ks-band data. The dashed vertical lines indicate the appmateitmearity limit of the respective NACO dataset.

sistency of the photometric calibration of Fields 2, 3 and 5 was confirmed asmgion stars in the
overlap regions of Field 2 with Field 3 and of Field 2 with Field 5 (Fig. 1.1). lthbmases the mean
zeropoint dfsets of these common stars wklh < 18 mag and after rejection of outliers outside of
+2 o from the mean was0.01 mag. Hence the photometric calibration of Fields 2, 3 and 5 are in very
good agreement. For Field 4, a similar consistency check was not possébte the missing overlap
between Fields 4 and 5. The second epoch (Z1R)Ks-band data of each field was calibrated with
respect to the first epoch data.

4.1.1.3 Estimation of photometric and astrometric errors

The photometric and astrometric uncertainties of the four NAG@and datasets of the outer fields
were estimated in the same way as described in Sect. 3.2.4. The frames dh&sst were divided
into three subsets which were subsequently combined into three auxiliarysnfemehe PSF fitting
with daophot the same PSF as derived for the respective deep image was used.thggsiandard
errors of the three independent measurements of the x-, y-position aritilixhof each star in the
three auxiliary frames were adopted as the positional and the photometeitainties. As faint stars
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Figure 4.3: Astrometric (eft panel3 and photometric uncertaintiegght panel$ plotted vs. magnitude of the

four NACO Ks-band datasets of the Quintuplet outer fields from the seepodh in 2011 or 2012. Stars which
are only detected in two of the three auxiliary frames arevdrim blue. The plotted photometric uncertainties
include the PSF fitting uncertainties and the standard efrtite zeropoint of the calibration vs. the ISAAC
Ks-band data. The dashed vertical lines indicate the appmateitmearity limit of the respective NACO dataset.

were frequently detected only in two of the three auxiliary frames, the tainges of these stars were
estimated as half theftierence of the two independent measurements. All stars which were detecte
in at least two auxiliary frames were kept in the source catalogue. Figizesd 4.3 show the astro-
metric uncertainties which are the mean of the positional uncertainties in thiedxy-@direction, and

the photometric uncertainties in dependence of the magnitude for the fouffields in both epochs.
The shown photometric uncertainties include the standard error of thpaieto The uncertainties
scatter only slightly for stars brighter tha&, = 17.5mag, whereas for fainter stars the scatter in-
creases steeply. The second epoch data, with the exception of Fieldit Exger uncertainties with

a more pronounced scatter at the faint end. For all outer fields, thersafatite uncertainties of the
brighter stars is smaller than for Field 1 (cf. Fig. 3.2). For the outer fieldagtrtemetric uncertainties

of stars withKs < 17.5 mag have median values betweeh&d 06 mas, while a much larger median
value of 16 mas was derived for th€s-band data of Field 1 from 2008, whestarfinderwas used as
the PSF fitting tool. Thelaophotphotometry shows generally a lower scatter on the auxiliary frames
than thestarfinderphotometry, and magnitudes are more closely reproduced wittabphotPSF
fitting. This indicates that the PSF fitting with tdeaophotpackage compared to the PSF fitting with
starfinderis less sensitive to the smallffirences in the noise between auxiliary images. Fritz et al.
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(2010) determined for the S13 camera the astrometric uncertaintystitfinderon a set of subse-
quent single frames (see their Fig. 4, red dashed line). Their derstamha@etric uncertainty increased
from ~ 0.4 to 25mas in the magnitude range frafy = 12 to 17 mag which is of the same order
as found for Field 1. For the S27 camera Trippe et al. (2008) derivedgtrometric uncertainty by
comparing the stellar position&{ < 18 mag) which were determined by fitting a two-dimensional
elliptical Gaussian to detected sources in a set of mosaics. They find d typteatainty of~ 0.7 mas
which is larger than the median value of the astrometric uncertainties in the @ldst fAs in con-
trast to Trippe et al. (2008) the single frames were not corrected fioumsntal geometric distortions
before generating the combined images, the astrometric uncertainties otéhdields are expected
to be larger. The astrometric uncertainties determined for the outer fieltseaedore likely underes-
timated. Nevertheless, as the ‘true’ centroiding error is not known andetfiéed uncertainties trace
at least the relative measurement accuracies, they are applied as theanmesag errors.

4.1.2 HST/WFC3 data

AlthoughH-band observations of the Quintuplet Fields 2 to 5 were scheduled foRBedBservation
period P85 and reattempted in P86, no data fiicdant quality was obtained due to bad atmospheric
conditions. Therefore, in order to get colour information for the outéddief the Quintuplet cluster,
which is necessary to determine masses from the isochrones in the CM®yatins obtained in
2010 with WFC3 on-board the HST were analysed. In the following, thesdtgtathe data reduction
and the photometric calibration of the WFC3 observations are described.

4.1.2.1 Datasets and data reduction

The Wide Field Camera 3 was installed during the HST servicing mission 4 in M@§ 2§ a re-
placement for the Wide Field Planetary Camera 2 (Rajan 201i0)ffers two diferent channels, the
Ultraviolet-Visible (UVIS) channel for observations in the wavelengthgeanf 200 to 2000 nm and
the Infrared (IR) channel for wavelengths between 800 to 1700 nine. IR channel covers a FOV
of 136" x 123’ with a pixel scale projected onto the sky of approximateli36” x 0.121”. The
asymmetry of the FOV and of the pixel scale is caused by tlidiR®f the focal plane with respect
to the incoming light beam (Rajan 2010). Further geometric distortions arelirtea by the intricate
optical design with multiple foldings of the light path and variations of the detextade scale. These
geometrical distortions can be corrected with a typical accuracylqdigel (Rajan 2010) by applying
the newest distortion cdiécient table with the PyRAF tagkultidrizzle'.

Two datasets observed with the WFC3 IR-channel on August 10th ah®Q&0 with theF127M
andF153M medium-band filters (PI: A. Ghez, proposal ID: 11671) were retridr@d the Mikulski
Archive for Space Telescopes (MAST). The data were reducen igideval (March 12th 2012) with
the standard WFC3 calibration pipelirea(wf3, version 2.6.2) using the most current calibration files
at that time. The automatic data reduction of the raw exposures encomfiassebtraction of the
bias level and the dark current, the correction of the detector non-lingae up-the-ramp fitting of
the multiple non-destructive read-outs, the flat-fielding and the identificatibacbpixels (for details
of the calibration process of thmlwf3 pipeline see Rajan 2010). As for the linear fit of the signal
versus time, only those read-outs are used where the saturation limit isceeted, i.e. a pixel in the

6For the online version of the WFC3 data handbookises : / /www . stsci . edu/hst/wfc3/documents/ handbooks/
currentDHB/wfc3_cover.html.

"The distortion cofficient table as well as other reference files used for the calibration of3/d&@& can be obtained from
http://www.stsci.edu/hst/observatory/cdbs/SIfileInfo/WFC3/reftablequeryindex.
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Figure 4.4: Three-colour composite image using #827M, F139M andF153M WFC3 data of the Quintuplet
cluster. The areas covered by the observed NACO Fields dieated by the dashed rectangles. The part of the
combined WFC3 image for which the source detection was peddris marked with the solid rectangle.
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Table 4.4: Overview of the used WFC3 observations.

Date Filter ~ No. of frames Nsam@  texp tne  FWHMP
(s) (s) ()

2010-08-10 F127M 12 13 599.2 7190.8 0.211

2010-08-16 F153M 21 13 349.2 7333.2 0.206

Notes. @ Number of non-destructive read-outs including the zeroth r@abetermined from the extracted PSF.

reduced image is only saturated if it is saturated in all its read-outs. This sght®@st exclusively
to bad pixels, such that only the Pistol star and Q7 observed ik 158M filter are saturated. The
reduced images as downloaded from MAST were further processaitiyloc

Image pixels, with count levels exceeding about half their full well depth £i.80, 000 electrons)
expose a faint afterglow in subsequent exposures (Rajan 20T8)s image persistence can in ex-
treme cases take up to several hours to abate. The persistence withexpashbre is automatically
predicted during data processing and the corresponding persistergasinan be retrieved via a web
interfacé. The WFC3 datasets covering the Quintuplet cluster were actufdigtad by persistence
due to the large number of bright stars. For the brightest stars, the @astof their afterglow are
even comparable to the brightness of stars at the faint end. As the appiedsieps and the overall
dither patterns are larger than the PSF FWHML(5 pixel), the persistence afterglow of a bright star
can be located in its wing and therefore influence the detection of faintisttlre stellar halo. The
persistence images were therefore subtracted from the reduced images.

The individual, dithered observations were combined with the PyRAFrtagkdrizzleinto one
final image for each filter. The relative alignment of the individual imagedesised from the WCS
(World Coordinate System) information of the images was refined by determéwidigional shifts
and rotations due to slight pointingftérences with the PyRAF tagleakshifts During the image
combination the individual exposures were corrected for the geomettistiies and hot pixels, and
pixels dfected by cosmic rays were detected and added to the bad pixel mask. iZAliegliof the
images observed with sub-pixel dithers allows for a finer sampling of thewittes undersampled
WFC3 PSF. The output pixels of the combined images were chosen t01& 8uch that the FWHM
of the PSF in the drizzled image is aboub Rixel and therefore well-sampled. The input pixels were
shrunk to 0.7 times its input size, i.e. the parameigfrac was set to 0.7, in order to enhance the
resolution of the final image.

The properties of the datasets observed withFA@7M and F153M filters are summarized in
Table 4.4.

4.1.2.2 Source detection and photometric calibration

From the full area covered by the WFC3 observations, ‘axX®2’ region encompassing all five
fields of the NACO observations was extracted to speed up the sourctialeteith thestarfinder
algorithm (see Fig. 4.4). A constant, empirical PSF was extracted using&8entially isolated and
uniformly distributed PSF stars for each of the two filters. The two stars (Bisto Q7) saturated in
the F153M data are included in the list of PSF stars in order for their saduzates to be repaired by
starfinder This allows for the detection and PSF fitting of these two stars, such thattmiibution

8See alsthttp://www.stsci.edu/hst/wfc3/ins_performance/persistence/.
%http://archive.stsci.edu/prepds/persist/search.php.
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Figure 4.5: Top left Difference of the instrumental WFG@3L27M magnitude and the calibrated ISAATG-
band magnitude vs. the instrumenkl27M magnitude. Stars selected for the derivation of the coletmt
between thé=-127M and theJs-band filter are drawn in redMiddle left Magnitude diterence of the selected
stars vs. the instrumental colowX27M — F153M);ns. The red crosses mark the median values within colour
bins of 025 mag. A linear fit to the median values weighted by the stahdaviation of each bin is shown as
well. Bottom left Magnitude diference of the selected stars vs. the coldyr(H)wrcs after the conversion

of the WFC3 magnitudes to the ISAAC filter systeRight panels Corresponding plots as in theft panels

for the determination of the colour term between the F1530lthe ISAACH-band filter. The second, lower
branch visible in theop right panel around-127Mi,st — Hisaac = 2.1 mag is concentrated at abo&127M —

F153M)inst = 0 mag in themiddle right panel
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to the fluxes of neighbouring stars can be subtracted.

As for the NACO data of the outer fields, the photometric calibration of the Wé@Bce cata-
logues was performed with respect to the calibrated ISAAC data of the @lentcluster. The
WFC3F127M andF153M filters are calibrated vs. the ISAAGs- andH-band filters, respectively
(cf. Table 4.3). Figure 4.5 shows in the upper panels the magnitiitizedices of common stars in
the WFC3 and ISAAC source catalogues for FE27M andJs-band filter (left) and thé153M and
H-band filter (right). In the top right panel of Fig. 4.5, most stars scattauirat a magnitude tfer-
ence ofF 153Mi,st — H = 2.6 mag, while a second branch of stars at abelb3Minst — H = 2.1 mag
is also visible. For the determination of potential colour terms between the medinch\WFC3
and the broad-band ISAAC filters only stars fainter than the saturation limit®ifSIAC Js-band
(Js = 128 mag) orH-band datal = 129 mag) were selected. In order not to be influenced by
the increasing and asymmetric scatter of the magnitudlerdnces towards fainter magnitudes, stars
with F127Minst > 20 mag orF153Mins; > 19 mag were excluded. Further, the few outliers outside
F127Minst — Js = [0.5,2.0] or F153Minst — H = [1.5, 3, 5] were removed as well. For the selected
stars, the respective magnituddtfeliences between the WFC3 and the ISAAC filters were plotted
with respect to the instrumental coloBfd27Mjnst — F153Minst (Se€ middle panels in Fig. 4.5). The
reason to use instrumental WFC3 colours instead of the calibrated ISAlAGrs@Js — H) to derive a
colour term is the superior resolution and larger sensitivity of the WFC3 aoedo the ISAAC data.
Otherwise a large number of faint, but well measured stars in the WFC3wdaiteh) are missing in
the ISAAC source catalogues, could not be photometrically calibratedstéine forming the second
branch in the top right panel of Fig. 4.5 result from the pronounceducdtrm as all stars which
populate this branch have an instrumental WFC3 colour of about 0 mag (nnigldtgoanel). In or-
der to be lessféected by the scatter in more sparsely populated colour ranges, the colouvas
determined by fitting the median values within colour bins @50mag, weighted by the respective
standard deviation in each bin, with a straight line. The linear fits as well asi¢idéan values are
shown in red in the middle panels of Fig. 4.5. The bottom panels show the maguiitetences
as a function of the WFC3 colours after the WFC3 magnitudes were codvettethe ISAAC filter
system. Besides the obvious shifts in colour compared to the middle panels h3sighese plots
illustrate the increased spread of the colour range once the colour tegrap@ied. To complete the
photometric calibration of the WFC3 data, a slight remaining zeropdiseébwas corrected for both
WFC3 filters. The conversion equations from the WFC3 to the ISAAC filtstesy are:

Jswrca = F12MMinst = Cri2mm - (F127Minst — F153Minsy) + Zpr127m (4.1)
Hwrca = F153Minst — Cris5av - (F127Minst — F153Minsy) + ZPF153m (4.2)
with cp1o7v = —0.09 £ 0.02 andcris3v = 0.36 + 0.04 being the respective colour terms. In the

following section, WFC3 magnitudes in thel27M and F153M filters which are converted to the
ISAAC filter system are designated &gyecs andHwecs, respectively.

4.1.2.3 Estimation of photometric and astrometric errors

The estimation of the astrometric and photometric uncertainties due to the PSF fiticepged in
the same way as for the NACO datasets. For both datasets, three auxaiagsfivere combined
with multidrizzlefrom three subsets, consisting of either foed27M) or seven framesH153M) of
the respective dataset each. The source detection and PSF fitting faspd with starfinderin
the same manner as for the deep images using the empirical PSF extractedena@spective deep
image. Again, only stars which are detected in at least two auxiliary franeesomsidered in the
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further analysis in order to exclude spurious detections. For the detdionirad the photometric
uncertainties due to the PSF fitting, no conversion between the WFC3 aiCl8léer systems was
applied. The derived photometric uncertainties refer therefore to thdastherrorsrgi27v.inst and
oe1s3m.inst Of the instrumental magnitudes.

Fig. 4.6 shows the astrometric uncertainty (top panels), i.e. the mean of tedgainties in the
x- and y-direction, and the photometric uncertainty of the instrumental magsitindiddle panels)
as a function of the magnitude for both filters. For stars brighter than alguics < 21.5mag or
Hwrcs < 185 mag, the median of the astrometric and photometric uncertainties is relativsiaobn
(red lines in Fig. 4.6). The median of the astrometric uncertainties of thesasstef mas and ® mas
fortheF127M and theF153M dataset, respectively. Considering the short time baselines between the
NACO data of the outer fields and the WFC3 observationsyi(Field 3, 5) and D yr (Field 2), the
astrometric uncertainties in units of njigs of the WFC3 data alone are of similar size or larger than
the proper motion membership criterion applied for Field 1 of 2 2.26 magyr (see Sect. 3.4.3).
A selection of the cluster members based on proper motions derived froMAG® data and the
drizzled WFC3 images is therefore not feasible.

The median of the photometric uncertaintiesiozv.inst aNd oF153m.inst fOr Jswrcs < 21.5mag
or Hwres < 185 mag amounts t0.04 mag and @3 mag, respectively. For fainter magnitudes the
photometric and astrometric uncertainties and especially the scatter indreasgys The uncertain-
ties derived for thd=127M dataset are in general larger than for #153M dataset. This may be
caused by the lower number of only four frames contributing to each ayxftame and hence the
smaller signal to noise ratio of tie127M auxiliary frames. In addition, as the individual frames
obtained with WFC3 are undersampled, a larger number of frames per aukitime obtained with
sub-pixel dithers improves the sampling in the drizzled image. ThHiecemay contribute to the
smaller astrometric and photometric uncertainties ofRh63M dataset.

Besides the photometric uncertainties related to the PSF fitting, the contributibesphotometric
calibrations to the photometric errors have to be considered as well. Thehotaimetric uncertain-
ties of the converted WFC3 magnitudes follow from error propagation ef @ql) and (4.2):

O Jswrca = \/O-rznl,inst + (o¢; - (Myjinst — Myinst))? + (C1 - U'ml,inst)2 +(Cy- O'mz,inst)z + (O-ZQ_)Z (4.3)

O Hwres = \/O—rznz,inst + (0¢, - (Myjinst — Mp,inst))? + (C2 - O'ml,inst)2 +(Ca- U'mg,inst)2 + (O'sz)z , (4.4)

where the subscripts 1 and 2 refer to the27M andF153M filters, respectively. The applied zero-
point errors were the standard errors of the residual zeropfigete after the correction of the colour
terms. The total photometric uncertainties are shown in the bottom panels df & igr both filters.
The median of the total photometric uncertainties of the F127M and F153Metsifas magnitudes
brighter thanJswrcs < 21.5mag andHwrcs < 185 mag are M6 mag and @9 mag, respectively.
The second sequence — stars with smaller photometric uncertainties than the rade — visible
in both filters originates from stars with instrumental WFC3 coldut® 7Mins; — F153Mins; Close to
zero (see Egs. (4.3) and (4.4) and cf. Fig. 4.5), i.e. blue foregrstand.

After the source detection, the photometric calibration, and the estimation ostitmm&tric and
photometric uncertainties of all NACO and WFC3 datasets, a combined scatalegue for each
of the four Quintuplet outer fields was generated using the positions ofrthefiochKs-band data
as reference. Therefore, only stars which are detected iK¢Hgnd in both epochs and in both
WFC3 filters are used for further analysis. The detection of a star in bethA7M and theF153M
datasets is the requirement for the conversion of its flux from instrumer&l3¥nagnitudes intds-
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Figure 4.6: Top panels Astrometric uncertainties for the WF@3L27M (left) andF153M datasetsr{ght) vs.
the respective magnitudes (converted to the ISAAC filtetesyiswith Eqgs. (4.1) and (4.2)). Stars which are
only detected in two of the three auxiliary frames are drawhliie. The median values within magnitude bins
of 0.5 mag and a polynomial fit to the median are shown in fd@idle panels Uncertaintiesrgio7v.inst @and
or1savinst Of the instrumental magnitude®ottom panels Total photometric uncertainties df, (left) andH
(right), including the uncertainties of the instrumental magiatsl the error of the colour term, and the error of
the zeropoint (see Egs. (4.3), and (4.4)).
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Figure 4.7: Magnitude dfference of the inserted and recovered artificial stars plogetheKs-band magnitude
for the second epoch data of Fieldslefi pane) and 5 ¢ight pane). The median of the magnitudefiirence
(red line) and the criterion to reject recovered stars basettie magnitude dierence (blue line) are shown as
well. Artificial stars drawn in red are located in the uppdt torner of Field 2 or the upper right corner of
Field 5, respectively, and show a systematic zeropdiisiet forKs < 16 mag as compared to the rest of the
respective field. Theftected areas are therefore excluded from the derivationeo€dmpleteness maps and
the source catalogues of these two fields.

andH-band magnitudes (see Sect. 4.1.2%).

4.1.3 Completeness

The completeness in the outer parts of the Quintuplet cluster was determinatievitime approach
as for the central field which follows the method described in Gennaro(@(dl1, see also Sect. 3.3).
Artificial star experiments were performed for all NACO and both WFC3s#ita In order to de-
termine the individual completeness of each star and hence accountisgatial variations of the
completeness due to the presence of bright stars or crowdliect® a set of magnitude dependent
completeness maps was generated from the local recovery fractionfioiah stars in theKs-band
for each of the outer fields. In the same vein a set of completeness ma&pisdrethe combined artifi-
cial star catalogue idsH (see Sect. 4.1.3.1) were created for the extracted WFC3 field (see Big. 4.4
The individual completeness of each star in eithetigdand or inJsH was then calculated from the
parameters of a Fermi-like function fitted as a function of magnitude to the vafukese complete-
ness maps at the position of the respective star (see Sect. 4.1.3.2, Getraila011).

4.1.3.1 Artificial star experiments and overall completene SS

The artificial star experiments for th&-band data of the outer fields cover the magnitude range from
10.0to 220 mag. The artificial stars were inserted as scaled replica of the PSF ebjective dataset

01 the following sections the subscript WFC3 is dropped Ba@7M andF153M magnitudes converted into the ISAAC
filter system are simply referred to &s andH-band magnitudes, respectively.
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with the IRAF addstarroutine of thedaophotpackage. For eacks-band dataset the artificial stars
were inserted at the same position and with the same magnitude in both epochkatalet a total

of 50400 artificial stars was added, whereas only 100 artificial stans iwserted at a time in order
not to influence the crowding properties of the original data. With this numobartificial stars the
effective sampling size of the completeness maps within magnitude binS wia@ and using the 16
nearest neighbours & 16) of each artificial star is approximatelgly = 1.4" (cf. Eq. 3.2, see also
Appendix A in Gennaro et al. 2011). The source detection and photometiye artificial star fields
was performed in the same way as for the original datasets. In addition toialrstars which were
not detected, stars with measured magnitudes strongly deviating from thteéhaagnitudes were
treated as not recovered. These artificial stars are either confusedemrby real stars during the
matching of the list of inserted artificial stars with the respective sourctogai, or they are blended
with other stars. A confusion of an artificial star with a real star can ontyioif the artificial star is
inserted within the chosen matching radius=02 pixel from a real star and if the respective real star
is of comparable or larger brightness than the artificial star. These twditiwms are fulfilled only

for about 1% of the inserted artificial stars everKgt= 18 mag such that confusion is only a minor
contribution to the artificial stars which are rejected due to the large deviatitrein magnitude.
Blending, i.e. the wrong attribution of the flux of nearby stars to a certairdsi@amg the PSF fitting,

is therefore the major source for largefdiences between the inserted and recovered magnitudes
and naturally influences the measured brightness of faint artificial startssexarely. The rejection
criterion was chosen to be magnitude dependent between a minimum absoluiudedtterence

of 0.2 mag for the brighter stars and a maximum absolute magnitdideetice of & mag at the faint
end. Between these two extremes a fit to the standard deviation of the magtitfedence within
magnitude bins of & mag was applied as the rejection criterion (see Fig. 4.7). As expected, the
percentage of stars removed by this rejection criterion increases dueitwitbased scatter towards
fainter stars. For 10 < Ks < 17.5mad?, the percentage of artificial stars rejected due to their large
magnitude dierence ranges between 4% (Field 2, first epoch) and 13% (Field 3 aadahd epoch)

of the recovered stars within this magnitude range. In the end, the infloétice application of the
rejection criterion on the mass function slope was found to be negligible.rA&sdl 1 (see Sect. 3.3),
the steep increase of the mediankafinserted— Ks recoveredmarks the limit for a reliable photometry
of fainter stars. The magnitude at which the median excedifsndag varies betweelks = 17.5
(Field 4, second epoch) aikd, = 19.0 mag (Field 2, first epoch) and reflects the general quality of the
respective dataset.

For the second epoch data of Fields 2 and 5, a second sequences afiitdarge negative mag-
nitude diferences of about0.7 mag is visible forKg < 16 mag. These stars are almost exclusively
located in the upper left or upper right image corner of Fields 2 and 54Hgred datapoints), respec-
tively, which indicates that the elongated PSF in these regions is not waticdeged by the analytic
daophotPSF even with a quadratic spatial variation. In total about half of the ezedvstars within
these regions have magnitudéfdiences< —0.2 mag and are excluded with the default rejection pro-
cedure, which would strongly bias the completeness in these image areasforé the fiected areas
in Fields 2 and 5 (second epoch) are excluded from the derivation obthpleteness and the further
analysis (see bad area mask shown in Fig. 4.11).

The PSF fitting for the two WFC3 datasets was not performed witlldophotpackage but with
the starfinderalgorithm and the artificial star experiments were done slightigdintly compared to
the NACOKg-band datasets. Due to the larger size of the WFC3 images and in genel@aidbe
duration of a PSF fitting run witstarfinderthe total number of inserted stars had to be decreased

1The proper motion analysis (see Sect. 4.2) and the subsequentisinadysestricted t&s < 17.5 mag.
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Figure 4.8: Average completeness of artificial stars vs. the respe#tivband (lower abscissa) ak-band
magnitude (upper abscissa) for the four Quintuplet outétdieOnly artificial stars within good image areas
are included in these plots (cf. Fig. 4.11). The black sald show the combined completeness of the
Ks-band data in both epochs and the blue dash-dotted lines gteoaombined completeness in the and
H-band data. The overall completeness in dge H- and theK¢-band datasets of both epochs of a MS star
(Js — Ks = 4.15mag) is represented by the green line.

and hence thefective sampling size was increased. Within each magnitude bin, 1900 artificial
stars were inserted, again 100 stars at a time. The resulfiegtige sampling size igd) = 4.1”

(v = 16) and hence much coarser than for the NAK@band data. The 100 artificial stars which
were inserted together into the respective combined image resided withimtieeQ&amag bin (cf.
Sect. 3.3). As in the case of the NACKQ-band data, the artificial stars were placed at the same
position into theF127M and theF 153M datasets with a colour @k — H = 2.8 mag which resembles
the (calibrated) colour of the cluster M& The (calibrated) magnitude ranges of the artificial stars
areJs = [15.3,26.3] andH = [12.5,235]. As for theKs-band data, recovered artificial stars with
strongly deviating magnitudes were treated as not recovered. The rejegterion varied between a
minimum absolute magnitudeftkrence of AL mag and a maximum absolute magnitudéegence of

2Although the artificial star experiments for the WFC3 data were perfounsid the instrumental magnitudE427Mins;
and F153M,s;, the magnitudes stated in the text or the figures have been converted iN®ARE filter system for
convenience.
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0.6 mag at the faint end. Stars on the MS of the outer Quintuplet fields scaiterdhls—H = 2.8 mag
andJs — Kg = 4.15mag (cf. Fig. 4.24). A MS star wits = 17.5 mag — the applied magnitude cut

for the proper motion membership sample (Sect. 4.2.1.2) — thereforelgaaredH-band magnitude

of ~ 21.65mag and~ 1885 mag, respectively. The percentage of stars rejected due to their large
difference of the inserted and the recovered magnitudes for artificial stidus &ppropriate .8 mag
magnitude ranges afs = [21.3,21.8] andH = [18.5,19.0] are 51% and 71%, respectively. The
median of the magnitudeftierence exceeds®mag atls = 22.6 mag andH = 19.8 mag and therefore

at about 1 mag fainter magnitudes than of stars on the MS for which therprag®n membership

is assessed.

As proper motions can only be determined for stars detected in both emdirghe combined
completeness in thiés-band within each field is relevant to assess the completeness of the proper
tion membership sample established in Sect. 4.2. The comBigdnd completeness is determined
by considering only those artificial stars as detected which are recbiref®th epochs. All other
stars were marked as lost in the respective combined artificial star cagaldga same procedure is
applied for theF127M and theF153M dataset, as stars have to be detected in both filters in order to
convert their instrumental magnitude427Mins andF 153Mjs; into Js- andH-band magnitudes (see
Sect. 4.1.2.2). As the number of artificial stars and therefore the positishieth they were inserted
differ between the artificial stars experiments for heband and the two WFC3 datasets, a similar
determination of the combined completenesddiiKs is not feasible.

Figure 4.8 shows the average completehitigseach of the four Quintuplet outer fields determined
in magnitude bins of & mag as a function of magnitude. For the combidgd-completeness,
the bin boundaries are shifted byl8 mag with respect to the bin boundaries of the combiked
completeness of both epochs in order to account for the colour of st#ine cluster MS (cf. Fig. 4.24).
The spatially averaged completenessgdrlKs of MS stars can then be estimated by multiplying the
combinedKs-completeness with the combindgH completeness in the respective shifted magnitude
bins. As correlations of the completeness in kheband andls- andH-band datasets, such as local
detection losses in the neighbourhood of bright stars, are not acddontéhe overall completeness
in JsHK; is expected to be slightly underestimated. The large combined completen&gs far
Ks > 16 mag for Field 4 is due to the small number of bright stars within the used eftelig 4.4
and 4.11).

4.1.3.2 Completeness maps

Following the method of Gennaro et al. (2011), a set of completeness reg@sngy the magnitude
range 10 < Kg < 220 mag in magnitude bins of ®mag was derived from the respective combined
artificial star catalogue for each of the four outer fields. Likewise, corapéss maps (15 < Js <

26.3 mag, bin width (b mag) were generated for the extracted WFC3 field (see Fig. 4.4) using the
combinedJsH artificial star catalogue. As mentioned in the previous section, fileete’e sampling
sizes of the completeness maps=(16) were(d) = 1.4” and 41" for the four outer fields observed

in the NACOKg-band and the WFC3 data, respectively. The completeness in each imabesgex
then fitted as a function of magnitude with a Fermi-like function using the compktenaps derived

for the Ks-band data of the outer fields or the WFC3 data, respectively. The indivadmpleteness
value of each star iKs or JsH can then be derived from the respective fit parameters at the position of

13The term average completeness refers to the fact that it resemblgsatiadlp averaged completeness in the respective
magnitude bin, in contrast to the individual completeness values forstachs derived in Sect. 4.1.3.2 which trace the
spatial variations of the completeness due to crowding or bright stars.
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Figure 4.9: Comparison of mean of the individual completeness valudshiK of observed stars (black line)
with the average completenesslyH K derived directly from the combined artificial star cataleginKs-band
andJsH (green line, see Fig. 4.8) within magnitude bins df hag width.

the star and it&s- or Js-band magnitude. The overall completeness of a staghKs is determined
as the product of its individual completeness value inKbdvand and inJsH.

The average of the individual completeness values of all stars aeddriym the completeness
maps is expected to resemble the spatial average of the completeness adsrskigv 4.8, assu-
ming that stars are uniformly distributed across the field irrespective of bhigintness and that no
strong spatial variation of the extinction is present. For comparison, thragevef the individual
completeness values ilyHK¢ within magnitude bins of & mag width is compared in Fig. 4.9 to
the spatial average of the completeness as directly determined from theshdtac catalogues. As
the artificial star experiments were designed to trace the completenesssobisttire cluster MS,
only the individual completeness values of stars with colours wittl’s mag from the cluster MS
(Js— H = 2.8mag,Js — Ks = 4.15mag) were considered. Apparently, the average of the individual
completeness values féts < 17.5mag (Field 2 and 3) anls < 185 mag (Field 4 and 5) derived
from the spatially resolved completeness maps is larger than the spatiallgede@mpleteness. For
Ks < 17.5mag, the maximum éierence is about 10% and the meafiedence is about 5%. A pos-
sibility to explain this discrepancy is that the Fermi-function is not a perf@cesentation of the drop
of the completeness in all image parts. The fit tends to overestimate the comgdatetie transition
region between a completeness of nearly 100% and the steep declineahttendl (see Fig. 4.10),
i.e. in the magnitude range (5K < 18 mag) the discrepancy is most evident. The actual impact of
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Figure 4.10: Fit of the completeness values at selected pixel positibriseocompleteness maps of Field 4
with a Fermi-like function as a function of the magnitude. eTéft panelshows an illustrative example of
the fit in two regions, where the magnitude dependence ofdh®teteness is well represented by the fitting
function. For the examples in thigght panelthe fit overestimates the completeness just before the dtegp

of the Fermi-like function due to irregularities in the tmezovered completeness values which do not follow a
functional form in these selected pixels.

this potential overestimation of the completeness on the mass function and itssséopected to be
small. The minimum of the spatially averaged completenesightKs relevant for the derivation of
the mass function in the outer fields is about 60% (see Fig. 4.9, Fiel&3-atl7.5 mag). Assuming
that on average the individual completeness values are overestimatdbiy1®% the maximum
percental dterence of the logarithm of the number of starsjpgin the lowermost mass bin is not
exceeding 7%. As the spatial completeness variations in the Quintuplet fielgscenounced, espe-
cially in the neighbourhood of the bright WR stars or RSGs (such as Q7 lah Hlieand the ffect of
the slight overestimation of the individual completeness on the mass functjgmislexpected to be
small or even negligible, the individual completeness values are préfiertbe spatial average of the
completeness as derived from the combined artificial star catalogueseaapdied in the derivation
of the mass function slope (see Sect. 4.4).

4.1.4 Data selection

In order to use only those image parts with a comparable quality, a bad arkavasgenerated
for each of the four Quintuplet outer fields. The respective mask cantaerejected areas of both
epochs oKs-band data. As the coverage of the dithered frames decreases toheiiyes of each
dataset, the noise and the number of not repaired bad pixels incredsesad area masks cover
therefore a margin of 30 pixel at the left and right and a 40 pixel margiheatop and bottom edge
of each combined image. For Field 2, a pronounced noise pattern at thhe oéthe left and right
edge protruded further into the combined image. Tifiecéed areas were additionally covered by the
bad area mask for this field (see black dotted lines in Fig. 4.11). As mentiorigecin4.1.3.1, the
artificial star experiments performed for the second epoch data of Fielad 2 indicated that the PSF
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Figure 4.11: Bad area masks plotted on the selected area of the WF23M combined image. The black
solid lines show the extent of the four Quintuplet outer edd covered by the NACRs-band data. The margin

of each field disregarded to avoid areas with low coveragesaiwl as black dotted line. The image corners in
Fields 2 and 5, where the artificial star experiments inditlaat the PSF fitting is unreliable (see Sect. 4.1.3.1),
are marked by the red solid lines. Optical ghosts within tA&€® data are drawn with black dash-dotted lines.
Bad or missing areas in the WFC3 datasets are indicated in BlueFields 2 and 4, further selections were
performed after inspection of the respective CMD (red dddimes, see Sects. 4.3.1.2 and 4.3.1.3). The areas
which were actually used to derive the MF are enframed inrgree
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fitting is not reliable in the top left or top right image corner of Field 2 and Fielé&pectively. These
corners were therefore covered as well by the bad area mask of Rieldd 5 (red solid line). The
thus derived bad area masks were applied before the proper motioard&f?MDs) of the respective
fields were generatédi

As bright optical ghosts present in Fields 2, 3 and 5 modtlgcathe completeness, these image
parts were excluded only after the derivation of the proper motion membesahiple. Stars ap-
pearing in the CMDs of the outer fields (see Sect. 4.3) are required totbetelt in both WFC3
datasets. Therefore areas either not covered by the WFC3 datasétisiorextended regions of in-
sensitive pixels are included in the bad area masks (blue lines). The snliedjsh bad areas in
the WFC3 data are regions with lowered sensitivity. They are termed ‘IRsbéotdl originate from
areas of reduced reflectivity of the mirror directing the incoming light eithehéoUVIS or the IR
channel (Rajan 2010, Sect. 6.4). The large feature in Field 3 is thelsd-t#eath star’ and consists
of unresponsive pixels (Rajan 2010, Sect. 6.8.2).

As described in Sect. 4.3.1.3, parts of Field 2 may fiecéed by increased extinction as they
are devoid of proper motion members within the applied colour selection. Témcgaus image
areas marked by the red dashed lines in Fig. 4.11 were consequentheateidtas probed image
area (see Sect. 4.4.1). For Field 4, features in the CMD indicate that eithphtiftometry may be
severely influenced by the particularly strong anisoplanatism, or a pnoedispatial variation of the
foreground extinction is present in this field. For testing purposes angdtar selection for this field
was applied (see Sect. 4.3.1.2) which is also indicated by the red dashed ligednlk.

The areas finally contributing to the MFs of the Quintuplet outer fields ardigigbd in green in
Fig. 4.11.

4.2 Proper motion membership

The importance of individual proper motions for disentangling the clustértiaa field population
is even more important for the outer fields than for Field 1 due to the declineeafitister density
profile. As the second epoch data of Field 2 was available almost a ydiar &zan for Fields 3, 4,
and 5 the determination of the individual proper motions was performeddirshis field. It also
served as test case for the derivation of a proper motion membership daasple on membership
probabilities. The analysis of the remaining outer fields was executed inrtteeway as for Field 2
for consistency.

4.2.1 Proper motion measurement
4.2.1.1 Geometric transformation

The individual proper motions were measured in the same way as for Fiedthd the cluster as

frame of reference (see Sect. 3.4.1). Due to the superior AO perfearadicated by the smaller

astrometric uncertainties for Fields 2, 4 and 5 (see Figs. 4.2 and 4.3),ghefdoch data served as
the reference epoch for the geometric transformation. For consisi@mdypecause the astrometric
uncertainties for the first epoch data of Field 3 are not much larger thamtiestainties in the second
epoch, the first epoch was also used as the reference epoch foglthig\fter matching the respective
first and second epoch source catalogues using a preliminary cdertfimasformation, cluster star

YAs the PMD of Field 2 was derived first, aftirent selection of the good image area based on the weight image from
the image combination was adopted. The described bad areas maskdo? Fias applied after the proper motion
membership sample was established.
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Table 4.5:Final rms of the geometric transformation between the firdtsecond epoch data of the outer fields.

Field Timebase rmm§ rms?
(yr) magyr magyr

2 3.2 0.4 0.4
3 3.2 0.3 0.3
4 3.2 0.5 0.5
5 3.3 0.3 0.4

Notes. ® The x- and y-axis are orientated east-to-west and south-to-norgieatagely.

candidates were selected based on their position in the preliminary PMD, thgmiitode, and their
colour. As cluster stars are expected to be close to the origin in the PM5&s#e3.4.3) sources
to be used as reference sources for the final transformation wearge@do be within 47, 27, 4.2
and 52 magyr for Fields 2, 3, 4 and 5, respectivély To maximise the number of reference stars
for the transformation, while at the same time excluding saturated and vetystais, only cluster
candidates in the magnitude range fr&= 10 to 17 mag (Fields 2 and 5), 10 to.5mag (Field 3)

or 10 to 18 mag (Field 4) were selected as cluster star candidates. As fautdrdields the number
of cluster stars is much smaller than the number of field stars, the referenmes for the final
transformation were additionally required to have colours similar to the clussedr Field 2, only
reference sources withd < H — Ks < 2.3 mad® (see Fig. 3.8) and for Fields 3, 4 and 5 only stars
with 3.5 < Js — Kg < 4.5 mag (see Fig. 4.24) were used as reference stagefimapto derive the
final geometric transformation required to map the positions in the seconth epde the correct
positions in theKs-band images from the first epoch. The final rms of the geometric tranafamns
are summarized in Table 4.5.

4.2.1.2 Proper motion diagram

The PMDs of the four Quintuplet outer fields are shown in Fig. 4.12. Thpgrmotion uncertainties
as defined in Eq. A.3 are displayed as a function of the first epedband magnitude in Fig. 4.13.
The PMD of Field 2 (top left panel in Fig. 4.12) shows the proper motions ie#sg-west and north-
south direction of all stars witls < 19.0 mag which corresponds to the magnitude selection applied
for Field 1 (Sect. 3.4.2). The scatter of the proper motion is increased cethpathe PMD of
Field 1 (Fig. 3.6) and the field star distribution becomes more prominent, asterlpat increasing
distance from the cluster centre. The uncertainty of the proper motion umémaitude of 15 mag
exhibits little scatter with a median value ab@ magyr, but rises steeply for fainter magnitudes. For
Field 2,Ks = 17.5 mag would therefore be a strict, but appropriate magnitude limit. Stars brighter
thanKs = 17.5 mag are indicated as blue dots in the top left panel of Fig. 4.12.

The distribution of proper motions parallel and vertical to the Galactic plarfeétd 2 is illustrated
in Fig. 4.14 (left and middle panel) for stars wily < 19.0 mag (black) ands < 17.5 mag (blue).
If Fig. 4.14 is compared to the respective histogram plots for Field 1 (Fig, iBig evident that the
ratio of cluster to field stars drops drastically in the outer parts of the clugteriethe faintest stars
are excluded. A significant contamination of a proper motion member samplbeaaiore not be
avoided, although the final member sample can be substantially cleaned lging@m additional

5The criterion was based on the scatter of stars around the origin in the ipalnPMD.
16As the proper motions for Field 2 were derived before the WFC3 datébed calibrated, thel-band magnitudes for
the colour selection of the reference sources originate from the IS/A& d
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Figure 4.12: PMDs of all four outer fields derived from the NACKs-band data. For Field Zdqp left panel
all stars withKg < 19.0 mag are drawn for a comparison with the PMD of the central giathe cluster (see
Fig. 3.6), whereas for Fields 3, 4 and 5 only stars With< 17.5 mag are shown (drawn in blue for Field 2).
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Figure 4.13: Proper motion errors in the Quintuplet outer fields as a fonadf the Ks-band magnitude of the
first epoch. The median of the proper motion errors within mitagle bins of ® mag and a corresponding
polynomial fit are shown in red. The blue dash-dotted linddaiks the selected magnitude limitkat =
17.5mag for the proper motion membership sample.
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Figure 4.14: Proper motion histograms for Field 2 using all stars vidth< 19.0 mag (black) oKs < 17.5 mag
(blue). Left panel Histogram of proper motions parallel to the Galactic planvéddle panel Histogram of
proper motions vertical to the Galactic plariRight panel Histogram of the two-dimensional proper motions
located in the north-east-segment of the PMD. The histogvasifitted with a Gaussian function. The respec-
tive 20 values of the Gaussian fit are indicated as the dash-dottesl il all three panels (reés < 19.0 mag;
green:Ks < 17.5 mag).

colour selection (cf. Sect. 3.5, Fig. 3.8). Field stars scatter even well ietadhth-east segment
(see also Fig. 4.12), which was for Field 1 considered to be almost del/b@ldstars. In the right
panel of Fig. 4.14 the proper motion distribution of stars located in the naghsegment in the
PMD of Field 2 is fitted by a Gaussian curve for both magnitude selections iEvaly stars with
Ks < 17.5 mag are used, the retrieved width= 1.53 magyr of the Gaussian fit is considerably larger
than for Field 1 ¢ = 1.13 magyr), where the maximum included magnitude was< 19.0 mag. As
can be seen in Fig. 4.14 (left panel), the application of a fixedselection in the PMD for proper
motion members would include a large fraction of field stars in the cluster sample.

A magnitude limit ofKs < 17.5mag as for Field 2 to select only stars with comparatively small
proper motion uncertainties, i.e. before the step rise towards fainter magmitisdalso valid for
Fields 3, 4 and 5 (see Fig. 4.13). The median value of the scatter of praj&n uncertainties for
Ks < 17.5mag is 40, 066 and 041 magyr for Field 3, 4 and 5, respectively. The PMDs for these
fields in Fig. 4.12 only contain stars brighter thégn = 17.5 mag. In contrast to the other fields, the
PMD of Field 5 shows a very distinct clustering at its centre, indicating thatwiitie mapping of both
epochs is very accurate or the number of cluster stars is increasedregitpghe other outer fields.
As for Fields 3 and 4 a considerable number of presumable field stars tedoicathe north-east
segment, a Gaussian fit to the distribution of proper motions in that segmentvgilhiilarly biased
as it is for Field 2.

In order to derive a more reliable membership criterion than a fixed dr 2¢0--selection in the
PMD, the selection of proper motion members for the outer Quintuplet fielddbased instead on
the membership probability of each star. The method for the determination of theership prob-
abilities and its application to the PMDs of Fields 2, 3, 4, and 5 are detailed in xheewtions.

4.2.2 Determination of membership probabilities

As has been shown in the previous section and as expected for the adteofthe cluster, the field
star population dominates the PMDs of the outer fields even if only stars brigateks = 17.5 mag
are considered. Due to the larger fraction of field stars even the nasthrsegment of the PMD is
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strongly contaminated (at least for Fields 2, 3, and 4), which biases thes@a fit to the histogram
of proper motions in this segment. This prevents the derivation of a singkdue as membership
criterion as applied in the centre of the Quintuplet cluster (see Chapteh8)prbper motion mem-
bership sample in the outer parts of the cluster was hence establisfezdrly by determining the
membership probability of each star based on its location in the PMD and a fit thstniéution of
proper motions of the field and the cluster population. This approach Yexsbadvantages compared
to selecting all stars within a certain radius from the origin in the PMD, i.e. usfingdo-selection
criterion: 1.) The membership probability is determined for each star indilydua.) Individual
proper motion errors can be accounted for. 3.) The cluster surfarsitylerofile and the position of
each star in the observed area can be considered, such that fieldestdys identified even if they
share the proper motion of the cluster population.

The method to determine the membership probabilities, its application to synthetietdaasrder
to assess the method, and finally to the measured PMDs, are detailed in thénfpkaetions.

4.2.2.1 Method

The assignment of cluster membership probabilities based on the position sthtedén the PMD
was introduced by Vasilevskis et al. (1958). The method was later eetian@ccount for the spatial
density distribution of cluster stars (Jones & Walker 1988) and the individeasurement errors of
the proper motions (Kozhurina-Platais et al. 1995).

The distribution of cluster and field stars in the PMD is described by twoibieanormal distribu-
tions (cf. EQ. (16.1.4) in Press et al. 2007):

Ol ) = e 5 =) X =) 45)

whereu = (Z;) is the two-dimensional proper motion of each sfathe centroid of the (cluster or
field) distribution andE its covariance matrix. If it is for simplicity assumed that the spatial density
distributions of cluster and field are both uniform, the probability of a givtan rs with a proper
motiony, to be a cluster membep{.) is given by

O (ﬂn |ﬁc’ Ec)
e c (| Fgy Zc) + 7t O (g |y Zi)

wherern; andns are the fractions of stars belonging to the cluster and the field, respediie
Eqg. (16.1.5) in Press et al. 2007).

The assumption of a uniform spatial distribution of the cluster stars is in gematrvalid, except if
the observed area on the sky is restricted to the flat core of the sudasiydprofile of the cluster (see
e.g. Clarkson et al. 2012) or at large radial cluster distances, wheduster density profile flattens
out and the cluster merges into the field distribution. In most other casesshimpison will result in
underestimated membership probabilities for stars located near the clustet Gét overestimated
membership probabilities for stars at larger distances (Jones & Walk8).188 account for a non-
uniform spatial distribution of the cluster stars, their fractigrin Egn. (4.6) has to be multiplied by
the cluster density profile: norm(X, ¥), which is normalized such that its integral over the observed area
A'is equal to unity, i.6pcnom(X. Y) = ﬁ& The spatial density distribution of the field stars is

| pe(xy)dxdy
A

Pnc = (4.6)

"The terms cluster centre and cluster density profile refer in the contemenfbership probabilities to the centre of the
spatial distribution of cluster stars and their spatial number density profilsufface density profile) and not to the
centre of the mass density and the mass density profile, respectively.
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assumed to be constant, but has to be normalized in the same way, sughdhat 1/A. Throughout
this thesis it is assumed, that the cluster is radially symmetric,de@orm(X,Y) = pcnorm(r). The
cluster membership probability of a star with a proper motiopp&nd located at a distancgfrom

the cluster centre is then given by

e penorm(fn) @c (pn | He, )

Pnc = — — ) (4.7)
e penorm(fn) @c (pn | e, ) + 7t % D¢ (Iln |15, Zf)
while the probability of the same star belonging to the field population is
l —
ms 5 Of (| ps, Xt
pn,f = A ( N ) (48)

7ic penorm(fn) @c (pn | He, Ee) + 7t %q)f (ﬂn|l_1f, Zf)

In order to determine the kinematic parametgis Xc, i, ) of the bivariate normal distributions of
the cluster and field stars and their respective fractiogst(), as well as the membership probability
pnc Of each star, the expectation-maximisation (EM) algorithm as described ihidedact. 16.1 in
Press et al. (2007) was used. The algorithm was slightly adopted tors@ppon-uniform cluster
density profile. The cluster density profile itself is not determined by the ighgor but is assumed
to be known. Starting from an initial guess for the centroids of the clustkttanfield star distribu-
tion in the PMD, the EM algorithm determines the kinematic parameters and fraitdoatsvely by
maximising the likelihood? (cf. Egns. (16.1.2) and (16.1.3) in Press et al. 2007):

[ PG o) (4.9)

n

_ 1 _
P(Iln, rn) = ﬂcpc,norm(rn) D (Iln |Ilc, Zc) + e K D (,Un |I1fa Zf) s (4-10)

Z

where P(u,,, rn) is the probability of finding a star with the measured proper magigrwhich is
located at a distanag from the cluster centre given the kinematic paramefersX, ¢, 1) and the
fraction of cluster and fields stars¢( 71). Maximising the likelihood% hence results in obtaining
those parameters for the two bivariate Gaussian distributions which caaxpain the distribution
of stars in the observed PMD, i.e for which the probability of each star tongdteither of the two
distributions is maximised for all stars.

The EM algorithm proceeds in two steps, the expectation step and the maxims&apdfor a more
detailed explanation see Press et al. 2007). In the expectation step ladipties pnc and p, s and
the likelihood.# are calculated from the data with Egs. (4.7), (4.8), and (4.9), respbgtising the
estimators of the kinematic parametegs, &, i¢, X+) and of the fractions of cluster and field stars
(e, m£). In the maximisation step these estimators are re-estimated (see Eqgns. (@6dL(65.1.7)
in Press et al. 2007), using the probabilits and p, s calculated in the previous expectation step.
Both steps are iterated until the change of the likelihood between two iteratismalker than a given
threshold.

The individual proper motion errors do not enter the computation of theriatie parameters and
the cluster and field fractions with the EM algorithm. Instead the method of Koeii®latais et al.
(1995) is applied, where the membership probabilities are re-calculatecdooadstep using the in-
dividual proper motion errors and the kinematic parameters and fractisrterived above (see also
Clarkson et al. 2012). For each star, its membership probability is integragedhe proper motion
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Table 4.6: Inserted and retrieved parameters of the synthetic dathsetn in Fig. 4.15.

mc® Hex ﬁc,y Hix l_lf,y dd Tex’ O_C»ye pc’ s o-f,ye pt©
Input 0.50 0.00 0.00 3.00 -432 526 070 070 0.00 150 187 -0.60
Fit(case 13 0.51 0.03 -0.01 3.04 -436 529 068 0.75 -0.03 147 180 -0.58
Fit (case Zl) 0.50 0.01 0.01 3.01 -431 525 0.68 0.74 0.00 148 1.83 -0.59

Notes. @ Fit of the kinematic components ignoring the spatial positions of the sPaiEit of the kinematic components
accounting for the surface density profile of the clustét.z, = Z,’}‘ pnc/N, with N being the number of datapoints.
@ Separation of the centroids of the cluster and field distribuf®iElements of the covariance matrices of the cluster and
the field €. andXs, cf. Eq. (4.13)).0« ando are the standard deviations in the x- and y-directionarsdithe correlation
between proper motions in the x- and y-direction.

error ellipse (see Eq. (6) in Kozhurina-Platais et al. 1695

(o8]
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where S, is the proper motion error matrix of the star Equation (4.11) yields the final cluster
membership probability of each star.

4.2.2.2 Application to synthetic datasets

The adaption of the €+ code stated in Press et al. (2007) to IDL, the implementation of the cluster
density profile in the EM algorithm and the re-estimation of the cluster membersiiplmtities using
the individual proper motion errors were assessed and studied usitige8y datasets. A synthetic
dataset encompasses the spatial positions, the proper motions and therpation errors of a set
of datapoints. The datapoints are divided into two components, with the dingp@nent roughly
resembling the positional and kinematic features of a stellar cluster, while toedeomponent
emulates the properties of stars from the stellar fleldrhe positions of stars, intended to belong
to the field component, were uniformly distributed within given boundarieslewhe positions of
intended cluster stars were for simplicity (but cf. Sect. 4.2.2.3) drawn &spatial bivariate normal
distribution with equal semi-axes. The proper motions of field and clustes st@are drawn from
two bivariate normal distributions in the proper motion plane, where the sessi-aixthe cluster
component were chosen equal and its centroid to be at the origin of the(RMbO0).

Figure 4.15 shows an example of such a synthetic model with the spatial distmilodi stars be-
longing to the cluster (black dots) or field component (red dots) in the topdef| and the associated
PMD in the top right panel, respectively. The parameters of the modelavelpd in Table 4.6. The
cluster and the field components contain both 500 datapoints and their distribfipooper motions
were chosen to have a slight overlap.

18|n the two-dimensional case the denominator of Eq. (6) in KozhurintiBlat al. (1995)V2r has to be replaced by
27™?2 = 27 (with m = 2 being the number of dimensions of the normal distribution).

¥Datapoints belonging to the cluster or field component of the synthetic racelér simplicity referred to as cluster and
field stars, respectively.
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Effect of the cluster density profile on the membership proba bilites  The kinematic parame-
ters and the cluster membership probabilipgs were first derived from the PMD without taking into
account the spatial positions of the datapoints (i.e. using Eq. (4.6)). drfeeyompared in Table 4.6
and Fig. 4.15 (bottom panels) to the respective properties retrieved iathesvof the surface den-
sity profile pcnorm(rn) — calculated at the spatial position of each datapoint — enters the darigdtio
the kinematic parameters and of thg: (Eq. (4.7)). If the spatial positions of the stars remain un-
accounted for, the input parameters of the two proper motion distributienelt retrieved by the
EM algorithm. This is important as the kinematic parameters directly influence tivedienember-
ship probabilities. However, as the value of the membership probabjlitydoes only depend on
the kinematic parameters and the location of the respective star in the PMB(s@k6)), cluster or
field stars scattering well into the area of the other distribution can not beudtilbo their original
distribution anymore. In this example, mostly field stars were misidentified as rckiats, which

is expected from the specific set-up of the model. Due to the relative ssrh the cluster distri-
bution and the equal number of cluster and field stars distributed acrofdvibe all stars located
within the 20-ellipse of the kinematic fit to the cluster distribution have a membership probakility o
pnc > 0.75 (see Fig. 4.15, bottom left panel). Only a very small number of clustey (§t4) would be
misidentified as field stars g, > 0.75 would be applied as selection criterion of cluster members. In
the overlap region of both distributions outside of the-2llipse of the cluster distribution a few stars
with intermediate cluster membership probabilitie280< p, < 0.75 are found which depending on
the chosen selection criterion might be classified as cluster or as field Bt@rfoss of inserted field
stars is reflected in the slightly shorter semi-major axis of the fitted field star distribcompared to
the kinematic parameters of the inserted distribution.

The usage of the spatial positions in the derivation of the kinematic pararaatktse membership
probabilities allows for the identification of field stars located even close toahieaid of the cluster
distribution in the PMD if they are located at large distances from the spatisitgecentre of the
cluster (see top left panel of Fig. 4.16). Again, the fitted kinematic parametdroth distributions
are very close to the input parameters (see Table 4.6). To establishex profion cluster sample a
membership criterion has to be selected which maximises the number of retoltester stars while
minimising the number of residual field contaminants. In the context of membepsbiiabilities
the membership criteriopgi; is the minimum membership probability of a star to be classified as a
proper motion cluster member. To quantify thfeeet of not accounting (case 1) or accounting for the
spatial distribution of the datapoints (case 2), the fractions of stars iddrasieluster §nc > Perit)
or field stars pnc < Perit) relative to the number of inserted cluster and field stars was determined
in dependence of the membership criteriwp; for both cases. Fig. 4.16 (top right panel) shows the
respective fractions of cluster and field stars for case 1 (solid linab)ase 2 (dash-dotted lines)
as a function of the chosen membership critengg. In addition to the fraction of stars assigned
to the cluster (black) or the field (red), the fractions of inserted clusterfiaid stars, which were
correctly attributed to their parent distribution, are drawn as well (blueaatge lines, respectively).
For example, if case 1 and a membership criteriorpgf = 0.50 are considered, the fraction of
cluster stars relative to the total number of inserted cluster stars (blacKiselids 105, hence an
additional 5% of the field stars must be misidentified as cluster members at Iedet.tAis synthetic
dataset the number of inserted field stars was chosen to be equal to thermfrintserted cluster
stars, the fraction of field stars (red solid line) is therefaB50 The fraction of inserted cluster stars
satisfyingpnc > perit (blue solid line), i.e. the fraction of inserted cluster stars which are diyrec
identified, is 099, while 1% of the inserted cluster stars are misidentified as field stars. &attien
of recovered cluster stars at;ii = 0.50 is 105, 6% of the detected cluster stars are in fact field
stars contaminating the cluster sample. For case 1 more than 95% of the irtdested stars are
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retrieved even apcrir = 0.85. For smaller values gfit, the fraction of field stars attributed to the
cluster increases to the still moderate value of about 10pgat= 0.05. It should be noted that this
small number of contaminating field stars is also due to the set-up of the model, istigtit@verlap

of the two proper motion distributions and the large number of cluster starscaSe 2, i.e. with
consideration of the cluster density profile, the retrieval of more than 93keonserted cluster stars

is achieved even giyiy = 0.90. Compared to case 1, field stars are more reliably identified with a
fraction of contaminating field stars in the cluster sample of less than 3@t 0.05.

In summary the usage of the surface density profile of the cluster for tivatien of the cluster
membership probabilities leads to a cleaner cluster sample and will be of greptatance in the
case of a significant kinematic overlap of the cluster and field distributionseif®lD in order to
avoid a large fraction of contaminating field stars in the proper motion membesahiple. The
appropriate membership criteriqgny,i; which minimises the number of misidentified cluster and field
stars at the same time is expected to depend on the respective overlap histee &nd field star
distributions in the PMD, the relative numbers of cluster and field stars anshtye of the cluster
surface density profile. In order to select the optimum valug.gffor a given dataset, it is necessary
to determine the dependence of the number of misidentified cluster and fisldstfunction ofit
in the same way as illustrated in Fig. 4.16 (right panels) for a synthetic dalesighed to reflect the
properties of the respective measured dataset (see Sect. 4.2.2.3).

Effect of individual proper motion uncertainties on the mem bership probabilities As men-
tioned above, one advantage of a membership sample based on membeaisaiplities instead of a
fixed o~ selection criterion in the PMD as performed for the central part of Fieldihp@r 3), is that
the individual proper motion errors are reflected in the derigggkrr. For example, a star located
directly at the centre of the cluster distribution in the PMD but with a large proymion error will
loose membership probability compared to a star at the same location but with gospall motion
error.

To study the influence of the individual proper motion errors on the mermipepsobabilities, er-
rors of the proper motion in the x- and y-directions were randomly draem & Gaussian distribution
with a mean value of 8 and a standard deviation ofi0and assigned to the datapoints. The member-
ship probabilities were re-calculated with Eq. (4.11), applying the kinematenpeters derived from
case 2, i.e. considering the surface density profile (see Table 4.6)chEmge of the membership
probability before and after accounting for the individual proper motioars is shown in Fig. 4.16
(bottom left panel). For stars located in the area covered by the clustebution the probability of
belonging to the cluster decreases after the application of the errqu; 8+ < Pnc, With the largest
changes in the overlap area of the cluster and the field distribution. Sorasdatated in the wing
of the field distribution towards the overlap area and which are spatially tdbe cluster core gain
some probability of belonging to the clustér

To understand this behaviour one has to consider the shape of the meipipecbability distribu-
tion in the proper motion plane, the location of the respective star and theitmansgional Gaussian
function representing its individual proper motion error. Fig. 4.17 shib@snembership probability
distribution for stars located in the outer region of the spatial distribution ofltrster, i.e. for stars
with a value of the surface density profile @fnorm(rn) = 0.2 - pcnorm(0). The value ofocnorm(m)
mostly acts as a scaling factor, i.e. for larggrorm(rn) the membership probability distribution ex-
pands, while it shrinks for smaller. norm(rn) (cf. Eqg. (4.11)). Additionally drawn are the Gaussian

2°The gain of membership probability for a few stars around the centreediglul star distribution (bottom left panel of
Fig. 4.16) is less than 1% and is therefore negligible. These stars are henconsidered in the following.



82 4 The present-day mass function in the outer parts of the Quintuplet cluster

P Enamacas Do e 10 \
r st ’ : - 5&)00Iu’stér‘stars.,: [ 500 cluster stars |

" sonfield Stars | L 500 field stars

> or 4 < o R
5~ s S 7
—107." . .‘ e ".‘ r ‘ . l"‘. L .;-"-7 L S S
-10 5 0 5 10 -10 -5 0 5 10
X My
T A A N — T 1o T T T T T ———
: -+ — input 1000 stars : : -+ — input 1000 stars ]
Lo fit 0.00 < p, < 0.25: 468 stars | K- fit 0.00 < p, < 0.25: 491 stars |
51 ] 51 7
0.75 < p, < 1.00: 507 stars | L 0.75 < p, < 1.00: 501 stars |
< or 1 X or :
5 B 5 B
0L e 0L
-10 -5 0 5 10 -10 -5 0 5 10
114)( 114)(

Figure 4.15: Top left Spatial distribution of synthetic datapoints represangither cluster (red) or field stars
(black). Field stars are uniformly distributed, clustearstfollow a bivariate normal distribution with equal
semi-axesdpos = 1.4 for this synthetic dataset). The contours (blue) indi¢heeradii at which the surface
density of cluster stars drops beneath 0.9, 0.5, 0.1, 0.690&1 of its peak value, respectivelyop right
PMD of the synthetic dataset (for the kinematic parameteesiable 4.6) Bottom left PMD with the cluster
membership probabilitiep, ¢ as calculated using Eqg. (4.6) indicated by the colours. Thec@ntours of the
inserted (solid) and fitted cluster and field distributiotiaghed) are also shown. Both the kinematic parameters
and thep, were derived without accounting for the spatial distribntbf the stars.Bottom right Same as
left, but the kinematic parameters apg. were now derived accounting for the surface density profilthe
synthetic cluster. The spatial coordinates or proper metif this synthetic dataset are in arbitrary units.
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Figure 4.16:Top left Zoom onto the cluster population in Fig. 4.15 (bottom rjghé. the kinematic parameters
and pnc are derived accounting for the surface density profile. rieskfield stars are indicated by a bokop
right: Fraction of datapoints (relative to the total number ofeimesd cluster or field stars) attributed to the
cluster Pnc > perit) Or the field distribution e < perit) @s a function ofpgyi; for the synthetic dataset shown
in Fig. 4.15. For the solid lines the, . values were derived without accounting for the spatialritistion of
the stars, whereas the dash-dotted lines show the respéetotions if the spatial distribution was considered
(cf. bottom left and bottom right panel in Fig. 4.15). Thectian of misidentified stars either among the cluster
or the field stars is significantly lower when the spatialrdisition of stars is taken into accourBottom left
Change of the membership probabilities compared to Fi§. dattom right) after the membership probabilities
have been recalculated with Eq. (4.11) to account for theithgal proper motion errors. Datapoints with
increased membership probabilitig® {er — pnc = 0) are additionally marked with a box poi@ottom right
Fraction of datapoints attributed to the cluster or the fibsdribution as a function of,;. For the solid lines
the membership probabilities were calculated considahiegcluster density profile (same as the dash-dotted
lines in thetop right pane), while for the dash dotted lines additionally the indivédiproper motion errors
were accounted for in the derivation of membership prokadsip, c.err-
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Figure 4.17:Contour plot of the cluster membership probabifityas determined with the parameters retrieved
from the kinematic fit to the synthetic dataset shown in Figj54bottom right panel, cf. Table 4.6, case 2). The
contours are drawn for a star located in the outer parts affth&al distribution of the cluster (see Fig. 4.15, top
left panel) with a value of the surface density profileo@fiorm(rn) = 0.2 - pcnorm(0). The locations and thedt
and 2o error ellipses of two stars, one with decreasipgeerr < Pnc, blue) and the other with increasing mem-
bership probability after the application of the respexfivoper motion errorgcerr > Pne, red), are shown
as well. For the star (blue) close to the most probable refgiocluster members in the PMD (rgebllow area),
the membership probability decreases as areas with lovigesp. of the membership probability distribution
contribute more to the integral in Eq. (4.11) than areas laiter p.. For a star in the transition region between
the cluster and field star distribution the opposite behavépplies, resulting iy cerr > Pnc (red).

error ellipses of two stars from the synthetic model, one with a decreasing m&higberobabil-

ity after application of Eqg. (4.11) (blue), and a second with an increasinglb@aeship probability,
Pncerr > Pnc (red). The distribution of the cluster membership probabii¢yfeatures a pronounced
plateau withp. > 0.90, which drops f§ rapidly at larger distances to its centre. The integral in
Eqg. (4.11) can in principle be considered as the average of the membprshability distribution,
weighted with the two-dimensional Gaussian function of the individual propation error of the
respective star for which the integration is performed. For stars located iRMD close to or within

the plateau of the membership probability distribution, areas with smaller valube afembership
probability than at the position of the stars contribute most to the integral of4ELL), resulting in
Pn.cerr being smaller tham, ¢ (e.g. for the star marked in blue in Fig. 4.17). For stars in the transition
region between the cluster and field distribution in the PMD the opposite caseapply, where the
contributions of areas closer to or within the steeply rising flanks overcoeneoifitributions from the
flat tail of the membership probability distribution (red example in Fig. 4.17). Astioeed above,
the membership probability after application of the individual proper motiarrgdoes not increase
for all stars in the transition region if the surface density profile is accouotgsee Fig. 4.16, bottom
left). This is caused by the filerent extents of the plateau of the membership probability distribution,
which depends on the spatial position of the individual stars, i.e its valpgnein(rn). If the surface
density profile is not accounted for, only one membership probability disiwibapplies for all stars
and consequently the membership probability of all stars in the transition rdgesincrease after
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Figure 4.18: Left panel Surface density profile of the Quintuplet cluster derivathg cluster members and
member candidates located in Field 1 and Field 2, respéciifer details see text). The profile was fitted by
a King profile (red) and a Gaussian profile (blue) both with dditve constant term. The profile which was
used for the set-up of the synthetic models and the caloulati the membership probabilities is drawn as a
blue dashed lineRight panel PMD of Field 2 derived from NACO data obtained in 2008 andR20Qnly stars
brighter tharKs < 17.5 mag are shown. The red, dash-dotted lines indicate théappits parallel and vertical
to the Galactic plane to remove outliers (black crossesigtwbias the fit to the distributions of cluster and field
stars. Only stars withuwep| < 5 magyr, upcene < 5 magyr andupcpsw = —10 magyr are used for the fit.

application of Eq. (4.11).

In Figure 4.16 (bottom right panel), the fractions of cluster and field diafsre and after re-
calculating the membership probabilities with Eq. (4.11) are compared. Atogdar the individual
proper motion error leads to a decrease of the fraction of retrieved ichiate which for this specific
synthetic model is only significant fqui; > 0.7.

4.2.2.3 Application to synthetic models of Field 2

To be able to derive a valid cluster membership criterion based on the meipbarsbabilities for
the observed PMDs of the outer fields and to quantify the potential lossgssiér stars and the
contamination by field stars, a set of synthetic models were designed tseaptbe spatial density
distribution and the PMD of Field 2. This field served as template as its secout a@s available
almost a year earlier than the second epoch data of the other fields.

The cluster density profile for the Quintuplet cluster was derived assurattigl symmetry and
using the stellar positions of cluster members in Field 1 from the final clusterlsgsge Sects. 3.4.3
and 3.5) and of a preliminary selection of cluster candidates in Field 2. Thetisa of cluster
candidates for Field 2 was based on the PMD with a limiting magnitud€sof 17.5mag as the
proper motion errors increase very steeply towards fainter magnituded-{g. 4.13). As the ratio
of field to cluster stars is strongly increased compared to Field 1 (cf. Figar®l 4.14), the fit to
the histogram of proper motions located in the north-east segment of thei®Bf2cted by field
stars scattering well beyond the origin into the north-east segment asskscin Sect. 4.2.1.2. The
width of the fitted Gaussian (see right panel of Fig. 4.14) is hence tooflarge dfective distinction
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between cluster and field stars. Instead, the same proper motion membeitshipncas for Field 1
was applied to Field 2, and all stars within a radius @6dnagyr from the origin of the PMD were
selected as preliminary cluster member candidates. The positions of clusteersemth magnitudes
brighter tharKs = 17.5 mag found in Field 1 and Field 2 were transformed to a common coordinate
system using the positions of common stars in the overlap region to determireddtieerdfsets of
both fields. The cluster centre was derived from the final cluster samplielth 1 using Eqns. (11.3)
and (11.6) in Casertano & Hut (1985, number of nearest neighbper§) and is located about1to
the south-west of the Quintuplet star Q12 (see Fig. 1.1). The radial déstarthis centre was derived
for the cluster members and member candidateskdth 17.5 mag in Field 1 (central part, 315 stars)
and Field 2 (250 stars), respectively, and the stars were assignadieregnber annuli. Each annulus
was scaled by its area, i.e. the number of stars within each annulus wasddyithe number of image
pixels located within the respective annulus, where only pixels within thedestedtor areas, and for
Field 1 only pixels located within the central pants{ 500 pixel, see Sect. 3.4.2), were counted.

Figure 4.18 (left panel) shows the cluster density profile, where the bgatiaity was determined
within 12 annuli containing 47 or 48 stars each. A King profile (red line,E5sgg14) in King 1962)
as well as a Gaussian function (blue line), both with an additive constant teere used to fit the
observed surface density profile. As both profiles agree well, forake sf simplicity the Gaussian
profile was adopted which yielded consistent fits to the surface densiifeprderived using 8, 10,
12,14, 16, 18, and 20 annuli. The retrieved parameters of the Galfitsiaare averaged and adopted
as the values to set up the synthetic models for Field 2:

r[pixel]

2
fo(r) = 0.00036e 2("555) + 0.00020. (4.12)

It should be noted that for the set-up of the synthetic models and the detéamiotthe membership
probabilities not the absolute values of the peak and the additive constarievant, but only their
ratio, as the surface density profile has yet to be normalized to serveuasongq. (4.7).

The presence of the constant term is not expected and indicates eithtretisglection of mem-
ber candidates for Field 2 contains still a number of field stars or that theeclestends beyond
the radius covered by the NACO observations. The derived surtaegty profile (Eq. (4.12)) can
therefore only be regarded as preliminary and has to be revised oheana complete membership
sample is established for Field 2. Nevertheless, the derived profildisisnt to set up the positions
of the synthetic models of Field 2, and to determine the membership probabilitiedl. siars within
Field 2 have a distance to the cluster centre of more than 525 pixel andrave m®stly located in
the tail of the cluster density profile (see left panel in Fig. 4.18), only 18%emodel datapoints
which represent the cluster stars (and are called such for simplicity feethainder of this section)
were distributed following the Gaussian profile (without the constant terhvg.ekpectedféect of the
surface density profile on the membership probabilities of stars located inetlissfitherefore small
or even negligible. The positions of the remaining 87% of the cluster starefaralirse of all field
stars were uniformly distributed within the range in the x- and y-position defaigethe extent of the
combined image of Field 2.

As mentioned above, the proper motion errors and their scatter heavilp$ectewards fainter mag-
nitudes (see Fig. 4.13), which is expected to bias the kinematic parameteesideom a fit to the
measured PMD (see Appendix D in Clarkson et al. 2012). To avoid thisdibdas the derivation of
a clean cluster sample based on membership probabilities for Field 2 is redwistads brighter than
Ks = 17.5mag. Of the remaining 585 stars in the PMD, 20 stars with proper motions Isticag-
ating from both the distributions of field and cluster stars were excludedtlisre (see right panel
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Figure 4.19: Histograms of the proper motions parall&f{ pane) and vertical to the Galactic planeght
pane). The histograms in black represent the measured propéomsah Field 2 (NACO 2008 - NACO 2011)
for stars withKs < 17.5mag. The histograms in blue show the modelled proper metidrone of the ten
models designed to match the observed distribution of tbpgsrmotions (see text and Fig. 4.20). The residua
between the observed data and the model are drawn in red.

in Fig. 4.18). As only two components are assumed in the kinematic fit to the digirtnf stars
in the PMD, the inclusion of these outliers would introduce a strong bias okthieved kinematic
parameters. Most of these removed stars have close neighbours on tjes wmidch are partly not
detected in the less-well resolvé&d-band dataset from 2011, but which dde&t in this dataset the
fitted centroids of the detected stars, such that their proper motions areliabte. The synthetic
models are consequently designed to resemble the measured PMD aftsioexofuithese outliers.

To generate a set of synthetic models, a total of 12 parameters which detehaidistribution of
cluster and field stars in the PMD can be varied:

- ﬁx,c — l_lx,f
n, mc, He =({_— e ?
Hyc y,

2 2 (4.13)
Yo = Oxc Pco'x,zco'y,c ¥ = Tyt pPi O-Xéf Oy, f
PcTxcTyc Oyc PfOxfOy,f O-y’f

wheren is the total number of starg, the fraction of cluster starg, andu; denote the centroids
of the cluster and field star distribution’s; andX; are the respective covariance matrices with the
standard deviationsx and oy in the x- and y-direction and the correlatipnbetween the proper
motions in the x- and y-direction.

As the synthetic models are to resemble the measured PMD, the number of {gasarae be re-
duced. The number of simulated stars is set to 565, i.e. the number of staesnre#isured PMD.
The distribution of cluster stars is centred at the origip.(= 1y, = 0) and assumed to be circular
(oxc = oy, pc = 0), which is expected if the proper motion errors in the x- and y-directieroér
comparable size. As the semi-major axis of the field star distribution runs»apyaiely parallel to
the Galactic plane (R. = 34.8°), i, ¢ is determined by the choice pf, ;, andoy + has to be chosen
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Table 4.7: Inserted and retrieved properties of the two bivariate rabmiistributions representing the cluster
and the field stars in the PMD of the 10 synthetic datasetsdpfright panel in Fig. 4.20).

db gcc gfc acd bce afd bfe
mag'yr ° ° mag/'yr mag/'yr mag/'yr mag/'yr
Input 307 00 347 040 040 273 153

Fit* 3.06+0.12 667+387 350+ 17 042+0.03 036+0.01 279+ 0.08 150+ 0.06

Notes. @ Mean values and standard deviations from the kinematic fitting of the 10etimthodels® Separation of the
centroids of the bivariate normal distributions representing the clustietharfield stars® Position angle (east of north) of
the semi-major axis of the cluster or the field star distributf®rSemi-major axis of the & ellipse.® Semi-minor axis of
the 1o ellipse.

as a function otry  andp¢. The remaining five free parameters were varied in an appropriate range
of values:nc = [0.10, 0.40] (step size= 0.05),, s = [1.5,2.5] (step size= 0.25), 0« = [0.10, 1.00]
(step size= 0.10), oxs = [1.5,2.5] (step size= 0.25), andps = [-0.8,-0.4] (step size= 0.1)>%.

For every generated model the proper motion histograms parallel (P@R)eatical to the Galac-

tic plane (VGP) were subtracted from the respective measured propiemnhistograms of Field 2
(see Fig. 4.19) and the sum of the absolute values of the reBidtdNmodel — Ngata (S€€ inserts in
Fig. 4.19) in all bins was determine®taipcp and Rotalvep). The mean of the added residua of
the histograms in both directiof&ota = (Reotalpep + Riotalvep)/2 was used to assess the agreement
between the modelled and measured PMD. For each set of parametersdél® were generated and
the mean, the minimum and the maximum valueRgf, were determined to judge the agreement
with the measured proper motion data. Due to the large number of combinatipasaofeter values
which yield satisfyingly small values d®oa;, the ranges of the fierent parameters could only be
slightly reduced. Furthermore, the retrievRghq Of different realisations generated with the same set
of parameter values scatter significantly. It is hence not possible to detzebiguously on a set of
parameters. Therefore, the PMDs of 10 parameter sets which yieldethtlest minimum values

of Ryotal (ranging from 86 to 91) were compared visually with the measured PMD anahtidlel with

the best agreement was selectegd= 0.20,u, ¢ = 1.75,0«c = 040,04 = 2.0, p¢ = —0.50. For the

selected best-fit model, 10 synthetic PMDs with valueBgf; not exceeding the previously retrieved
minimum value ofRya = 90 for this parameter set by more than two (Reya < 92) were generated
(see Fig. 4.19 and top left panel in Fig. 4.20). It should be noted thatutpoge of the modelling
was not to determine the kinematic parameters of the real cluster and fielldpops, but to generate
synthetic datasets closely resembling the measured PMD (and the clustigy pesfie) for Field 2,
which are then to be used to derive a valid cluster membership critpgigbased on the membership
probabilities.

For each of the 10 generated models the kinematic parameters and the mémetsbilities ac-
cording to Eq. (4.7) were determined with the EM algorithm (see top rightlparkég. 4.20). The
position angle® of the semi-major axis (east of north in the PMD) and the lengths of the semi-major
and semi-minor axis of the d-ellipses of the cluster and field star distribution were derived from
the eigenvectors and eigenvalues of the respective covariance mariaedX;. Their mean values

and the mean values of the centroids of the field and cluster distribution emgaced in Table 4.7
with the respective input values common to all 10 models. The centroids ofusteicand the field

2IRanges and step sizesif;, oxc, ox ¢ are in units of magyr.
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Figure 4.20: Top left PMD of the synthetic cluster model (cf. Fig. 4.19), the retiscmark the inserted cluster
members.Top right PMD with the cluster membership probabilities of the indial starsp, . as calculated
with Eq. (4.7) indicated by the colours and the2ontours of the inserted (solid) and fitted cluster and field
distributions (dashedBottom left Cluster membership probabilities re-calculated with4E@1 to account for
the individual proper motion errorpfcerr). Bottom right Difference of the cluster membership probabilities
shown in thetop right andbottom left panelDatapoints with larger membership probabilities aftguleation

of the individual proper motion errorp{cerr — Pnc = 0) are additionally marked with a box point.

distribution, their separation and the semi-major and semi-minor axis of the fi¢tibalion agree
remarkably well with the respective input values of the model. The slighigaloon of the cluster
distribution is not surprising given the significant overlap of the two distidiois.

The comparison of the top panels in Fig. 4.20 shows that the membershibiteseof a datapoint
only reflects its distance from the centroid of the cluster distribution irrdisjeeaf it being inserted
as a cluster or a field star. The influence of the x-, y-position of a star ameitsbership probability is
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Figure 4.21: Mean fraction of datapoints attributed to the cluster orftblel distribution determined from the
10 synthetic cluster models for Field 2 (see text). Dataisoivith pncerr > Porit are regarded as cluster stars,
otherwise as field stars. The error bars represent the taspetandard deviationsLeft panel Fraction of
cluster and field stars relative to the total number of irgksgtars. The fractions of inserted cluster and field
stars arer. = 0.2 andn¢ = 0.8, respectivelyMiddle and right panel Fraction of clustefield stars relative to
the total number of inserted clustenigddle panél or field starsight pane).

therefore negligible for Field 2 due to the flatness of the cluster densityepadtihese large distances
from the spatial density centre, which is reflected in the constant termeftfpanel in Fig. 4.18).
Field stars located close to the centroid of the cluster distribution in the PMD easfdine not be
identified and removed based on their membership probability.

In order to use the same error statistics as for the real data, the measojped motion errors
of the 565 stars were randomly assigned to the datapoints of each of thedblladadatasets. The
membership probabilities were re-calculated with Eq. (4.11) using the adgigoper motion errors
and the already derived kinematic parameters of each model. The bottets p&Rig. 4.20 show the
revised membership probabilitigg . err as well as the dierencep c.err— Pn,c for one of the 10 models.
The general results are similar to the findings in Sect. 4.2.2.2, i.e. the memlendbébilities of stars
located within or near the@-ellipse of the cluster star distribution drop, while for stars located farther
out the probability of belonging to the cluster increases when proper matiors@re accounted for.
However, the ffects are more pronounced as the mean proper motion error relative todlud gie
fitted cluster distribution is larger than for the synthetic model in Sect. 4.2.2.B¢tbm left panels
in Figs. 4.16 and 4.20). The decrease of the membership probability ofretagdéng at the centre
of the cluster distribution in the PMD is less pronounced than for stars slightiier out which
reflects that mostly the plateau of the distribution of the cluster membershipilitb@f. Fig. 4.17)
contributes to the integral in Eq. 4.11 for these stars. As the influence spé#tel density function of
the cluster is almost negligible for Field 2, the membership probability increased tars located
in the proper motion tail of the cluster distribution (cf. the previous sectiorFagd4.17), for which
the contributions to the integral in Eq. (4.11) of areas closer to its peak@wer the contributions
from the areas farther out, where the change of the membership probabdignparatively small.

In order to derive a valid membership criterion for the measured PMD of Biblsed on the value
of pncerr, the number of cluster stargdcerr > Perit), the number of field starfcerr < Perit), and
the numbers of inserted and correctly identified cluster and field starsdeggemined as a function
of perit for each model. The respective mean values of the ten models are plotiggvis. Fig. 4.21
and are summarized in Table 4.8.

The number of inserted cluster stars wighcerr > Perit Steeply increases for values smaller than



4.2 Proper motion membership 91

Table 4.8:Number of cluster stars, contaminating field stars and umifiled (lost) cluster stars for the synthetic
models of Field 2 as a function of the membership critepigi. The synthetic PMDs of Field 2 contain 113
cluster stars#. = 0.2) and 452 field starst¢ = 0.8). For Field 2 and the other outer fields a membership

criterion of perit = 0.40 was adopted (Sect. 4.2.3).

Perit Nem? ncom;mb Miostm® Ncontm/Ne,m Niostm/Ne,m
0.05 186.k6.1 73.1x6.1 0.0+=0.0 0.39+0.04 0.00+0.00
0.10 170.k6.3 57.3+6.2 0.2+0.4 0.34:0.04 0.00+0.00
0.15 158.8:6.1 46.3+5.9 0.5+0.7 0.29+0.04 0.00+0.00
0.20 150.6-5.7 38.9+5.4 1.3+1.2 0.26:0.04 0.01+0.01
0.25 144.9-4.7 33.7+4.6 1.8+1.4 0.23:0.03 0.01+0.01
0.30 139.5:4.6 29.9-4.6 3.4+2.2 0.21+0.03 0.02:0.02
0.35 132.9-+4.8 25.0+4.5 5.1+2.8 0.19+0.03 0.04-0.02
0.40 127.8:6.1 21.8-4.7 7.0£3.4 0.17+0.04 0.050.03
0.45 120.6:5.7 18.6=4.7 11.6+4.7 0.16:0.04 0.10:£0.04
0.50 110.5:5.8 15.0+4.2 17.5+6.2 0.14+0.04 0.16:£0.06
0.55 100.6:6.7 11.9+3.6 24.3+6.4 0.12-0.04 0.24+0.07
0.60 87.7+7.8 8.8+33 34.1+79 0.10:0.04 0.39+0.10
0.65 71597 6.5+2.6 48.0:£9.9 0.09+0.04 0.640.17
0.70 52.1+9.2 3.7+1.3 64.6-8.8 0.07+0.03 1.24+0.28
0.75 28.1+8.1 1.0+0.8 85.9+7.8 0.04+0.03 3.06+0.93
0.80 8.0+4.7 0.2£0.4 105.24.5 0.03:0.05 13.15-7.69
0.85 0.2c04 0.0+0.0 112.8-0.4 - -
0.90 0.0+0.0 0.0+0.0 113.0+0.0 - -

Notes. @ Mean number of cluster starp(err > Perit) S derived from the 10 synthetic models of Field 2. The stated errors
are the respective standard deviatioffls Number of contaminating field stars withig,,. © Number of inserted cluster
stars not contained in .

pait = 0.75 and converges to the total number of inserted cluster stars at phput 0.25 (blue

line in the middle panel of Fig. 4.21). This implies that for Field 2, according todimsilation,

all cluster members would only be recovered if the selection criterigiis < 0.25. The number

of stars withpncerr > Perit, 1-€. Of stars attributed to the cluster (black line), naturally increases
for decreasing values qd.;i and deviates more and more from the number of inserted cluster stars
with pncerr = Perit (blue line). This indicates an increasing percentage of contaminating fietd sta
in the member sample for decreasing valuepgf. For example, the percentage of contaminants
amounts to about 35% of the inserted cluster stars for a membership critérfp; o= 0.20 (see
middle panel in Fig. 4.21). Due to the overlap of the cluster and field star distits in the PMD, a
residual contamination of the proper motion membership sample by field stasvisidable unless

it is accepted that a large fraction of cluster stars are lost. A membershigorrifgi; = 0.40
serves as a compromise in order to retrieve a large fraction of the insértgdrcstars (95%), while
expecting only a moderate percentage of contaminating field stars (17%e¢tetine number of stars

in the membership sample). As the photometric colours of the observed staesaatér fields are
known by combining the NAC@Xs-band and the WFC8153M andF127M datasets, some of the
contaminating field stars can be removed on the basis of their colours (©ed .Sel).
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4.2.3 Proper motion membership samples based on membership probabilities
4.2.3.1 Field 2

The EM algorithm was finally applied to the measured proper motion data of Fiaklderived from
the two NACOK-band datasets from 2008 and 2011. As explained in the last sectiorstargywith
Ks < 17.5 mag were used and outliers in terms of their proper motion were excludethes®MD in
Fig. 4.18). The top left panel in Fig. 4.22 shows the PMD with phgerr and the 2--ellipses of the
cluster and field stars. The determined properties from fitting the distribudfarisster and field stars
in the PMD are summarised and compared to the respective values of thetiyntbdels of Field 2
in Table 4.9. While the measured separation of the two distributions and therpesof the field stars
distribution agree with the modelled kinematic properties within ghe fitted cluster distribution in
Field 2 is somewhat more elongated than expected from the models. Thetkrdars deviation of
the position anglé. of the modelled cluster distribution indicates that the orientation of the circular-
shaped cluster distribution can not be well constrained and is very sengitsmall variations of
the determined values ofy, oy andpc. An obvious diference between the properties derived for
the model and the measured data is the elongation of the measured clustartitistribhe deviation
from the circular shape for the measured cluster distribution is not an ictfezture of the kinematic
properties of the cluster, as we do not resolve internal motions, buéddoysthe impact of the field
distribution on the kinematic fit to the cluster distribution (and vice versa). Aslthrggation is more
pronounced than in any of the 10 models, this might indicate that some feaftihesmeasured PMD
cannot be fully reproduced by a purely two-component Gaussian mixtadel. Especially for the
Galactic field the description by a single normal bivariate distribution might beitaplified. For
example, stars located at larger distances to the origin in the north-easgrsgf the measured PMD
appear to be more concentrated along the direction of the Galactic plane ¢aarbié produced by a
two-component model which otherwise shows a good correspondétiee ather observed features.
These additional stars compared to the model are very likely the reasdimefonore pronounced
elongation of the kinematic fit to the measured cluster distribution.

The fractions of detected field and cluster stars relative to the total nurhbtars are shown as a
function of peri; in the top left panel of Fig. 4.23 and compared to the respective mean \lthes
synthetic model. The agreement between the model and the measured déter ihae two times
the standard deviatiom of the model for most values gdi;. In the range fronpgrir = 0.35 to Q50
the retrieved fraction of cluster stars is below the values expected fromakdel with a maximum
deviation of 26 o at perit = 0.45. Although the membership sample might be slightly less complete
than expected, the results of the best-fit model, i.e. the membership cripgrioa 0.40, is applied
to the measured data. Applying this membership criterion, the proper motion nshigbssmple for
Field 2 is expected to contain a fraction 019+ 0.04 unidentified field stars, while-53% of all real
cluster stars are expected to be lost (see Table 4.8). The number ahawerés will be decreased
once an appropriate colour selection is applied to the proper motion membsashie in Sect. 4.3.

4.2.3.2 Fields 3,4 and 5

The general results of the synthetic models of Field 2 are expected to leasppto Fields 3,4 and 5

as the &ect of the cluster density profile is negligible for all outer fields and the intrigesparation

of the cluster and field distribution, i.e. the movement of the cluster relative thetldepopulation,

are the same. Slightfilierences may be introduced by a possible variation of the fraction of cluster
stars between the outer fields or thé&elient astrometric quality of the datasets and hence the derived
geometric transformations. As for Field 2, the EM algorithm was applied to thesPdf Fields 3, 4
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Figure 4.22: PMDs of the Quintuplet outer fieldK{ < 17.5mag, outliers are excluded as shown in the
right panel of Fig. 4.18) with the cluster membership pralitzs of the individual stargncerr indicated by
the colour coding and the@contours of the fitted cluster and field distributions (dahhshown as dashed
ellipses. Note the dlierent concentration of the presumed cluster candidateldisons.
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Figure 4.23: Fraction of cluster and field stars relative to the total nanmdf observed stars in the PMD (ex-
cluding outliers, see text) for all Quintuplet outer fieldghe dotted lines show the respective mean fractions
and their standard deviation as error bars of the 10 syothatasets adapted to the proper motion distribution
of Field 2 (cf. Fig. 4.21 for comparison).
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Table 4.9: Properties of the cluster and field star distribution in tiMCPof the outer fields (cf. bottom left
panel in Fig. 4.20 and Fig. 4.22) and of Field 1 (central parts

d Oc ¢ ac be ar bs
mag'yr ° ° magyr magyr mag'yr mag'yr
ModeP 3.06+0.12 667 +387 350+1.7 042+0.03 036+0.01 279+ 0.08 150+ 0.06
Field 2 315 159 355 049 032 286 161
Field 3 296 229 313 0.67 047 275 158
Field 4 333 405 316 0.78 036 297 159
Field 5 346 344 312 0.44 029 266 152
Field 1 378 177 376 051 040 286 163

Notes. @ Values from the fit to the synthetic models of Field 2 (see Table 4.7).

and 5 using only stars witKs < 17.5mag and after the removal of outliers which might bias the
kinematic fit. For the three fields the same rejection criterion as for Field 2 vdigdpi.e. only stars
with |uyepl < Smagyr, upcene < Smagyr andupcpsw > —10 magyr were used (cf. right panel in
Fig. 4.18). The PMDs of all outer fields with th® ¢ e indicated by the colour coding are shown in
Fig. 4.22. The properties of the kinematic fits are summarised in Table 4.9.

The agreement of the fitted kinematic parameters of the cluster and field popsitor Fields 3,
4 and 5 with the synthetic models of Field 2 is naturally less good than for Fielth@ ofientations
as well as the elongations of the fitted cluster distributions vary considdvablyeen the outer fields
(cf. previous section), which is expected considering the variation oapiparent concentration at
the origin of the respective PMD. For example the PMD of Field 3 is much lesseotrated than
the PMDs of Fields 2 or 5, and consequently the values @ndb; are larger for this field. The fit
to the cluster distribution in Field 4 is strongly elongated. Its orientation is rougjlgyped with the
field distribution, indicating that the field stars bias the kinematic fit of the clustértwlition. Hence
the number of contaminating field stars is expected to be largest for therpnopien sample of this
field. The position angle of the field population for Field 4 agrees within & with the models,
while the deviation for Fields 3 and 5 is only slightly larger2@). The ratios of the semi-minor
to the semi-major axis of the field populations of all outer fields agree with valewgeen (64 and
0.57 remarkably well, which indicates that thdfdrences in the absolute sizesapfandb; reflect
the diferent size of the proper motion uncertainties. The size of the minor and méagoofathe
field population is for Fields 3 and 5 in agreement with the model. For Field 4, ther mes of
the field population is slightly larger (207) than expected from the models. The number of stars in
the PMD of this field is about 25% smaller than the number of datapoints usdigefonodels such
that the tolerated & ranges derived from the model are probably too strict for Field 4. Téwrest
difference between the models of Field 2 and the measured PMDs of the outefields in the
separatiord between the cluster and the field distribution for Fields 4 and 5 which isdgritl 330
larger than expected from the models. Field 5 shows a very strong deeioem around the origin
and a comparatively small fraction of stars scattering far into the nortrseasent, which may cause
that the centroid of the field distribution is less shifted towards the origin as a@upo the model.
Figure 4.23 shows the ratio of cluster and field stars relative to the total mwhbtars as a function
of the membership criteriopei; for all outer fields and compares it with the ratios expected from the
models of Field 2. For Field 3 the retrieved fraction of cluster stars is belofvabt&on expected from
the model by more than for values ofpgit between B5 and 06. The largest deviation (o)
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occurs atpgrir = 0.5, while for perit = 0.4 andpgrir = 0.6 the deviation is with 2 o still in reasonable
agreement with the models. As can be expected from the significant elamgétie fitted cluster
distribution, the fraction of the cluster stars as a functiopgf of Field 4 deviates strongly from the
model with a decreased fraction of cluster stars with high membership plitbalypn cerr > 0.5) and

an increased fraction with lower membership probabilit@gg £+ < 0.3)?2. For Field 5, the fraction
of cluster stars is increased for alli; compared to the model of Field 2 which is not surprising given
the pronounced concentration of stars at the origin of the PMD for this figheé diference of the
fraction of cluster stars between the observed PMD and the model is f@ladls ofpei; < 0.6 rather
constant with about.05.

Ideally, a customized model for each of the four outer fields would beinejtio determine an
appropriate membership criterion for each field individually. Unfortunataf/was not possible due
to time constraints. As the decrease of the fraction of cluster stars relative total number of stars
with increasingpgit is for Field 3 and 5 in agreement with the model of Field 2 for valugzgf < 0.4
(see black curve in Fig. 4.23), the cluster membership criterion applieddlnt Z (perir = 0.40) was
also used for these two fields and for consistency also for Field 4 to ebt#idigespective proper
motion membership samples.

From the cluster density profile, the number density and hence the fradtaaster stars in the
proper motion sample is expected to decrease systematically with distance &arusker centre
assuming that the cluster is spherically symmetric. The fraction of clusteristhesice expected
to be almost equal in Field 2i{n; = 28”) and Field 5 (29), slightly smaller in Field 4 (3%) and
smallest in Field 3 (46). However, this trend is not observed and the fractions of cluster atars
pcit = 0.40 in Fields 3, 4 and 5 is larger than anticipated, i.e. equal to (Fields 3 andldiger
(Fields 5) than in Field 2 (see Fig. 4.23). It is hence unlikely that the appliedbeeship criterion is
too strict for Fields 3, 4 and 5. Because a certain extent of contaminatifielthy stars is unavoidable
and is largely reduced by the subsequent colour selection, the mairredocee application of the
membership criteriopeir = 0.40 as derived for Field 2 is that the membership sample contains about
the same fraction of the total number of cluster stars in every field.

4.2.3.3 Bulk motion

The separation between the cluster and the field star distributions cardssfm the bulk proper
motion of the Quintuplet cluster with respect to the Galactic field along the line loff sighe cluster.
As the central part of Field 1 contains the most cluster stars, the kinematic fitiinige was also
applied to the PMD of this field using only stars wkis < 17.5 mag and applying the same rejection
criterion for outliers as for Field 2. The retrieved parameters of the kineffitie added to Table 4.9.
The motion of the cluster with respect to the field is not well constrained byitteriatic fits to the
PMDs of Fields 1 to 5 and ranges betweefl @nd 38 magyr which corresponds at a presumed
distance of 8 kpc to a bulk motion of 114 - 144 ksrfor the Quintuplet cluster. As noted by Clarkson
et al. (2012), a simple interpretation of the bulk motion is hampered among othgs thy the fact
that the contributions of field stars afffd@irent Galactocentric radii and hence witlffelient average
proper motions to the field star distribution in the PMD are unknown. The meg$utk motion can
thus not be referenced to an absolute zero point of the proper motibrasueg. the proper motion
of the Galactic centre. Assuming that the properties of the Galactic field arersatoitey the lines of
sight to the Arches and the Quintuplet cluster, the bulk motion of the Quintupktic is somewhat
smaller than the value for the Arches cluster of 225 kmgs (Ks < 18 mag) recently derived by

2In the end, Field 4 was disregarded for the derivation of the PDMF of thiet@plet cluster (see Sect. 4.3.1.2).
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Clarkson et al. (2012).

If it is nevertheless assumed that the centroid of the field star distribution PNt corresponds
to zero motion with respect to the Galactic centre, the measured bulk motion ofithiiQlet cluster
represents its absolute bulk proper motion in the Galaxy and can be comhitheitswadial veloc-
ity to derive the three-dimensional space motion of the cluster. The rad@dityeof the cluster
was determined as the mean radial velocity of the early-type stars from tRedathlogue where
stars with uncertain values (marked with ‘" in the catalogue) were excludéé. found mean ra-
dial velocity of 103+ 2km/s (standard deviation: 14 kfs) is somewhat lower than the value of
113+ 4km/s (standard deviation: 17 kfs) which was used by Liermann et al. (2009) to establish
cluster membership and which is the mean radial velocity of the 15 Q-starsGtass et al. (1990).
This difference is understandable as most of the Q-stars are WR stars whica higer mean ra-
dial velocity (114 knis) than the more numerous OB stars (10Y&nBy combining the mean bulk
proper motion of 12& 17 km/s, where the adopted measurement uncertainty is the maximum devia-
tion of the bulk motions measured in Fields 1 to 5 from the mean bulk motion, with the radeah
velocity of the cluster (103 2 km/s), the three-dimensional space motion of the cluster is found to
be 164+ 17 knys. This value is significantly lower than the value of the space motion of thee8rch
cluster of 232+ 30 kmy/s derived by Stolte et al. (2008) or of 19617 knvs if the bulk motion of
Clarkson et al. (2012) is applied. Whether this excludes that both clustghs have a similar origin
or not requires a study of the cluster orbit in the Galactic potential comieai@the one performed
by Stolte et al. (2008) for the Arches cluster, which is beyond the scihésastudy.

4.3 Colour-magnitude diagrams and mass assignment

4.3.1 Colour-magnitude diagrams of the Quintuplet outer fields

The CMDs of the four Quintuplet outer fields are shown in Fig. 4.24. Allsstamtributing to the
CMD have measured proper motions, i.e. they are detected in both epadttieskatband data, and
are contained in thds- andH-band catalogues (see end of Sect. 4.1.2.3). Kkband magnitude
is used as ordinate as the photometric uncertainties are smallest for the N&#&OREcause the
separation in colour between the cluster and the field population is more distihct Kg than in
H — Kg and the photometric uncertainties in theband are smaller than in thé-band (see Fig. 4.6,
bottom panels), th&s-band magnitudes are plotted vds — Kg in the CMDs. In that way both
the number of residual field stars in the final cluster sample after the cataation as well as the
uncertainty of the mass assignment are minimised. The saturated cores atthbrightest stars in
Field 3 (see Fig. 1.1, left half of Field 3) could not be repaired and these are therefore missing
from the CMD of Field 3. A fourth very bright star at the left image margin issae the used
image area (see Fig. 4.11) and hence does not appear in the CMD, tdbe Agx of Q7 exceeds
the non-linearity limit in bottKs-band datasets and thkeband dataset considerably and its measured
magnitude and colour strongly deviate from the values stated in Figer et980I{1 designated as
gF192 in their Table 2), this star is not shown in the CMD of Field 5.

As explained in Sect. 4.2.1.2, the proper motion membership sample was esthbhghéor stars
brighter tharKg = 17.5 mag due to the steeply increasing uncertainty of the measured proper motions
The residual contaminants in the proper motion membership samples wereegkiooh the final
cluster sample by two colour cutsktKs = 3.5 and 45 mag (vertical short-dashed lines in Fig. 4.24).
The position of the red boundary was selected to be the approximate bloédygwf the distribution
of red clump stars in the CMD (cf. Fig. 4.24).

The combined source catalogue of each field was compared to thed-bihd spectral catalogue
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Figure 4.24:CMDs of the four Quintuplet outer fields. A 4 Myr isochrone (M&dova isochrone, PMS: Pisa-
FRANEC isochrone) shifted to a distance of 8 kpc and a for@gleextinction ofAx, = 2.15mag is shown
for reference. Initial stellar masses are marked alongsbehrone (blue horizontal lines). To indicate the
approximate locus of the old population in the Galactic buln additional 10 Gyr Padova isochrone is shown
in the CMD of Field 2 (pper left panél The error bars to the left of the CMD show the mean uncetrésn

in colour and magnitude, respectively. The applied colalection (35 < Js — Ks < 45mag) to remove
field stars from the proper motion membership sample is atdit by the vertical short-dashed lines. For stars
fainter than 175 mag the proper motion membership was not assessed (gregn BorKs < 17.5 mag, stars
belonging to the Galactic field according to their properiomd or colours are drawn as black dots and black
triangles, respectively, while designated cluster steegleawn in red. Crosses mark stars whose fluxes exceed
the linearity limit of the NACO detector. Stars with coungarts either in the LHO catalogue or in Figer et al.
(1999b) are flagged according to their spectral type (blae $tBV, black box: WC star, green circle: OB
star, red diamond: M,K (super-)giant). Stars which are gondiis counterparts of the sources in the less well-
resolved spectral catalogues are indicated by a red X-crAssn Fig. 3.9, the grey shaded areas mark the
regions in the CMD within which the isochrone has multipleensections with the line of reddening using the
extinction law by Nishiyama et al. (2009).
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and the spectral classifications in Figer et al. (1999b, Table 3). Due suflegior spectral resolution
of the LHO catalogue dR ~ 4000 compared tR ~ 525 for theK-band spectra in Figer et al. (1999b),
the spectral classification in the LHO catalogue was given preferemcgtdrs appearing in both
catalogues. The uppermost parts of Field 2, the right, lower corner lof 4&nd the upper part of the
right edge of Field 5 are covered by the LHO spectral catalogue. Siti@uhl stars at larger distances
from Field 1 are listed in Table 3 in Figer et al. (1999b). As for the cenaelqf the Quintuplet cluster
(see Sect. 3.5), several entries in the LHO catalogue have two potentigbcparts in the combined
source catalogues of the outer fields (indicated by an X-cross in Fig). 4724 Fields 2 and 5, the
spectral classifications confirm the proper motion members within the colleatisa and the choice
of the red boundary. The single late-type spectral identification within the mesample (Field 5)
is ambiguous and most probably belongs to the second counterpart dhtsicidour selection which
is brighter inKg by 1.1 mag. For Field 4, all spectroscopically identified early-type stars ar@euts
the colour selection. Possible explanations for this peculiar behaviodisamessed in Sect. 4.3.1.2.

A 4 Myr isochrone, combined from a Padova MS isochrone and a Pi#dNER PMS isochrone
(see Sect. 3.6 for details), is shown in all CMDs. As for Field 1, solar metallity a distance of
8 kpc was assumed. The isochrone was shifted to a foreground extin€#en = 2.15 mag to match
the observed MS of the cluster stars (cf. Sect 4.3.1.1). To the right ofubter MS a second, slanted
sequence is visible which is presumably composed of stars belonging to thetiGaulge. The
bulge is dominated by an old population L0 Gyr) and the broad distribution of metallicities peaks
roughly at solar metallicities (Brown et al. 2010). A 10 Gyr Padova isauhmeith solar metallicity
shifted to the Galactic centre distance of 8 kpc and the foreground extiraftitwe cluster is hence
shown for reference in the CMD of Field 2. The applied distance andyfousd extinction are
rough approximations as the Galactic bulge is composed of stars with a |aegel s distances and
extinction values. As the bulge sequence is broadened and conveitbehevcluster sequence at
aboutKs = 17 mag, a few residual field stars within the proper motion member samplesfor
16 mag may not be removed by the applied colour selection.

4.3.1.1 Comparison with Field 1

For a comparison with the CMDs of the outer fields the source catalogueldflRigas matched with

the Js-band source catalogue of the extracted WFC3 field (Fig. 4.4). ThéingsGMD is shown in

Fig. 4.25 (left panel). Compared to the CMDs of the outer fields, the clus&inNField 1 appears to

be shifted by abouls — Ks = 0.4 mag towards redder colours (cf. the blue and black isochrone in the
left panel of Fig. 4.25). This discrepancy can be caused either bstarsgtically larger extinction in

the central b pc of the cluster or by a zeropoinffeet in theKs-band of-0.4 mag in Field 1 relative

to the outer fields. A similar zeropoinfiset inJs as explanation for the discrepancy can be excluded
as the useds-band source catalogue covers all observed fields.

In order to decide between the two explanations, a calibration field ovéantpali fields except
Field 4 and obtained in thiés-band during the same night as the second epoch data of Field 3 (2012-
06-14) was calibrated with respect to Fields 1, 2, 3, and 5. As the ovefldpe calibration field
with Field 1 is small, stars outside of the innermodi c of Field 1 were used as calibrators, as
well. The derived zeropoints of the calibration field are summarised in Tabe Zhe zeropoint of
the calibration field derived with respect to Field 1 is withZ&2mag about @ mag smaller than the
zeropoints of the three outer fieldgp2rars) = 2249705 mag. The dierence of the zeropoints
between Fields 3 and 5 is, albeit larger than the formal zeropoint estilfsn the expected range
of systematic zeropoint variations across the NACO FOV due to anisoplaneftiscts. To assess
whether local zeropoint variations are present, the calibration field waseguently calibrated with
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Figure 4.25: Left panel CMD of Field 1 Ksvs. Js — Ks). The 4 Myr isochrone drawn in black is shifted to a
distance of 8 kpc and a foreground extinctionfef = 2.35 mag to match the upper cluster MS (see Sect. 3.6).
The second isochrone (blue) is shifted to a foreground etitin of Ax, = 2.15mag which was found to be
appropriate for the Quintuplet outer fieldgight panel CCD of the ISAAC data of the Quintuplet cluster. The
line of reddening for MS stars adopting the extinction lawNighiyama et al. (2009) is drawn as blue line
and the respective foreground extincti@g, is indicated. In order for the MS population to match the lofie
reddening an additive zeropoinfiset inKs of —0.20 mag was applied. The intrinsic colours and the enframing
line of reddening of giants with spectral types from GO to M%i(rie et al. 2010) are drawn as solid and dashed
dotted curves, respectively.

respect to the wide-field ISAA®s-band data. The derived zeropoint is compared in Table 4.11 to
the mean zeropoints of the calibrators within the overlap areas of the calibfigtio with Fields 1,
2, 3, and 5. The derived zeropoint of.22 mag and the mean zeropoints in the overlap regions
with Fields 2, 3, and 5 agree within the errors and are consistent with theatese zeropoints in
Table 4.10. The zeropoint in the overlap region with Field 1 is in contrast tdthebout 01 mag
smaller. Combined with the previous findings (cf. Table 4.10), this indicatésa theropoint &set of
the order 0f-0.1 to —0.2 mag between the photometry of Field 1 and the outer fields is likely present.
The found zeropointfiset may be caused by thefdrent reference catalogue used for the respec-
tive calibration of Field 1 and the outer fields. TKeband data of Field 1 were calibrated with respect
to the UKIDSS catalogue. Due to the low number of usable calibrators in th®8KIcatalogue for
each individual outer field, the zeropoints of the outer fields were detedmising the calibrated
ISAAC data. The calibration of the ISAABs-band data itself was performed using the UKIDSS
catalogue (see Sect. 4.1.1.2). If Field 1 is re-calibrated with respect talibeated ISAAC data, the
zeropoint of this field is A mag larger than the zeropoint of the original calibration and the discrep-
ancy between th&-band magnitudes of Field 1 and the outer fields is hence reduced. As adHitio
check, thels — H, H — Kg colour-colour diagram (CCD) of the ISAAC data of the Quintuplet cluster
was created and it was found that the distribution of MS stars from the clastethe foreground
population was fiset from the line of reddening of MS stars (see right panel in Fig. 4&&uming
that no zeropointfiset inJs (see above) anH is present, the additive zeropoirftget inKg required
to shift the MS population onto the line of reddening was found te-6€0 mag. The consistency
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Table 4.10:Zeropoints of the calibration field determined with resgedtields 1, 2, 3 and 5.

Reference field ngy® zp rfzpb
(mag) (mag)

Field 1 60 2226 0.03
Field 2 181 22.48 0.02
Field 3 145 2245 0.03
Field 5 100 2255 0.03

Notes. ® Number of selected calibration star§) The zeropoint error includes the zeropoint error of the respective
reference field used for the calibration.

Table 4.11: Zeropoint of the calibration field determined with respectte ISAAC Ks-band data using the
complete calibration field or only the overlap regions witalé& 1, 2, 3, or 5, respectively.

Image part Ncal® zp oy
(mag) (mag)
Complete image 190 2249 0.01

Overlapwith Field1l 31  22.37 0.03
Overlapwith Field2 94 2246 0.02
Overlapwith Field3 75 2250 0.02
Overlap with Field5 39 2246 0.02

Notes. @ Number of selected calibration star®) The zeropoint error includes the zeropoint error of the respective
reference field for the calibration.

of this zeropoint @set with the previous results indicates that the observed zerop@aet on Kg
between Field 1 and the outer fields originates from the calibration of the CSéata and that the
direct calibration of Field 1 vs. the UKIDSS catalogue is more accurate. @&&xhct size of the
zeropoint dfset inKg is not known, but only the range betweef.1 to —0.2 mag, and the expected
systematic uncertainty of the zeropoint across the NACO FOV due to anistisia d€fects of the
order of~0.1 mag , theKs-band magnitudes of the outer fields were not corrected.

In summary, there appears to be a zeropoifdat of—0.1 to —0.2 mag between thKs-band pho-
tometry of Field 1 and the outer fields which originates from the calibration witheet to the
UKIDSS catalogue or the calibrated ISAAC data, respectively. THisebis on the same order as
the expectable absolute zeropoint uncertainty and is not expecté@tbthe derivation of the indi-
vidual masses and the inferred mass function slopes substantially. AsutitceZeropoint fiset inKg
is not suficient to explain the observedftiirence of the MS coloutd§ — Ks) between Field 1 and the
outer fields of ® mag an additional trend in extinction of the ordengf;,— Ax,) = 0.2 mag between
Field 1 and the outer fields may be present. Adopting the extinction law by Nishiya al. (2009)
this corresponds to an additional foreground extinctiondk, = 0.1 mag for Field 1 compared to
the outer fields.

4.3.1.2 Colour-magnitude diagram of Field 4

The CMD of Field 4 (Fig. 4.24, bottom left panel) shows some peculiar cheniatics which distin-
guish it from the CMDs of the other outer fields. The scatter of the meas(yrddnd magnitudes
is increased which can be seen best at the dispersed appearanegead thump. The MS is least
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Figure 4.26: Left panel CMD of Field 4 showing all stars within the rectangular sélen of the central image
part (see text and Fig. 4.11Right panel CMD of Field 4 showing all stars outside the rectangulaestbn.
The increased scatter is apparent to the right of the PMS lamekathe red clump.

populated of all the outer fields and all spectroscopically identified eapg-$yars are outside of the
applied colour selection for cluster stars. One OB star (green circles.irFigjg4.24) is obviously a
foreground star and correctly removed from the cluster sample by thecbloer-boundary. All the
other OB stars are redder thdg— Ks = 4.5 mag and hence outside the red colour-boundary. Assu-
ming that these OB stars are part of the cluster, their red colours may eétlexplained by serious
problems with the accuracy of thé;-band photometry or by an increased and very patchy extinction

in thi

s field.

As the guide star is located in the top left image corner, this fieléfésged by pronounced aniso-
planatism with strongly elongated stars at larger guide star distances. ohfl@ned image after
subtraction of the fitted PSFs of detected sources shows large stellarar@sabtly located along
the edges of the field which indicates that in these areas the spatially vaiyihgd’generated with
daophotis not a good representation of the local PSF. To check whether this isattse ¢or the
peculiarities in the CMD, a rectangular area in the image centre with the leahiaegas selected
(red dashed rectangle in Fig. 4.11). The CMDs of stars located insidewdsie of this selection
are shown in the left and right panel of Fig. 4.26, respectively. Indideselection area, the scatter
towards very red colours appears to be decreased compared towgtde @f the selection, which
is best seen to the right of the PMS and above the distribution of red clungp(se left panel of
Fig. 4.26). The few remaining stars on the MS appear to be equally distritautkd left and right of
the MS. For the CMD of Field 4, using only stars outside of the rectangulectsm (right panel of
Fig. 4.26), stars on the MS appear to be predominantly located to the rigletisbithrone . Strangely,
the number of stars rejected by the blue colour boundary is also largératsboth selections fier
not only in a shift in colour.

To check whether a locally increased extinction in Field 4 is responsiblerfoordributes to the
observed scatter and the shift to redder coloursJth@nd K5 magnitudes of two OB stars (qF344,
gF358) and the WC star (qF309) were compared to the respdetared K-band magnitudes of Figer
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et al. (1999b). They are found to agree withi thag which is the estimated error of théirand
K-band photometry. Seven stars contained in the LHO catalogue yieldecemagav® mag larger
Ks-band magnitudes than derived from the NACO data. Yet even iKthband magnitudes from
the LHO catalogue or the colours of Figer et al. (1999b) would be apgdbed of the five OB stars
(ignoring the blue foreground OB star) would not reside within the colelacsion. This indicates that
Field 4 is particularly ffected by strong, patchy extinction most pronounced in the regions outside
the performed rectangular selection. In the three-colour image of the rcinstég. 4.4 a darkish
arc located above Field 1 and stretching into the left part of Field 4 canitéyfaeen. All of the
spectroscopically identified OB stars reside within or close to this arc. Thet@B from the LHO
catalogue are located in the bottom right corner of Field 4 close to its appadlge and qF344
and gF358 are in the top left image corner, where the darkened ars b#nd-ield 4. Even in the
centre, there appear to be less and fainter stars compared to e.g. FielchSsmilso suggestive of
an increased and patchy extinction in Field 4. The contribution of possibteragtic photometric
errors due to pronounced anisoplanatism in Field 4 to the shift towarderedlours cannot be
distinguished from #ects of varying extinction. In the presence of strong local extinction tianis,
a colour selection valid for all stars in Field 4 cannot be defined reliablgnBivonly stars within
the rectangular selection are used and the same colour selection as ftrahgetds is applied, the
corresponding field star PMD, i.e. the PMD containing only field stars baséukir proper motion or
colour withKg < 17.5 mag, still shows some central clusterings indicative of cluster stars othside
colour selection. Asitis hence not possible to establish a reliable clustelesdtighd 4 is disregarded
in its entirety for the derivation of the PDMF.

4.3.1.3 Area selection for Field 2

For Fields 3 and 5, proper motion members inside and outside the colour seka&iapproximately
evenly distributed across the respective field. In contrast, all propgommembers located in the
lower right image corner of Field 2 are rejected by the red colour-bayratals — Ks = 4.5 mag
which is indicative for a larger local extinction. As it is not possible to shiét ¢olour-boundary to
redder colours without introducing presumable red-clump stars or starsthe old Galactic bulge
population into the cluster sample, th#eamted area was covered by a rectangular mask. Within
another small area close to the centre of the left image margin proper motion nseardeompletely
lacking (cf. red dashed line in Field 2 in Fig. 4.11). This area is disredgdiamethe mass function
derivation as well. These two area selections do not exclude any clustdren®shown in the CMD
of Field 2, but reduce only the area regarded as covered by thevabeas which acts as a weighting
factor for the derivation of the mass function withirffdrent annuli (see Sect. 4.4).

4.3.2 Comparison with the predictions of the synthetic models of Field 2

The proper motion membership criteriggi; = 0.40, i.e. the minimum membership probability of
a star to be included in the membership sample, was established based onthieticsymodels of
Field 2 (see Sect. 4.2.2.3). It was chosen such that the expected fraffield stars in the sample
and the fraction of lost cluster stars are at the same time as low as possibiewas applied to all
outer fields. Based on the models, the fraction of contaminating field stars withjproper motion
member sample is expected to h&é0+ 0.04 (Table 4.8). The fractions of proper motion members
which were removed from the member sample by the colour selection.20e @6 and 030 for
Fields 2, 3 and 5, respectively.

Even for Field 2, the fraction of proper motion members removed by the ceection is larger



104 4 The present-day mass function in the outer parts of the Quintuplet cluster

than predicted by the model designed to resemble the PMD of this field. Thid icmlicate that
the applied colour selection is too strict and rejects stars which actually b&ldhg cluster. While
proper motion members to the left of the blue colour-boundary are clegréyated from the cluster
MS and can safely be classified as foreground stars, the distinctiondretiester and field at redder
colours is less clear due to the scatter of the red clump and the convefaheesecond sequence
from the old bulge population with the cluster population (see Fig. 4.24). é¢jeswene of the proper
motion members redder thal — Ks = 4.5mag, which is the approximate onset of the red clump
distribution in the CMDs, could be actually reddened cluster members. Otlegrstigting the red
colour-boundary towards redder colours might introduce a sevetammination by bulge stars.

Another possible explanation for the discrepancy between the prediatdidh of the contaminants
and the fraction of rejected cluster members could be that modelling the distnilmitfield stars in
the PMD by a single bivariate normal distribution is an oversimplification. Field sti@mng the line
of sight sample a large variety of rotation velocities due to thefiedint Galactocentric distances
and in addition originate from fferent constituents of the Milky Way such as the Galactic disc, the
Galactic bulge and possibly the nuclear stellar disc (Launhardt et al,; Zl@tkson et al. 2012).
The preferential loss of stars at larger distances due to extinction miagifuntroduce a bias to the
observed field distribution. Sumi et al. (2003) found that red clump sténe aear side of the Galactic
bulge have a proper motion of5l+ 0.1 magyr (=57 + 4km/s atd = 8kpc) relative to red clump
stars at the far side, which is consistent with a rotation of the bulge in the Saectah as the Sun.
Hence, as the bulge stars follow the Galactic rotation, their proper motiomlistitibuted around the
line indicating the Galactic plane in the PMD and, because the cluster wassisef¢r@nce frame,
reside in the south-west segment (cf. Fig. 4.12). Furthermore, stemstiie near side of the Galactic
bulge are on average closer to the origin of the PMD which is defined byubktecrest frame, while
bulge stars from the far side are expected to reside at larger distaBoeB.a connection between
the colour of a field star and its location in the PMD was actually found by Stok ¢2008) for
the Arches cluster and can thus be expected for the Quintuplet cluseepréferential loss of bulge
stars at the far side of the bulge due to extinction might lead to a non-symmeéttistéie distribution
biased towards proper motions with smalléfsets from the origin towards the south-west of the
PMD. In that case modelling the field star distribution with a bivariate normaliloligton would
underestimate the presence of field stars close to the origin and attribute @amoinfield stars to
the cluster distribution. The model would hence predict a too low fractioomatfaeninants within the
proper motion cluster sample.

In summary, the discrepancy between the fraction of field stars in themrag®mn member sample
Ncontm @S predicted by the models of Field 2 (see Sect. 4.2.2.3) and the fractioopggrpnotion
members removed by the colour selection might indicate that the red colondéguat)s — Kg =
4.5 mag excludes some reddened cluster members. Alternatively, causedeyirection-induced
asymmetry of the observed field star distributiogen;m could be underestimated as the field star
distribution in synthetic PMD was modelled by a single bivariate normal distribution

The fractions of the finally selected cluster stars relative to the total nunfiséars are 7, 012,
and 020 for Fields 2, 3, and 5, respectivély For Fields 2 and 5 the percentage of cluster members
are close to the inserted fraction of cluster stars for the modegls (0.20) and the two fields show
the same fraction of proper motion members removed by the colour selecti#t).(3the relative
similarity of these two fields is expected due to their comparable distance frooiugter centré

23The stated values refer to stars located within the areas used to derivaghdunction (green line in Fig. 4.11) and with
assigned membership probabilities, i.e. stars with measured propensibtighter tharKs = 17.5 mag.
%The distance is measured from the centre of the respective field to theraastre.
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Figure 4.27: Surface density profile of the Quintuplet cluster derivezhfrthe cluster members in Fields 1,
2, 3, and 5 Ks < 17.5mag) located within the areas finally used to derive the MEd(g line in Fig. 4.11).
The surface density within 14 equal-number annuli was fithed King profile (black, King 1962), a King
profile with a constant term (red), and Gaussian profile witlhrastant term (blue). The dashed lines indicate
the respective profiles adopting the averaged fit parame&tesmined for using 8, 10, 12, 14, 16, 18, and 20
equal-number annuli. The thin red lines (solid and dashledvghe value of the additive constant beyond the
tidal radius for the King profile with constant term. The erbars show the Poissonian errors divided by the
area of each annuli.

(28" and 29). The increased fraction of contaminating fields stars and the lowerageeof cluster
stars after the colour selection found for Field 3 can be explained atdaaltatively by the larger
distance of the centre of Field 3 from the cluster centre which is abdutd$the cluster density and
hence the ratio of cluster to fields stars drops with larger distance to theralastee, the fraction of
contaminating field stars in the cluster sample, i.e. of field stars with proper matitisnguishable
from the cluster population, does increase. Furthermore, the clusténutistn fitted to the PMD and
its extent compared to the field distribution are both larger for Field 3 thaniédd-2 and 5 (see
Table 4.9) which increases the number of stars attributed to the cluster distribor this field. All
in all, the relative similarities and fierences between the three outer fields regarding the fraction of
contaminating field stars in the proper motion member sample and the fraction t&fr dteg's after
the colour selection are at least qualitatively consistent with the decréaise number density of
cluster stars with distance from the cluster centre (see Fig. 4.27).

The fraction of stars classified as field stars solely because of theepmogtion or solely because
of their colouf® relative to the total number of field stars ranges betweés (Field 2) to (22
(Fields 3 and 5) and.09 (Field 2) to 012 (Field 3), respectively. This small scatter is expectable
if the field star population is homogeneous across the outer fields andsssigigat the distinction
between cluster and field is of similar quality for Fields 2, 3, and 5 and thatotbercselection does
not remove a disproportionally large number of proper motion members fiot Fie

2’Most field stars dfer in proper motiorand colour from the cluster population and are hence removed from theprop
motion samplendreside outside the colour selection.



106 4 The present-day mass function in the outer parts of the Quintuplet cluster

Table 4.12:Averaged parameters of the profile fitting to the surface ithedstermined within 8, 10, 12, 14, 16,
18, and 20 annuli (cf. Fig. 4.27). The error bounds indich&editerence of the maximumminimum retrieved
fit parameter from the respective average.

Profile Peak rc rt Constant term
("3 (1Fpc? () (pc)  (AG”)  (po) ("%  (1CPpc?)

King 0837093 55702 14602 057997 1975 7%

King + bg® 0747355  4.9'01 186'52 0.727057 041591 1.59°592 0.081'5353 0.53'5:92

Profile Peak o Constant term
(" (1Fpc? () (pc) ("%  (1CPpc?)

Gausst bg 0727393 4802 107795 0417202 0.0957090%  0.63092

Notes. @ The fit of the surface density profile with a the King profile with constant widmot converge for using 8 annuli.
The stated parameters are therefore the average of the respecdinespexs of fitting the surface density determined within
10, 12, 14, 16, 18, and 20 annuli.

4.3.3 Surface density profile

The surface density profile of the Quintuplet cluster was determined uiclyster members with
Ks < 17.5 mag located within the areas of Fields 1, 2, 3, and 5 which were actualljtusedive the
mass function (enframed in green in Fig. 4.11). An estimation of the clust&eagsing all observed
cluster members would be biased as the outer fields do only cover the atleasonith and east of the
central parts of the cluster. Hence, the cluster centre derived frofintdecluster sample in Field 1
(see Sect. 4.2.2.3) was applied again. To determine the surface densiyarhevere distributed
among equal-number annuli, where the number of stars within each anniduwided by the area
flagged as good in the bad area mask (Fig. 4.11) within the respectivluaniiine surface density
within 8, 10, 12, 14, 16, 18, and 20 equal-number annuli was fitted by gliafiles with and without
a constant term and a Gaussian profile with a constant term (see Fig. Bh2/ing profile is defined
as (see Eq. (14) in King 1962)

2

3(r) =k ! - = : (4.14)

1
2\2 2

(@) (2+(2))
with the parameters; andr; being termed as core and tidal radius, respectively. The averaged fit
parameters are summarized in Table 4.12.

The measured surface densityrat 0.6 pc is below all fitted profiles. This may be caused by
the fact that the respective annulus contains the gap between Field leaadtéhn fields, such that
the surface density determined for this annulus and the radius to which tbes igaassigned are
probably not accurate. Disregarding this datapoint, all three profiledeimér < 1.5 pc are a good
representation of the measured surface density, while further out tlge gfafile without additive
constant term declines too fast and the value of the constant determindtefGaussian profile
appears to be slightly overestimated. Considering that the PDMF slope imtheeofl12 < r < 1.8 pc
is still slightly flattened (see Table 4.15), the tidal radius of the King profile withstant term,

re = 1.59f8:8§ pc, seems to be too small especially as the tidal radius of the cluster is exfebd

i
2
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larger than 17 pc (see Sect. 4.4.3). On the other hand, the tidal radius of the King prdttieut a
constant component is by a factor of two larger than expected whemamgsthat the cluster resides
within 200 pc from the Galactic centre. As the valuerpfs hence highly dependent on the actual
value of the additive constant, the tidal radius of the Quintuplet clusteiotéewell constrained by
means of fitting a King profile to the observed surface density. To a lesstehis applies also to
re as the maximum of the King profile depends not onlykcend the constant term, but also on the
ratio of r¢/re.

Compared to the preliminary surface density profile which was determined trarfinal cluster
sample in Field 1 and member candidates in Field 2 (see Sect. 4.2.2.3), the vaheeanfditive
constant drops to about a third of its preliminary value. This indicates thatsthge of membership
probabilities to establish the proper motion sample of cluster stars instead efla-fusalue and the
subsequent application of the colour selection significantly improved theeclsample. Although
there still might be some contaminating field stars within the final cluster samplegptiséaat &'set
cannot simply be regarded as the surface density of the field populasi@ertainly not all cluster
stars in the outermost radial bin (see Fig. 4.27) are misclassified field stars.

4.3.4 Mass assignment

The masses of cluster members located in the Fields 2, 3, and 5 were disiivgthe same isochrones
as for the central part of the cluster (Field 1), i.e. from three isoclrarith ages of 3, 4, and 5 Myr
which were combined from a Padova MS and Pisa-FRANEC PMS isoclufotie respective age,
and from a single 4 Myr Geneva MS isochrone (see Sect. 3.6 for defHilg)initial and present-day
masses of each cluster member are determined from the intersection of thieréiddening through
the respective star with the isochrone in g Js — Ks CMD using the extinction law of Nishiyama
etal. (2009A; : Ak, = 3.02 : 1) and assuming a distance to the cluster of 8 kpc.

The uncertainty of the masses as inferred from the isochrones wasseddsy determining the
minimum and maximum mass achievable within the range spanned in brightnesslamdby the
photometric uncertainties of the respective star. The mass uncertaintgloa was estimated as
the maximum absolute fierence between its best-guess mass and its minimum and maximum mass.
For the outer fields, the average percental mass uncertainty is about th# lmest-guess initial or
present-day mass for stars withdmy,iy < 6 My, and decreases towards larger masses. For the masses
inferred for Field 1 (see Sect. 3.6), the average percental masdaintein the same mass range
is 9% and less for higher masses. Although the quality of the photometry in Fislddt inferior
compared to the outer fields, the mass uncertainty is in general increastxitia steeper slope of the
line of reddening in the respective CMD whichAs /(An — Ak,) = 2.37 compared té\k /(A — Ak,)
= 0.495 in the outer fields.

4.4 Mass function

4.4.1 Present-day mass function of the Quintuplet cluster

The PDMF in the outer parts of the Quintuplet cluster as covered by FieRj®afd 5 was determined
within two annuli with origins at the presumed cluster centre (see Sect. 4.2Th8)radial ranges
spanned by the two annuli ares0< r < 1.2 pc and 12 < r < 1.8 pc. By chance, the brightest cluster
members withr > 1.2 pc reside outside of = 1.8 pc. Therefore, the PDMF within the outer annulus
was also derived for setting its outer boundary te 2.1 pc. As the observed Quintuplet fields do not
cover the full area withim = 1.8 or 21 pc, the area fractions within < 0.6 pc and the two annuli
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Figure 4.28: Sources and annuli used for the derivation of the PDMFs.l&iwwith radii of 0.6, 1.2, and.& pc
(blue solid lines) and 2.1 and35 pc (blue dotted and dashed lines) assuming a distancepaf &k overlaid
on the selected area of the WFE327M combined image. The presumed cluster centre is indicatetidy
black asterisk. The areas which were actually used to démwéVF are enframed in green, the positions of
cluster members{s < 17.5 mag) are marked with red circle points.
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Table 4.13: Comparison of the PDMF slope for the central part of the Quulgt cluster ( < 0.6 pc, see
Fig. 4.28).

T
Isochrone name N2 N3 ®  Muin®  Mmaxinit  Mmaxac®  @my©  Imgds’ @magd

Mo) — (Mo) (Mo)
3 Myr Padova 220 187 55 65.8 445 -1.72 -1.75 -1.52
4 Myr Padova 261 217 4.6 46.7 342 -168 -1.69 -1.43
5 Myr Padova 289 237 4.0 34.5 29.0 -155 -156 -1.36
4Myr Geneva 261 217 4.5 47.3 351 -1.77 -1.78 -1.58

Notes. @ Number of stars in the initial mass ranggi, < m < Mmnaxinit Used to determine the PDMF slopg, , (see
Table 3.5) andrm,,. © Number of stars in the initial mass rangg, < M < Myaxint Used to determine the PDMF slope
my3e- © Minimum mass of a star above the PMES transition, i.e. above the lower grey shaded area in Fig. 3.11 for
the 3, 4, and 5 Myr Padova isochrones. For the 4 Myr Geneva isceltiherminimum mass was chosen such that the same
stars as for the 4 Myr Padova isochrone are included (see Sect.8®hle 3.5). Maximum mass, i.e. uppermost bin
boundary of the PDMF as determined with Eq. (3.4), excluding identifi&@dtars.© PDMF slope derived using initial
stellar masses (see Table 3.5). PDMF slope derived using initial stellar masses but only stars with cowantsrim the
WFC3 source catalogue adgd— Ks < 5.05 mag.® PDMF slope derived using actual (present-day) stellar masses and the
same sample of stars as fay,

init *

covered by the observations and used for the derivation of the mastofunvere determined (see
Fig. 4.28). The central part of Field 1 which was selected to derive thdmPID the cluster core (see
Sect. 3.4.2) covers the area withirc 0.6 pc for the most part (71%). The area fractions of the inner
and outer annuli are 28% and 21%, respectively. If the outer boydéne second annulus is shifted
tor = 2.1 pc the observed area fraction of this annulus is reduced to 17%. Tié,dhe used areas
and the cluster members are indicated in Fig. 4.28.

The slope of the PDMF in the outer parts of the cluster was determined usihgniigal and
present-day masses to ensure the comparability with MF slopes stated in tharkterehe PDMF
slopes for the central part of the cluster as stated in Table 3.5 weredersing initial stellar masses.
As addendum the slope of the PDMF determined from the present-day sresdelistributing the
datapoints among 12 bins is listed for all four isochrones in Table 4.13. Vérage of these four
slopes isvm,, = 1.47°312 compared tarm,, = 1.68'333 (see Sect. 3.7), where the maximunfreti-
ence between the average slope and the individual slopes of the PDME&ddgom each isochrone
was adopted as the lower and upper bounds in both cases.

The flattening of the slopen, by about 02 dex compared tam,, is caused by the contraction
of the mass range due to the mass loss by stellar winds predicted by the steléds foodtars with
Minit = 12Mg. As mentioned in Sect. 3.7, a residual contamination by red clump stars mostly fro
the south-west segment of the PMD could not be removed from the clustesle of Field 1 by
the colour selection itd — Ks. The distinction between cluster members and field stars ikKthe
Js — Ks CMD (Fig. 4.25) is more pronounced due to the wider colour baseline, thattiield stars
from the red clump and the older population of the Galactic bulge carffeetigely removed by an
additional colour selection als — Ks = 5.05mag. The colour selection was chosen such that all
previously designated cluster members in Field 1 With< 13 mag are kept, as almost all of these
stars are identified in the LHO catalogue as OB stars. Due to the lower resabfitioe WFC3 data,
105 members from the source catalogue of Field 1 are lost, but only 17 s Htars are brighter
than 175 mag. The colour selection removes further 35 or 62 stars brightetthan17.5 mag or
19.0 mag, respectively. From this refined sample the PDMF slope using initiabsiass determined
in exactly the same way as for the original sample. The derived siqpg,, is compared to the
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original valuesym,,;, in Table 4.13. The original and the new values of the PDMF slope are itiextce
agreement given that the formal fitting uncertainty i8dex. This indicates that neither the lower
resolution of the WFC3 data nor the residual contamination of the originaeclsample by field
stars introduces a systematic bias of the PDMF.

As for the central parts of the cluster, the equal-number binning scheiainfApellaniz & Ubeda
(2005) was applied for the derivation of the mass function and its slope outiee parts of the cluster
in order to avoid potential biases due to largaiences of the number of stars per bin (see Sect. 3.7
for details). For the central part of the cluster, masses were infeyre@termining the intersection
of the line of reddening with the respective isochrone inktheH — Ks CMD (see Sect. 3.6). The
same procedure was applied also for the outer fields, but iKthés — Ks CMDs (Sect. 4.3.4). The
minimum mass of stars above the PMS, i.e. with a unique mass assignment, whieppliad as
lowermost bin boundary for the PDMFs, is hence slightlffadtient between Field 1 and the outer
fields (cf. Tables 3.5 and 4.14). The maximum mass, i.e. the uppermost riddrywof the PDMF, is
again derived from the data with Eq. (3.4) after exclusion of one WR statlee Pistol star in Field 2
(cf. Sect. 3.7). As mentioned in the previous section, three very brigistist&ield 3 do not appear
in the CMD as they are strongly nonlinear. If belonging to the cluster, thase &e most probable
WR stars and would have been excluded from the PDMF in any event. urhbar of used bins had
to be decreased compared to the PDMFs of Field 1 due to the smaller numihgstef stars within
the two annuli. Stars were distributed among 6, 8 or 10 bins each contairpngxapately the same
number of stars. The bins to contain one additional star from the potentiaimder of the division
of the number of stars by the number of bins are selected randomly (se&S3gcwhich introduces
a slight variation of the slope for theftirent realisations of the PDMF (cRapinning in Table 3.5).
Due to the comparatively small number of cluster stars in the outer parts ofiiheu@let cluster, the
difference between the flattest and steepest slope of thi@seedt realisations of the PDMF can be
as large as A6 dex, depending on the choice of the isochrone and the applied nufmbeass bins.
The considered slope for a particular annulus, isochrone and nurhbigisds the mean value of all
possible realisations of the respective PDMF. As the derived mass farsttipes using 6, 8 or 10
bins can difer by up to 016 dex, the values stated in Table 4.14 are the mean values of the respective
three slopes for the flerent numbers of bins. For the determination of the global PDMF slope within
r < 1.8pc (orr < 2.1pc), the refined cluster sample of Field 1 was combined with the cluster stars
from Fields 2, 3, and 5. To account for the cluster area which wasawvetred by the observations or
was disregarded for the derivation of the PDMF (see Fig. 4.28), @¢aclvas weighted by the inverse
of the covered area fraction of the circle or annulus it resides in (sa&eab

Within the inner annulus (6 < r < 1.2 pc), the PDMF slope is found to be steeper compared
to the central part of the cluster & 0.5 pc) by about @ to 0.3 dex, but is still slightly flatter than
the canonical IMF slopeo = —2.3 + 0.36, Kroupa et al. 2013). For example, in the case of the
4 Myr Padova isochrone and using initial masses, the slope of the PDMF imriee annulus is
—-2.0+ 0.2 (see Table 4.14) compareddg,,, = —1.68+ 0.09 in the cluster centre (Table 3.5). For
the outer annulus, the results depend strongly on the chosen outerppudding only stars within
1.2 <r < 1.8pc, the slope steepens only moderately Hydy 0.3 dex (5 Myr Padova isochrone) and
amounts tarm,, = —2.1 + 0.3 for the 4 Myr Padova isochrone. In contrast, if the outer boundary of
this annulus is shifted to = 2.1 pc, the derived slopes are steeper by up.5déx with respect to
the inner annulus. For the 4 Myr Padova isochrone the PDMF slope in teeded outer annulus is
am,, = —2.4+ 0.3. The large impact of the chosen outer radius can be partly explainec gtk

of stars more massive than Rb, within 1.2 < r < 1.8 pc. By chance, all three cluster members with
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Table 4.14:0Overview of the derived slopes of the mass function withia amnuli and the overall mass function
slope of the Quintuplet cluster. The outer boundary of therannulus was set ta8.or 21 pc.

Isochrone name Radial rang® Mmin® Mmaxinit® Mmaxac® @m0 Adm ¢ @meS Adm,.C

(pc) Mo)  (Mo) — (Mo)
3Myr Padova 0.6-1.2 54 55 77.9 47.3 -1.9 02 -18 0.2
4 Myr Padova 0.6-1.2 69 4.7 52.3 34.0 -2.0 02 -18 0.2
5Myr Padova 0.6-1.2 79 41 35.0 299 -1.9 02 -18 0.2
4 Myr Geneva 0.6-1.2 69 4.7 47.1 37.3 -2.0 02 -19 0.2
3Myr Padova 1.2-1.8 42 55 26.0 255 -2.0 03 -20 03
4 Myr Padova 1.2-1.8 52 47 24.1 23.6 -2.1 03 -20 03
5Myr Padova 1.2-1.8 65 4.1 21.9 21.4 -2.2 03 -21 03
4Myr Geneva 1.2-1.8 52 47 23.1 224 -2.1 03 -21 03
3 Myr Padova <18 283 55 65.8 445 -2.0 01 -18 0.1
4 Myr Padova <18 338 4.7 46.7 342 -2.00 0.09 -1.83 0.09
5 Myr Padova <18 381 41 34.5 290 -1.92 0.09 -1.79 0.09
4 Myr Geneva <18 338 4% 47.3 351 -2.00 0.09 -1.88 0.09

3Myr Padova 1.2-2.1 49 55 38.7 36.2-24 03 -24 03
4Myr Padova 1.2-2.1 63 4.7 33.7 316 -2.4 03 -24 03
5Myr Padova 1.2-2.1 76 4.1 28.7 269 -24 02 -23 0.2
4Myr Geneva 1.2-2.1 63 4.7 33.4 31.2 -2.5 03 -25 03
3 Myr Padova <21 290 55 65.8 445 -21 01 -19 01
4 Myr Padova <21 349 47 46.7 342 -2.07 0.09 -1.92 0.09
5 Myr Padova <21 392 41 34.5 29.0 -2.00 0.09 -1.88 0.09
4 Myr Geneva <21 349 4% 47.3 351 -2.08 0.09 -1.97 0.09

Notes. @ Number of stars in the initial mass rangg;, < M < Mpuaxini Used to determine the PDMF slog®. Minimum
mass of a star above the PMI&S transition, i.e. above the lower grey shaded area in Fig. 3.11 for,the &d 5 Myr
Padova isochrones. For the 4 Myr Geneva isochrone the minimum nasshesen such that the same stars as for the
4 Myr Padova isochrone are included (cf. Sect. 3(8)Maximum mass as calculated with Eq. (3.4). Average of the
PDMF slopes binning the initial or actual (present-day) masses into & 8@bins.© Average of the uncertainty of the
PDMF slopes using 6, 8, and 10 bins. The uncertainty of the PDMF slameiats for the formal uncertainty of the linear
fit, the uncertainty introduced by the random distribution of surplus stadle deviation of the slope derived for the
respective number of bins from the average PDMF slépd=or the overall mass functiom & 1.8 pc orr < 2.1 pc), Myin

had to be slightly adapted for the 4 Myr Geneva isochrone in order to inthedsame stars in the PDMF as for the 4 Myr
Padova isochrone.
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Figure 4.29: Present-day mass function of stars located within two dammawkring the outer parts of the Quin-
tuplet cluster {op panelandmiddle panél and the overall PDMF including the central part of the clusind

the two annuli bottom panels Initial (left panel$ and present-day (actual) massegtt paneld were inferred
from the 4 Myr Padova isochrone and distributed among 8 hiok that each bin contains approximately the
same number of stars. The inner annuli covers the radiakrah@6 < r < 1.2 pc, while the outer annuli
contains stars within.2 < r < 1.8 pc (solid lines) or 2 < r < 2.1 pc (dotted lines). For the overall mass
function ¢ < 1.8 pc orr < 2.1 pc), the number of stars was scaled with the covered arefgoinaof the annulus

the respective star resides in. The mass functions withwditnath completeness correction are drawn in black
and in colour (red or blue), respectively. The linear fitsh® tompleteness corrected mass functions are shown
as well.
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Table 4.15:Final values of the PDMF slope estimated as the average PDOYE sf all considered isochrones
(cf. Tables 4.13 and 4.14).

Radial range am,,;? ol
(pc)
<05  -16875 -15%]
06-12 -19%2 -18703
1.2-18 -21'93 -2.1%03
<18 -1.97°3% -1.8320°
1.2-21  -24'5% 2443
b 0.09 0.09
<2.P  -205555 ~1.927G04

Notes. @ The stated error bounds are either the maximufiedinces between the respective average slope and the four
averaged slopes (one for each isochrone) or the mean slope umyeofathe averaged slopes, depending on what error
range is larger® The stated error bounds of the overall PDMF slopes do not include tertainty of the area fractions
which were applied to correct for the cluster areas not covered byhbereations and are hence lower limits to the true
uncertainty of the slope.

Mpagamyr > 30Mg are located outside of = 1.8 pcs. If r = 2.1pc is used as the outer boundary,
one of these three stars is included in the PDMF and the maximum mass is iddiezsdable 4.14)
which lowers the normalized number of stars in the last mass bin (middle paneats. ih.29). To
quantify the &ect of the larger maximum mass alone, the PDMF of the outer annulus wasdleri
using only stars within 2 < r < 1.8 pc, but with the uppermost bin boundary set to/38., i.e. Mnax
for the 4 Myr Padova isochrone in the radial rangg<d.r < 2.1 pc. The larger maximum mass causes
a systematic steepening of the slope biytd 0.3 dex compared to the values stated in Table 4.14. The
remaining diference of the slopes for the two choices of the outer boundary carplsred by the
increased number of low mass star$(4 m < 6 My) in the radial range of 8 < r < 2.1 pc. It should
be noted that a further increase of the outer boundary=02.35 pc to include all observed cluster
stars (see Fig. 4.28) including the further two massive starsmataavyr > 30M,, (see above) has
no significant &ects on the derived slopes. The overall slape (1.8 pc orr < 2.1 pc) is marginally
flatter than the canonical slope. For the two annuli, the slopes derivegl pitaent-day masses,,,,
are not significantly flattened compared to the corresponding values, Qf As the mass loss by
stellar winds strongly increases with mass and the fraction of very madaigeis lower compared
to Field 1, the diference between the usage of present-day and initial masses has |ledsoimibec
mass function (cfam,;, andam,, in Tables 4.13 and 4.14).

The slope values for the outer annulus and hence the overall slopdd sleataken with care. For
r = 1.8 pc as the outer boundary of the outer annulus, the main concern is ileraat absence of
higher mass stars in the areas covered by observations within this anndltisegpronouncedfiect
of such stars on the PDMF slope. Due to the large number of high mass dteesentral parts of the
cluster the expectedfect of few additional high mass stars in the outer annulus on the overadl slop
(r < 1.8pc) is expected to be small. if= 2.1 pc is used as the outer boundary, a further concern
arises from the fact that the radial rang8 & r < 2.1 pc is only probed by a small part of Field 3 (see
Fig. 4.28). The reported slopes are hence likely biased by stars lodated to the inner radius of

2presumable WR stars are disregarded for the derivation of the PDédRatmove and cf. Sect. 3.7).
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Table 4.16: Total initial/present-day mass of all detected cluster membrars @.7 M) for the 4 Myr Padova
isochrone excluding WR stars or LBVSs.

Radial rangd\/lcl,initel Mcl,init,complb Mcl,init,complaree{: IVlcl,acta Iv'cl,aci;complb Mcl,actcomplarea?

(pc) (1CMs)  (10° M) (10° Mo) (10°Mo)  (10° M) (10° Mo)

<0.6 3.1 3.5 4.9 3.0 3.3 4.7
06-1.2 0.8 0.9 3.0 0.8 0.8 3.0
12-18 0.5 0.5 2.5 0.5 0.5 2.5

<18 4.4 4.9 10.4 4.3 4.7 10.1
12-21 0.6 0.6 3.8 0.6 0.6 3.8

<21 4.5 5.0 11.8 4.4 4.8 11.4

Notes. @ Total mass of all stars included for the determination of the PDWFotal mass after correcting for completeness
of the detected star$? Total mass after correcting for completeness of the detected starsraiti: farea not covered by
the observations (cf. Fig. 4.28).

the annulus. For the overall slope< 1.8 pc orr < 2.1 pc), a further slight bias might be introduced
by the small gap between the inner radius of the annulus=a.6 pc and the area of Field 1 used to
derive the PDMF (Fig. 4.28). As each star is weighted by the inverse afovered area (see above),
the impact of the central part of the cluster on the overall PDMF might becaatifi increased.

As the slopes within each annulus derived from the foffiedent isochrones agree within the un-
certainties, the average of these slopes is provided as the final valweRIDMF slope for each radial
range in Table 4.15. The upper and lower error bounds were addagbe following way. First the
maximum diferences between the final value of the slope and the four individuaslegiven in
Tables 4.15 and 4.14, respectively — were determined providing prelimimggr and lower bounds
for each radial range. These error bounds were then compared noetire slope uncertainty of the
four individual slopes for each radial rang&a(y,, andAanm,, in Table 4.14). For a conservative
estimate of the uncertainty the larger of these two error ranges was applieel error bounds of the
respective final value of the PDMF slope.

Liermann et al. (2012) determined the PDMF slope of the Quintuplet clusigr$ 10 M) based
on a sample of likely cluster stars from the LHO catalogue. Adopting the linggbt 8elocity vjos
as selection criterion, their member sample includes all stars brighter thannipdeteness limit at
K = 13 mag and with line of sight velocities within = +17 knys from the line of sight velocity of
the cluster (113 kn's). Masses were inferred from tikeband magnitudes of the stars and a mass-
luminosity relation derived from a 4 Myr Geneva isochrone. Using all statee member sample
(including WR stars), they determined a mass function slope.gf = —1.23+0.51. If only OB stars
were selected, the retrieved PDMF slope was, = —1.66+ 0.51. This value is within the errors in
good agreement with the mass function slopes derived from the propemmutimber sample within
r = 1.2 pc which is the approximate area covered by the LHO catalogue (cf. Zdt8

4.4.2 Total mass

The total measured mass above the PMIS transition region (i.emmin in Table 4.14) as the sum of
the individual derived stellar masses was determined separately fooefour applied isochrones
and for using the initial and the present-day stellar masses. As for thatieni of the overall mass
function, the refined cluster sample of the central part of the cluster)(6 pc, see previous section)
was combined with the catalogue of cluster members in Fields 2, 3, and 5. dorador detection
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Figure 4.30: Total mass of the Quintuplet cluster within< 1.8 pc orr < 2.1 pc using initial (left half) or
present-day (actual) stellar masses (right half). Theridnrion of the known WR stars and LBVs in the
Quintuplet cluster to the total mass are not accounted ftirigplot. The total masses including all stars above
the PM3MS transition region (seew,n in Table 4.14) which are detected within the areas coverethby
observations (cf. Fig. 4.28) are drawn as crosses for afl iseehrones. The total masses aboyg, corrected

for the incompleteness and areas not covered by the obsswvatre shown as triangles. The diamond and box
points (for clarity drawn with a slight horizontaktset) show the total masses extrapolated down.5ca@d

1 M, respectively, using the appropriate PDMF slopes (seeeT@li4). The error bars reflect the minimum
and maximum extrapolated masses accounting for the uimdgred the PDMF slope.

losses due to crowding, the mass of each star was divided by its indiziongdleteness value. As not
all the area within an annulus was actually covered by the observationasoused for the analysis
(see Fig. 4.28), the total measured mass was scaled to the full area bynglivily the respective
area fraction (see Sect. 4.4.1). The area correction contributes maréd¥ato the such determined
total mass aboven,in and is dflicted with some uncertainties. For the area correction spherical
symmetry was assumed, which has not necessarily to be the case asnipteeXeesterlund 1 with

a similar age as the Quintuplet cluster shows a pronounced elongation witisaat& of about 3:2
(Gennaro et al. 2011). As the area fractions especially of the two aareuBmall, the impact of a
potential asymmetry of the cluster and of statistical variations in the distributibigbfmass stars
may be pronounced. The corrected total masses have therefore todigered with care. Table 4.16
summarises the measured total mass before and after completeness coamdtomrrection for the
areal coverage for the 4 Myr Padova isochrone and all radial sangle average of the measured
total mass for all isochrones within= 2.1 pc, corrected for the incompleteness and the covered area
fraction and using initial masses, amounts 71351 x 10* M. The stated upper and lower bounds
enclose the maximum and minimum measured total mass derived from the intligimtlaones. As

the uncertainties of the area fraction are not known and can hencesraitcounted for, the error
bounds are lower limits.

The corrected total mass (withinc 1.8 pc orr < 2.1 pc) was extrapolated to 0.5 andil, adopting
the appropriate PDMF slope for each isochrone and for using initial sesgpt-day masses. Fig. 4.30
shows the measured total mass, the total mass after completeness andrapti@cpand the extrapo-
lated total masses for all isochrones. The best guess value of the totakneaimated as the average
of the extrapolated total masses for all isochrones (see Table 4.17)26¢fi$x 10* M, (r < 2.1 pc)
for using initial masses and extrapolating down .. The lower and upper bounds enframe the
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Table 4.17:Cluster mass extrapolated down to a minimum mass of 0.5 &gl The masses of the LBVs and
WR stars in the Quintuplet cluster are not included.

Mmin = 0.5 Mg Mmin = 1 Mo
Radial range Mgcinit? Mcracf® MeL,init® Meract®
(pc) (100'My) (10°Mg) (10°Mg)  (10* M)
0.3 0.2 0.2 0.1
<18 20753 1873 17705 1677
05 0.3 0.3 0.2
<21 25i0.3 2.2f0.3 2.Of0.2 1.9:'0.2

Notes. ® My denotes the average value of the extrapolated total masses for alkiseshiThe error bounds enframe the
maximum and the minimum achieved total masses, i.e. the total rangeesplayithe errors bars in Fig. 4.30.

maximum and the minimum derived total masses, i.e. the total range spanneddyotisebars in
Fig. 4.30. The values of the cluster mass withia 2.1 pc should be considered with special caution
as the radial range8 < r < 2.1 pc is only probed by a small portion of Field 3 (see Sect. 4.4.1). The
results of the mass extrapolation in general can only provide a rough estifrth& cluster mass as

it was presumed that the measured PDMF slopes are valid down to 08 r Due to mass segre-
gation, the mass function slope for higher mass stars is likely flattened cairpaies value of the
overall IMF, but the transition between the flattened and the stiltftenoted mass range of the PDMF
is unknown and depends also on the considered radial range. Hleaestrapolated total mass using
the PDMF slope determined in the mass range 4.5 M, most probably constitutes a lower limit to
the present-day mass contained within the probed area of the cluster.

So far, the contribution of the known WR stars in the Quintuplet cluster to tlsteritass was not
accounted for. Withim < 1.8 pc orr < 2.1 pc reside in total 19 or 20 WR stars, respectively. These
WR stars include the 14 WR stars listed in the LHO spectral catafdgtiee re-identified WN-star
LHO 110 (Liermann et al. 2010), four additional WR stars from Table 3geiet al. (1999b) (qF76,
gF151, qF274, gF309), one WR star from Mauerhan et al. (20I@d)l¢ 5, GXOGC J174617.7-
2850078), and with the largest distance from the cluster centre WR 102ca (Honeibr2903). If
the mass ranges of the WR stars are inferred from the respective stellalsnjcid Sect. 3.6), a WR
star at an age of 4 Myr has an initial mass of aboulMg5and an actual mass of roughly R, and
the contribution of the WR stars to the cluster mass amounts to 1045 -MJQibitial masses) or
360 - 400M,, (present-day masses). Sander, A. et al. (2012) derived the lumiscaitiethe stellar
temperatures of Galactic WC stars by comparing the observed spectra witha gon-blanketed
models of stellar atmospheres. Based on the position of these stars in théhgRiferred an initial
mass range for WC stars at solar metallicity of about-28 M. Of the total of 19 (20) WR stars
withinr < 1.8 pc (21 pc), 13 (14) are WC stars, while the remaining six are WN stars. Lierntaain e
(2010) derived for two of these WN stars initial masses aboveM&@and for three other WN stars
initial masses in the range between 60 — 20 Adopting for the WC stars and the one remaining
WN star without mass estimate an average mass d30and for the five WN stars the lower mass
estimates from Liermann et al. (2010), the contribution of the WR stars to thd méiss is slightly
reduced to 870 — 900l,. All of these mass estimates assume that the WR stars are single stars.
At least for the five eponymous Quintuplet stars (Q1 — Q4, Q9), this agsamgoes not hold as

27For cross-references to the WR stars already contained in Table 3eafdtigl. (1999b) see Table 2 in Liermann et al.
(2009).

28The identifier is slightly misspelled. The correct identifier for this sourceX©GC J174617.8-285007 (see Table 1 in
Wang et al. 2006).
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these objects were identified as colliding-wind binaries (Tuthill et al. 208€xlose binary evolution
decreases the required minimum initial mass for a star to enter the WR phased&lkt al. 2008), the
estimated contribution of known WR stars to the total mass of the Quintuplet ciustsupposedly
upper limits. The masses of the two LBVs in the Quintuplet cluster are highlyriaiceFiger et al.
(1998) estimated the mass of the Pistol star (qF134) to be initially about 200MZ5vhile Najarro

et al. (2009) derived an initial mass of only 18R In any case, the contribution of these two stars
to the total cluster mass is negligible given the large uncertainties of the esttegholuster mass. In
summary, including a contribution 6f1.0+0.1x 10° M, from the population of WR stars to the total
cluster mass, the Quintuplet cluster is expected to have a total stellar ma@}f,@fﬂlo“ Mg within

r < 2.1 pc using initial masses and extrapolated down.5a\0;.

4.4.3 Discussion

A direct inference of the cluster’s IMF from its PDMF is complicated everyfung massive clusters
by the dfects of the stellar and dynamical evolution. Due to dynamical friction stars massive
than the average stellar mass tend to sink towards the centre, while lessersassvdrift towards
the outer parts. As the timescale of this migration is inversely proportional tad¢larsmass (see
Eq. (20) in Portegies Zwart et al. 2010), the massive stars concefaiségein the cluster core than the
intermediate mass stars which results in an inward flattening of the mass furstion.a flattening
of the MF slope towards the centre is a common finding among young massstersiun Table 4.18
and Fig. 4.31, the final values of the PDMF slope derived for the Quirttepister are compared
to the PDMF slopes at fierent radii of the Galactic young massive clusters Arches, NGC 3683 an
Westerlund 1. For all four clusters, the PDMF in their innermost annulugmsfieantly flattened
compared to the canonical IMF slope@f= -2.3 (m > 0.5M, Kroupa 2001). Between the inner-
and the outermost observed radius, the PDMF slope steepens coblsidera).6 to 16 dex and
approaches (NGC 3603) or even exceeds the canonical slope valiheugh it is still debated if
and to what extent star clusters are born initially mass segregated (s&oengll & Davies 1998;
Littlefair et al. 2003; Chen et al. 2007; Allison et al. 2009; Sana, H. e2@10; Pang et al. 2013),
numerical simulations for the Arches cluster show that dynamical masgs¢igrealone is dticient

to explain the observed flattening of the MF in the cluster core even if the [AdFahSalpeter slope
(Portegies Zwart et al. 2007; Harfst et al. 2010). If the cluster ieMesl out to its tidal radius
to cancel the fects of mass segregation, the determined PDMF may still deviate from thdlovera
IMF. The high mass part may be influenced by ejections of massive stat® diynamical few-body
interactions in dense cluster cores (Fujii & Zwart 2011; Banerjee & KeoR012) and in particular
by stellar evolution. Especially the occurrence of supernovae mighttéapkehighest mass bins and
thus alter the measured slope even if initial masses are used to generatétheF@DWesterlund 1,
the presence of an X-ray pulsar shows that at least one superas\arbady occurred in the cluster
(Muno et al. 2006a), but the total number of supernovae is estimated toobie H¥ (minir > 50 M)
assuming a cluster age of 4-5Myr (Muno et al. 2006b; Clark et al. 2008)le the stellar evolution
is of minor or no importance for low and intermediate mass stars 20 M) given the young age of
the considered clusters, the preferential loss of low mass stars fromsasegregated cluster due to
evaporation (Baumgardt & Makino 2003) might be speeded up in a stroaldfitttl as experienced
by the Arches and Quintuplet clusters near the Galactic centre and degédtsvtmass parts of the
PDMF. The sameféects which hamper the inference of the IMF from the PDMF also complicate the
comparison of MF slopes of young massive clusters as their impact deparitde age and the initial
conditions of the respective cluster. Hence, to deduce the initial condiioaluster, to infer its
IMF and to allow for a detailed comparison with other clusters, numerical simotatostomised to
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Table 4.18:Comparison of PDMF slopes of Galactic young massive claster

Quintuplet ArchesP NGC 3603° Westerlund 3¢
r Arminig r Ayt r Amynt r Ayt
(pc) (Pc) (pc) (pc)
<02 -16 <02 -13
0.2-03 -16
<05 -1689s3 02-04 -23  03-05 -18
05-0.7 -18 <0.75 -16
06-12 -19%7 04-15 -32 07-13 -19 075-15 -23
1.2-18 -21%93 1.3-2.0 -19 1.5-21 -26
<1.8 -197'5%% <15 -26
1.2-21 -24%93 1.3-2.0 -19 1.5-21 -26
0.09
<2.1 -20575
21-33 -27

Notes. @ PDMF slopes are rounded to their significant digits. The typical size ofltipe rrors is about.2 — Q3dex.

For the precise values the reader is referred to the respectivenedsrésee below)®® PDMF slopes Ifynin = 125M,

(r <0.2pc) or 97 M) taken from Habibi et al. (2013) assuming the extinction law of Nishiyanah ¢2009), a cluster age

of 2.5Myr, and a distance to the cluster of 8 kpc. The values,gjf within r = 0.4 pc are in full agreement with Espinoza

et al. (2009).© PDMF slopes (1< m < 100M,) from Pang et al. (2013) adopting a cluster age of 1 Myr and a distance
of 6.9 + 0.6 kpc. @ PDMF slopes (3t < m < 27M,) from Brandner et al. (2008) adopting a cluster age.®M\8yr and a
distance to the cluster of5 + 0.17 kpc.

the observed properties of the respective cluster are required.

In the following, the PDMFs of the Quintuplet and the Arches cluster are aoafdn detail as both
clusters are located in the Galactic centre region and have probably famrtrezglsame environment
and evolved in the strong tidal field of the Galactic centre. Furthermoregs¢pt times the masses of
the two clusters are of comparable size, albeit both clusters and espe@ailgén Quintuplet cluster
may already have lost a significant fraction of their original mass due to tidallyced evaporation
(Kim et al. 2000; Portegies Zwart et al. 2002). To determine the total mi#isisw < 0.4 pc, Espinoza
et al. (2009) extrapolated the PDMF of the Arches cluster downNfk, {using initial masses) and
found a total mass 0f.2+0.6x10* M. In a similar way, Habibi et al. (2013) determined a cluster mass
of 1.9j8:§>< 10* My, for r < 1.5 pc using present-day masses and a minimum mas$ &9 Clarkson
et al. (2012) estimated the total cluster mass withia 1 pc from the measured velocity dispersion
in the cluster centre to be3t 2% x 10* Mo. The total extrapolated masses of the Quintuplet cluster
are of similar size ranging between 1.6.22 10* M, (present-day masses) depending on the applied
radial range and the minimum mass for the extrapolation (see Table 4.17).

The comparison of the PDMF of the Quintuplet and the Arches cluster igedaout with the
PDMF slopesan,,, (see Table 4.18) derived using initial stellar masses to mininfigets of the
stellar evolution. The PDMF of the Quintuplet cluster in its central parts 0.5 pc) is found to be
flat (em,;, = —1.68"333). The PDMF slope steepens moderately in the intermediate annuius (0<
1.2 pc) toam,,, = —1.90:2, and approaches the canonical slope in the outer annulys:= —2.1°33
(12 <r < 1.8pc) ofem,, = —2.4733 (1.2 < r < 1.8pc, see Table 4.15). Although the pronounced
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Figure 4.31: PDMF slopes of Galactic young massive clusters vs. radiusTéble 4.18). The PDMF slopes
are derived using initial masses. The radial extent of tepeetive annulus is indicated by the error bars.

steepening of the PDMF observed when extending the limit of the outer anfiolm 1.8 to 21 pc

is mostly due to the dlierence in the upper mass limit (see Table 4.14), the also observed increase
of the number of low mass stars (see Sect. 4.4.1) indicates that the PDMFsgégpens further
towards larger radii. The approximate Galactocentric distance of the ctastges from the projected
distance of the cluster to the Galactic centre of 30 pc to about the Galactockstance of the Central
Molecular Zone along the line of sight, which the cluster is thought to resideiger et al. 1999b).
This distance is assumed here to be roughly 200 pc (Morris & Serabyg).188opting the values of
the enclosed mass in the inner part of the Milky Way from Fig. 14 in Laurteirdl. (20023°, the
resulting tidal radius of the Quintuplet cluster is in the range of 1.6 p8. Hence, depending on the
actual Galactocentric distance, the observations withirl.8 pc (21 pc) may either cover the whole
tidally bound population of the Quintuplet cluster or reach only out to abalfitfithe tidal radius.

In the core of the Arches cluster & 0.2 pc) and the first annulus.@< r < 0.4 pc) the values of
the PDMF slope aren,,, = —1.6 + 0.2 and-2.3 + 0.3, respectively (Habibi et al. 2013), compared
to -1 68*0 13 5 for the inner 05 pc of the Quintuplet cluster. In the outer parts of the Arches cluster
04 < < 1 5pc) the PDMF slope 0f3.2 + 0.2 is significantly steeper than the canonical IMF
and also steeper by.3dex or 08 dex than the PDMF slope of the Quintuplet cluster in the first
(0.6 < r < 1.2pc) or second annulus.@2L< r < 2.1pc), respectively. While the overall slope
of the Arches clustetm,, = —2.6 + 0.2 (r < 1.5pc) is slightly steeper than the canonical IMF
slope, the overall PDMF slope of the Quintuplet clu¥tés within r = 2.1 pc still slightly flattened:
Umyy = —2. 05+°°g. It is striking that in all compared radial ranges the Quintuplet PDMF is flatter
than the PDMF of the Arches cluster. The Quintuplet cluster at an approxiage of 4 Myr does
therefore not only show a much more dispersed configuration than theeguduster, but the radial
extent in which the PDMF is flattened compared to the canonical IMF slopedisréllated.

Whether these findings confute the possibility that both clusters were bater similar initial

29Data table kindly provided by R. Launhardt, private communication.
30As the uncertainty of the applied area fraction is not included, the statest apg lower limits are lower bounds of the
true error of the overall PDMF slopes of the Quintuplet cluster.
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conditions and with similar initial properties and whether the flat PDMF of the @Qpiet cluster is
reconcilable with a canonical IMF can only be judged using numerical simofatodapted to the
respective cluster. Up to now numerical models of the young massive rdludtse to the Galactic
centre concentrate on the Arches cluster (Kim et al. 2000; Portegied ta. 2002, 2007; Harfst
et al. 2010), mostly because this cluster has been studied in more detail.rdtesAluster is much
more compact than the Quintuplet cluster such that at least in its centre propens are not neces-
sarily required to establish a meaningful sample of cluster stars. Hadt(@010) constrained the
initial conditions of the Arches cluster by comparing a set of N-body simulatigth the cumulative
mass profile, the total mass and the mass function as determined from theatibssrby Stolte et al.
(2005). So far, their simulations do not account for the movement of tisteclin the Galactic tidal
field. Their best-fitting models include models starting with a Salpeter and a fla{d —1.9). For
both cases, the PDMF is flattened in the cluster core and steepens towgedgdalii. The PDMF
slope of the models starting with a flat IMF remain flatter at all times than the PDMieslof the
models adopting the Salpeter IMF. Although withiinc 0.4 pc both assumed IMFs are reconcilable
with the data, the models using the standard IMF are in better agreement withdee/ations if
evolved to the presumed cluster age & [ yr. The recently derived PDMF slope of the Arches
cluster between.@ < r < 1.5pc by Habibi et al. (2013) is in very good agreement with the predicted
PDMF slopes of these dynamical simulations for this radial range and ggpgpe notion that an
initial top-heaviness of the Arches MF is not required to explain its preseb8grved flattened MF
slope in the cluster core. If the Quintuplet cluster shared similar initial ptiegewith the Arches
cluster and can be considered as its older version, the cluster woultihete undergo a very strong
expansion between 2.5 and 4 Myr to evolve from the very compact state 8ftihes to its dispersed
configuration observed today. Olczak et al. (2012) adopted the fegtdnitial conditions of Harfst
et al. (2010) for the Arches cluster and compared the evolution of the mtiebnd without ac-
counting for the orbital motion of the cluster in the Galactic tidal field. In botles#éise expansion of
the half-mass radius between 2.5 and 4 Myr is very moderate with an inaeaseghly Q1 pc (see
their Fig. 2). This expansion appears to be too small to inflate the areas watiteadéd PDMF in the
Arches cluster to the large radial range with a top-heavy PDMF in the Quinttipkter. Assuming
that the perigalacticon of the Quintuplet cluster is not much smaller than tha¢ of it adopted by
Olczak et al. (2012) for the Arches cluster, it is likely that the Quintupletteluwas already initially
less concentrated.

It should be noted that the Arches model placed in the Galactic tidal field is initiatlin dynam-
ical equilibrium (Olczak et al. 2012). This leads to an in initial expansion efdluster and a core
density decreased by a factor of two compared to the model without tidatifieildg the further evo-
lution of the cluster (see Fig. 2 in Olczak et al. 2012). Itis thereforegistebthat the initial conditions
of the Arches cluster were slightlyféérent than originally inferred by Harfst et al. (2010), i.e. that
the initial density was higher than determined with neglect of the Galactic cerdatdididi. \Whether
this influences also the fiducial value of the IMF slope is currently not.chgdeast qualitatively and
with care some implications for the Quintuplet cluster might be drawn from thgrgylmodel of the
Arches cluster. At an age of 5Myr, the losses due to the Galactic tidal fieldtél quite moderate
with only ~ 5% of the stellar population residing in the tidal arms (C. Olczak, private conuaun
tion). As a result, the PDMF of the model does not deviate from the appliédftiim < 5 M, at all
radial ranges (see Fig. 4.32). This implies, that the observed QuintUpMERmM > 4 M) could be
undfected from the loss of low mass stars in the Galactic tidal field, unless theh@dituns of the
cluster are much more violent than for the presumed orbit of the Archetgclus

The PDMF of the Quintuplet cluster shows an pronounced radial trethdsdiound to be top-heavy
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Figure 4.32: PDMF of the dynamical model of the Arches cluster orbitinghia Galactic tidal field (see Olczak

et al. 2012) at a cluster age of 5 Myr (Christoph Olczak, pex@ammunication). The canonical IMF (Kroupa
2001) is drawn as the solid, black line, while the PDMF iffatient radial annuli is indicated by ftgrent
symbols (see legend). For intermediate and high mass stars5(M.) within the cluster corerfqe = 0.3 pc),

the PDMF is flattened compared to the canonical IMF, whilestars between the half-mass and the tidal radius
(rhafmass= 0.86 pc,rigal = 2.5 pc) and outside afig, the PDMF is steepened. For lower mass stars the PDMF
at all radial ranges is essentially dfected by the internal and external dynamical evolutionrsStathin the
three uppermost mass bins of the IMF already have becomermyze

in the cluster centrengy,,, = —1.68'9.33, r < 0.5 pc), while in the outer parts of the cluster the PDMF
slope is consistent with the canonical IMF slopg,(, = —2.4j8§, 12 <r < 21pc). The outward
steepening of the PDMF is a typical result for a young massive clusteindizhtive of mass segre-
gation. Compared to the Arches cluster, the PDMF of the Quintuplet clustaitterfin all observed
radial ranges. Numerical models of the Arches cluster indicate that thenlaa radius betweens2
and 4 Myr expands by only.Dpc which appears not ficient for an Arches-like cluster to enlarge
its core with the top-heavy PDMF to the extent a flat PDMF is observed in thet@plet cluster.
Therefore the Quintuplet cluster has likely formed witktelient properties than the Arches cluster,
i.e. less compact. For a thorough understanding of the dynamical evolitiba Quintuplet cluster
and to constrain the initial properties of the cluster, an individual setsibatised numerical models
is required. A similar parameter study as has been performed for the Aothster (Harfst et al.

2010) is currently undertaken by Harfst et al. (in prep.).
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5 Infrared excess sources in the Quintuplet
cluster

Near-infrared imaging surveys of young open clusters revealed thigin#icant fraction of their
stellar content consists of excess sources, i.e. thatithd or K — L colours of the respective stars
are significantly redder than the locus of MS stars in the CCDs (see e.ghHgtisl. 2000; Lada
et al. 2000; Haisch et al. 2001b). Near-infrared excess emisfiom young stellar sources is an
indicator for protoplanetary discs and traces hot dust in their inner (fdaisch et al. 2001a). For
Herbig AeBe stars, the assumption of a hoffed-up inner rim roughly at the dust sublimation radius
enhancing the near-infrared emission of the disc can account for thlblamp at about @m in their
SEDs (Natta et al. 2001; Dullemond et al. 2001). As the excekshiand is more pronounced than
in K-band and is hence detectable independently of the disc inclination, sunaydingL-band
data provide an almost full census of circumstellar discs above the congdstimit in young star
forming regions (Haisch et al. 2001a). For the Trapezium cluster, 97ptoplyds seen at optical
wavelengths also show an exces&in L indicating that the detected near-infrared excess is a reliable
tracer of protoplanetary discs (Lada et al. 2000).

The fraction of disc-bearing stars is a function of the cluster age anddhar snass (Haisch et al.
2001a; Herandez et al. 2005; Kennedy & Kenyon 2009). For low mass starst(apegpe F and
later) the high disc fractions of 80% at young agess(2 Myr) indicate that initially (almost) all stars
are born with a circumstellar disc generated in the star formation procesdraidion of stars with
L-band excess decreases strongly with cluster age with an approximatediienesdhe dissipation
of the inner disc of about 6 Myr for low mass stars (Haisch et al. 20(dn)intermediate and higher
mass stars (spectral type A and earlier) the disc dissipation timescale is sigihyfismaller. In the
Trapezium cluster at an age of1 Myr the fraction of discs around stars of spectral types OBA is
with 42% only about half of the overall disc fraction (Lada et al. 2000grréindez et al. (2005)
identified Herbig AeBe stars in nearby OB associations with ages betweel6 Blyr based on their
Ha emission and near-infrared excess indhreéH, H—K CCDs. Equating the fraction of Herbig AeBe
stars in these OB associations with the fraction of stars with optically thick iriees,d¢hey found
that the disc fraction at an age of 3 Myr is about a factor of 10 smaller cadpa the disc frequency
around lower mass stars. They concluded that the disc dissipation timesdhle Herbig AeBe stars
is only about 3Myr. The dissipation of gaseous circumstellar discs is ddnsehotoevaporation
of the central star or an external UV field and dynamical encounterpaotdeds rapidly (Alonso-
Albi et al. 2009, and references therein). From a sample of discstddtatmm wavelengths around
Herbig AeBe stars, the authors inferred that the destruction of disos@siars more massive than
3 Mg occurs withing 2Myr. As the coupling of the dust grains to the gas depends on the size of
the dust grains, compact dust discs comprising of larger grains maiyeuine dissipation of their
gaseous circumstellar discs. The disc dissipation timescale ofiHaez et al. (2005) is with 3 Myr
slightly longer than the estimate by Alonso-Albi et al. (2009), but their d&sctions relied on excess
at near-infrared rather than mm wavelengths and the estimated massedeflig AeBe stars in

In this chapter the term ‘near-infrared excess’ refers to excesssiemiat wavelengths between 1 andmd. Excess
emission at wavelengths 4 um is considered as mid-infrared excess.
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their sample are comparatively lom( 3.6 M, cf. Tables 2 and 3 in Heémdez et al. 2005).

Besides the age and the mass of the host star also the density and the nfimgkmoass stars
within the cluster or star forming region have a strong impact on the lifetime odjplemetary discs
(see e.g. Fig. 13 in Stolte et al. 2010). The external heating of gas in tee diac by the FUV
and EUV fields of early B and O stars in the cluster contributes significantlyeaigsipation of
circumstellar discs also around low mass stars. For example, in the youngloisger NGC 2244
(age: 2 — 3 Myr) the disc fraction within projected distanee$.5 pc from the nearest O star was
determined to be only about half the disc frequency at larger projectethdées (Balog et al. 2007).
Guarcello et al. (2009) estimated the flux incident from the OB stars in NGQ 6@ stars with
circumstellar discs and found that the disc fraction decreases with imgeagernal UV irradiation.
The dhiciency of tidal encounters in depleting and disrupting circumstellar discdle@smined to
depend on the stellar density of the cluster (Olczak et al. 2010). Baseiz@®nand density-scaled
models of the Orion Nebula Cluster (ONC) they find that withif Mlyr the disc fraction in their
model of the ONC (central density:3x 10* pc3) decreases to about 85%, while at higher central
densities of £ x 10* pc3 the disc fraction drops down te 72%. Surprisingly, at the even higher
core densities of the Arches cluster the disc destruction by tidal encewsgtems to be lessheient
with about 80% of the discs surviving the firsbMyr and still at 6 Myr the disc fraction in their
model is larger than 50% (Olczak et al. 2012). According to the authassistexplained by the fact
that in high density environments stellar encounters are dominated by b¥ipdhybys between low
and intermediate mass stars with typically only minor impact on the disc mass. laspiatrlower
stellar densities the gravitational focusing of high mass stars becomes inipeatding to parabolic
encounters with enhanced disc mass loss. It should be noted, that aelhtbéels do not account for
the photoevaporation of the discs by internal or external UV radiationhwikiexpected to be a very
important mechanism for the disc destruction in rich clusters.

Due to the intense UV-field of their numerous OB stars and the high stellaitidsngoung massive
clusters provide an especially hostile environment for the survivalabptanetary discs. The disc
fractions of the two young massive clusters NGC 3603 and Pismis 24 (adédyr) are with 27%

(m > 1.2Mg) and 30% h > 0.5 M) significantly reduced compared to disc frequencies of about
80% in less dense and less massive star forming environments such agpkeidim cluster at the
same age (Stolte et al. 2004; Fang et al. 2012). As observed in lowerapas<lusters, the disc
fraction of young massive clusters shows a similar dependence on theceistathe cluster centre.
For Pismis 24 the disc frequency within a radial distance of less tl&pcOrom the most massive
stellar system Pismis 24-1 is with 19% only half the value outside of this radiugnifastrend is
observed for NGC 3603 where again the disc fraction within0.6 pc is only half as large (20%) as
for 0.6 < r < 1.0 pc. The overall disc fraction of the®Myr old Arches cluster of only & 2% for B-

type stars (% m < 20 M, Stolte et al. 2010) indicates that the timescale of disc dissipation in young
massive clusters is shortened compared to less extreme star forming eresitsn As expected the
highest disc frequency of B+ 3.7% is observed in the outermost radial bin3(& r < 0.8 pc). The
finding of surviving circumstellar discs around B stars in the Arches dlisteurprising given the
fast dissipation of the gaseous disc around a B-type host star by its dwadiation (Alonso-Albi

et al. 2009; Gorti et al. 2009) and the low disc fractions of Herbig Aefaess<6%) at an age of
~3Myr even in OB associations (Hétndez et al. 2005). Stolte et al. (2010) hence suggested that the
remaining discs were massive, initially.

2This value is probably a lower limit as the results from higher resolé#sL’-observations of NGC 3603 by Harayama
et al. (2008) revealed a higher disc fraction of MS stars o 22% withinr < 0.4 pc compared to 12% from Stolte
et al. (2004) for a similar mass and radial range.
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Table 5.1: Overview of the VLTNACO L’-band datasets.

Field Date  Filter Framés DIT NDIT t® Airmass Seeing FWHWM Strehl ratid

() (s) () ()
1 2009-06-17 L’ 36 0.175 170 1071 1.04-1.08 0.57-0.71 0.110 0.21
2 2011-09-10 L’ 21 0.175 170 625 1.06-1.10 1.19-2.14 0.115 0.20
3 2011-09-11 L' 15 0.175 170 446 1.02-1.05 0.98—1.45 0.111 0.23
5 2012-06-13 L' 38 0.200 100 760 1.01-1.04 0.71-1.18 0.115 0.18

Notes. @ Number of dithered frames used to generate the final combined iffagetal integration time of the central
part of the image with maximum overlapDetermined from the extracted PSF of the combined image.

At the age of the Quintuplet cluster (4 Myr), the fraction of surviving winstellar discs around
intermediate and higher mass stars is expected to have further decreddedea very low or even
zero. To address the question whether the inner parts of circumstellarmight survive the harsh
conditions in a young massive cluster up to this age, NAC@ata of the central and the outer parts
of the Quintuplet cluster were obtained and near-infrared excessesonere identified based on their
location in theds—Ks, Ks—L” CCD. Thel’-band datasets, their reduction and photometric calibration
are detailed in Sect. 5.1. The CCDs and the selection of near-infrared®egcurces as candidates for
stars hosting surviving circumstellar discs are described in Sect. 5.Zohmgleteness of the'-band
data is assessed in Sect. 5.3 and in Sect. 5.4 the fraction of excessssuieaved. A discussion of
the results concludes this chapter (Sect. 5.5).

5.1 Datasets and data reduction

5.1.1 VLT/NACO L’-band data

All of the five Quintuplet fields which were observed in tke-band (cf. Fig. 1.1) were also covered
in the L’-band @ = 3.80um) to search for infrared excess sources among the cluster members. Th
datasets were obtained during several observation periods in 2008 {Fiél: A. Stolte, Program
ID 083.D-0513(B)), 2011 (Fields 2 and 3, PI: C. Olczak, Program@87.D-0720(B)), and 2012
(Fields 4 and 5, PI: A. Stolte, Program ID: 089.D-0121(A)). The Fidld® 3 were observed in
service mode, while the data of Fields 4 and 5 were obtained during theffiingt tovo observing runs
in 2012 in visitor mode (cf. Sect. 4.1.1.1). Field 4 turned out to be too shallowas disregarded,
also because no reliable member selection could be established for thisdeBegst. 4.3.1.2).

Al fields were observed with the L27 camera having a pixel scale@FTL9 pixel* and a FOV
of 27.8” x 27.8”. The natural guide stars for the infrared wavefront sensor wersatime as for the
Ks-band data with the exception of Q3 which was used as guide star for Fiekteaihof Q7 (see
Fig. 1.1). The datasets were obtained with a DIT dff®s and NDIT of 170 except for Field 5,
where the DIT and NDIT were.2s and 100, respectively (see Table 5.1). The short DITs compared
to the DIT of theKs-band data are required due to the high thermal background iof thand which
quickly exceeds the saturation limit of the detector. For Field 1, in total 15rskyds were obtained
in three blocks before, in between and after the two blocks of sciencefavhich each contained
18 frames. For Fields 2 and 3, the sky and science frames were rd@temating in pairs of two,
while no sky frames are available for Field 5.

For Field 1, the complete data reduction was performed with the custom-madeedatidion
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pipeline. As for Fields 2, 3 and 5 a more complicated estimation of the sky wageadgthe sky
derivation and basic data reduction of these datasets were carried oualigh Although Field 5
was obtained in cube mode the data reduction for this field was not perfonitiethe single layers
(DITs) of the data cube (cf. Sect. 4.1.1.1), but all NDIT layers of aecwbre averaged into a single
layer frame prior to the reduction. This helped to speed up the data redastion frame selection
was required due to the constant performance for this dataset (se@.b&ae to the fast change
of the thermal background in tHg-band, the method of the sky derivation from the sky or science
frames had to be adjusted to each dataset individually. For Field 1, thesevesre derived from the
three blocks of sky frames and subtracted from the respective ninecedimmes with the shortest
time delay to the respective sky. As the sky frames for Fields 2 and 3 codtparécularly strong
circular patterns probably caused by the thermal radiation of defoclusgdjrains on the tip tilt mir-
ror, they were not used for the generation of the skies. Instead ¢brszence frame an individual
sky was determined from the four science frames with the shortest time lag rtesihective science
frame. The same procedure was applied for Field 5 albeit using the eiglestiscience frames. Of
all L’-band datasets only Field 5 required a correction of the 50 Hz noise.

As the quality of the reduced science frames of a dataset judged by th&Faalreference source
in the individual frames did not vary significantly, no selection of frames peaformed based on that
criterion. However, seven of 22 frames obtained of Field 3 were rejetttedo strong, not removed
sky patterns. For Field 5, the relativEsets of six science frames could not be determined reliably,
hence only 38 of 44 obtained frames were combined withdtizzlealgorithm. The area covered by
the combined.’-images was for Fields 1 to 3 the same or slightly larger than that of the respecti
Ks-band observations (see Fig. 1.1). Tltieband data of Field 5 are shifted by about’5to the west
and 28" to the south with respect to thé&,-band observations. Hence in Field 5, only for about 85%
of the area covered iKs-band complementary’-band data are available.

5.1.2 Source detection and photometric calibration

The source detection and PSF fitting was performed witld#ophotpackage (cf. Sect. 4.1.1.2). For
Fields 1 and 5 a quadratically varying analytical PSF was used, while thed@se subtraction for
Fields 2 and 3 was obtained with a constant PSF. The photometric uncertafittiet’-datasets were
estimated in the same manner as forkheband data of the outer fields (for details see Sect. 4.1.1.3).
The photometric calibration was done with respect to the Galactic LegaeyédfiMid-Plane Sur-
vey Extraordinaire (GLIMPSE) which uses the Infrared Array CanflR&C) onboard the Spitzer
Space Telescope (Benjamin et al. 2003; Churchwell et al. 2009). lfibthe requirement for the
GLIMPSE catalogue to be 99.5% reliable, all sources within the wings of saturated stars are re-
jected to prevent the detection of false sources (see Sect. 3.2 anddhppen the GLIMPSE Data
Release v2.0 documét The wings of saturated stars are thereby assumefiigota region with a
radius of about 14" around the respective star which in combination with the numerous WR stars
in the cluster results in the GLIMPSE catalogue being devoid of usable dalibnaithin the area
covered by the Quintuplet fields. Hence a 225225” GLIMPSE image in the IRAC band 1 (cen-
tral wavelength~ 3.6 um) centred at the cluster was retrieved from the NASAC Infrared Science
Archive®. Thedaophotpackage was used to detect stellar sources in the image and the respaetive

3Dr. Andrea Stolte performed the data reduction and image combinatioe bf-thand data of Fields 2, 3 and 5. Further,
the source detection with tidaophotpackage for the Fields 2 and 3 was also carried out by Dr. Andrea Stolte.

4The GLIMPSE Data Release v2.0 document is available onlinéhtap://www.astro.wisc.edu/glimpse/
glimpse2_dataprod_v2.1.pdf.

Shttp://irsa.ipac.caltech.edu/data/SPITZER/GLIMPSE/.
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Figure 5.1: Calibration of the NACOL’-data of Field 2 with respect to the GLIMPSE source catalogiee

12 used calibrators are indicated in the NACGimage of Field 2 left pane) and the respective extract from
the GLIMPSE data (IRAC band 1, = 3.6um, middle panél. Theright panelshows the zeropoint of each
calibrator gp = mz) + 2.5l0gFnaco) as a function of the magnitude of the calibrated GLIMPSErseu
catalogue ifyz¢)). The PSF flux withir = 2.0” (green circles) from the respective calibrator in the NACO
data was summed uf(aco) and compared to the magnitudgs ¢ of the respective calibrator (see text). The
dashed, blue line shows the mean zeropoint applied for titerai#zon of thel’-data of Field 2 and the blue,
dotted lines are drawn at2 o from the mean zeropoint.

alogue was calibrated with respect to 141 selected stars in the GLIMP S&geeggielding a standard
deviation of the derived zeropoint ofA2 mag. This calibrated source catalogue was in turn used for
the calibration of the NACQ’-band data of the Quintuplet cluster

The NACO observations are naturally far better resolved than the GLBViRSa for which the
analyticaldaophotPSF has a FWHM of 2. Hence several stars resolved in the NACO data contri-
bute to each source in the calibrated GLIMPSE source catalogue. Theonssitent calibration was
achieved by comparing the summed up PSF flux within a radiugdéfig the NACOL’-band obser-
vations with the flux of the respective source in the GLIMPSE data. Theratibb of thelL’-band
data of Field 2 with respect to 12 calibrators from the GLIMPSE sourcéocata yielded a standard
error of the zeropoint of 08 mag. The zeropoints of thé-data of the Quintuplet Fields 1, 3, and 5
were then determined using common stars in the respective overlap areakengtilibrated source
catalogue of Field 2. The zeropoint error for these fields includes topamt error of the calibration
of Field 2 vs. the GLIMPSE source catalogue and the uncertainty of theequbnt calibration of
Fields 1, 3, and 5 vs. Field 2, but due to the comparatively large numbenuhon stars this second
contribution to the error is negligible.

It should be noted that the central wavelength as well as the width of theCNAdilter (1. =
3.80um, Al = 0.62um) differ from the values of the IRAC band #; = 3.6um, Al = 0.7 um’.
The existence of a colour term between the two filters is hence likely, Hidudi to assess reliably
because of the largeftierence in the spatial resolution of the NACO and the GLIMPSE data and the
very small number of usable stars. As the aim of this study is to identify n&aréd excess sources
as candidates for circumstellar discs to be later confirmed by spectrosuepiss, the additional
uncertainty of thel’-magnitudes introduced by the potential colour term between the NACO and

5The calibrated source catalogue for the Quintuplet cluster from the GEB@atalogue as described in the text was
created by Dr. Andrea Stolte.

"The widthAA was determined from the cut-on and cififxwavelengths inferred from the transmission curve of the IRAC
band 1 available online &ttp://irsa.ipac.caltech.edu/data/SPITZER/docs/irac/calibrationfiles/
spectralresponse/080924chltrans_full.txt.
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the GLIMPSE data is of less importance. Furthermore, as the distribution sfistéine colour-
colour-diagram (see next section) is well-fitted by the reddening patptiadothe extinction law
from Nishiyama et al. (2009), the colour terms can not be very prorezlinc

5.2 Colour-colour diagrams

The L’-source catalogues of the Fields 1, 2, 3 and 5 were matched with the thressanirce cata-
logues containing all stars with measured proper motions detectedJdg-thé-, andKs-band. Again,
only stars located within the areas used to derive the mass function wesid@®d (see Fig. 4.11).
Stars in Field 2 residing within the areas which were disregarded due tgpasegincreased local
extinction (see Sect. 4.3.1.3) were re-included as they are expected o ttoeloeddening path in the
CCDs unless they are excess sources. In order to exclude spueiesians or stars with inaccurate
photometry inL’, an additional selection of sources was applied based on the magnitace esti-
mated during the PSF fitting wittlaophot Although these errors are not a reliable estimate of the
photometric errors, they provide a relative scale of the goodness oRditing. Figure 5.2 shows
the formal magnitude error as a functionldffor the Fields 1, 2, 3 and 5 and the applied selection.
Sources with large photometric uncertainties at brighter magnitudes {35 mag) which are typi-
cally located within the halo of the brightest stars or are wrongly fitted by multioeponents were
removed as well as all detections with formal photometric uncertainties largerQ®9 mag. The
fixed error cut was set to the lower boundary of a horizontal cumulafiepurious detections (best
seen in the left panels of Fig. 5.2), albeit most of these misdetections areeéopthe matching of
theL’-band catalogue with thé&HKg catalogue.

The Js — Ks, Ks—L” CCDs containing proper motion members (red) and non-members (black) of
all four fields are shown in Fig. 5.3. As the photometric uncertainties aldfmnd ands-band data
are much smaller than for the WFEBband data (see Sect. 4.1.2.3), the K colour instead of the
usualJs — H colour was adopted as the ordinate. The location of non-extincted MSrstaes CCD
is very close to its origin. Stardfacted by foreground extinction only scatter around the reddening
path through the origin due to their photometric uncertainties. For the redgeath which is drawn
as a blue solid line in Fig. 5.3 the extinction law by Nishiyama et al. (2009) is adopte

Originally, the distributions of stars in the CCDs showed #&isai relative to the reddening path.
Due to the pronounced, rapidly varying thermal background irLtHeand which is dficult to com-
pletely remove by the sky subtraction and the comparatively low resolutionreoGtHMPSE data
used to calibrate Field 2, the photometric calibration oflthelata is probably less accurate than for
the Js- andKs-band data. Further, Fields 1, 3 and 5 were calibrated with respect toZHisidg com-
mon stars in the overlap areas which are naturally located close to the ddbeg@spective fields.

In contrast, thels-band data covers all four fields and the calibration ofkigdband data of Fields 2,
3, and 5 were found to be consistent (see Sect. 4.1.1.2) which suggssdteetidiset in the CCDs of
these fields should be uniform if they originated from fheor Ks-band photometry. As thefizets
have diferent sizes, it is assumed that they originate from the calibration df’thend data. The
L’-band dfsets were determined as the median horizontal distance of the distributiorsdfeta the
reddening path excluding highly reddened and very blue stars. Thiedpfisets added to the mag-
nitudes inL” were—0.27, 002, Q01 and-0.04 mag for Fields 1, 2, 3, and 5, respectively. The large
offset inL’ required for Field 1 is not fully understood. In tde— H, H — Kg CCD of Field 1 using
the NACOH-band photometry, the distribution of cluster stars does not show any ckspént from
the line of reddening, so that an addition#fiset in theJs- or K-band can be excluded. As Field 1 is
the largest of all fields, areas close to the edges of this field are cowittetbss than a third of the
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Figure 5.2: Formal photometric uncertainties of the NAGQOband datasets as estimated during the PSF fitting
with daophotplotted vs. thd.’-band magnitude (light grey). Stars also detectedsiKs and with measured
proper motions are drawn as blue dots or black crosses. Bliserticate stars used for the CCDs (Fig. 5.3),
while datapoints drawn as black crosses were rejected.-iNfrared excess candidates are drawn as triangles
(red: proper motion members, black: proper motion non-men he shown magnitudes have been corrected
for the respectivé’-offsets required to shift the distribution of non-excess semionto the line of reddening in
the CCDs (see text for details).
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Figure 5.3: CCDs of proper motion members (red dots) and non-membeask(laots) for all four Quintu-
plet fields. Stars with known spectral type are marked by #messymbols as in Fig. 4.24. The foreground
extinction Ak, is indicated along the line of reddening (solid line) for ainithe extinction law by Nishiyama
et al. (2009) was adopted. The standard deviattaof the distribution of stars around the line of reddening
is determined excluding spectroscopically identified WRsstend a preliminary selection of excess candidates
(see text for details). The dashed lines drawn at perpeladidistances o3¢ from the line of reddening
enframe the region of stars without (significant) nearardd excess in the CCD. Stars redward of this region
are classified as excess candidates if they are fainteirtbanl14 mag in order to exclude WR stars and RSGs
(indicated by box and diamonds symbols, respectively) eEscandidates are indicated by red (proper motion
member) or black triangles (proper motion nhon-member).
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number of frames contributing to the central part of the combined image of Eieddl calibrators
are located near the lower edge of Field 1 and hence in an area with aasedreackground noise
compared to the location of the stars appearing in the CMD (cf. Fig. 4.1B z&topoint derived in
the overlap area with Field 2 might therefore not be correct for the dgraraof the image, which
might explain the large requirdd-band dtset of Field 1.

The identification olL’-excess candidates in the Quintuplet cluster follows the approach by Stolte
et al. (2010). The standard deviatiorof the distribution of cluster and field stars without excess per-
pendicular to the reddening path was determined for all fields in an iteratiye First a preliminary
value of the standard deviation was derived from all stars excludingidanhtified WR stars as these
stars are intrinsically reddened (indicated as box symbols in Fig. 5.3). fidestandard deviatiosr
was determined using only stars with a perpendicular distance from the Iiedadéning of less than
two times the preliminary standard deviation, again excluding identified WR &acess candidates
are required to be outside and to the right of theéhvelope (blue dashed lines in Fig. 5.3) and to be
fainter thanKs = 14 mag in order to exclude unidentified WR stars and RSGs which are naimoec
in the spectral catalogues of Liermann et al. (2009) or Figer et al. ()998ble 5.2 lists all detected
excess candidates in the Quintuplet cluster and includes proper motion nsesmidenon-members.
All proper motion non-members showing traces of near-infrared exaresgefinite field stars based
on their location in the PMD. In order to check whether the photometry of eessxcandidate might
be influenced by close neighbours, halos of bright stars or backdroaise, the excess candidates
were visually inspected in all bands ffActed stars are indicated iyhot = —2 or, if the source def-
initely possesses an excesKin— L', by fohot = —1. One excess candidate (No. 14) in Field 3 was
disregardedfonot = 0), as it is located in a bright background stripe in thealata. Of the six excess
candidates withfynot = —1 or -2, only for one of these stars the NAGQ-band photometry may be
affected significantly by a close neighbour, while for most of these stars fipwsad impairment of
their photometry arises from the less well resolved WFC3 data id¢hendH-band. Excess candi-
dates with photometric errors intersecting with the 8nvelope are flagged by, = —1 in Table 5.2.
Two excess candidates, No. 11 in Field 1 and No. 15 in Field 3, are propéon non-members.
While No. 15 appears to be a definite excess source in the field, excedata No. 11 is just outside
the 30~ envelope and its large error Ks — L’ makes it consistent with being a non-excess source. In
total 15 reliable and 2 less reliablé&{ = —1 or fyhot = —2) near-infrared excess sources among the
proper motion members are detected in the used areas of the four Quineidket fi

Assuming that thels-band magnitudes are leadiexted by the emission of the potential circum-
stellar discs, the mass of each excess source was inferred by comipadg@and brightness after
correcting for the assumed distance to the cluster (8 kpc) and the mean ertwfdiks cluster stars
in the respective field with the combined 4 Myr Padova isochrone. Depgodiits size, theds-band
magnitude of an excess source may correspond to a stellar mass along tredMftie to the local
maximum of the PMS, to two masses on the PMS. In Table 5.2, the masses alon¢ thedsr
the rising branch of the PMS are hence listed individually and are thus @pypkelower bounds to
the mass of the respective star. The uncertainties of the stated stellar msggferred from the
photometric uncertainties of the respective star indhband. For two stars only the faint limit of the
measured magnitude has an intersection with the rising PMS branch so th#tiemhass is stated as
lower mass limit. The masses covered by the excess sources which areoplsprpotion members
range from~ 2 to 10M,. Hence, the excess sources in the Quintuplet cluster are likely mid A- to
early B-type stars.



Table 5.2: Catalogue of excess candidates in the Quintuplet cluster.
No. Field ARA.2 ADecl®2 Jg o3, Ks ok, LP  or  fom fenr® fono®  Mus Mems Comment
(") (") (mag) (mag) (mag) (mag) (mag) (mag) M (Mo)
1 1 1018 11.70 20.07 0.04 1524 005 1319 009 y 1  1.90¢% -
2 1 111 -612 2098 006 16.09 007 1351 010 y 1  -1.7087  —
3 1 -040 1051 2068 005 1565 0.03 1358 008 y 1  1.65%0R -
4 1 597 1793 2091 008 1629 0.04 1420 011 y 1  -2908% -
5 1 -837 9.05 2159 006 1662 003 1390 011 y 1  -1.008%2 -
6 1 157 1319 2199 023 1674 003 1416 012 y 1  -1.10%30 220
7 1 -676 1381 2159 0.20 1651 0.04 1437 012 y 1  1.008% -
8 1 113 1228 2188 0.09 1681 0.03 1489 010 y 1  1.354%8  —
9 1 -249 -273 2205 010 1672 003 1462 008 y 1  1.97923 227
10 1 608 715 2167 023 1547 003 1331 008 y -1  -2804% -
11 1  -396 -345 2171 007 1687 007 1510 018 n -1 17042 -  field excess source?
12 2 -156 -2030 21.18 0.05 1584 002 1347 008 y 1  -135%4% -
13 2 409 -1277 2117 005 16.04 002 1332 008 y 1 135415 -
14 3 2286 -26.35 2123 0.07 1588 0.03 1405 014 n -1 0 - - disregarded
15 3 2205 -18.88 21.75 0.05 16,52 003 13.79 008 n 1 1 - - field excesesour
16 5 3217 495 2094 0.07 1611 0.02 1391 012 y 1 15543 -
17 5 3545 -0.38 21.04 0.05 16.15 002 1372 008 y 1 130415 -
18 5 2069 -1271 20.85 0.06 16.24 0.02 1420 013 y 1  1.75%43
19 5 2405 456 21.29 0.05 16.65 002 1428 008 y 1  1.79§%% 227705
20 5 2326 -270 2212 0.13 17.04 0.02 1424 010 y 1 1 — 007833

Notes. @ Positional dfset in right ascension and declination relative to the AO guide star Q2 &RLA:46:14.690, Dec= -28:49:40.71 [J2000])? L’-magnitudes are corrected
for the L’-band zeropoint fisets found in the CCD<9 Excess candidates with error bars reaching into thesBvelope in the CCD (see Fig. 5.3) are indicatedfy= —1.

@ Flag indicating whether the photometry of the respective excess candiigtiebe dfected by close neighbours, PSF halos or background noise. Exaadisiates whose
photometry is most likely not biased by theskeets are indicate bfyno = 1. Sources where such an influence can not be excluded are flaggedalue of -2 or, if they feature
a definitel’-band-excess, byt = —1. One source is disregarded as excess candiflate< 0) as its photometry idsL’ is considered unreliable.
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5.3 Completeness

In order to estimate thé&’-band completeness of the excess candidates in the Quintuplet cluster,
artificial star experiments have been performed for all idudatasets. Artificial stars were inserted at
the same position as for the completeness determination &fthand data and with artificial colours
of Ks— L’ = 1.2 mag which are appropriate for the cluster MS. This ensures that thel saatipling

of the recovery fraction for thé’-data is equally well as in thKs-band (cf. Sects. 3.3 and 4.1.3)
Artificial stars in the magnitude range83< L’ < 19.3mag (Field 1) or 8 < L’ < 20.8 mag (Fields

2, 3, 5) were inserted using the IRA¥gdstarroutine. In total 50400 artificial stars were inserted into
the L’-images of Fields 2 and 3, where each generated star field containedtifi@tabstars. For
the largest of the four Quintuplet fields, Field 1, the total number of artifatais was 77300, while
for Field 5 which was spatiallyféset inL’ relative to theKs-band data of this field (see Sect. 5.1.1)
the total number of artificial stars was 37000. The source detection wisrped with thedaophot
package applying the same parameter settings and the same PSF as fortlhésmigce extraction
of the respective field.

For consistency with the performed data selection based on the formahpétoioerrors provided
by daophot(see Sect. 5.2), all recovered artificial stars with formal photometricsetanger than
0.09 mag were treated as not recovered. As for the completeness determinati@ other bands
(see Sect. 4.1.3.1), an additional selection based on fieeatice between the inserted and recovered
magnitudes of the artificial stars was applied (see Fig. 5.4). The selectieriarr to reject stars
with recovered magnitudes strongly deviating from their inserted magnitudesgain chosen to be
magnitude dependent, such that the maximum allowed absolute magnifiederdie was.@5 mag at
the bright end and.8 mag at the faint end. A fit to the standard deviation of the magnitutkreince
times 2.5 was used to interpolate between this lower and upper boundartp Degrevious selection
based on the formal photometric errors the impact of this second selectiathés small with a
maximum decrease of the recovery fraction of 3% for Fields 2, 3 and B.t®the increased scatter
of the magnitude dierences for Field 1, which is probably caused by the larger number stieclu
stars in this field, the maximum decrease of the recovery fraction due theeaohgegection is 8%
(1475 < L’ < 1525 mag), but less than 4% for brighter magnitudes. The average comieteiti@n
magnitude bins of @5 mag is shown in Fig. 5.5. The magnitude dependence of the completeness is
very similar for Fields 1, 2, and 3 within the magnitude range occupied by tessxandidates while
only Field 5 seems to be slightly less complete.

The set-up of the artificial star experiments allowed to determine the combimepleteness in
KsL” for stars on the cluster MS. As only excess candidates which are pmogt@n members are
used to determine the fraction of excess candidates in the cluster, the &sgificieatalogues for the
four L’-band datasets were matched with the respective combined artifictadind catalogues (cf.
Sect. 4.1.3.1). Only those artificial stars recovered in the artificial stariments for thel’- and
both epochs oKs-band data were considered as re-detected and marked accordingdycontibined
KsL’ artificial star catalogue. It turned out that the combined completendségl inis limited by the
depth of thel.’-data and the applied error selection. Within the magnitude range of thesesamases
(1310< L’ < 14.99 mag) the maximum fterence found in all fields between the mean completeness
in L’ and the mean combined completenes&ih’ is only 3%. As the colouKs — L’ = 1.2 mag
of the artificial stars inserted into thé-band images of the four Quintuplet fields corresponds to the
colour of the MS cluster population, it is bluer than the colour of the neaatiedl excess candidates.
By applying the combined completenessigl’ to the excess candidates their completeness is hence
slightly underestimated, but as the combined completeness is almost completelatdoitig the
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Figure 5.4: Magnitude dfference of the inserted and recovered artificial stars witm#&b photometric errors
<0.09mag plotted vs. thé&’-band magnitude for all observed fields. Theoffsets required to shift the
distribution of non-excess sources onto the line of reduem the CCDs was applied. A spline interpolation
of the median of the magnitudeftéirence (red line) and the criterion to reject recoveredsdtased on the
magnitude dierence (blue line) are shown as well.

completeness ih’ this bias is negligibl&

8The artificial star experiments had been performed bdftiefsets were found in the CCDs (see Sect. 5.2). While due
to the small zeropointféset inL’ the colours of the inserted artificial stars for Fields 2, 3 and 5 still resetihbleolour
of a MS star, the colour of an artificial star inserted into the combined imBBeldl 1 is actually by ®7 mag redder
than the MS and corresponds to a weak excess source. Hencengaltydbe combined L’ completeness for Field 1
resembles the completeness of an excess source more closely thiam ddner fields, but the actual impact of this is
negligible as the completenesslihand the combine#L’-completeness are almost identical.
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Figure 5.5: Average completeness of artificial stars vs. the respettiMeand magnitude: Field 1 (black
crosses), Field 2 (blue diamonds), Field 3 (red trianglE®Id 5 (green boxes). The dashed vertical lines
enframe the magnitude range of excess candidates (seeS3@ctvhile the star symbols drawn in the colour
of the respective field indicate the magnitudes of the intligl excess candidate.

5.4 Excess source fraction

All 17 stellar sources providing evidence in the CCD for near-infrasextes among the Quintuplet
proper motion members are regarded as excess candidates. Fiftees exudidates are considered
and referred to as excess sources in the following as their errorstdeauh into the 3-envelope
(ferr = =1 in Table 5.2) and their photometry is either considered reliable in all barttieypshow an
unambiguous excess Ks — L (fohot =1 or—1).

The 90%L’-band completeness limit of Field 1, the most completelataset, at.” = 14.0 mag
corresponds to a stellar mass on the cluster MS of aboMglWhich is above the upper end of the
masses estimated for the excess candidates. At the faint limit of the exoelédatas in the’-band
the reference sample of cluster stars is hence highly incomplete and detegrihi@iexcess fraction
using the sample of cluster stars detected in all badgsK L") would overestimate the percentage
of excess candidates (cf. Sect. 3.3 in Stolte et al. 2010). Instead,shar & be included in the
reference sample it is only required that it is detectediiKs. The reference samples for Fields 1, 2,
3, and 5 consist of MS stars and evolved stars from the respectiteralismber samples established
in Chapters 3 and 4. A few excess candidates are contained in the chrsigles as their colours in
H-Ks (Field 1) ords—Ks (Fields 2, 3, 5) are within the applied colour selections for cluster members.
These excess candidates are excluded from the respective cefes@mple. Although the CCD of
Field 2 contains also stars within the area with supposed increased locatiexti(see Sect. 5.2), a
reliable member sample only exists outside of this area (cf. Sect. 4.3.1.3 ard1Aij. Fortunately,
the two excess sources in this field are located outside or just inside thelest@rea, such that the
member sample of Field 2 as established in Sect. 4.3.1 can be applied. Due to tiiridealmit
of the proper motion member samples of the outer fieldssat 17.5mag, the reference sample of
cluster stars for Fields 2, 3, and 5 is incompletefge 21.5 mag. In contrast, for Field 1 due to the
fainter limit of the proper motion membership sampl&at= 19.0 mag, the reference sample covers
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Table 5.3: Average completeness values of the sample of cluster stdrafdhe excess candidates.

Cluster sample Excess candidates
Field  JsHKscompl2 JsH compl? KL’ compl®  JsHKsL’ compld
1 0.88 0.84 0.92 0.78
2 0.92 0.90 0.93 0.83
3 0.87 0.90 0.90 0.81
5 0.94 0.90 0.87 0.78
1 (all) 0.84 0.82 0.84 0.69

Notes. ® The stated completeness value of the reference sample of cluster #iaravsrage of the individual completeness
values of stars witlls < 21.5mag (Field 1, 2, 3, 5) ods < 2225 mag (Field 1 (all)) ® Average completeness as derived
from the combined artificial star catalogueJgH in the appropriate magnitude range of excess candidates (cf. foofnote 9
The applied magnitude ranges are@x Js < 21.50 mag for Fields 1, 2, 3, 5 and 2@ < Js < 22.25 mag for Field 1 (all).

© Average completeness as derived from the combined artificial stdogatainKsL’ in the appropriate magnitude range
of excess candidates (cf. footnote 9). The applied magnitude rangd880 < L’ < 14.36 mag for Fields 1, 2, 3, 5 and
1310 < L’ < 1499 mag for Field 1 (all)© Average completeness of the excess candidatdgHisL’ determined as the
product of the average completenesgdH and the average completenes«it.’.

the full magnitude range of the excess candidates dowg £022.25 mag, which corresponds to the
faintestJs-band magnitude (including the photometric emqr) and hence the minimum mass of all
excess candidates. To determine the overall excess fraction in the ¢hestgrictJs-band limit at
21.5mag had to be applied to the cluster sample and the sample of excess carfdidaliefelds
including Field 1. This limit excludes 5 excess sources and 1 excess agadlidm the 10 excess
candidates in Field 1 and another excess source in Field 5. It shouldelssestrhere, that the lack
of excess candidates in the outer fields with624 J5 < 22.25 mag is not introduced by thés-band
limit of the proper motion member samples in the outer fields, as those excesssawuld have
been detected albeit without any membership information based on their pnogien. The fraction
of excess candidates.f) and of excess source&y is determined relative to the sum of the number
of stars in the cluster reference sample and the number of excess tagdigafec = Nec/(Ncjus+ Nec)
and fes = Nes/(Nclus + Nec)-

In order to correct for the incompleteness of the sample of cluster staiia wébh field, their num-
ber was divided by the average value of the individual completenesssvaidsHK of cluster stars
brighter thanJs = 21.5 mag (all fields) ords = 22.25 mag (additionally for Field 1). Similarly, the
number of excess candidatesurces in each field was divided by the product of the mean complete-
ness inJsH and the mean completenesskgl’ within the appropriate magnitude ranges of excess
candidates inJs andL’®. The applied completeness values for the sample of MS stars and excess
candidate¥’ are summarised in Table 5.3.

The completeness corrected overall fraction of excess candidatesxaess sources within the
selected area of the Quintuplet cluster &re= 2.8 + 0.9% andfes = 2.5 + 0.8%, respectively. The
values offgc and fes for the individual fields are listed in Table 5.4. The fractions of excegscgs in

9 Except for the lower)s-band limit which was set to 24 mag (see above), the applied magnitude ranges are defined
by the minimum and maximum magnitudes of the excess candidatgsiml L’ including the respective photometric
uncertaintiesr,, ando - (Table 5.2). The magnitude ranges used for all fields were hen6& 20Js < 21.50 mag and
1310 < L’ < 14.36 mag, respectively. To include all excess sources in Field 1 the camphs was also determined in
the magnitude ranges of 22 < Js < 2225mag and 130 < L’ < 14.99 mag, where the faint magnitude limit iy
was also set by the faintest excess candidate in that band again acgdanis,.

0Excess candidates and sources occupy the same magnitude rdagdénce the average completeness values to correct
the number of the excess candidates and excess sources are the same
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Table 5.4:Completeness corrected fraction of excess candid&iged excess source&d) in the Quintuplet
cluster.

Fiel® nou Ned Ned fec fes
(%) (%)
All 397 10 9 28+09 25+0.8
1 224 4 3 20+10 15+09
2 52 2 2 41+28 41+28
3 49 0 0 00 0.0
5 72 4 4 63+30 63+30
1 (all) 298 10 8 P+12 32+11

Notes. @ The stated values are determined considering stars in the cluster samip&cass candidatssurces with
Js < 215mag ( Fields 1, 2, 3, 5) als < 22.25mag (Field 1 (all)). The limiting magnitude 3 = 21.5mag is set by the
magnitude limit of the proper motion cluster membership sampi& at 17.5 mag for Fields 2, 3, and 5, while for Field 1
(all) the magnitude limit atls = 2225 mag is defined by the minimum brightnessJiof all excess candidate$? The
stated number of stars in the cluster sampjg and the number of excess candid/esrcesife. andnes) are not corrected
for the incompleteness iHKs or JHK L', respectively.

Fields 2 and 5 appear to be larger than in the central parts of the clusteygtitthe excess source
fractions for Fields 1 and 2 are consistent within the large error ranigesontrast to this, excess
sources are completely lacking in Field 3, but due to the low number statistice@$®sources in
the outer fields it is not possible to decide whether this lack is of significanneto Further it has
to be considered that 7 of 17 excess candidates had to be excludedh&ahetermination of the
excess fraction, due to the incompleteness of the cluster reference sample- 21.5 mag. As for
Field 1 the proper motion membership was established even below thdfdiand limit of the excess
sources, the excess fraction of all excess sources and candid#tessfield could be determined and
was found withfec = 3.9+ 1.2% to be about twice as large as for the brigtiteband limit at 215 mag
required for the outer fieldsfd. = 2.0 + 1.0%, see Table 5.4). As with exception of Field 5, the outer
fields do not contain further excess sources at faildérand magnitudes than ZBlmag, shifting the
faint limit of the cluster reference sample downp= 2225 mag for the outer fields would hence
decrease their respective valuesfgfand fes. The trend for larger excess fractions in the Fields 2
and 5 is therefore less pronounced than could be supposed from tlieviddtees in Table 5.3. A
radial increase of the excess fraction would be expected if the nearadfexcess would originate
from circumstellar discs due to the increased disc destruction in the vicinity sdivesO and B stars.
Unfortunately, at this point it is not possible to draw a definite conclusioatkdr the distribution
of excess sources in the Quintuplet cluster shows such a trend or ntfte following section the
disc fraction in the Quintuplet cluster is hence discussed referring to #mlbfraction of excess
candidates and sources in the cluster (first row in Table 5.4).

5.5 Discussion

5.5.1 Comparison with other young stellar populations

Under the assumption that theband excess of the excess sources in the Quintuplet cluster is in-
dicative of circumstellar discs (but see Sect. 5.5.2), the valuksafan be compared with the disc
frequency found in other young clusters. In their Fig. 13, Stolte et @l{2have compiled from the
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literature the fraction oE-band excess sources for clusters dfatient ages (see Fig 5.6). As the disc
fraction is a function of the stellar mass (Kennedy & Kenyon 2009), thesvailfies of the Quintuplet
cluster which was determined for stars with> 2 M has to be compared to the disc fraction around
intermediate and high mass stars of spectral types OBA (black circles in Big Bhé fraction of
excess sources in the Quintuplet cluster.620.8% at an age of 4 1 Myr is somewhat smaller than
the disc frequency in the Arches cluster{8% at 25 Myr) and similar to the one af Ori of 4 + 4%

at 3 Myr (Stolte et al. 2010; Heamdez et al. 2007). Compared with the fraction of Herbig AeBe stars
in the sample of nearby OB associations from Hehez et al. (2005), the value & = 2.5+ 0.8%

in the Quintuplet cluster seems to be consistent with the Herbig AeBe fractioroinftthree OB
associations in the relevant age range, Ori OB1®£2.2%, age: 3 + 3 Myr) and Upper Scorpius
(8.3 = 1.3%, age: 5= 1 Myr), while in Per OB2 (age: 4-8 Myr) no Herbig AeBe stars were fihulm
summary, although the survival of primordial circumstellar discs aroundneteiate mass stars up to
the age of the Quintuplet cluster is rather unexpected, this possibility cdremti¢regarded based on
the comparison of the excess source fraction with other young stellatgpions.

A few more comparisons between the excess sources in the Arches a@uiititeplet cluster
should be made here as their fraction were derived in a consistent @akenboth constitute young
massive clusters in the GC region. The mass range of the excess sioutiteQuintuplet cluster
(2 < m< 10M,) is somewhat smaller than in the younger Arches clustet (B < 20 M) and is
hence at least qualitatively consistent with the expectation that higher masslsperse their discs
more rapidly. Excess sources in the Quintuplet cluster are on avera@d@y 0.07 mag redder in
H —Ksthan the reference sample of cluster stars. This value is slightly smaller thaure#meexcess in
H - K’ of 0.52+ 0.06 mag in the Arches clusté although the values are consistent within the errors.
Stolte et al. (2010) compared the positions of the Arches excess sanded disc-bearing Herbig
Be stars (ages1 Myr) from Hillenbrand et al. (1992) in the, H — K” CMD and concluded that the
decreased excess lih— K’ of the discs in Arches compared to the Herbig Be stars might indicate a
more evolved state, i.e. an increased depletion of their hot inner rim. Theistar@etation might
be valid for the Quintuplet excess sources, t0o. Also, the mean excéss excess sources in the
Quintuplet cluster irKs — L’ of 1.20+ 0.07 mag is somewhat smaller than the respective value for the
Arches cluster (B1 mag). Supposing the excess sources in the Quintuplet cluster (adgdiyr) are
discs, these findings indicate that the depletion of gas and dust in theiparisihas only moderately
proceeded compared to the Arches cluster (ageMgr) which is a rather surprising finding given
the age dference between the two clusters in the range of abéub®5 Myr.

5.5.2 Alternative sources of the L’-excess

AlthoughL-band excess from stars within young clusters is generally interpretadgasating from
hot dust grains in the innermost parts of protoplanetary discs, the gfoaigard interpretation of
the excess sources in the Quintuplet cluster as stars with surviving prahdiscs is problematic.
The masses of the Quintuplet excess sources as inferred frondgHEnd magnitudes in the range
from 2 to 10 M, (see Table 5.2) correspond to spectral types A5 to B2 on the zero agseaaience
(ZAMS)'2. At ages of 5 Myr, primordial discs around stars more massive thart 4l&M,, are appar-
ently missing in young open clusters and OB associations, although exoiessom at mid-infrared
wavelengths consistent with originating from debris discs can be detatfiéiduhs & Cieza 2011,

The mean excess of the Arches clustarinK’ was derived from the Arches source catalogue available onlinetat: //
vizier.cfa.harvard.edu/viz-bin/VizieR?-source=]/Ap]/718/810 using the designated excess sources and
establishing the MS sample as described in Sect. 3.3.1 in Stolte et al. (2010)

2At an age of 4 Myr and solar metallicity only stars with> 3 M, have already reached the ZAMS.
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Figure 5.6: Disc fraction vs. cluster age adopted from Fig. 13 in Staitale(2010). The symbols are scaled
to the logarithm of the cluster mass. Black circles show ike filaction around high mass stars (spectral types
OBA), while the disc fractions drawn in blue are dominatedday mass stars (see caption in Fig. 13 in Stolte
et al. 2010 for further details). The overall fraction of #aeess sources in the Quintuplet clusteb 20.8%)

is drawn in red, assuming a total mass of 20* M, (Sect. 4.4.2) and an age of4l Myr (Figer et al. 1999b).

and references therein). Due to the comparatively high density and geerdamber of luminous
OB stars, the dispersal of primordial circumstellar discs around intermedizde stars in the 4 Myr
old Quintuplet cluster is expected to proceed more rapidly than in the more ateaggvironments
provided by young open clusters. In fact, even for the younger &g atiuster (age: .2 Myr) the
finding of surviving circumstellar discs around B-type stars was sumgridue to the expected fast
disc dissipation for Herbig Be stars within 2 Myn¢ 3 Mg, Alonso-Albi et al. 2009) and the intense
external UV field produced by the numerous OB stars.

The presence of near-infrared excess from B-type stars is nataanhiguous tracer for primordial
circumstellar discs and may be offidirent origin, though. For example, stars showing the B[e]
phenomenon which constitute a variety of verffelient objects are distinguished besides the presence
of strong hydrogen and forbidden emission lines of [Fell] and [O Ip &g a strong near-infrared
excess (Lamers et al. 1998). According to Lamers et al. (1998), 44&$ may be divided into five
classes: B[e] supergiants, PMS B[e] stars, compact planetary meBgd type stars (cPNBJe]),
symbiotic B[e]-type stars, and unclassified B[e] stars. Unclassifiefl 8§es do not clearly fit into
any of the other classifications and an assessment whether they migh¢Xgamation for the excess
candidates in the Quintuplet cluster is not possible. As the excess casdidtdtie Quintuplet cluster
are all proper motion members, objects of type cPNBJ[e] and symbiotic Bles|wtach are interacting
binaries including a cool giant can be disregarded as they are muchtludaiethe Quintuplet cluster.
All excess candidates are wiky > 15 mag by at least 4 to 5 mag fainter considering the distance and
the mean extinction of the Quintuplet cluster than expected for a B[e] sapé&sdsee Fig. 1 in Bik
et al. 2006), such that these kind of sources can be excluded, agtwelPMS BJe] stars are thought
to be related to Herbig AeBe stars where the near-infrared excessdstesdo originate either from
a circumstellar disc aridr a dusty envelope (Lamers et al. 1998), but for these stars a similpity ra
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disruption of the discs as for ‘normal’ Herbig AeBe stars would be expedteerefore, stars showing
the B[e] phenomenonfier no alternative explanation in place of the survival of circumstellar discs
for the excess sources in the Quintuplet cluster.

Also classical Be stars show near-infrared excess from freesfrigee-bound emission originating
from ionised circumstellar gas which is thought to be distributed in a thin dismdrthe star (Porter
& Rivinius 2003). Based on a sample of 144 Be stars the excdés inwas determined by Dougherty
et al. (1994) to be in the colour range a00< K — L < 0.6 mag. As the only exception 51 Oph has
a particularly high excess iK — L of 1.13 mag (see their Tablé"3) which is dominated by emission
from hot dust rather than free-free emission (Waters et al. 1988&j.afd the finding of CO bandhead
emission challenges the identification of 51 Oph as a classical Be star (v&@mdker et al. 2001; Thi
et al. 2005; Tatulli et al. 2008). The typical excess of classical Bs &aignificantly smaller than the
mean excess of the excess sources in the Quintuplet cluster which arerageaby 120+ 0.07 mag
redder inKs — L’ than the MS reference sample of cluster stars. This large near-infraceds of the
Quintuplet excess sources makes it rather unlikely that they are actuabjozlbBe stars.

While primordial circumstellar discs are thought to be destroyed within 2 to 7ddgending on the
mass of the host star and the environment, mid-infrared surveys indicatgtitally-thin debris discs
around intermediate mass stars seem to be present already & addgr (Hernandez et al. 2009).
By comparing the disc fraction including primordial, transition and debris di§éise star-forming
regions in the age range from3 to 10 Myr, the authors find that for agesb Myr the disc fraction
of intermediate mass stars (spectral types B8 to FO) is larger than the frattmmmass stars (K0.5
to M0.5) and increases with time from20 to 50% which they ascribe to the formation of debris
discs. In general, debris disc ardfdring from primordial discs by a lack of near-infrared excess,
while showing excess emission at mid- and far-infrared wavelengths d¢mdy second generation
dust produced by collisions between planetesimals. Although a neareidifeacess from three debris
discs around intermediate stars in NGC 1960 (agel6 Myr) was reported by Smith & feies
(2012), the excess is — L between B and 05 mag is small compared to the pronounced excess of
the Quintuplet excess sources. Hence, assuming that the Quintuplss exceces host circumstellar
discs, they constitute rather peculiar objects whether they are constddvegrimordial or evolved
discs. On the assumption that the excess sources are coeval with thigtihestluster population and
were not formed in a second or prolonged star formation event, no priahalidcs are expected to
have survived around intermediate mass stars up to the age of the Quictuptet. But then, their
excess irKg — L’ is pronounced and significantly larger than for the debris discs within&ared
excess in NGC 1960.

In order to constrain and clarify the nature of the Quintuplet excessasturther observations are
required. Especiall)k-band spectra of the excess sources are suited to either suppoprovdithe
possibility that they are primordial discs based on the presence or &8O bandhead emission.
The emission of the first overtone bands of CO requires high densiti@Ycm2, Carr 1989) and
temperatures, conditions which are fulfilled in the inner regions (0.1 — 5Ad)rcumstellar discs
around young stars (Bik & Thi 2004). The CO bandhead emission safil@ number of intermediate
and high mass YSOs could be very well fitted by models of circumstellar disc \eiptelian rotation
(see e.g. Chandler et al. 1995; Bik & Thi 2004; Blum et al. 2004; lle®.€2013). For three excess
sources in the Arches clustd¢;-band spectra were obtained by Stolte et al. (2010) and all featured
strong CO bandhead emission which supports their identification as decsesiellar discs. While
for primordial discs around intermediate mass stars it is expected to semvérstne CO bandhead
emission in theK-band spectra, this is not the case for debris discs, as these disasamally gas

BAvailable online ahttp://vizier.cfa.harvard.edu/viz-bin/Cat?]/A%2bA/290/609.
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free, as well as transition discs. Although CO bandhead emission iMthand Qc ~ 4.7um) is
detected from transition discs around Herbig AeBe stars, the origin of thiss®n is outside of
10 AU (Brittain et al. 2009; Salyk et al. 2009). For transition discs ardotefmediate mass stars it
can hence be expected that they lack first overtone CO bandhead ensigssiothat primordial and
transition discs might be discernible based on tKelvand spectra. As the discs of classical Be stars
are ionised, no CO bandhead emission is present in Kxgand spectra which would provide an
additional criterion to judge their plausibility as explanation for the excessesin the Quintuplet
cluster.

With imaging data obtained at longer wavelengths it would be possible to conatrd study the
SEDs of the excess sources. Based on the SED slope in the mid-infraréaliexample possible to
discern between primordial and more evolved circumstellar discs (Lada2&(6; Herrandez et al.
2008) and to constrain the disc properties by fitting a disc model to the SEIIe Wi to the infrared
atmospheric window ground-based observations in the mid-infrareaaséte in theM- andN-band
(Ac = 4.7 and 1Qum, respectively), e.g. with VL/NACO, data at longer mid-infrared wavelengths
can only be acquired with space telescopes. Due to the high stellar densigy @uthtuplet fields
the spatial resolution of the longer wavelength data is required to be higlecangarable to the
resolution of the WFC3sH-band data (FWHMsg ~ 0.2”), which prevents the use of existing mid-
infrared surveys such as GLIMPSE (FWHM ~ 2", see Sect 5.1.2). The Mid-Infrared Instrument
(MIRI) on board the James Webb Space Telescope (JWST, projectezhlau2018) will be able to
cover the wavelength range from 5 to28 with an expected spatial resolution between abdzit O
and 09” depending on the wavelength At least for wavelengths 10um the improved resolution of
MIRI will suffice to avoid blending of the Quintuplet excess sources with close neighbocin that
they can be unambiguously matched with their counterparts in the existingrsivaxtelength data.
Also the next generation, ground-based, extremely large telescop€s)(&hich will be equipped
with high-order AO systems and mid-infrared imaging cameras such as MBF&AdI et al. 2010)
for the European Extremely Large Telescope (E-ELT) will be well suiteddadfy the nature of the
Quintuplet excess sources and to study the survival of circumstella idigoung massive clusters.

The spatial resolution atfiierent wavelengths was estimated as the FWHM of the modelled PSF for/BME Rvailable
online fromhttp://www-int.stsci.edu/-mperrin/software/psf_library/.
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6 Summary and outlook

The study of the stellar population of the Quintuplet cluster, a young mastivecluster with an
age of 4+ 1 Myr located at a projected distance of 30 pc from the Galactic centreserdtionally
challenging. Because of its large distance~d kpc, high resolution imaging data are required to
resolve the cluster population beyond its brightest members. For graswattmbservations afiid
cient resolution can only be achieved by large telescopes (mirror diameBan) equipped with an
adaptive optics system. As the Galactic centre is obscured at optical wagtreddoy molecular clouds
and dust along the line of sighty( ~ 30 mag), data at near- or mid-infrared wavelengths have to be
obtained. A further complication arises from the rich field population whistit,ia comprised mostly
of stars from the Galactic bulge with a comparable distance as the clustershmagar colour in the
near-infrared as the cluster population. Cluster and field stars cae mehde discerned by their
colours alone. As the Quintuplet cluster is less concentrated as e.g. thesAtlaster also located in
the Galactic centre environment, the study of its stellar content above a femnsasses requires an
additional éfective mean to establish a clean member sample. The primary criterion to dikcsten ¢
and field stars applied in the presented work is based on the common bulk miati@nctuster stars
with respect to the Galactic field. From the established unbiased member saenmlegént-day mass
function of the Quintuplet cluster and the circumstellar disc fraction couldebiget.

Cluster sample The thorough analysis of near-infrared observations of the Quiritaplster ob-
tained at the Very Large Telescope with the NAOS-CONICA instrumentigirny adaptive optics
corrected data with a resolution close to thérdction limitt and high astrometric accuracy consti-
tutes the basis of this thesis. The central part of the cluster was covetddeaouter parts probed out
to distance of Z pc from the cluster centre by four connected fields, as it was the ¢tted presented
study to measure the mass function slope within a large radial range, idetttytbe tidal radius of
the cluster. Each field was observed twice in Kaeband with a timebase of.3yr (outer parts) or
5.0yr (cluster centre) between the respective two epochs allowing to deeeth@nndividual stellar
proper motions. Due to the lack of an absolute frame of reference, tpemmwtions were measured
in the cluster rest frame. It should be noted here that the uncertainties détlved proper motions
are higher than the expected internal velocity dispersion &&m/s) of the cluster and therefore in-
ternal motions are so far not resolved. The proper motion membershiglofséar was established
based on its position in the proper motion diagram. Although stars as fat:ad9 mag £€1.4 M)
can be readily detected, the proper motion member samples are restrittecktd9 mag (central
parts) andKs < 17.5mag (outer parts) due to the strong increase of the proper motion untiegtain
towards fainter magnitudes. As for the field covering the cluster centrertip@ipmotion uncertain-
ties increase strongly towards larger radii, only stars in the area witki®.5 pc from the centre of
this field are used to derive the properties of the central part of the cléstethe central part of the
cluster, all stars within 2 from the origin of the proper motion diagram, i.e. the cluster rest frame,
were selected for the proper motion membership sample. In the outer pantsobdisker the selection
of a valid radius as membership criterion was complicated due to the overlap dister and field

1The dfifraction limit for an 8 m telescope in thés-band is about @77. The full width at half maximum of the point
spread function was 0.1” for all NAOS-CONICA datasets in thi€s-band (see Tables 3.1 and 4.1).
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star distributions and the decline of the fraction of cluster stars towards leligster radii. Therefore,
even close to the origin of the proper motion diagram the contribution of thediald was found

to be significant. In the three outer fields, a kinematic fit to the cluster and tdesfar distribu-
tions in the proper motion diagram by two bi-variate Gaussian distributions gtasnined with the
expectation-maximisation algorithm, and the probability of a star to be part ofubkeecdistribution
was calculated. The advantage of this procedure is that the spatial padigostar relative to the
cluster centre as well as its individual proper motion uncertainty can uated for and influence

its membership probability. As additional benefit, the performed kinematic fit altovestimate the
bulk proper motion of the cluster with respect to the Galactic field. From thendistbetween the
peak positions of the fitted cluster and field star distributions, the bulk prop&on was found to

be 128+ 17 km/s which combined with its radial velocity yields a three-dimensional space mdtion o
the cluster of 164 17knys. The membership criterion, i.e. the minimum value of the membership
probability for a star to be considered as a cluster star, was chosahdraaesynthetic proper motion
diagram designed to resemble the measured proper motion diagram oftbeeafer fields (Field 2).
This membership criterion minimises the fraction of misidentified (lost) cluster startha number

of contaminating field stars in the member sample at the same time.

However, due to the overlap of the field and cluster distributions in the propé&on diagram,
a residual contamination of the proper motion member sample by field stars isidetate. Espe-
cially for the outer parts of the cluster, an additional refinement of the clgat@ple by a colour
selection was required. In combination with tke-band data, the necessary colour information was
either provided byH-band data obtained with NAOS-CONICA or in the case of the outer fields by
HST/WFC3 data in thels-band which allowed to construct the colour-magnitude diagrams of the
individual fields. The presence of blue foreground stars, preslynmadéin sequence stars from the
Galactic disc, as well as red clumps stars and red giants in the colour-magdiagitams of proper
motion members showed that some field stars cannot be distinguished frolagtes stars based on
their proper motion alone. Because of their blue or red colours theseiat§igld stars in the proper
motion member sample could bffectively distinguished from cluster main sequence stars. The clean
membership sample contained in total 603 cluster Stfrevhich 349 stars wittm > 4.7 M, (exclud-
ing WR stars) entered the derivation of the present-day mass function withihl pc.

Present-day mass functiomitial and present-day stellar masses were inferred from the intersection
of the line of reddening through the position of the respective star in theicolagnitude diagram
with an isochrone shifted to the Galactic centre distance of 8 kpc. By thisagiprthe individual
extinction of each cluster star could be accounted for. To study the impdidterent cluster ages and
different sets of stellar models on the mass function slope, masses werel diemiiethree Padova
isochrones with ages of 3, 4, and 5Myr (Marigo et al. 2008) and a 4G®meva isochrone (Leje-
une & Schaerer 2001). Théfect of using isochrones offtierent ages and flierent underlying stellar
models on the mass function slope was found to be rather small, i.e. withinssb&dex from the av-
erage slope value derived from the four isochrénésorder to avoid biases introduced by mass bins
containing a low number of stars, an equal-number binning scheme assptbpyp Maz Apellaniz

& Ubeda (2005) was applied for generating the mass function, such tfatress bin contains the
same number of stars. The mass function was determined in three radied raagwithin the central
part ¢ < 0.5 pc) of the cluster and two annuli fromg@)- 1.2 pc and 12 — 1.8 pc, respectively. It was

2This number contains all cluster members located in the outer figlds (17.5 mag) and the cluster members from the
central part of the clusteKg < 19.0 mag) after application of the colour selectionliy+ K (see Sect. 4.4.1 for details).
3In the following only these average values (see Table 4.15) are déxtuss
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also derived within an enlarged outermost annulus withd r < 2.1 pc to include another bright
cluster member. As the outer fields cover only a part of the two annuli aedadthe gap between
the central part of the cluster and the inner annulus, a correction forotheovered areas had to be
applied in order to determine the overall mass function of the cluster withit..8 pc orr < 2.1 pc.

The present-day mass function of the Quintuplet cluster in the approximaterarage from 4 to
40M,, is found to be top-heavy in its central parts with a sfopkay,, = —1.7 + 0.1, compared to
the canonical initial mass function slope-e2.3. Towards larger radii, the present-day mass function
steepens moderately in the first annulus with a slope 9 + 0.2 and approaches witl,, , =
—2.1+0.3 the canonical slope value in the second annulis<€Ir < 1.8 pc). If the outer radius of the
second annulus is increased t& @c, the derived slope is steeper with,, = —2.4+ 0.3. The overall
value of the present-day mass function slope29 + 0.2 withinr < 1.8 pc and-2.1 + 0.2 within
r < 2.1pc, respectively. Such a radial trend which is indicative of mass gatijpe is commonly
observed in young massive clusters. The present-day mass funcierokhe Quintuplet cluster was
compared in detail to the present-day mass function slope of the youngfee#eluster (age.2Myr)
which is located in the same region. The Quintuplet cluster is not only sigrifidass dense than
the Arches cluster, but also its radial extent with a flattened present-des/fmaction is much larger.
For example, the slope of the Arches cluster is consistent with the cansiupalalready in the radial
range (2 < r < 0.4 pc, and for larger radii (@ < r < 1.5pc) withan,,, = —3.2 + 0.2 significantly
steeper than the slope of the Quintuplet cluster even in the outermost afh@us r < 2.1 pc).

As numerical models from the literature customised to the Arches cluster intlheatthe expected
expansion of its half-mass radius between its current age5d¥1¢r and the age of the Quintuplet
cluster of 4 Myr is only about .Q pc, it appears unlikely that both clusters were born with similar
initial properties, but instead that the Quintuplet cluster formed alreadgtegentrated.

If the measured mass of the Quintuplet cluster within 2.1 pc is corrected for completeness and
the areas not covered by observations, and extrapolated dows b, Qits total present-day mass
amounts to 2 + 0.3 x 10 M, which is on the same order as the total mass estimates of the Arches
cluster and NGC 3603. As the Galactocentric raditsof the cluster is not well constrained, its tidal
radius is also uncertain and ranges betwe@nd 36 pc forrgec = 30 — 200 pc. Whether the mass
function probes the whole bound population of the cluster or not is therefut clear.

Near-infrared excess source§:he combination of thelsKs photometry of the membership sam-
ple with NAOS-CONICAL’-band data obtained for all Quintuplet fields, enabled the search for nea
infrared excess sources among the proper motion members to assessémeeiof surviving circum-
stellar discs in the cluster. Excess candidates were identified based opdsition in theJs — K,

Ks — L’ colour-colour diagrams and were required to deviate by more tlwafrd@n the line of red-
dening of MS stars, wheke is the standard deviation of the distribution of stars without excess. After
excluding evolved stars, the fraction of near-infrared excess sstiocKs < 17.5 mag was found to

be 25 + 0.8%. The estimated masses of the excess sources are between 2Mgd.&0 the excess
sources constitute mid A- to early B-type stars. The excess source fraci®compared to the disc
fractions of stars of spectral types OBA in other young clusters as waksociations and found to be
generally consistent. As the survival of primordial circumstellar discgratantermediate mass stars
up to the age of the Quintuplet cluster is unexpected, especially if the intendieldVh the cluster
due to the large number of luminous OB stars is considered, possible altereglanations for the

4The subscript i, indicates that the stated slopes were determined by fitting the present-dayunation constructed
from initial stellar masses.
5Due to their uncertain present-day masses WR stars and LBVs are hutdddn this mass estimate.
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detected near-infrared excess such as Be stars, stars showingiph&jomenon or evolved stellar
discs were discussed.

Outlook: The next steps following the presented study towards a more completestarmiéng of
the Quintuplet cluster include the inference of its possible formation locussti@ining its initial
properties and future evolution and follow-up observations to clarify gtere of the detected excess
sources. Using the estimated three-dimensional space motion of the clustebjtiia the gravita-
tional potential of the inner Galaxy can be determined in dependence aithen-day Galactocentric
distance of the cluster in a similar way as was already done for the ArctaterclBy tracing the orbit
back in time, the location of the Quintuplet cluster in the Galaxy at the time of its bintheastimated
which might help to constrain possible formation scenarios. The orbit ofltistec extrapolated into
the future may also help to determine how long the cluster will survive in the Gatantre potential.
The clean membership sample of the cluster and its measured present-ddymoass can be used
as input for customised numerical models of the Quintuplet cluster set comsbrain its initial prop-
erties including its initial mass function. Such a study was already perforaratié¢ Arches cluster
(Harfst et al. 2010) and is currently conducted by the same group doQthintuplet cluster. Future
observational studies of the cluster might also go for a more complete gevefrthe cluster reaching
out to larger distances from the cluster centre, allowing for a determinatids extent and shape.
However, especially the later point might not be possible to achieve withige@ptics systems using
a single guide star such as NAOS-CONICA. Although the high resolutitares by this instrument
is indispensable in order to derive proper motions withfacent accuracy, the strong dependence of
the adaptive optics performance from the guide star distance imposes limitatithesarea covered
by a single field. In order to measure proper motions in the reference frathe cluster to establish
a proper motion sample requires dfstiently large number of cluster stars within the observed field
and hence an instrument with a large field of view which simultaneously ctweduster centre and
the outskirts. Instruments which fulfil these requirements are the WFC3 aaonbpard the Hubble
Space Telescope and supposedly next generation multi-conjugatevadagics systems providing
adaptive optics correction over a large area. To shed light on the offighe mear-infrared excess
produced by some intermediate mass members of the Quintuplet cluster addibieralations are
required. Especially the detection of first overtone CO bandhead emisskoispectra which could
be obtained with SINFONI at the Very Large Telescope would suppordigteorigin of the excess.
Observing the excess sources also at mid-infrared wavelengths wimidi@ construct the spectral
energy distributions and distinguish between primordial and evolved citellarsdiscs. However,
no instrument capable of observing at wavelengthE0um with the necessary spatial resolution is
currently available.

In summary, the present-day mass function of the Quintuplet cluster is top-lire its inner parts
and steepens towards larger radii as expected for a dynamically evalwsdr. It is very probable
that the steepening of the mass function with radius continues bayen# 1 pc, but this has to be
verified by future studies. Although a final conclusion depends on gus#al numerical models of
the cluster, it is likely with regards to the results for the Arches cluster thatla¢sQuintuplet cluster
was formed with a standard initial mass function. If this is confirmed, the implicatios that even
under the extreme conditions experienced in the Galactic centre envirortaueforsation proceeds
in a surprisingly normal fashion contrary to expectations.

The presence of near-infrared excess sources albeit constituting arinor fraction of the inter-
mediate mass cluster stars deserves closer attention and follow-up dlosergat-out to confirm or
disprove their nature as disc-bearing stars. Providing that the exdeskeéx caused by circumstel-
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lar material, it would be exciting to determine whether the excess sources hoosrdial, evolved
or even secondary discs. The knowledge of the evolutionary stage dligbs could help to assess
timescales for primordial disc destruction in young massive clusters.
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A Proper motion uncertainty (appendix for
Chapter 3)

Appendix A is a reproduction of Appendix B of the following publication:*

The present-day mass function of the Quintuplet cluster based onrpper motion membership;
HuRmann, B., Stolte, A., Brandner, W., Gennaro, M., & Liermann, A. 2012, A&A, 540, A57,
reproduced with permission ©ESO.

The uncertainty of the proper motion in the east-west, () or north-south direction ¢,) are
computed as

1
s - [ 2 2
Thacost) = Tux = A¢ \/ 72003 7 Tx.2008 * Ttransx (A.1)

and

1
_ _ T 2 2 2
Ops = Oy = Al \/0'y2003+ 0y 2008+ Ttransy - (A.2)

The uncertainties of the position in the x- (east-west) and y-direction @soxith) in the proper
motion plane (see Fig. 3.6) are denotedagear andoy year, respectively, and are the standard errors
of the three independent measurements of the position of each star in thadxikary images (see
Sect. 3.2.4). The residual rms deviations in the x- and y-direction of theefeic transformation,
which is used to map the positions of the 2003 epoch onto the correct positittres2008 epoch, are
Otransx aNotransy -

The proper motion membership criterion is derived from the total proper moton /,ufl cosg) T ,ug
(see Sect. 3.4.3). The uncertainty of the combined proper motjos therefore

1
_+ [ 2 2 2 2
Th = At \/ O p0s2003 T 9 pos2008 T Ttransx t Tiransy » (A-3)

where the astrometric uncertaintyosyear is the average of the positional uncertainties in the x- and

y-direction,
Ox,yeart Oy year

O posyear = f > (A.4)
(see Sect. 3.2.4).

1Equations A.1, A.2, and A.3 were corrected by adding the missingrfatity At (At: timebase).
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B Assessment of the remaining contaminants
In the cluster sample (appendix for
Chapter 3)

Appendix B is a reproduction of Appendix C of the following publication:

The present-day mass function of the Quintuplet cluster based onrpper motion membership;
HulRmann, B., Stolte, A., Brandner, W., Gennaro, M., & Liermann, A. 2012, A&A, 540, A57,
reproduced with permission ©ESO.

After the proper motion member selection and the additional colour-cut leaddmplied (see Sect. 3.5),
6 M,K supergiants remained in the cluster sample and could only be removadseetheir spectral
type is known from the LHO catalogue. In order to study the influence afdridield stars in the final
cluster sample on the MF slope, their number was estimated in the mass rangegrompagamyr <
40.0 Mg. The minimum mass of.8 M, corresponds to the minimum mass entering the mass function
for the 4 Myr Padova isochrone, while the upper mass boundampajsmyr = 40.0 M, is chosen
such that for all stars with higher masses the spectral type is known afidgheuster sample can be
considered clean. This mass range was splitted in six mass bins with eqriabspad-band (see left
panel in Fig. B.1, tilted lines). About 70% of all cluster members residing withértlihee uppermost
bins (bins 4 to 6 in Table B.1mpagamyr > 180 My) have a unique counterpart in the LHO spectral
catalogue (see Fig. 3.9). The estimation of the number of contaminating fiedahgtaamong stars
without a spectral classification within bin 4 to 6 can therefore be basedeoknibwn number of
M,K giants in each bin (Appendix B.1). Due to the lack of spectral identificatinrthe mass range
Mpagamyr < 18.0 Mg this is not possible for the bins 1 to 3. The assessmentgf within these
bins relies on the ratio of the number of field stars which are removed dueitgd¢becolour to the
number of field stars identified by their proper motions in the same coloueri@eg Appendix B.2).
The MF slope is then re-determined after randomly selecting and removingttheated number of
contaminants within each mass bin from the final cluster sample (Appendix B.3).

B.1 Estimation of ncone for mpaga myr > 18.0 Mg

50 stars out of a total of 568 stars in the final cluster sample have a urmaguéecpart of spectral
type O or B in the LHO catalogue. Further 13 stars can not be assignedbiqausly to early
type sources in the spectral catalogue. The ambiguous assignmentsstosthis are caused by the
higher resolution of the NACO datasets such that several stars in theditadédgue are the potential
counterparts of one source in the LHO catalogue (these stars are nigrkedX-cross in Fig. 3.9).
For the bulk of cluster members within the high mass bins (4 to 6) the spectralaypé&nown. The
6 M,K supergiants, which were excluded from the final cluster sampléoeaged in the same region
of the CMD. Therefore, the estimation of the number of contaminants amongatsensthout known
spectral type can be based on the ratio of the number of known M,K saptgy k to the number
of spectroscopically classified early type stags (ST stands for spectral type) in the respective bin.
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Figure B.1: Left panel: Colour-magnitude diagram of stars classifidokdsnging to the field according to their
proper motion (dots) and of stars removed from the membepkabased on their colour or known spectral
type (triangles). Field stars which could only be discerdeeé to the knowledge of their spectral type are
additionally drawn as diamonds. The vertical, short-dddime and the second isochrom&( ¢, = 2.89 mag,
long-dashed line) indicate the position of the blue and élgecolour-cut (see Sect. 3.5). The tilted lines, equally
spaced irH-band, are lines of reddening according to the extinctisndéNishiyama et al. (2009) and are the
boundaries of the bins used to estimate the residual congimin of the member sample. The estimation was
performed in two dierent ways for bins 1 to 3 (counted from bottom to top, sold) and for bins 4 to 6
(dashed lines). Right panel: Ratio of the number of expectedaminating field stars in the member sample
after proper motion selection and colour-cut to the numberluster members for the respective mass bin
(see right panel) plotted vs. the initial mass as determirad the 4 Myr Padova isochrone. The number of
contaminating field stars for the first three bins (solid) &rdhe bins 4 to 6 (dashed) are estimated according
to Appendix B.2 and Appendix B.1, respectively.

For each of the bins 4 to 6 the numbers of stars in the final cluster sample wiijeuhst), an
ambiguousitampsy) and without assignmeniysT) to a source in the LHO catalogue are determined.
The number of stars with an ambiguous assignment within each bin is distribm@tgast and
NnosT. FOr example two stars in bin 6 are potential counterparts for the WR-stanwiitiver 47 in the
LHO catalogue. As only one of the two stars is the true countemparandnyest are both increased
by one. If the two stars would reside in twdfdirent binsnst andn,estwould be each increased by
0.5 in both bins.

The number of hidden M,K supergiantgdnimk ) among the stars of the final cluster sample without
or with ambiguous spectral identification within the bins 4 to 6 is the ratio of the nuaili@entified
M,K giants (w ) in the respective bin (see left panel in Fig. B.1)tg timesnpost

Nm K
Nno,ST - (B.1)
Nst

NcontMK = Neont =

These numbers are stated in Table B.1.
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Table B.1: Estimated remaining contaminations in the cluster meméepe after proper motion and colour
selection.

R f
Bin No. Mmin®  Mmnad nf,red,ccb nf,redpmC nf,withinccd Neont®  Mmk' Mm?  Neont/Nm?

(M)  (Mo)
1 4.6 7.6 6 17 41 15+72 110 013+ 0.07
2 76 119 7 26 33 8+41 47 Q19+ 0.09
3 11.9 18.0 5 35 38 B+27 41 Q13+0.07
4 18.0 26.3 H+18 3 33 017+0.21
5 26.3 34.6 0+08 2 25 012+0.11"
6 34.6 40.0 B+04 1 12 011+ 0.08"

Notes. @ The initial masses refer to the 4 Myr Padova isochrone (Marigo et aB)2@0 Number of field stars removed
solely by the red colour-cut (see left panel Fig. B.%) Number of field stars removed based on their proper motion, but
redder than the red colour-cuf) Number of field stars removed based on their proper motion within the bidi¢ghe red
colour-cut.® Estimated number of contaminating stafsNumber of spectroscopically identified M,K supergiants within
the proper motion member sample after the colour-EutNumber of proper motion cluster members after the colour-cut.
Unlike in the final cluster sample, the spectroscopically identified M,K gjigets are not removed” The number of
contaminants includeg,,n; andny k (see text).

B.2 Estimation of neont for mpag,a myr <18.0 Mg

For stars fainter than abott = 155 mag the cluster membership of a star in the final cluster sample
could not be confirmed by its spectral identification in the LHO catalogue arg/ifsee Fig. 3.9)
and the number of residual field stars hidden in the final cluster samplentab® estimated. The
estimation ofncont for stars withmpagamyr < 18.0 Mg, uses the field stars outside the colour-cuts (see
Fig. B.1, black triangles), to assess the ratio of the number of field starshwale removed from
the cluster sample solely due to their colour, to the number of field stars, wieiciraady identified
because of their proper motions. The field stars removed by the blue amddtmlour-cut (see
Sect. 3.5) belong to fferent populations, though.

Stars with colourdd — Kg < 1.3 are likely main sequence foreground stars located in the Galac-
tic spiral arms. As these stars are co-moving with the disc wi#l©90 knys and hence posses similar
proper motions as the cluster, it is not possible to discriminate these stadsdvetbeir proper motion
alone. However, they are verytectively removed by the blue colour-cut, as their colours due to their
smaller distance and, therefore, lower extinctioffiedifrom the colour of stars in the inner bulge. In
fact, for the mass bins 1 and 2 the number of presumed foregroundvgtéch, are rejected because
of their blue colour, is equal to or exceeds the number of blue proper muimmembers by a factor
of five. At least for the lowermost mass bin cluster and foreground atansore fectively discerned
based on their colours than on their proper motions, which significantlyaeescthe estimated num-
ber of contaminants for the respective mass bins. But because of thetdistiour ranges of stars in
the final cluster sample and blue foreground stars from the spiral arms indhks range used for the
PDMF derivation (see Fig. 3.8), a significant contribution of foregrbstars to the residual contam-
ination of the final cluster sample is not expected. Therefore stars léiedilue colour-cut are not
used to estimate the remaining contamination, as this would overestimate the nucdigaafinants.

Otherwise, the bulk of stars located in the Galactic bulge experience a similager extinction
as the cluster (see right panel in Fig. 3.8). Bulge stars, which due to trggrd@amber constitute the
dominant source of contaminants for lines of sight towards the Galactice¢cema hence harder to
discern from the cluster by their colour, but because of their randonnizeabn and systematically
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lower velocities (see Fig. 3 in Rich et al. 2007) they are more easily remagvételproper motion
membership criterion.

To estimate the number of residual contaminants in the cluster sample for binswletth&refore
use the red sources in the field star CMD. Within each of the mass bins 1 to Ruriger of field
stars removed based on the red colour-opi(icc) is divided by the number of field stars in the same
colour-range identified by their proper motiam eqpm). This ratio is then multiplied with the number
of field stars between the red and blue colour-cut in that mass\arn cc) to retrieve the expected
number of contaminating field stars in the cluster sample:

Nf redcc
Ncont = ——Nf withincc - (B.2)
Nf redpm

The estimated numbers of contaminamis,; within the three mass bins are stated in Table B.1 (bin
number 1 to 3).

The ratio ofneent to the number of cluster membarg (including the 6 known M,K supergiants) is
drawn in Fig. B.1 (right panel) for all mass bins (solid for bins 1 to 3, ddgbebins 4 to 6). As for
bins 1 to 3ngen; refers to the total number of contaminants after proper motion and colowtieale
the number of identified M,K supergianig k is added to the estimated number of hidden field stars
Necont fOr the bins 4 to 6. The error bars follow from error propagation assgifgisson errors for the
number of identified M,K supergiants and cluster members in each mass binatids.on/Nm are
consistent for all mass bins within the uncertainties, with an expected aesigual contamination
of {(Ngont/Nm) = 14 + 5%.

As explained above we expect to overestimatg; if stars left of the blue colour-cut are as well
taken into account for the derivation nfyn, but we state the retrieved values for completeness. The
usage of recnd blue sources leads to considerably larger valuagf for the mass bins 1 and 2,
yielding 251 + 10.4 and 98 + 4.3, respectively (see Table B.1 for comparison). The madigy nm
for these two bins is raised toZB + 0.10 (bin 1) and @1+ 0.10 (bin 2), which slightly increases the
average residual contaminatiafMeony/Nm)y = 16 + 5%.

B.3 Influence of hidden field stars on the mass function slope

The influence of the contaminants on the mass function slope was studie@ fmiags function de-
rived for the 4 Myr Padova isochrone. Within each massitig,: stars, withneen; being the estimated
number of contaminants in the respective mass bin, were randomly seledteenaoved from the
final cluster sample. For the bins 4 to 6 only stars without spectral identificai@re selected and
removed, whereas at least one star of each LHO number occurring faltHimal cluster sample
remained in the cluster sample. The mass function was then derived in the sgnas ¥or the full
sample (see Section 3.7) using equal number bins (Method A).

To account for the error af.on, the removed number of contaminants in each bin was independently
varied between the three valuggnt — ANcont, Ncont aNd Neont + ANcont. FOr each combination of the
removed number of contaminants per bin the random selection and remavaioivas repeated 100
times. The retrieved mass functions slopegry in the range betweenl.74 and-1.50. The mean
value of all derived slopes is1.63, which is the same slope as derived using the best valog,gf
for all bins. In general the mass function slope flattens for a larger tataber of removed stars,
as the number of estimated contaminants (and the respective errorsy@xteaards lower masses.
The steepest slopes are naturally derived for combinations wheretiheofahe number of stars
removed in bins 1 to 3 to the number of stars removed in bin 4 to 6 is largest. Epesteetrieved
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slope of-1.74 + 0.09 is still well contained within the errors of the MF slope for the 4 Myr Padova
isochrone derived without accounting for residual field stars (-1.68 + 0.09). On the other hand,
the flattest slope-1.50 + 0.09 is considerably flatter, although the ranges of the formal fitting errors
still marginally overlap. The mass function slopes reported in Table 3.5 casfohe (within the
uncertainties) be regarded as lower (steep) limits for the true PDMF sldpe §fuintuplet cluster.

If stars left of the blue colour-cut are considered during the estimatiog.pf(see last paragraph
of Appendix B.2), the number of stars to be removed from the two lowest iasgbin 1 and 2) is
significantly increased. The retrieved PDMF slopes are therefore fledteging froma = —1.71 to
—1.39 with an average value af = —1.55 (compared t@ami, = —1.74, amax = —1.50 and a mean
value ofa = —1.63).
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C Acronyms and abbreviations

2MASS
AO

CCD
CMD
CMZz
CONICA
DIT

EM algorithm
FOV
FWHM
GLIMPSE
HRD
HST

IMF
IRAC
IRACE
ISAAC
JWST
LBV
MAST
MIRI

MS
NACO
NAOS
NDIT
ONC

2 Micron All Sky Survey
AdaptiveOptics
Colour-Colour Diagram
Colour-MagnitudeDiagram
C entralMolecularZone
COudé NearlnfraredCAmera
D etectorl ntegrationTime
ExpectationM aximisation algorithm
Field Of View
F ull Width atHalf Maximum
G alacticL egacyl nfraredM id-Plane Survey Extraordinaire
HertzsprungrusselDiagram
HubbleSpaceTelescope
I nitial MassFunction
| nfraRedArray Camera
| nfraRed Array Control Electronics
| nfraredSpectrometeAnd Array Camera
JamesWebbSpaceTelescope
L uminousBlue Variable
M ikulski Archive for SpaceTelescopes
M id-InfraRed | nstrument
Main Sequence
NAOS-CONICA
NasmythAdaptiveOptics System
N umber ofDIT s

Orion NebulaCluster



158 C Acronyms and abbreviations

PDMF Presentbay MassFunction
PMD ProperMotion Diagram
PMS Pre-Main Sequence

PSF Roint SpreadFunction

RSG Red SupeiGiant

SED SectralEnergyDistribution
SMBH SupeMassiveBlack Hole
UKIDSS UKIRT InfraredDeepSky Survey
VLT V ery LargeTelescope

WR star Wolf-Rayet star

WFC3 Wide Field Camera3

YSO YoungStellar Object

ZAMS ZeroAgeMain Sequence
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